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The advent of behavior-independent 
measures of cognition and major progress 
in experimental designs have led to 
substantial advances in the investigation 
of infant language learning mechanisms. 
Research in the last two decades has shown 
that infants are very efficient users of 
perceptual and statistical cues in order 
to extract linguistic units and regular 
patterns from the speech input. This has 
lent support for learning-based accounts 
of language acquisition that challenge 
traditional nativist views. Still, there are 
many open questions with respect to when 
and how specific patterns can be learned 
and the relevance of different types of 
input cues. For example, first steps have 

been made to identify the neural mechanisms supporting on-line extraction of words and 
statistical regularities from speech. Here, the temporal cortex seems to be a major player. How 
this region works in concert with other brain areas in order to detect and store new linguistic 
units is a question of broad interest. 

In this Research Topic of Frontiers in Language Sciences, we bring together experimental 
and review papers across linguistic domains, ranging from phonology to syntax that address 
on-line language learning in infancy. Specifically, we focused on papers that explore one of 
the following or related questions: How and when do infants start to segment linguistic units 
from the speech input and discover the regularities according to which they are related to 
each other? What is the role of different linguistic cues during these acquisition stages and 
how do different kinds of information interact? How are these processes reflected in children’s 
behavior, how are they represented in the brain and how do they unfold in time? What are the 
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characteristics of the acquired representations as they are established, consolidated and stored 
in long-term memory? 

By bringing together behavioral and neurophysiological evidence on language learning 
mechanisms, we aim to contribute to a more complete picture of the expeditious and highly 
efficient early stages of language acquisition and their neural implementation.
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Since the first seminal reports of young infants’ abilities to use
both acoustic (e.g., Mandel et al., 1994) and statistical cues (e.g.,
Saffran et al., 1996) to structure, categorize, and memorize lin-
guistic units from their speech input, the quest for capturing
infants’ abilities and limitations in the discovery of basic ele-
ments and regularities in speech has attracted a lot of attention.
While many important findings have been unveiled using sophis-
ticated behavioral methods that allow to measure infants’ dis-
crimination of familiar vs. unfamiliar speech sounds, the field has
gained a new momentum with the advent of techniques, such as
event-related brain potentials (ERPs) or functional near-infrared
spectroscopy (fNIRS), which allow to measure discrimination
even in the absence of overt behavioral responses. After the first
excitement about infants’ amazing abilities, new challenges have
emerged, for example, the question how different input cues
interact, how learner variables, such as bilingual language input,
contribute to learning mechanisms, or how low-level learning
mechanisms contribute to higher-order language learning, such
as word learning or sentence comprehension.

The goal of the current Research Topic is to provide a cutting-
edge snapshot of this active research field integrating original
research papers using both behavioral and neurophysiological
techniques with review articles providing ideas for general frame-
works capturing those findings.

Three reviews and one methods article offer global and
thought-provoking views on basic principles and computational
mechanisms that are operative in early language learning. Seidl
and Cristia (2012) provide an overview of research on the dis-
covery of allophony vs. phonemic differences in early infancy
and discuss mechanisms supporting this distinction. Bortfeld
et al. (2013) make a case for using neurophysiological meth-
ods, such as ERPs and fNIRS to investigate two factors they
consider basic ingredients for early language learning, namely
salience and familiarity. Krogh et al. (2012) provide a timely
review of statistical learning across modalities and outline dif-
ferent types of constraints and underlying learning mechanisms.
Arciuli and Torkildsen (2012) provide evidence for a close interac-
tion between statistical learning and language processing in nor-
mal and impaired language acquisition and call for longitudinal
research programs shedding light on this relationship.

Two of the original research papers applied neurophysiological
methods. Minagawa-Kawai et al. (2013) report an fNIRS study
on the emergence of phonotactic abilities in a cross-linguistic
sample of infants. The authors report a null-result and discuss
potential methodological pitfalls when using fNIRS. Kooijman
et al. (2013) used ERPs measured at the age of 7 months as a

predictor of later language skills showing the potential sensitivity
and meaningfulness of neurophysiological measures with respect
to inter-individual differences across language development.

Another set of research articles focuses on the contribution of
prosodic information to the perception of sentential structure.
Wellmann et al. (2012) evaluate the role of different prosodic
boundary cues in German-learning infants’ discrimination of
coordinate noun phrases, showing that two out of three cues are
sufficient for 8-month-olds to solve this task. For the same age,
Bernard and Gervain (2012) show that French-learning infants
use prosodic prominence and word frequency as signals to word
order in an artificial language.

The largest group of papers deals with specific questions
related to speech segmentation. Bosch et al. (2013) investigate
word segmentation in 6- and 8-month-olds in previously under-
investigated, syllable-timed languages (i.e., Spanish and Catalan)
and provide evidence for the early emergence of this ability
in monolinguals and bilinguals. For English-learning infants,
Thiessen and Erickson (2012) show that this ability emerges even
at 5 months if artificial-language units are marked by transitional
probabilities and word stress, and that infants’ segmentation is
guided by transitional probabilities if both information types are
placed in conflict. Yurovsky et al. (2012) also study regularities
signaling word-like units in child-directed speech, that is, posi-
tion and onset cues in naming frames. The authors report that
in an artificial language either regularity is sufficient to trigger
speech segmentation and subsequent word learning in adults.
Mintz (2013) is interested in the question when infants are able
to segment morphosyntactic endings from verb stems and pro-
vides evidence that this happens starting from the first half of the
second year of life. Graf Estes (2012) demonstrates that infants at
11 and 17 months recognize words across acoustic variations after
successful statistical segmentation and at the older age even apply
these generalizations as labels of new objects.

Finally, our Research Topic contains one study which analyzes
infant speech production during the second year of life. Yamashita
et al. (2013) study English- and Japanese-learning children’s pho-
netic inventory across 15, 20, and 24 months and assume adult-
like vocal tract structures to be present by 24 months of age for
both languages.

As a compendium of current research efforts in the field
of early language learning mechanisms we are confident that
this Research Topic offers novel and stimulating ideas for those
who are new to the field and would like to get a timely
overview as well as for experts who are interested in current
developments.
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There is a substantial literature describing how infants become more sensitive to differ-
ences between native phonemes (sounds that are both present and meaningful in the
input) and less sensitive to differences between non-native phonemes (sounds that are
neither present nor meaningful in the input) over the course of development. Here, we
review an emergent strand of literature that gives a more nuanced notion of the problem
of sound category learning. This research documents infants’ discovery of phonological
status, signaled by a decrease in sensitivity to sounds that map onto the same phonemic
category vs. different phonemic categories. The former phones are present in the input,
but their difference does not cue meaning distinctions because they are tied to one and
the same phoneme. For example, the diphthong I in I’m should map to the same under-
lying category as the diphthong in I’d, despite the fact that the first vowel is nasal and
the second oral. Because such pairs of sounds are processed differently than those than
map onto different phonemes by adult speakers, the learner has to come to treat them
differently as well. Interestingly, there is some evidence that infants’ sensitivity to dimen-
sions that are allophonic in the ambient language declines as early as 11 months. We lay
out behavioral research, corpora analyses, and computational work which sheds light on
how infants achieve this feat at such a young age. Collectively, this work suggests that
the computation of complementary distribution and the calculation of phonetic similarity
operate in concert to guide infants toward a functional interpretation of sounds that are
present in the input, yet not lexically contrastive. In addition to reviewing this literature, we
discuss broader implications for other fundamental theoretical and empirical questions.

Keywords: infants, perception, phonology, phonemes, speech

INTRODUCTION
There is a large literature on how infants become more sensi-
tive to differences between phones that map onto different native
phonemes (sounds that are both present and meaningful in the
input) and less sensitive to differences between phones that map
onto different non-native phonemes (sounds that are neither
present nor meaningful in the input) as they mature. This litera-
ture shows that infants begin to zero-in on the phonemes present
in their native language sometime between 4 and 12 months of age
(Werker and Tees, 1984; Polka and Werker, 1994). However, cate-
gorizing sounds as either present in, as opposed to absent from, the
input is only one step in language acquisition. Certainly this helps
the infant to focus on her specific language’s properties and ignore
other language’s properties, and this ability to build language-
specific phonetics may even be fundamental in building a lexicon
(Kuhl et al., 2008). However, the child must also learn to catego-
rize sounds which are present, but not meaningful in the input
language. This task is likely to recruit the same mechanisms as the
native/non-native task. Specifically, in every language, there are
sounds that are present in the input but do not map onto different
native phonemes, since their different forms do not cue meaning
distinctions and the child must learn to map these to a unified
phonemic representation. For example, the diphthong I in I’m
should map to the same underlying category as the diphthong in
I’d, despite the fact that one vowel is nasal and the other oral. For

ease of expression and reading, we will use the shorthand of “allo-
phones” for phones that map onto the same phonemic category,
and “phonemes” for phones that map onto different phonemic
categories1. In this paper we summarize evidence on the acquisi-
tion of allophones to answer two key questions: When and how
does the learner determine whether two sounds are allophones or
phonemes in the target language?

Before turning to the evidence on the acquisition of allophones
and the mechanisms underlying their acquisition, it is impor-
tant to discuss both how allophones and phonemes are defined
within the linguistic, descriptive literature (Section“What are allo-
phones”); and how they are processed by individuals with a fully
developed grammar according to the psycholinguistic literature
(Section “The end state”). We then review an emergent strand of

1“Allophone” is used somewhat variably across papers. For example, some use the
word to denote the more marginal pronunciations of a sound (e.g., if vowels are
nasalized before nasal vowels and are oral elsewhere, then some would call the nasal
alternate an allophone and the oral one a phoneme, Peperkamp et al., 2006). In more
traditional phonological terms, all sounds are allophones, surface representations
that map onto some phoneme (abstract representation). Following this definition,
for example, one should state that in English oral and nasal [i] are allophones of the
same phoneme, whereas oral [i] and oral [e] are allophones of different phonemes.
We adopt the latter definition, except that for ease of reading we will refer to cases
like the previous one (allophones that map onto the same phoneme) as“allophones,”
and to the latter (allophones that map onto different phonemes) as “phonemes.”
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literature that documents when infants begin to apply a differential
processing of allophones and phonemes (Section“Infants’process-
ing of allophones”) and how they might have learned to make such
a distinction between allophones and phonemes (Section “Mecha-
nisms for learning allophones”). The final section (“Implications”)
discusses how research on infants’ learning of phonological sta-
tus can inform, and be informed by, other areas of investigation.
Throughout this article, we identify areas where answers are still
lacking. We hope that this review serves as a springboard for such
work and helps to point to clear areas out of which this future
work can grow.

WHAT ARE ALLOPHONES?
There are two classical cases of allophony, which are com-
monly discussed in introductory linguistics courses (Trubetzkoy,
1939/1969; Kenstowicz, 1994). The first involves “sounds in com-
plementary distribution.” Two sounds are in complementary dis-
tribution if the sound which should be used is completely pre-
dictable from the context; put differently, the contexts in which
each sound can occur are completely non-overlapping. For exam-
ple, in most varieties of American English, dark /l/ occurs syllable-
finally (“ball”), whereas light /l/ occurs in all other positions
(“lab”). Notice that no two words in American English differ only
on whether they have a light or dark /l/. In other words, sounds
in complementary distribution do not cue meaning distinctions.
Finally, a third criterion for allophony in this case is that the two
sounds must be somehow acoustically related, such that they may
be interpreted as the “same” sound, on some abstract level. For
instance, although / / and /h/ are in complementary distribution
in English (the former occurs only in syllable codas, the latter only
in syllable onsets), phonologists would not want to posit that they
are allophones since they are highly acoustically distinct (Bazell,
1954).

The second classical case of allophony relates to sounds in “free
variation.” In this case, speakers can produce two or more different
sounds in the exact same environment (e.g., ri[
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]er versus ri[d]er
in American English); however, these differences are not lexically
relevant. Much work debates the name “free,” since in many such
cases the variant which is selected appears to be explained, to a con-
siderable extent, by a number of structural, sociolinguistic, and
idiolectal variables (e.g., Fischer, 1958). Nonetheless, it remains
the case that two sounds which can be thus exchanged without
semantic changes can be viewed as allophones. The traditional
way of establishing whether two sounds are in free variation is
by carrying out a minimal pair test. Minimal pairs are two word
forms that differ in only one sound; if this sound swap results in
meaning change or loss, then the two sounds are phonemes, but if
it does not, they are allophones in free variation.

In phonology, as in life, things can sometimes get more compli-
cated, and for the definition of allophony this is true in a number of
ways. To begin with, there are cases of complementary distribution
and free variation that are true in certain phonological and lexical
contexts, but not others. For example, one could state that voiceless
unaspirated and voiceless aspirated stops are in complementary
distribution in American English, with the former occurring e.g.,
after /s/ (as in “stop”) and the latter e.g., in the onset of mono-
syllables (as in “top”). However, voiceless unaspirated stops are

minimally different from the surface realizations of voiced stops
in syllable-initial position when following a word ending in /s/, to
such an extent that one-year-olds fail to discriminate them (Pegg
and Werker, 1997)2.

Moreover, sometimes two pronunciations are possible without
meaning change in some structural positions (e.g., [i]conomy vs.
[ e]conomy) but not in others (e.g., wom[i]n vs. wom[ e]n; though
perhaps a clearer example is tense and lax vowels, both of which
can occur in closed syllables, but only tense vowels occur in open
syllables). Additionally, some sounds would fit the definition of
phonemes, but may be present in only a handful of loanwords
(such as a pronunciation of the composer Bach as Ba[x] versus
Ba[k]; Halle, 1964); whereas for others there may be no mini-
mal pairs, even though the linguist’s intuition indicates that two
sounds are contrastive because they are both active (used in a
phonological constraint/rule) and prominent (involved in some
type of phonological, morphological, or even long distance effect;
Clements, 2001)3. Scobbie et al. (1999) and Scobbie and Stewart-
Smith (2008), among others, have discussed extensively another
ambiguous case from Scottish Standard English, where some vow-
els have long and short variants that are contextually determined,
yet for which some minimal pairs, with specific morpholexical
characteristics, can nevertheless be found. This is the case for long
and short variants of /ai/, which contrast minimally in “side” and
“sighed,” with the long version being found in morphologically
complex items. In spite of the existence of such minimal pairs, the
two sounds are in free variation across speakers in some lexical
items, such as “crisis.”

In view of such cases both within and across languages, Pierre-
humbert (2003) proposes to do away with the distinction between
phonemes and allophones and instead attempt an explanation of
learners’ acquisition of positional allophones, defined as clusters
of tokens in acoustic space. A comparable proposal was made in
Ladd (2006), who goes further by pointing out that allophones
are sometimes very meaningful sociolinguistically, and are thus
highly perceptually salient to native speakers. Scobbie and Stewart-
Smith (2008) argue, instead, that while the concepts of allophones

2One anonymous reviewer points out that this problem only exists in the case that
the speech stream is segmented, since only segmentation into syllables would lead
to the conclusion that the allophone of /t/ that occurs in “st” clusters does not group
with the phonetically similar [d], but rather with the phonetically dissimilar [t]. It
is unclear when exactly infants segment into syllables. Some data point to syllables
being the basic unit of analysis even for newborns, allowing the discrimination of
/atspa-apsta/ but not that of /tsp-pst/ (Bertoncini et al., 1988); while other data
suggests a protracted development, as infants do not use the syllable-determined
allophones of /r/ in “night rate” versus “nitrate” to segment these words from run-
ning speech until about 10 months of age. Thus this is certainly a question that
warrants further exploration.
3This sort of “active” contrast is eminently common in sign languages, which have
very few clear minimal pairs. Thus while a few clear minimal pairs exist e.g., in
the domain of handshape (Brentari, 1998), most are cases of near-minimal pairs or
cases where a contrast exists in one area of the lexicon, but looks distinct in another
area of the lexicon (Brentari and Eccarius, 2012). For example, according to Diane
Brentari (p.c.) The ASL sign THOUSAND was originally borrowed from the initial-
ized French Sign Language sign MILLE and had a 3-finger “M” handshape. During
the process of nativization the “M” (3 fingers) became “B” (all 4 fingers). That is
the more marked 3 fingers became the less marked 4 fingers handshape. However,
in this location with this movement there are no minimal pairs with either of these
handshapes.
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and phonemes may be useful end points, a continuum could
exist between allophones and phonemes, and propose that speak-
ers/listeners’ grammars could well be fuzzy. More recently, Hall
(2009) makes specific proposals as to how to predict perceptibil-
ity from gradient versions of an allophony/phonemicness scale.
Clearly the limitations of the classical definitions of allophones
and phonemes are not new (see e.g., Pike, 1947), but they are just
now beginning to gain a unique combination of linguistic and psy-
cholinguistic attention as it becomes increasingly clear that such
phenomena are not marginal, and that such gradience is relevant
to both language learning and processing. Indeed, a look through
Table 1 reveals a window into the scope of this gradience. While
it is not the aim of this paper to debate phonological theory, nor
to enumerate cases along this continuum, we keep the question
of gradience in mind when considering how infant learners may
approach the phonological system, and what types of allophones
versus phonemes (i.e., at what point of the continuum) have been
studied in previous experimental work. With this enriched view
of allophony, we now turn to adults’ perception of these two (or
more) “classes” of sounds.

THE END STATE: ADULTS’ PROCESSING OF ALLOPHONES
It should be noted from the outset that the study of whether listen-
ers’ sensitivity for contrasts that are allophonic is lower than those
that are phonemic faces certain methodological roadblocks, which
are worthy of discussion here. One way to interpret this hypothesis
is the following: Holding the listener and language constant, one
would compare a contrast A that is phonemic against a contrast
B that is allophonic, to find that A is processed better (discrimi-
nated more speedily and accurately; used for tracking phonological
patterns; recruited for coding lexical contrasts). Much of the ini-
tial literature we review uses this design (e.g., Whalen et al., 1997;
McLennan et al., 2003). When using this design, there is an obvious
interpretation alternative to phonological status affecting per-
ception: perhaps there is an intrinsic discriminability difference
between A and B. A safeguard against this state of affairs is to
test two sets of participants, who have different native languages,
and hold the contrast constant, an approach that is also common
in the literature (e.g., Johnson and Babel, 2010). In this scenario,
intrinsic differences in discriminability of contrasts are irrelevant,
since only one contrast is used. However, another problem arises,
namely that the stimuli must be recorded in some language. If
they are recorded in the language where the contrast is allophonic,
they may be pronounced less clearly (provided that speakers tend
to neutralize such contrasts), which is not desirable. But if they
are recorded in the language where they are phonemic, then the
test may facilitate the performance of listeners of that language,
who will find the stimuli native. The solution that researchers are
increasingly adopting is to use a third language where the con-
trast is phonemic, such that the stimuli are equally foreign to both
sets of participants. Results from the latter approach actually fit
in perfectly with conclusions derived from the two other (e.g.,
Boomershine et al., 2008), lending further credence to this body
of literature.

In brief summary,previous work suggests that adults do not dis-
criminate allophonic alternates as well as phonemes both behav-
iorally (Whalen et al., 1997; Peperkamp et al., 2003; Boomershine

et al., 2008; Shea and Curtin, 2011) and electrophysiologically
(Kazanina et al., 2006; Hacquard et al., 2007). Furthermore, adults
rate allophones as more similar to each other than phonemes
(Johnson and Babel, 2010). Additionally, words differing in sounds
that are allophonic prime each other, but words differing in sounds
that are phonemic do not (McLennan et al., 2003). These differ-
ences in processing come about as the result of native language
exposure and thus second language learners have a hard time
gaining sensitivity to sounds that are phonemic in the target
language even when those same sounds are present allophoni-
cally in the learners’ native language (Kondaurova and Francis,
2008).

Thus, overall, perceptual evidence in adults confirms that allo-
phonic and phonemic sounds are not treated similarly. Given
that there may be a continuum of allophones to phonemes, as
mentioned above, it is worthwhile to evaluate whether this differ-
ential behavior arises only for the categorical phonemic/allophonic
stages, or also for intermediate cases. This is especially true given
recent findings that listeners treat sounds differently based on the
reliability of their distributions (Dahan et al., 2008). Specifically,
in this study Dahan et al. (2008) examined adults’ perception
of tensed and laxed variants of /æ/ in the environment of /k/
and /g/. When /æ/ was consistently tensed before /g/, but not
/k/ they found a training effect in the experiment such that
listeners, upon hearing e.g., the non-tensed /æ/ came to antic-
ipate the following segment as /k/. Thus, when segments vary
allophonically in a reliable way this can lead to differential pro-
cessing very quickly. This is not the case when the variation is not
predictable.

In Table 1, we reclassify adult perceptual studies in terms of
the type of contrast that has been examined. There are several
studies which explore one of the endpoints (e.g., Whalen et al.,
1997 examines a case of clear complementary distribution) and
only a few studies which explore points in between. For exam-
ple, in English [ ] can never map onto /d/, and therefore they
form a phonemic contrast. Whereas [
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non-overlapping. For example, in most varieties of American English, dark /l/ occurs

syllable-finally (“ball”), whereas light /l/ occurs in all other positions (“lab”). Notice

that no two words in American English differ only on whether they have a light or dark

/l/. In other words, sounds in complementary distribution do not cue meaning

distinctions. Finally, a third criterion for allophony in this case is that the two sounds

must be somehow acoustically related, such that they may be interpreted as the ‘same’

sound, on some abstract level. For instance, although /N and /h/ are in complementary

distribution in English (the former occurs only in syllable codas, the latter only in

syllable onsets), phonologists would not want to posit that they are allophones since they

are highly acoustically distinct (Bazell, 1954).

The second classical case of allophony relates to sounds in “free variation.” In this

case, speakers can produce two or more different sounds in the exact same environment

(e.g., ri[R]er versus ri[d]er in American English); however, these differences are not

lexically relevant. Much work debates the name ‘free’, since in many such cases the

variant which is selected appears to be explained, to a considerable extent, by a number

of structural, sociolinguistic, and idiolectal variables (e.g., Fischer, 1958). Nonetheless, it

remains the case that two sounds which can be thus exchanged without semantic changes

can be viewed as allophones. The traditional way of establishing whether two sounds are

in free variation is by carrying out a minimal pair test. Minimal pairs are two wordforms

that differ in only one sound; if this sound swap results in meaning change or loss, then

the two sounds are phonemes, but if it does not, they are allophones in free variation.

In phonology, as in life, things can sometimes get more complicated, and for the

definition of allophony this is true in a number of ways. To begin with, there are cases of

] is a possible realiza-
tion of /d/ in word-medial context, there are also quite a few
lexical exceptions where they occur in near overlapping distrib-
utions (e.g., rider vs. writer). Thus, the comparison of English
adults’ perception of the [
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definition of allophony this is true in a number of ways. To begin with, there are cases of

] and [d], on the one hand, against
[ ] and [d], on the other, represents the study of an interme-
diate case of allophony. This was undertaken in Boomershine
et al. (2008), who found poorer discrimination of the former
than the latter. Results cannot be attributed to the actual acoustic
items used, since the same mapped onto different types for a
second group of adults, whose native language was Spanish. In
Spanish [ ] and [d] are in complementary distribution (classic
allophony) and [
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the two sounds are phonemes, but if it does not, they are allophones in free variation.

In phonology, as in life, things can sometimes get more complicated, and for the

definition of allophony this is true in a number of ways. To begin with, there are cases of

] and [ ] are mostly in overlapping distribu-
tion (classic phonemic). Despite the fact that not all items fell on
the extremes of the phonemicness/allophony continuum, percep-
tual results were the opposite across language groups in all tests
but a measure of reaction time. Thus, this work seems to sug-
gest that differences between phonemic and allophonic processing
are found even when non-extreme points of the continuum are
investigated.

Nonetheless, a different pattern emerges from work using
electrophysiology. Hacquard et al. (2007) and Kazanina et al.
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Table 1 | Perceptible: native speakers report hearing the difference; Unpredictable: the phone cannot be predicted by its phonological context;

Lexical: there are many examples of minimal pairs sustaining the contrast.

Type Perceptible Unpredictable Lexical Example First author of relevant study

Phonemic Yes Yes Yes AmE [b-d] Whalen; Hacquard

Yes Usually Yes AmE [I-i]a

Yes Mildly Marginal ScE [x]b

Yes No Several Sc [ai-ai:]c

Yes No No German ich-ach Hacquard

Yes Rarely Yes AmE [

Infants’ learning of phonological status 5

non-overlapping. For example, in most varieties of American English, dark /l/ occurs

syllable-finally (“ball”), whereas light /l/ occurs in all other positions (“lab”). Notice

that no two words in American English differ only on whether they have a light or dark

/l/. In other words, sounds in complementary distribution do not cue meaning

distinctions. Finally, a third criterion for allophony in this case is that the two sounds

must be somehow acoustically related, such that they may be interpreted as the ‘same’

sound, on some abstract level. For instance, although /N and /h/ are in complementary

distribution in English (the former occurs only in syllable codas, the latter only in

syllable onsets), phonologists would not want to posit that they are allophones since they

are highly acoustically distinct (Bazell, 1954).

The second classical case of allophony relates to sounds in “free variation.” In this

case, speakers can produce two or more different sounds in the exact same environment

(e.g., ri[R]er versus ri[d]er in American English); however, these differences are not

lexically relevant. Much work debates the name ‘free’, since in many such cases the

variant which is selected appears to be explained, to a considerable extent, by a number

of structural, sociolinguistic, and idiolectal variables (e.g., Fischer, 1958). Nonetheless, it

remains the case that two sounds which can be thus exchanged without semantic changes

can be viewed as allophones. The traditional way of establishing whether two sounds are

in free variation is by carrying out a minimal pair test. Minimal pairs are two wordforms

that differ in only one sound; if this sound swap results in meaning change or loss, then

the two sounds are phonemes, but if it does not, they are allophones in free variation.

In phonology, as in life, things can sometimes get more complicated, and for the
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-d]d Boomershine

No Rarely No AmE [æ-æ̃]e

Allophonic No No No [p-ph] Whalen

(Many examples below are from Scobbie and Stewart-Smith, 2008.)
aTypically contrastive, but neutralized in some positions, e.g., seat vs. sit, but see vs. */sI/.
bOnly present in a handful of lexical items, e.g., lock vs. loch.
cOnly present in a handful of items, and predicted by syllable structure e.g., side vs.sighed.
d[d] is typically realized as [
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eSome talkers use more heavily while others do not. E.g., some nasalize in non-nasal environments, or fail to nasalize in nasal environments.

(2006) both explore cases of complementary distribution, free
variation, and overlapping distributions. While there are other
effects in these studies (e.g., inventory size), overall, using an
oddball paradigm, they find different processing results for com-
plementary distribution (which patterns like overlapping dis-
tribution) and free variation (which patterns differently). For
example, Kazanina et al. (2006), using Russian and Korean manip-
ulated stimuli, find that while Russian listeners (for whom t/d
are phonemic) show a significant mismatch response, Korean
listeners (for whom t/d are allophonic) show no such response
to the exact same stimuli. Hacquard et al. (2007) also examine
whether the amplitude to the mismatch response in an oddball
paradigm is related to the phonological status of the sounds in
question using synthesized stimuli on vowel tenseness in con-
tinental French, Argentinean Spanish, and Puerto Rican Span-
ish listeners. Tense and lax [e]/[ε] are phonemic in continental
French, allophonic in Argentinean Spanish and in free varia-
tion in Puerto Rican Spanish and this is reflected in the size
of the mismatch responses. Furthermore, Argentinean listeners
seem to discriminate the allophonic differences as well as they
discriminate the phonemic ones based on the size of the mis-
match response, but Puerto Rican listeners seem to discriminate
the allophonic/free variation contrast more poorly than a phone-
mic contrast ([e]/[a]). Thus, theoretical descriptions and psy-
cholinguistic evidence suggests that allophones and phonemes are
different and that typology of the allophones may also be a fac-
tor in processing at least at some level. The next section assesses
when these differences in processing come about over the course
of development.

INFANTS’ PROCESSING OF ALLOPHONES
As mentioned above, a considerable body of literature suggests that
perception of non-native (absent) sounds declines, whereas per-
ception of native phonemes improves toward the end of the first
year of life (Polka et al., 2001; Kuhl et al., 2006; Narayan, 2006). This
improvement likely relates to the much richer and more abundant

cues for the former: The child will accumulate more passive, pho-
netic exposure to the former; she may attempt these sounds; she
may learn some words that have them, and so forth. The first ques-
tion we would like to answer is when listeners become less sensitive
to allophonic distinctions and more sensitive to phonemic ones.
We review evidence from discrimination, phonotactic learning,
phonotactic processing, and word learning suggesting that infants
are sensitive to phonological status.

English-learning 2-month-olds discriminate allophonic vari-
ants (e.g., /t/ in “night rate” versus “nitrate”; Hohne and Jusczyk,
1994) showing an initial sensitivity to sounds that will eventu-
ally be treated as allophones later in life. Recent work suggests
that, while young infants are sensitive to sounds that are allo-
phones in their ambient language, this sensitivity declines with
maturation and language-specialization. Specifically, Seidl et al.
(2009) briefly familiarized English- and Quebec French-learning
infants with a pattern that depended upon vowel nasality. Note
that as mentioned earlier vowel nasality is phonemic in French,
but allophonic in English. Infants in this study heard syllables in
which nasal vowels were followed by fricatives, but oral vowels
were followed by stops. Then they were tested on their ability to
generalize this pattern to new syllables. English-learning 4-month-
old infants were able to learn this novel phonotactic dependency
involving vocalic allophones and behaved like French-learning 11-
month-old infants, for whom nasality is phonemic. However, by
11 months of age English-learners were no longer able to encode
this abstract phonotactic regularity and showed no evidence of
learning. It should be noted that these older infants are not com-
pletely impervious to allophones, since they use them to extract
words from running speech at 10.5 months (Jusczyk et al., 1999).
Rather, these results suggest that the same exact sounds no longer
function in the same manner across languages which use them as
phonemes versus allophones.

It might be suggested that some of the contrasts that have
been studied as allophones could be more perceptually difficult
than ones that have been explored as phonemes. Specifically,
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allophonic alternates may simply be more difficult to discrimi-
nate because they represent subtle changes. For example, Pegg and
Werker (1997) found that two phones that map onto different
phonemes /t/ and /d/, but are extremely similar, are not discrim-
inable by one-year-olds. In their study, they measured sensitivity to
the word-initial realization of /d/ against the post-/s/ realization
of /t/, which differ very subtly. However, an important point is
that simple acoustic distance between the tokens used in any given
test cannot explain developmental changes in allophonic sensitiv-
ity, since this sensitivity changes with age and language exposure.
Even in the Pegg and Werker (1997) study, 6-month-old were, in
fact, able to distinguish the very similar surface realizations of /t/
and /d/. Similarly, Dietrich et al. (2007) and Seidl et al. (2009) show
that attention to the same contrast declines in languages for which
they are allophonic, but not in languages in which they are phone-
mic. For example, Dietrich et al. (2007) show that 18-month-old
Dutch-, but not English-learning toddlers interpret vowel length
as lexically contrastive. Thus, it appears that while sensitivity to
allophonic sounds initially exists in infancy, it appears to decline
by 11 months of age (Seidl et al., 2009) as infants converge on
the native phonemic contrasts present in their input language and
come to ignore the non-native ones which are not present in their
input language (Werker and Tees, 1984).

It is worthy of note that most of the studies cited above
have been conducted on English-learning infants (albeit with two
exceptions, Dietrich et al., 2007; Seidl et al., 2009). If we are to draw
any clear conclusions concerning the time course of allophonic
sensitivity, we will need to expand this work cross-linguistically,
since it may be that the time course is different across languages and
may also be impacted by the kind of sound distinction explored.
Unfortunately, such single language studies only allow for certain
allophonic sounds to be tested, and confound potential differences
in discriminability with phonological status.

Also worthy of mention is that many allophonic alternates in
the studies mentioned above are predictable from the phonological
context. For example, the aspiration of /t/ studied in Hohne and
Jusczyk (1994) represents a clear case of complementary distri-
bution or classic allophony. Exceptions to this are the cases of
vowel nasalization utilized in Seidl et al. (2009) and the case
of vowel length in Dietrich et al. (2007). Specifically, although
vowels are nasalized before tautosyllabic nasal consonants in Eng-
lish, they are also often nasalized in other locations (e.g., within
a word with another nasalized vowel), so complementary dis-
tribution does not entirely hold. Thus, although there are cases
where nasalization of vowels is completely predictable on phono-
tactic grounds (before nasal Cs in the same syllable), we also
see nasalization in other locations for coarticulatory reasons. To
add more complexity to this picture, variation in nasalization
has been reported across American English dialects, such that
nasalization could become a sociolinguistically relevant feature
(e.g., a marker of African American Vernacular English), more
than a phonotactically relevant one. Similarly, in Dutch we see
a case where vowel length is difficult to classify using our clas-
sic definition of allophony. Although there are minimal pairs
with vowel length in Dutch, the presence if minimal pairs occurs
unevenly across the inventory. For example, / / has long and short
minimal pairs that differ mostly in length (although there are

slight vowel quality differences). All other vowels that have been
described as contrastive in length show considerable changes of
vowel quality with the addition of length, much as we see in
English tense-lax pairs. Certainly, the infant literature is not rich
enough to conclude that there are no differences among the differ-
ent degrees of allophony. Nonetheless, current research suggests
that in infants, as in adults, even degrees of contrastiveness may
make a difference, with more allophonic pairs being processed
less well than more phonemic pairs. Across all studies, however,
it appears that younger infants attend to salient distinctions more
than older infants when the distinctions are allophonic in the target
language.

MECHANISMS FOR LEARNING ALLOPHONES
Young toddlers treat allophones as distinct from phonemes. Fur-
ther, some of the evidence reviewed suggests that they come to
do so within the first year of life. How does such a young tod-
dler come to treat allophones as distinct given that they clearly
vary from language to language? Or more specifically, how do they
come to attend less to allophonic sound pairs and attend more to
phonemic sound pairs? There are several possible answers. Below,
we describe computational models and laboratory studies docu-
menting the ways by which allophonic treatment could come to
be distinct from phonemic treatment.

PHONETIC MECHANISMS
One possibility for learning the difference between allophones and
phonemes is that phonological status may be partially coded in
the acoustic signal. Specifically, it may be that allophonic alter-
nates are less distant from each other than phonemic ones; this
difference could ensue because speakers produce them less clearly
since their listeners pay little attention to them and thus com-
munication is not compromised by their lack of distinctiveness;
or simply because speakers themselves do not hear the difference
very clearly, and thus never hyperarticulate these sounds. Such a
strategy appears to be a cheap and sensible one, since infants are
extremely sensitive to the acoustic properties of phonemes in their
input (Maye et al., 2002; McMurray and Aslin, 2005; Cristia et al.,
2011).

Corpus studies confirm that phonological status is, indeed,
coded in the acoustic signal. Yuan and Liberman (2011) mea-
sured the Mel-frequency cepstral coefficients (MFCCs) of nasal
and oral vowels in three languages (Mandarin, Portuguese, Eng-
lish) and after training used a classifier to sort the vowels into either
nasal or oral classes. Results revealed that classification was easier
for Portuguese, a language with phonemic nasality, than in either
English or Mandarin, languages in which nasality is allophonic.
Thus, these data support the idea that there may be acoustic cues
to the classification of either phoneme or allophone, such that
phonemes are more distinct and hence more easily classified using
MFCCs.

Similar findings may obtain in infant-directed speech. In recent
work, Cristia et al. (2010) measured two different phonemic and
allophonic contrasts in infant- and adult-directed speech in cor-
pora of Quebec French and American English. Specifically, they
explored tenseness which is phonemic in English (“bit” vs “beet”),
but allophonic in Quebec French: In Quebec French tense vowels
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are laxed in closed syllables. They also explored vowel nasality
which is phonemic in Quebec French (“mode” vs “monde”), but
allophonic in English: In English vowels are nasalized before tau-
tosyllabic nasal consonants. After collecting corpora of both tense
and lax, and nasal and oral vowel pairs in each language in phono-
logically controlled environments and in both infant- and adult-
directed registers, they conducted acoustic measures of Euclidean
distance between vowel-specific alternates (nasal/oral, tense/lax)
using traditional acoustic measures of tenseness and nasality.
Results revealed that in terms of acoustic distance the tense/lax
pairs of vowels were closer in the allophonic language than in the
phonemic one regardless of the specific vowels explored. Nasal-
ity, on the other hand, was equally marked in both the phonemic
(French) and the allophonic (English) language. While it may be
the case that this unevenness was found because nasality is simply
more difficult to measure acoustically than tenseness, if we take this
data at surface value it appears that the phonemic vs allophonic
distinction is better marked in some areas of acoustic space than
others.

Although some information on phonemic status is clearly
present in the signal, corpora studies cannot reveal whether the
infant learner actually uses this acoustic information about the
“closeness”of sounds in her phonological processing. Further work
is necessary to answer this question.

While the argument of phonetic similarity is convincing for
some cases of allophony, it is unlikely that it could explain percep-
tual desensitization for all sounds that adults treat as allophones.
An intuitive case in point is that of /t/ allophones in English vari-
eties, which can sometimes (albeit rarely) be realized as glottal
stops. There is a priori no reason to imagine that [t] and [ ] are
similar; and certainly not more similar than [k] and [ ] (that is, if
[ ] has to be the allophone of some sound, phonetically it is much
closer to /k/ than /t/). In view of such arguments, researchers have
also explored other mechanisms, to which we turn.

DISTRIBUTIONAL MECHANISMS
An additional possibility is that infants use distributional cues,
meaning the context in which a phone occurs, to discern between
allophones and phonemes. For example, in English aspirated /t/
and unaspirated /t/ do not occur in the same location, so com-
plementary distribution can effectively be used as a key to the
allophonic categorization of sounds in classical phonemic versus
allophonic cases. This strategy seems a sensible one since evidence
suggests that young babies may be sensitive to distributions of syl-
lables (e.g., Saffran et al., 1996) and sounds (e.g., Chambers et al.,
2003; Seidl and Buckley, 2005; Cristià and Seidl, 2008; Seidl et al.,
2009).

These distributional mechanisms have received support from
a recent artificial grammar learning study. White et al. (2008)
explored the effects on infants’ perception of exposure to an
artificial grammar that could be described as having morpho-
phonologically conditioned allophony. Specifically, they familiar-
ized 8- and 12-month-old infants with a grammar containing
“determiners” followed by “content” words in which voicing of
the initial C of the content word alternated as a function of the
voicing of the final segment of the function word, but only with
consonants of certain manners. Note that this represents a slightly

different sort of allophony than the sorts discussed above, since the
“complementary distribution” did not apply within the “content”
words, but it was nonetheless still predictable. While 8-month-
olds were able to learn these patterns, only 12-month-olds seemed
to have grouped the alternate variants into a single functional
category.

In addition, computational modeling also provides some sup-
port to the complementary distribution strategy. Peperkamp et al.
(2006) investigated the performance of a model that categorized
sounds in complementary distribution as allophones, and sounds
with overlapping distributions as phonemes. This algorithm was
tested on both an artificial language as well as a simplified cor-
pus of phonetically transcribed French. While the algorithm did
well in correctly tagging allophones in the artificial grammar,
its performance was more error-prone in the French language
corpus. Specifically, it over-generated, generating allophonic alter-
nates that were not actually present in French. Errors of this kind
were reduced to a certain extent if phonetic proximity was also
taken into account.

Peperkamp et al. (2006) also suggest that these errors occur
because of the presence of many near-complementary distribu-
tions, as mentioned above. Specifically, it is the cases that exist
along the continuum between allophones and phonemes, but not
at the edges of this continuum, which are difficult for the algorithm
to correctly classify. These may be problematic to all learning algo-
rithms of this kind (and, though evidence does not yet support
this, to infants as well!). However, since near-complementary dis-
tributions are present in natural languages and there is no clear
cut-off point along the continuum that has been found, it may be
that until we discover how humans process these cases along the
continuum we will not be able to create algorithms to do so.

In concert, experimental and modeling results support the con-
tribution of distributional information for learning of certain cases
of allophony. They also underline that distributional information
alone is not sufficient, but must be packaged together with acoustic
similarity. This is not a limitation, as it is likely that multiple
mechanisms work in concert for the discovery of phonological
status.

LEXICAL MECHANISMS
The most informed, or high-level, source of information for
phonological status involves semantic knowledge. Jakobson (1966)
proposed that children use semantic cues, essentially using min-
imal pairs to discern which phonemes are crucial to the input
language and which are not. Thus, a child might hear palatal-
ization in English before [j,i,e]. Thus, she will hear at least two
different alternate pronunciations of the word hit. Specifically, she
will hear hi[c] you for “hit you,” but also hear hi[
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non-overlapping. For example, in most varieties of American English, dark /l/ occurs

syllable-finally (“ball”), whereas light /l/ occurs in all other positions (“lab”). Notice

that no two words in American English differ only on whether they have a light or dark

/l/. In other words, sounds in complementary distribution do not cue meaning

distinctions. Finally, a third criterion for allophony in this case is that the two sounds

must be somehow acoustically related, such that they may be interpreted as the ‘same’

sound, on some abstract level. For instance, although /N and /h/ are in complementary

distribution in English (the former occurs only in syllable codas, the latter only in

syllable onsets), phonologists would not want to posit that they are allophones since they

are highly acoustically distinct (Bazell, 1954).

The second classical case of allophony relates to sounds in “free variation.” In this

case, speakers can produce two or more different sounds in the exact same environment

(e.g., ri[R]er versus ri[d]er in American English); however, these differences are not

lexically relevant. Much work debates the name ‘free’, since in many such cases the

variant which is selected appears to be explained, to a considerable extent, by a number

of structural, sociolinguistic, and idiolectal variables (e.g., Fischer, 1958). Nonetheless, it

remains the case that two sounds which can be thus exchanged without semantic changes

can be viewed as allophones. The traditional way of establishing whether two sounds are

in free variation is by carrying out a minimal pair test. Minimal pairs are two wordforms

that differ in only one sound; if this sound swap results in meaning change or loss, then

the two sounds are phonemes, but if it does not, they are allophones in free variation.

In phonology, as in life, things can sometimes get more complicated, and for the

definition of allophony this is true in a number of ways. To begin with, there are cases of

] him for “hit
him.”Both of the utterances will be uttered on occasions where hit-
ting takes place. On a lexical account, the child would decide that
these two instances of hit must map to the same underlying struc-
ture, /hit/. In addition, the child will be at the same time learning
which sounds are phonemes by calculating minimal pairs. Thus,
the child will learn that /s/ and /h/ are distinct phonemes of English
because sit and hit map onto different semantic representations.
Indeed, Yeung and Werker (2009) experimentally demonstrated
that infants regain attention to a non-native contrast after seeing
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the members of the contrast paired with different visual referents.
These two processes, one of semantic overlap and one of semantic
distinction, may occur together and drive children’s developing
phonological representations. In a certain sense we can rule out
the strong version of this hypothesis as the sole method of learning
given that infants at 11 months in Seidl et al. (2009) treated allo-
phones as distinct from phonemes. Specifically, because infants at
11 months (and likely even older: Dietrich et al., 2007) do not have
many minimal pairs (Caselli et al., 1995) it seems unlikely that they
can use lexical cues as the sole driving factor in their phonological
category learning.

Thus, the old-style lexical hypothesis seems not to hold much
promise. However, a new version of lexical bootstrapping has
emerged in recent years. This work is based on the finding that
minimal pairs can be insufficient for the learner to maintain a
phonological distinction, and that near-minimal pairs are more
useful for deciding on phonemic dimensions. Thiessen (2007)
documents that 14-month-olds presented with a perfect minimal
pair based on stop voicing (such as taw-daw) fail to discriminate
two syllables differing along that feature, whereas toddlers exposed
to near-minimal pairs (such as tawbow and dawgoo) have an easier
time. Swingley (2009) goes further to propose that infants could
use commonalities in the pronunciation across otherwise com-
pletely different forms (such as the first vowel in yellow and better,
something one could describe as“maximal pairs”) to extract sound
categories, and argues that this new type of lexical bootstrapping
could make a considerable contribution to infants’ phonological
acquisition. Swingley and collaborators have recently bolstered
this case by reporting that 6-month-olds have referential knowl-
edge of several words (Bergelson and Swingley, 2012), such that
their lexicon could be slightly larger than previously thought (Tin-
coff and Jusczyk, 1999). Moreover, corpora analyses showed that
infant-directed speech offers few true minimal pairs, but rich max-
imal pairs structure, which an informed machine learner can profit
from to learn about the phonemes of her input language (Swing-
ley, 2009). We expect that a similar training study with infants
is underway, which would constitute the final pre-requisite for
this view of lexical bootstrapping. These new versions of lexical
bootstrapping assume that infants can use semantic informa-
tion to pull apart phonological categories. It should follow, then,
that in the absence of such separating forces, infants could col-
lapse allophonic sounds. More specifically, if maximal pairs are
necessary to establish sounds as contrastive then the absence of
such pairs may aid in establishing similarities between structures
and assigning phonological alternations/allophonic relationships.
Thus, this same mechanism might help the toddler establish
that the I in I’d and I’m map onto the same representation.
To our knowledge, the latter argument has not been made by
proponents of lexical bootstrapping of phonology, but we fore-
see such a theoretical development within that promising line of
work.

A second strain of models of phonological acquisition does not
assume rich semantic representations to separate the sounds, but
proposes that infants hold a pseudo-lexicon, a dictionary of fre-
quently encountered wordforms (Martin et al., in press). In this
proposal, wordform minimal pairs are used to detect allophones,
such that if the child’s lexicon contains two (long) sequences of

sounds that are identical except for one sound, then the two sounds
that differ across the two stored sequences should be considered
allophones of the same phoneme. Using such an algorithm, phones
could be classified as allophones and phonemes with a much
greater accuracy than with other algorithms using only distri-
butional information, or a combination of distributional infor-
mation and acoustics (detailed in the Distributional mechanisms
section). A pre-requisite for this type of lexical bootstrapping is
that the child has a proto-lexicon, a wordform repository. Recent
experimental work corroborates this: 11-month-olds showed no
preference between sequences of phones that were frequent in their
input, but which did not form real words, and actual real words
(Ngon et al., in press). In contrast, they do prefer frequent words
over infrequent words (Hallé and de Boysson Bardies, 1994), and
frequent sequences over infrequent wordforms, even when phono-
tactics had been controlled for (Ngon et al., in press). The next step
in the exploration of this potential explanation for phonological
acquisition involves showing that infants use minimal wordform
pairs to collapse across the distinction, rather than separate it. If
this prediction holds, it would demonstrate that minimal word-
form pairs and true, lexical minimal pairs do not operate in the
same fashion at all.

A variant of the latter hypothesis could be proposed where
long-term storage and the assumption of different mechanisms
governing wordform and lexical minimal pairs are unnecessary.
It is well known that infant-directed speech abounds in repeti-
tion, with a much greater narrowness of focus than adult-directed
speech (McRoberts et al., 2009). In other words, it appears that
infant-directed speech exaggerates“burstiness”(Baayen, 2001), the
tendency for lexical items to recur within the same conversational
interaction, in a way that could influence phonological acquisi-
tion (Skoruppa et al., 2012). A smart learner may be able to use
variation across two wordforms experienced in close succession
to derive probabilities of non-contrastiveness. For example, if the
child hears “dad,” “da[d]y,” “da[
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that differ in only one sound; if this sound swap results in meaning change or loss, then
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In phonology, as in life, things can sometimes get more complicated, and for the

definition of allophony this is true in a number of ways. To begin with, there are cases of

] could be vari-
ants of the same phoneme. The latter extension has not yet been
espoused by modelers, but we expect it may be just around the
corner. The predictions from this hypothesis could also be easily
tested using an artificial grammar design.

Whereas the combination of acoustics and distributional cues
seemed to gain the learner-model quite a bit, some work sug-
gests that a learner-model combining distributional and lexical
mechanisms, or all three together, may only be subtly improved
(Boruta, 2011). It is of theoretical and empirical interest to thor-
oughly investigate the effects and interactions emerging from the
integration of all 3 types of mechanisms in the future.

IMPLICATIONS
Collectively, this work suggests that multiple mechanisms, likely
including the computation of complementary distribution and
the calculation of phonetic similarity, operate in concert to guide
infants toward their functional interpretation of sounds that are
present in the input, yet not contrastive. This review also bears on
the more general question of how infants cope with phonetic vari-
ability that is not lexically meaningful such as variation between
talkers’ voices and accents. Interestingly, infants become resilient
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to talker and accent changes also toward the end of the first year of
life (Houston and Jusczyk, 2000; Schmale et al., 2010). Future work
should investigate whether this similarity is merely superficial, or
whether it is indicative of a perceptual reorganization allowing
toddlers to recognize wordforms in the presence of lexically irrel-
evant variation. To answer this question, research should focus on
how infants cope with deviations from canonical productions and
how predictable those productions are. Moreover, the question of
allophones is a categorical one, but many sources of variance are
gradient and future work should explore whether these different
kinds of variation are more or less learnable since it may be that
gradient changes to the acoustic character of a sound are more
variable.

A second consideration relates to the nuances in the concepts of
phonemes and allophones laid out above, and predictions that can
be stated on their learnability. Recent artificial grammar learn-
ing work suggests that infants tend to attend more to regular,
neither entirely predictable nor entirely unpredictable, patterns
(Gerken et al., 2011). In the domain of allophonic learning this
might translate to different attention being allotted to patterns
that are halfway between allophones and phonemes because of
their very irregularity, a matter that could be investigated by assess-
ing infants’ acquisition of different types of phonemes/allophones.
Additionally, one could imagine that for infants the areas of the
grammar in which the irregularity resides may be very impor-
tant. For example, if the irregularity is lexically or morphologi-
cally based the language learning infant may not be immediately
aware of it, and so would initially treat the pattern as if it were
regular.

Additionally, differential processing of allophones and
phonemes could inform translational research. For example,
some work suggests that inappropriate learning of sounds in
terms of these sound classes (e.g., perceiving equally well dif-
ferent phonemes and different allophonic alternates) correlates
with reading ability and differs between normally developing and
dyslexic children (Serniclaes et al., 2004). If we can pinpoint these
differences in early development it may be possible to intervene
while these infants are still at a very plastic stage of development.

Thus, longitudinal studies exploring allophonic and phonemic
processing may well contribute to early intervention at some point
in the future.

Although we have steered clear of production in this review, it
is certainly the case that accurately representing sounds as map-
ping onto distinct phonemes or the same phoneme should relate to
production, since the target phonology for production will require
the child to use the underlying sound in different ways in different
environments. All signs indicate that this is a process that occurs
quite early in development (Fikkert and Freitas, 2006). Still it is
unclear to what degree the continuum between allophones and
phonemes relates to production of those categories. We leave that
question for a future review, but mention here that it is crucial
to unite these two processes within the infant in order to truly
understand the course of infant development.

It remains unclear how infants might make use of “phonetic
similarity” in discovering allophones and distinguishing them
from phonemes. For example, all vowels are more similar when
compared with consonants, yet even young infants do not appear
to have difficulty in distinguishing one vowel from another. It may
be crucial to discern how acoustic similarity is judged vis-a-vis
the infant. It is possible that lexical factors may also play a role in
infant learning of phonological categories in a greater way than
has been shown in learning models (Swingley, 2009).

Finally, it is clear that allophones may be relevant not just to
phonological learning, but also to syntactic learning since allo-
phonic alternates may mark phrasal edges (Selkirk, 1984; Nespor
and Vogel, 1986; Seidl, 2000) and this marking may help infants
to learn their syntactic structure if they are attentive to these
edges (Nespor et al., 1996; Christophe et al., 1998). For exam-
ple, if there is strengthening of contact at domain edges (Keating
et al., 2003) or specific phonological processes at domain edges
as mentioned above, e.g., a greater degree of aspiration or longer
linguo-palatal contact the higher up you go in the prosodic hier-
archy, then if infants are aware of the prosodic cues that they
use for syntactic bootstrapping, this knowledge should inform
or a least interact with their acquisition of the knowledge of
allophones.
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The initial stages of language learning involve a critical interaction between infants’
environmental experience and their developing brains. The past several decades of
research have produced important behavioral evidence of the many factors influencing
this process, both on the part of the child and on the part of the environment that
the child is in. The application of neurophysiological techniques to the study of early
development has been augmenting these findings at a rapid pace. While the result is
an accrual of data bridging the gap between brain and behavior, much work remains
to make the link between behavioral evidence of infants’ emerging sensitivities and
neurophysiological evidence of changes in how their brains process information. Here we
review the background behavioral data on how salience and familiarity in the auditory
signal shape initial language learning. We follow this with a summary of more recent
evidence of changes in infants’ brain activity in response to specific aspects of speech. Our
goal is to examine language learning through the lens of brain/environment interactions,
ultimately focusing on changes in cortical processing of speech across the first year of
life. We will ground our examination of recent brain data in the two auditory features
initially outlined: salience and familiarity. Our own and others’ findings on the influence of
these two features reveal that they are key parameters in infants’ emerging recognition
of structure in the speech signal. Importantly, the evidence we review makes the critical
link between behavioral and brain data. We discuss the importance of future work that
makes this bridge as a means of moving the study of language development solidly into
the domain of brain science.

Keywords: near-infrared spectroscopy (NIRS), MMN (mismatch negativity), MMR (mismatch response), acoustic

salience, acoustic familiarity, infant speech perception, repetition suppression effect

SALIENCE AND FAMILIARITY AS GUIDES TO SEGMENTING
THE SPEECH SIGNAL
Here we synthesize recent findings on changes in infants’ brain
activity in response to specific aspects of speech. In particular, we
focus on two aspects of the speech signal that have been shown
to influence infants’ emerging sensitivities: acoustic salience and
the familiarity of auditory form. These are not easy things to dis-
entangle. Whether or not this is, indeed, possible, recent findings
on the influence of these features on infant auditory processing
reveal that they are both fundamental to infants finding structure
in the speech signal. Importantly, the evidence we review makes
the critical link between behavioral and brain data, and hints at
a resolution to the debate about whether familiarity and salience
are distinct acoustic features or one and the same. At present, we
define acoustic salience (or salience) as a construct that is based
on factors external to the language learner; salience can be con-
ceived of as those physical characteristics inherent to the stimulus
itself that make it salient. We consider this kind of salience dis-
tinct from preferences based on prior exposure or experience.
Prior experience is what establishes familiarity of auditory form
(or familiarity). Familiarity is what the infant brings to the per-
ceptual process. Based on their experience with language and the
environment, infants should develop the initial basis for mental

representations (which are not necessarily conscious) of strings of
sounds. The emergence of a mental lexicon no doubt influences
how acoustic stimuli are subsequently processed (e.g., eventually
as words). Here we review key behavioral findings demonstrating
how these two features interact to influence infant speech pro-
cessing. We then link these findings to more recent brain-based
measures of infant processing. Finally, we review a methodolog-
ical advance in use in our own lab, near-infrared spectroscopy
(NIRS), including some initial data obtained using NIRS, that
point to the utility of this method for teasing apart the relative
influences of acoustic salience and familiarity in early language
learning.

BEHAVIORAL EVIDENCE OF THE INFLUENCE OF SALIENCE
AND FAMILIARITY
One of the most common examples of salience is inherent in
the acoustic features that characterize infant directed speech
(henceforth, IDS). Speech directed to infants generally consists
of patterns of exaggerated pitch and rhythm, causing infants to
prefer it to adult-directed speech (ADS) (Fernald, 1985; Fernald
and Kuhl, 1987; Cooper and Aslin, 1990). This preference on
the part of infants is well established. Early tests of this typically
relied on a visual-fixation procedure to establish whether infants
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preferred to listen to infant-directed over ADS. For example, in a
test of newborns and 12-month-olds (Cooper and Aslin, 1990),
results indicated that both the newborns and the 12-month-olds
demonstrated increased visual fixation during IDS trials, suggest-
ing a preference for IDS over ADS. More recently, Thiessen et al.
(2005) sought to determine whether the preference for IDS over
ADS serves an infant’s learning needs, particularly in the language
domain. These researchers also used a familiarization procedure
and found that 6-to 8-month-old infants were better able to
segment statistically instantiated items out of a speech stream
when they had originally been presented to the infants in IDS.
This suggests that, not only do infants prefer IDS, but that the
salient characteristics of this form of speech help them recognize
individual items within running speech. This is so even before
infants are able to exhibit stable language production behaviors
themselves.

Despite infants’ general preference for IDS, their preference
for specific affective content within this form is not constant and
has been demonstrated to shift during the first year. For exam-
ple, 3-month-olds were found to prefer IDS that was pre-rated
as soothing or comforting, 6-month-olds preferred IDS pre-rated
as approving, and 9-month-olds preferred “directive affective”
speech, a type of speech indicating that the infant should behave
in a certain manner (Kitamura and Lam, 2009). This devel-
opmental shift in affective preference suggests that infants and
caretakers influence one another over the course of the infant’s
first year in determining which type of speech will be most
salient for the infant; caregivers are more likely to use a par-
ticular affective tone if the child is more likely to attend to it.
Presumably, this facilitates language learning, since it promotes
the mutual give-and-take that is the basis for communication in
general.

If infant-directed speech is caregivers’ way of making speech
salient to infants, when does familiarity begin to play a role in
their processing of the speech stream? As infants hear more and
more IDS, it should become a familiar auditory form, both in
terms of its general prosodic structure and, perhaps, in terms of
the particular words it most frequently contains (e.g., an infant’s
own name). Indeed, familiarity can be derived from salience,
as hypothesized by Snow (1972) based on her observation that
the hallmarks of IDS include simple utterances and redundancy.
While both of these characteristics increase the overall salience of
this form of speech, such salience also provides a scaffold for word
learning by highlighting particular forms within the acoustic
stream. Eventually, those forms become familiar, thus facilitat-
ing additional structural learning. Support for this view comes
from a study designed to investigate developmental differences in
infants’ preference for different aspects of IDS, in which 6-month
old infants were found to prefer the repetitive structure, rather
than their earlier preference for its prosodic elements (McRoberts
et al., 2009). This shift in preference from the prosodic elements to
the repetitive elements may be an indication of when infants tran-
sition from processing the general characteristics of the speech
stream to recognizing components (i.e., words) within it. Such a
view is consistent with findings showing that infants discriminate
among words relatively early in life (Tincoff and Jusczyk, 1999;
Bortfeld et al., 2005; Bergelson and Swingley, 2012).

INTERACTION OF SALIENCE AND FAMILIARITY
Important evidence of the interaction of acoustic salience and
familiarity in infants’ speech processing comes from a study by
Barker and Newman (2004). These researchers found that infants
not only showed a preference for words spoken by their mother,
but that they were able to attend to her voice in the presence of
background noise that consisted of an unfamiliar female speaker.
One implication of this finding is that, since infants can attend
to their mothers’ voices even in the presence of noise, they may
be able to learn acoustic structure better from their mother (or
from some other highly familiar individual) than when the words
are being produced by an unfamiliar speaker. Regardless of who
the speaker is, however, IDS contains important cues that appear
to facilitate language learning. It also parallels patterns of speech
between adults. When adults engage in conversation, the first
instance of a word’s utterance is typically more enunciated (clear)
and longer than in subsequent references, suggesting that the
speaker assumes a common ground between him or herself and
the listener (Fowler and Housum, 1987). Repeated words are
acoustically truncated in IDS as well, suggesting that such trunca-
tions may help draw infant attention to previously unsaid words
(new information) in sentences that contain predominantly old
information (Fisher and Tokura, 1995).

Additional research has revealed that this pattern is not sta-
ble when adults speak to infants, highlighting an interesting and
important characteristic of language input. Bortfeld and Morgan
(2010) investigated the given-new contract in infants by measur-
ing the (several subsequent) repetitions of words produced by
mothers in a single instance of speaking. Of note, such repeti-
tion is not something that adults would do when speaking with
other adults; rather, the focal word is typically referred to with a
pronoun after its initial one or two mentions. When speaking to
infants, however, adults will repeat a word multiple times, provid-
ing an interesting pattern on which to perform acoustic analyses.
Therefore, in their study, Bortfeld and Morgan (2010) did just
this, finding that the second utterance of a word, when directed
to infants was, indeed, truncated, and produced less emphati-
cally, a finding that mirrors Fisher and Tokura’s (1995) earlier
results. However, when looking beyond the first two mentions
of a word, it became clear that mothers revert to emphatically
stressing that word all over again, followed again by de-emphasis.
Given that adults will repeat a word to an infant sometimes six
or eight or ten times, this points to a rhythmic production pat-
tern that, while mirroring adults’ speech, exaggerates it through
repetition. Although the second (and subsequent) sets of repeti-
tions may be less stressed and enunciated overall in comparison
to the first, mothers nonetheless appear to revert to the same pat-
tern of emphasis/de-emphasis. This is the case at least until they
change the focus of their speech. Together, these findings provide
support for the view that acoustic salience provides the founda-
tion for familiarity. And familiarity, often in concert with salience,
facilitates language learning. Of course, a form may become more
salient to an infant as its familiarity increases (e.g., by taking
on semantic meaning). But if we constrain our characterization
of salience to acoustic salience, the directionality of influence
implied here makes sense, and appears to hold for individual
speech sounds as well. For example, a recent study (Narayan et al.,
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2010) challenges the long-standing view that infants can discrim-
inate all functionally discriminable (i.e., categorically distinct)
sounds. Instead, Narayan et al. (2010) observed a case in which
acoustic salience (in the form of more versus less discriminabil-
ity) interacts with an infant’s environmental exposure. Their work
suggests that differential discriminability is not entirely consistent
with the all-to-some view of perceptual tuning patterns across the
first year of life. Specifically, the researchers focused on Filipino,
a language in which there is a subtle difference in nasalization
between /na/ and /ηa/ that does not exist in English; on the other
hand, the contrast between /ma/ and /na/ exists in both languages
and is much more salient to the listener. English-exposed infants
were shown to discriminate /ma/ from /na/ at both 6-to-8 and
10-to-12 months of age, but they were not able to discriminate
non-native and less acoustically salient /na/ vs. /ηa/ contrast at
either of these ages. Even very young (e.g., 4-to-5 months of age)
English-exposed infants showed discrimination of only the for-
mer (/ma/ vs. /na/) and not the latter contrast (/na/ vs. /ηa/).
Notably, Filipino-exposed infants showed discrimination of their
native [na]-[ηa] between 10- and 12-months, but not between
6- and 8-months. This pattern of findings suggests that experi-
ence is necessary to establish long-term discrimination of two
very similar speech sounds (e.g., /na/ and /ηa/), while acoustic
salience enhances perception of very different sounds (e.g., /ma/
and /na/), providing a more nuanced view of how early perceptual
reorganization unfolds.

Of course, different languages are characterized by differences
well beyond the phoneme level. For example, it has been hypoth-
esized that infants from different language backgrounds develop
preferences for their particular (native-language) stress pattern
early in life. To test this hypothesis, Hohle et al. (2009) conducted
four experiments with German- and French-exposed infants at
both 4- and 6-months. These languages have a notable contrast
in stress, with German showing a strong trochaic (strong-weak)
pattern that French does not have. At 4-months, German-exposed
infants showed no preference for stress pattern; however, at
6-months, they began to show a preference for the trochaic pat-
tern. On the other hand, French-exposed infants did not show a
preference for one or the other pattern at 6-months, but were able
to discriminate between the two. As with the phoneme discrimi-
nation findings, these results suggest that infants’ sensitivities are
shaped both by their environmental exposure and the absolute
salience of the acoustic characteristic in question. Where trochees
are quite salient in German, French’s syllable timing rendered the
trochaic form less salient to French-exposed infants.

Although acoustic salience is a useful tool for infants who are
initially learning language, it can present problems as well. For
example, if infants pay attention to their world based only on the
physical salience of an object (auditory or otherwise), they may
be missing other important aspects of the environment. When
the item in question is a visually presented object, this can also
affect the likelihood that infants will learn about other objects.
In a clever study, Pruden et al. (2006) exposed 10-month-olds
to a salient object (e.g., a glittery wand) and a less salient object
(e.g., a beige bottle opener), while pairing each with a unique
and novel auditory label. Despite being asked to identify the non-
salient object, infants tended to look more at the salient object.

Clearly, infants’ tendency to attend to the salient things in the
world around them doesn’t always facilitate language learning.

Behavioral research has revealed several other sensitivities that
infants bring to the learning environment. Consistent with the
trochaic bias observed by Hohle et al. (2009) in German- but not
French-exposed 6-month-olds, different languages have different
units of segmentation. French tends toward the syllable, English
and German use stress, and Japanese uses the mora (a subsyllabic
unit) for segmentation (Cutler and Mehler, 1993). Indeed, ear-
lier research demonstrated that infants exposed to each of these
languages approach speech segmentation differently. A French-
exposed infant, upon hearing Japanese, will segment the speech
stream based on syllables, when the mora would actually be more
appropriate (Cutler and Mehler, 1993). Although the means of
segmentation are different in each language, the methods are sim-
ilar: infants appear to recognize ambient rhythmic patterns early
on, and use these patterns to segment the speech stream, thereby
developing more precise awareness of the sounds within those
segments. Again, although the familiar structures differ across
languages, the general pattern is for those aspects of the environ-
ment which are the most salient to infants to become the most
familiar (or at least to become familiar faster).

Infants are also sensitive to statistical regularities in their envi-
ronment, using them as a guide to structure (e.g., Saffran et al.,
1996). Beyond basic sensitivities, infants can then map these reg-
ularities to simple visual objects, demonstrating the first step in
making label-object associations. For example, in a recent study
(e.g., Shukla et al., 2011), infants were presented with a con-
tinuous speech stream and were able to recognize relationships
between co-occurring segments (e.g., statistical “words”) and
objects in the environment, but only if there was a high proba-
bility for co-occurring syllables (see also Graf Estes et al., 2007;
Hay et al., 2011). This ability was extinguished when these statis-
tically co-occurring segments crossed prosodic boundaries. These
results are consistent with other work showing that prosody is
a salient cue to infants by 6-months of age (see Kitamura and
Lam, 2009; McRoberts et al., 2009) and that it interacts with their
emerging sensitivity to structure. The fact that infants can map
newly recognized structure onto simple visual objects (or at least
associate them) demonstrates that the interaction of perceptual
salience and familiarity forms the basis for active learning about
relationships in the environment.

This happens at a more granular level as well. For example,
the statistical likelihood of a sound string like “bref” is relatively
high in English; one like “febr” is quite low. Mattys and Jusczyk
(2001) observed that American English-exposed 9-month-olds
segmented words as a result of the likelihood of the phoneme
sequences in their language of exposure (in this case, American
English). In other words, their familiarity with their own lan-
guage’s phonotactic structure actively influenced what infants
found perceptually salient by the end of the first year. Graf Estes
et al. (2011) expanded on this work by using a looking-while-
listening paradigm with 18-month-olds. In this, infants were first
presented with two object labels that were paired with novel
objects. These labels were either legal (contained sound sequences
that frequently occur in English) or illegal (contained sound
sequences that never occur in English). At test, infants looked at
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the correct object when presented with the legal label; they did not
look at the correct object when presented with the illegal label.
These results demonstrate that phonotactic sensitivities have the
power to shape learning.

In earlier work (Bortfeld et al., 2005), my colleagues and I
demonstrated that infants can use existing words to scaffold their
learning of new words. Specifically, we found that 6-month-olds
can learn a new word if they had been familiarized with it while
it was consistently preceded by either their own name or some
other highly familiar name (e.g., mommy/mamma, depending on
which term the mother used to refer to herself). Names for impor-
tant individuals (e.g., oneself, one’s primary caregiver) are highly
frequent and thus become very familiar. This study shows that
such familiarity can serve as a tool for subsequent segmentation
of the speech stream, thereby facilitating progressive language
learning. In this case, it is unclear which comes first, salience or
familiarity. Presumably the semantic meaning associated with the
familiar sound string is what brings the salience to the word, an
important caveat to the argument laid out earlier about salience
leading familiarity. And familiarity can sometimes undermine
learning. In a clever study, Houston and Jusczyk (2000) famil-
iarized infants with words produced by one speaker and then
tested whether they could generalize their learning to unfamiliar
speakers and to unfamiliar contexts (an ability that would reveal a
more abstract form of representation). Results suggested that such
abstraction did not happen, at least initially. Of course, speaker-
specific representation of words is not a very functional way to
learn language; fortunately for everybody, infants’ retention of
indexical information about individual speakers attenuates by
about 10.5-months of age.

We have reviewed just a smattering of the behavioral evidence
supporting the role of salience and familiarity in language devel-
opment. Whether conceptualized as one or two identifiable char-
acteristics of acoustic form, many questions remain. In particular,
it is not always clear whether familiarity and/or salience act in a
top-down or bottom-up manner. Salience may enter the system,
at least initially, in a bottom-up manner (e.g., from the environ-
ment; from biologically established biases toward the environ-
ment) and thereby shape developing representations. Then again,
it may not.

In a final example of the complex interaction between new and
learned information in the process of language learning, Mersad
and Nazzi (2012) used statistical learning in combination with
familiar form. In a tweak of the usual approach to testing sta-
tistical learning, these researchers used non-uniform length novel
words instead of the standard uniform-length novel “words” from
the audio stream. Eight-month-olds were hindered in their ability
to segment these non-uniform length novel words when pre-
sented with no other cues. However, they could segment the
non-uniform length novel words when the words were preceded
with a familiar word (maman, French for mom). In other words,
what had become salient (“maman”) through initial familiariza-
tion provided infants with top-down guidance for parsing a com-
plex (bottom-up) signal. This is just another demonstration of
the degree to which top-down and bottom-up processes are inter-
acting in complicated ways—from an early age and all along—to
influence language processing. Ultimately, these data highlight the

challenge inherent in characterizing which came first in any form
of infant perception, salience, or familiarity.

A WAY FORWARD? BRAIN ACTIVITY DISTINGUISHES THE
INFLUENCE OF SALIENCE AND FAMILIARITY
Thus far, we have focused exclusively on studies in which behav-
ioral measures were used to investigate how infants process
speech. Indeed, infants’ overt gaze and sucking behaviors have
provided us with important insights into their perceptual expe-
riences, and behavioral measures are foundational in our under-
standing of how humans begin learning language. However,
limitations to the interpretations that can be made based on
these measures remain. For example, it is often difficult to tell
with certainty what exactly both the looking time and the looks
themselves signify (for a cogent review of the issues, see Aslin,
2007). Increasingly, researchers are turning to the growing array
of neurophysiological methods that can be used with infants to
better understand what those looks mean. Neurophysiological
techniques have aided our ability to assess and measure lan-
guage development through the first year of life and beyond.
Although some are still gaining ground in developmental stud-
ies (e.g., NIRS), other techniques [e.g., electroencephalography
(EEG)] form the basis for our understanding of both the tim-
ing and neural correlates underlying language milestones. The
continued integration of behavioral methods with one or more
of these techniques holds great promise for the advancement
of language learning research, in particular, and developmental
research, in general.

EEGs AND EVENT-RELATED POTENTIALS
One well-established technique for use with infant populations
is EEG, a non-invasive tool with excellent temporal resolution
and mild to moderate spatial resolution (for a review, see Fava
et al., 2011). The application of this technique to research with
preverbal infants has allowed researchers to pinpoint, in tens of
milliseconds (ms), when sensory processing is occurring. It also
provides information about different processing stages. The non-
invasive nature of EEG makes it a relatively safe procedure to use
when studying infants, and a multitude of event-related poten-
tials (ERPs) can be assessed, even in neonates (Korotchikova et al.,
2009). In addition, EEG can provide data without requiring a
behavioral response. This is especially valuable when testing very
young infants, who often are unable to produce reliable behav-
ior in response to perceptual stimuli, and when the goal is to
determine when an infant notices a stimulus change.

The workhorse of ERP research, the Mismatch Negativity
(MMN) component, is one that has been widely used with both
infants and adults. The MMN is measured in the 150–250 ms
window of time, post-stimulus onset. When presented with a
sequential list of identical exemplars, the adult MMN has been
found to have higher amplitude for deviant stimuli (e.g., an
oddball) (Naatanen, 1995). One of the hallmarks of the MMN
is that it is relatively impervious to conscious modulations in
attention and thus can be found even when a person is not focus-
ing on the stimuli (Luck, 2005). In adults, the MMN has been
observed in response to auditory stimuli even while the individ-
ual is engaging in an unassociated cognitive task, such as reading.
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This has led to the view that the MMN reflects processing that
is pre-attentive and passive (Alho et al., 1992), making it an
ideal candidate for use with infants. There has been considerable
debate over whether the early time window of the MMN and the
factors shown to modulate it are the result of bottom-up percep-
tual processing alone, particularly in low-level acoustic change
detection tasks (Kenemans and Kahkonen, 2011). Several stud-
ies have demonstrated a dynamic interaction between salience
(bottom-up effects) and familiarity (top-down effects) in MMN
amplitudes (for review, see Garrido et al., 2009). The possibil-
ity that the measure may get at the interplay between features
such as salience and familiarity in early processing underlies its
promise for additional infant research on precisely this issue. Thus
far, however, much of the infant-specific research has focused
on stimulus familiarity as the basis for the change in voltage
amplitudes.

In an influential early study, behavioral techniques revealed
that infants prefer to listen to their mother’s voice relative to that
of a stranger (DeCasper and Fifer, 1980). Indeed, and as noted
earlier, they can even distinguish their mother’s voice in the pres-
ence of noise (Barker and Newman, 2004). Beauchemin et al.
(2011) sought to better understand the basis for this preference by
using the mismatch response (or MMR), a developmental precur-
sor of the mismatch negativity response seen in adults, and source
analyses (for cortical localization) during infants’ processing of
familiar voices. The researchers tested neonates between the ages
of 8- and 27-h while they were exposed to a concatenated stream
of the French vowel “a” (as in “allo,” the French pronunciation
of “hello”) produced by an unfamiliar female speaker. Two types
of auditory oddballs were inserted into the speech stream fifteen
percent of the time, either a different unfamiliar female produc-
ing “a” or the infant’s own mother producing “a.” They found that
when presented with the mother’s voice as an oddball stimulus,
MMR amplitudes were significantly greater than MMR ampli-
tudes measured when the second stranger’s voice was an oddball
stimulus. This finding suggests that familiarity (in this case, with
the mother’s voice) is in play from birth, thereby influencing
auditory processing beyond simple acoustic change detection.

In addition to analyzing the MMR Beauchemin et al. (2011)
also conducted source analyses to better gauge not only when but
where these modulations were occurring neurophysiologically.
They found that the mother’s voice activated the left posterior
temporal lobe throughout the first 300 ms of exposure, while the
stranger’s voice activated the right temporal lobe (∼100 ms), fol-
lowed by a switch to the left temporal areas (200 ms), and then a
reversion back to the right temporal lobe (∼300 ms). The authors
interpret the lateralized response to the mother’s voice as demon-
strating earlier recognition of the stimulus as being a language
component, as well as evidence that the tuning of voice specific
recognition in the brain occurs within the first 24 h after birth.
Of course, there remains some skepticism about the accuracy of
EEG-based source localization (see Plummer et al., 2008), so these
results should be interpreted with caution.

As we have observed based on our review of behavioral data,
multiple forms of familiarity may influence infant language learn-
ing, well beyond the mother’s voice. Familiarity, and thus prefer-
ence, for a number of aspects of the signal may help the infant

begin to segment fluent speech and to learn new words. For
example, focusing on sensitivity to stress patterns, Weber et al.
(2004) compared 4- and 5-month-old infants German-exposed
infants with native German speaking adults. Specifically, they
looked at participants’ MMR to consonant-vowel-consonant-
vowel (CVCV) sequences produced with either trochaic stress
(e.g., stress placed on the initial syllable and typical of the German
language) or iambic stress (e.g., stress placed on the second
syllable and atypical in German). Half of the participants expe-
rienced the trochaically stressed words as “standards” and the
iambically stressed words as the MMR-dependent “deviants.”
The reverse was true for the other half of the participants. For
the adults, an MMR occurred whether the deviant was either
a trochaic or iambic string, suggesting that adults were sensi-
tive to both stress patterns when they were novel relative to the
ongoing auditory stream. However, for infants, an MMR was
observed in the 5-month-olds for deviant trochaic stimuli only,
while neither stress type provoked a significant MMR in the 4-
month-olds. This suggests that between 4- and 5-months of age,
infants become increasingly tuned to the most common stress
patterns of their exposure language, though they have yet to reach
adult-like discrimination abilities for unfamiliar stress patterns.
This is consistent with the behavioral findings (e.g., Hohle et al.,
2009), allowing us to infer that sensitivity to stress patterns are
experience-dependent and emerge during the course of preverbal
language exposure.

In-line with behavioral studies investigating the influence of
familiarity on infant speech segmentation (e.g., Bortfeld et al.,
2005), ERP studies have also demonstrated a privileged role for
familiar words presented in continuous speech. Kooijman et al.
(2005) familiarized 10-month-olds to bisyllabic words, presented
in isolation, following the stress pattern of their native language
(Dutch) and then presented in sentences at test. During the famil-
iarization phase, enhanced ERP responses were found during
word presentation in the frontal, fronto-central, and fronto-
temporal regions while at test they were more left lateralized,
suggesting different underlying neural processing mechanisms.
Importantly, these effects were found prior to word offset, sug-
gesting that infants were recognizing the newly familiarized words
based on the first syllable and stress pattern. These findings
demonstrate the neural underpinnings involved in speech stream
segmentation and provide further evidence of word familiarity
influencing said segmentation. In a follow-up study, Junge et al.
(2012) further examined the relationship between word familiar-
ization and vocabulary development by longitudinally assessing
ERPs at 10-months-old as being predictive of vocabulary devel-
opment at 12- and 24-months-old. They found that infants who
demonstrated better segmentation abilities at 10-months of age
also had higher vocabularies at 12- and 24-months-old, suggest-
ing that rapid recognition of words is an integral part of language
development and may be useful in understanding individual
differences in vocabulary acquisition.

These results, while compelling evidence of the utility of the
MMN in infant research, all serve as additional support for the
importance of familiarity in infant processing and thus move
us no closer to our goal of understanding the interplay between
that and acoustic salience. Another common ERP component,
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the N400, may highlight a way forward. The N400 has been used
extensively in language research in both infants and adults (de
Haan et al., 2003). This component is characterized by a negative
peak amplitude around 400 ms post-stimulus-onset, although the
time window ranges from 250 to 500 ms. Higher N400 ampli-
tudes have been found in adults for sentential semantic violations
(e.g., Bill is lactose intolerant therefore he drinks milk), although
violations within individual words have also resulted in higher
amplitudes (Kutas and Federmeier, 2011). The N400 is also influ-
enced by semantic priming in adults (Kutas and Hillyard, 1980),
a response elicited by a level of processing typically unexpected in
infant research.

However, in a recent study, Parise and Csibra (2012) investi-
gated whether the N400 could be modulated in 9-month-olds by
presenting a spoken referent that was inconsistent with a visu-
ally presented object. The researchers hypothesized that if an
N400 was evident for a mismatch between the auditory and visual
modalities, then it would represent infants’ association of the
heard label with a particular visual stimulus. They further rea-
soned that if an N400 was not found for a mismatch between
object and label, then this would demonstrate that infants may
be relying on temporal associations when pairing words with
objects and not semantic representation. In the study, a mother
or a stranger produced a familiar object label. Two seconds later,
an occluder was removed, displaying an object. Results showed
that when the object did not match the label as spoken by the
mother, the N400 response was greater in amplitude, suggest-
ing that infants processed the discrepancy at a semantic level. In
contrast, the N400 was attenuated in both match and mismatch
trials for the stranger’s production of the object label, suggest-
ing that the semantic representation was specific to the mother’s
voice, and that infants were not yet abstracting their representa-
tion across exemplars of the word. These results are consistent
with other demonstrations of the important role of a consistent
acoustic source (e.g., the mother) in infant language develop-
ment. But they also hint at a way of getting at the dynamic
interplay between familiarity and salience in early word learning:
one could argue that the infants’ initial semantic representa-
tions for the familiar objects were based in the salient acoustic
form (e.g., the mother’s voice). While it can still be argued that
the mother’s voice is salient precisely because of its familiarity,
it should be clear that the addition of a semantic-level com-
ponent to the infant ERP toolkit is an important step toward
our ability to tease apart the relative influence of familiarity and
salience.

In another study investigating the N400 in early language
development, Friedrich and Friederici (2005a) compared
response activation to phonotactically legal (pseudowords)
and illegal words (nonsense words) in 12-month-olds,
19-month-olds, and adults paired with objects. Pseudowords
followed the phonotactic rules of the participant’s native
language (German) while nonsense words violated phonotactic
constraints. These researchers found strong evidence of an N400
effect in 19-month-olds for pseudowords over nonsense words
when paired with an object, suggesting that prior knowledge
of the phonotactic constraints of the native language influ-
ence which words can be used as object referents. In contrast,

12-month-olds did not show differences in N400 amplitude
based on legality of the words, which the authors assert may
reflect a lack of maturity in the N400 ERP. Overall, their study
provides additional evidence that familiarity with phonotactic
rules of the native language influence word processing and object
referencing, particularly in the second year of life, a finding
that is consistent with other findings from these researchers
(Friedrich and Friederici, 2004, 2005b). Still others have observed
enhanced ERPs for newly-learned words in 20-month-old
infants, mirroring their response to previously known words in
object-pairings, albeit at an earlier time-window (N200–N500;
Mills et al., 2005).

The only clear examination of salience as it interacts with
familiarity in infant speech processing comes from a study
using both early and late time-course ERPs in combination.
Specifically, Zangl and Mills (2007) investigated how familiar
and unfamiliar words presented in IDS or ADS affected the
N200–N400 time-window amplitude and the Nc component in
6- and 13-month-olds. The Nc component is a mid-latency,
negative-going waveform characteristic of the fronto-central scalp
regions (Richards, 2003). Importantly, it is considered an endoge-
nous attentional component, reflecting top-down influences on
attentional orienting and perceptual processing (Richards, 2003),
and thus is relevant for understanding how previous experi-
ence may facilitate subsequent processing. The researchers found
that 13-month-olds, but not 6-month-olds, showed enhanced
N200–N400 amplitudes for familiar words presented in IDS over
familiar words presented in ADS, but showed such no difference
for unfamiliar words. Regardless of age, the Nc component was
greater in amplitude for IDS over ADS, suggesting that infants
increased attention to the speech stream as a result of the more
salient speech register. Together, these findings suggest that expo-
sure format (e.g., more or less salient speech type) and exposure
form (e.g., word familiarity) interact in driving infant attention
toward speech in the first year of life. More research along this
line is sorely needed.

Clearly, EEG (and accompanying ERPs) is an established and
important tool for assessing infant perception without requir-
ing explicit behavior. Electrophysiological studies have provided a
bridge to better understanding of the neural basis for a variety of
behavioral findings. Source localization techniques notwithstand-
ing, the limited spatial resolution of this particular methodology
constrains the inferences that can be made about which areas
of the brain are developing when, and what their role in early
speech processing is. More recently, novel hemodynamic-based
techniques (e.g., NIRS) have emerged for application with infant
populations, as has the application of established hemodynamic-
based techniques (e.g., fMRI) to infant populations. To better
understand how neural development facilitates the integration of
salience and familiarity in the service of language learning, it is
worth examining data from this domain of infant research as well.

HEMODYNAMIC-BASED MEASURES
In an influential early developmental imaging study, Dehaene-
Lambertz et al. (2002) tracked changes in cerebral blood flow
in 2-to-3-month-old infants using fMRI while the infants were
exposed to samples of forward and backward speech in their
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native French. Infants were tightly swaddled prior to being placed
in the core, so as to restrain their movement. They were pre-
sented with recordings of a woman reading passages from a chil-
dren’s book. The passages were either presented normally (e.g.,
forward speech) or the recordings were time-reversed (e.g., back-
ward speech). The researchers hypothesized that brain regions
associated with segmental and suprasegmental speech processing
would be more highly active during exposure to typical, forward
speech. In contrast, the backward speech condition should violate
phonological properties of the infants’ native language, and thus,
activation in the brain regions sensitive to speech structure should
be less active in response to it. Results revealed that, indeed, brain
regions were differentially activated as a result of speech condi-
tion. During exposure to forward speech, infants’ left angular
gyrus and left precuneus were significantly activated, suggesting
that infants were not only recognizing the familiar acoustic struc-
ture during the forward segments (see Démonet et al., 1992 for
adult comparison of left angular gyrus), but also engaging in early
memory retrieval (see Cavanna and Trimble, 2006 for adult com-
parison of left precuneus). Of course, because the infants were
swaddled, they fell asleep during much of the testing in this study.
The researchers coded for sleep state based on their observations
of infants’ faces during testing. Although many of the results were
not influenced by sleep state, it is worth noting that there was
some variability in the data based on it that will require additional
research to better understand.

Functional studies have likewise provided evidence of infants’
sensitivity to a familiar speaker (e.g., Dehaene-Lambertz et al.,
2010). In this study, the researchers used fMRI to investigate
the neural correlates of speech perception in 2-to-3-month-old
infants, specifically comparing speech produced by their own
mother to that produced by a stranger, as well as speech versus
music. Results revealed that, even by 2-months of age, infants
showed left-lateralized processing of speech relative to music, and
that this lateralization of activation was modulated by whether
the voice was familiar or not. During exposure to their moth-
ers’ voice, infants’ left posterior temporal region was more highly
activate than during exposure to a stranger’s voice, suggesting
that low-level acoustic familiarity enhances speech-specific pro-
cessing. These results are consistent with the behavioral findings
reviewed earlier from Barker and Newman (2004), as well as
recent ERP results from Parise and Csibra (2012), showing an
interaction of voice familiarity and semantic representation.

The feasibility of using functional magnetic resonance imaging
and other motion sensitive techniques with very young popula-
tions is necessarily limited. While fMRI has excellent spatial res-
olution, it is generally quite noisy and also susceptible to motion
artifacts. Researchers have to adjust study designs to account for
the challenges of working with infant participants when planning
and conducting studies. However, NIRS is a more infant-friendly
hemodynamic-based measurement tool; it is non-invasive, less
vulnerable to motion artifacts, and safe to use even with newborns
(Sakatani et al., 1999; see Aslin, 2012 for a comprehensive review
of this technique and its application in infant research).

Near-infrared spectroscopy is providing important insight into
the dynamic interaction of a number of factors on how preverbal
infants process speech and how this changes in developmental

time. For example, using NIRS, Homae et al. (2006), (2007) inves-
tigated developmental changes in cortical activation specific to
prosody in 3- and 10-month-old infants. They sought to deter-
mine when the right lateralization that is typical of prosodic
processing in adults (Baum and Pell, 1999) is evident in infants.
In their study, infants were presented with both normal and flat-
tened speech, in which the flattened speech was void of pitch
contours. They found that 3-month-olds displayed bilateral acti-
vation in the temporoparietal, temporal, and frontal regions for
both speech types and enhanced activation in the right tem-
poroparietal regions for natural speech (Homae et al., 2006).
These findings suggest that even by 3-months of age, infants are
sensitive to the prosodic information available in the speech sig-
nal. In addition, a follow-up study with 10-month-olds (Homae
et al., 2007) using the same methodology, found greater activation
in the right temporoparietal and temporal regions for prosodi-
cally flattened speech in comparison to natural speech, mirroring
adult patterns. The authors assert that the differences between
their two findings demonstrate a developmental shift in pitch
processing mechanisms as a result of greater experience with the
prosody of the child’s native language.

COMBINING BRAIN AND BEHAVIOR: REPETITION
SUPPRESSION
To assess the cortical changes that underlie advances in lan-
guage in the first and second years of life, my colleagues and I
have been using another hemodynamic-based measurement tech-
nique, NIRS (Bortfeld et al., 2007, 2009). Specific to the current
focus on how the infant brain is shaped by salience and familiar-
ity, we have been using NIRS with a well-established behavioral
protocol. The results, which we will review here, are promising.

As should be apparent from this review, a common tool for
studying infants’ sensitivity to stimuli (or specific characteristics
of stimuli) is to establish response habituation based on looking
times. This is something that can likewise be used to study brain
responses (e.g., Turk-Browne et al., 2008). In the fMRI literature,
habituation to stimulus characteristics is observed in the form
of repetition suppression (Grill-Spector et al., 2006), whereby
prior exposure to stimuli (or stimulus attributes) decreases the
level of activation elicited during subsequent exposure to identical
stimuli. Although the underlying neuronal mechanisms remain
unclear (for review and discussion, see Henson, 2003; Henson
and Rugg, 2003), repetition suppression has been interpreted as
the fMRI analog of neuronal response suppression observed using
single cell recording (Desimone, 1996). This reduction in brain
activation with repeated exposure presents an ideal scenario for
establishing whether infants’ brains show a decrease in hemody-
namic activation concomitant with a decrease in looking (i.e.,
over the course of habituation), a demonstration of increased
familiarity.

When repetition effects are present in a brain region in
human adults, they indicate that the particular region (show-
ing a reduction in activation) is supporting the representation
of the stimulus, and variants of the paradigm have been used
to monitor the abstractness of a particular representation (Grill-
Spector and Malach, 2001; Naccache and Dehaene, 2001). For
example, the left inferior frontal region appears to be quite
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sensitive to sentence repetition, suggesting that it is part of the
network supporting early verbal working memory, at least in
adults (Dehaene-Lambertz et al., 2006a). In newborns, the rep-
etition of a syllable every 600 ms produced a decrease in ERP
amplitudes (Dehaene-Lambertz and Dehaene, 1994; Dehaene-
Lambertz and Peña, 2001) and in a more recent study (Dehaene-
Lambertz et al., 2010), repetition suppression was observed in
2-month-olds exposed to repetition of the same sentence at 4 s
intervals. In infants, this repetition suppression was observed in
the left superior temporal gyrus, extending toward the superior
temporal sulcus and the middle temporal gyrus. However, a slow
event-related paradigm where a single sentence was repeated at
much longer (e.g., 14 s) intervals did not produce any repetition
suppression (Dehaene-Lambertz et al., 2006b), which may point
to the limits of the early verbal working memory window. Of
course, the absence of a repetition suppression effect in this case
could have been related to any number of factors (e.g., unique
characteristics of the BOLD response in infants, complexity of
the sentence, or, indeed, the extended time-lag erasing the echoic
buffer of the temporal regions).

These findings do, however, highlight a way forward.
Importantly, repetition suppression was observed with immedi-
ate repetition in these infants, providing a methodological vehicle
for clarifying characteristics of auditory representation in infants.
More recently, repetition suppression has been observed in infant
blood flow data collected using NIRS (e.g., Nakano et al., 2009).
In our own work, the utility of repetition suppression has been
tested using a mixed stimulus presentation combining aspects
of both event-related and block designs. In this approach, we
presented infants with individual stimuli repeatedly and with

relatively short ISIs (e.g., 3 s). Test blocks were intermixed with
control blocks (e.g., sets of comparable but variable stimuli).
Initial data from a single (9-month-old) infant (see Figure 1)
show a repetition suppression effect for the auditory repetitions
of an individual word. That is, as a single word was repeated, the
activation pattern over the left temporal region decreased with
each subsequent repetition (e.g., as seen in the overall hemody-
namic response reduction from the first 15 s of word repetition in
Trial 1 to the final repetition in Trial 5). Furthermore, novel words
that were matched for stress pattern, syllable count, and overall
length in control blocks elicited a relatively sustained hemody-
namic response in the same cortical location, highlighting the
selectivity of the effect.

While these data speak to the brain’s changing response with
increasing familiarity, one can imagine more complex designs
that would work toward differentiating response to both famil-
iarity and salience in the same brain. And really, a robust hemo-
dynamic response to a novel stimulus is an indicator of salience,
particularly when compared to the same region’s response after
multiple repetitions of exposure. One approach using NIRS alone
to resolve the salience/familiarity puzzle would be to introduce
variations of form (e.g., changes in speaker; changes in pitch) to
monitor a “release” from repetition suppression. Such a result
would reveal in real time the brain’s response to salient changes
in the environment and, thus, to salience.

Together with the MMR approach outlined earlier, which pin-
points low-level responses to salient characteristics of the signal,
the repetition suppression effect in hemodynamic based measures
highlights a way forward. Importantly, NIRS very often reveals
such effects on a trial-by-trial basis and in a single subject,

FIGURE 1 | Changes in blood flow in a single 9-month-old infant

during the first and the final (fifth) series of repetitions of a single,

monosyllabic word. The Y-axis is relative changes in concentration

(micromolar) and the X-axis is time. Area of recording is left superior
temporal gyrus, with the optode centered over T3 (of the 10–20
system).
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something EEG data would be hard-pressed to do. Regardless,
the stimulus selectivity of each measure makes them both use-
ful tools for assessing early language processing. In particular, the
repetition suppression effect can reveal the point at which a stim-
ulus becomes familiar (or at least begins transitioning toward that
state) and (presumably) what changes in that stimulus make it
salient again. If familiarity is the basis for the development of
representations of words, then a child’s failure to show a typical
repetition suppression effect may highlight a corresponding fail-
ure to encode relevant features of that word (e.g., the temporal
order of individual sounds within it; its prosodic form). Such an
effect can thus be exploited in a clinical setting as well, poten-
tially providing important diagnostic information into the degree
to which a child is (or is not) developing robust lexical representa-
tions. It could also be used to establish which feature changes in a
stimulus make it salient again. All of these are possibilities that at
least hint at a way forward in disentangling influences of salience
and familiarity is early learning.

Ultimately, large scale, within-subject data collection will
establish the utility of both the MMN and repetition suppression
effects in research on infant perceptual processing. For example,
blood flow measures collected in a canonical repetition suppres-
sion task and electrophysiological measures collected during a
canonical mismatched negativity task could be related to sub-
sequent language outcome on a child-by-child basis. For now,
we can at least appreciate the complimentary nature of these

neurophysiological techniques, both with one another and with
the long history of careful behavioral testing that is critical to
understanding infant perceptual development. These tools may
yet reveal how salience begets familiarity (and vice versa).

Certainly there are limitations in the application of NIRS
in infant research, and these should be taken into account
when designing and conducting experiments (see Aslin, 2012,
for review). Although NIRS is similar to fMRI in that it relies
on measuring hemodynamic responses, it is severely more lim-
ited in its ability to gauge response from deeper brain structures
(e.g., below the level of the cortex). It is optimally suited for
examining structures near the cortical surface, ideally with probe
design controlling for scalp-surface distance (Beauchamp et al.,
2011). Additionally, because NIRS relies on changes in blood oxy-
genation levels, it has poor temporal resolution. Although the
sampling rate for NIRS can far surpass that of fMRI, due to the
inherent constraints on blood flow timing it is, for practical pur-
poses, on par with that of fMRI. Finally, best practices for the
application of NIRS research include attention to the develop-
ment of approaches to signal processing and statistical analysis,
as well as to probe design, all of which are needed to facilitate
replication and cross-study validation of results. Nevertheless, the
puzzle of how the developing brain integrates and assigns mean-
ing to auditory information on its way to language is an important
one to keep struggling with. The techniques reviewed here will no
doubt contribute to our finding the solution.
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Much research in the past two decades has documented infants’ and adults’ ability
to extract statistical regularities from auditory input. Importantly, recent research has
extended these findings to the visual domain, demonstrating learners’ sensitivity to statis-
tical patterns within visual arrays and sequences of shapes. In this review we discuss both
auditory and visual statistical learning to elucidate both the generality of and constraints
on statistical learning. The review first outlines the major findings of the statistical learn-
ing literature with infants, followed by discussion of statistical learning across domains,
modalities, and development. The second part of this review considers constraints on sta-
tistical learning.The discussion focuses on two categories of constraint: constraints on the
types of input over which statistical learning operates and constraints based on the state
of the learner.The review concludes with a discussion of possible mechanisms underlying
statistical learning.
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INTRODUCTION
To survive, an organism must be capable of organizing and
interpreting the constant stream of sensory input it receives.
Research in the last two decades has revealed powerful statistical
learning abilities in infants and adults, including the developing
capacity to extract statistical regularities from a variety of audi-
tory inputs including artificial and natural language (e.g., Saffran
et al., 1996a; Saffran et al., 1996b; Pelucchi et al., 2009) and non-
linguistic auditory stimuli (Saffran et al., 1999). An independent
line of research has extended these findings to the visual domain,
demonstrating infants’ and adults’ sensitivity to statistical patterns
within visual arrays and sequences of shapes (e.g., Fiser and Aslin,
2001, 2002a,b; Kirkham et al., 2002, 2007; Bulf et al., 2011).

The current review discusses auditory and visual statistical
learning to elucidate both its generality and its constraints. We
first outline the major findings of the statistical learning literature
with infants, followed by discussion of statistical learning across
domains, modalities, and development. The second part of this
review considers constraints on statistical learning. The discus-
sion focuses on two categories of constraint: constraints on the
types of input over which statistical learning operates, and con-
straints based on the state of the learner. The review concludes
with a discussion of possible mechanisms underlying statistical
learning.

AUDITORY STATISTICAL LEARNING
ARTIFICIAL LANGUAGE
Given the richness and complexity of a natural language, how is
it that infants acquire vocabulary and structure so rapidly, and
seemingly effortlessly, in their first years after birth? For exam-
ple, one challenge facing young language learners is the fact that

speakers do not mark word boundaries with pauses, and listeners
must rely on other information to accomplish this task. Early in the
“cognitive revolution,” researchers hypothesized that the statistical
structure of language might be important for word segmenta-
tion (Harris, 1955; Hayes and Clark, 1970). For instance, Hayes
and Clark (1970) tested adults’ ability to segment “words” from
a continuous stream of speech analogs in which the only cue to
word boundaries was the distribution of the phonemes. Adult
participants successfully segmented words, suggesting sensitivity
to statistical information in speech. However, Hayes and Clark did
not specify a mechanism to account for this result.

Building upon these findings, Saffran et al. (1996a,b) proposed
a mechanism for statistical word segmentation: transitional prob-
ability (TP) detection. In their experiments, adults, first-graders,
and 8-month-olds were presented with a continuous stream of
speech from an artificial language in which word boundaries were
indicated by differing TPs between syllables within words (high
TPs) and across word boundaries (low TPs). After brief exposure
to this language, listeners in all three age groups were able to distin-
guish between high TP syllable sequences (“words”) and low TP
sequences (“part-words”). Thus, both infant and adult learners
appeared sensitive to the TP information contained in the speech
stream, suggesting that statistical learning via sensitivity to TPs is
a possible mechanism contributing to language acquisition.

Although such early studies in infant statistical learning concep-
tualized statistical learning as sensitivity to a particular conditional
relation, TP, more recent research highlights a variety of other con-
ditional statistics (e.g., mutual information) that could be used to
distinguish words from foil items. This point is discussed in greater
detail in a subsequent section, however we mention it briefly here
to point out that, although several studies are described in terms
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of differing TPs, it remains unclear which conditional relations
participants rely upon to segment sequences.

One limitation to the design of the aforementioned studies was
that frequency information co-varied with conditional probabil-
ity statistics. That is, high TP words occurred more frequently
than low TP part-words in the learning (familiarization) phase
of the experiment, and it remained unclear whether participants
distinguished syllable sequences based on differences in condi-
tional relations or simply differential frequencies of occurrence
during learning. To address this issue, Aslin et al. (1998) con-
ducted a“frequency-balanced” version of their original study, with
words and part-words appearing equally frequently, such that only
sensitivity to conditional relations could be used to distinguish
the two types of sequences. Aslin et al. found that 8-month-old
infants were still able to distinguish high and low TP sequences.
This result suggests that infants can track conditional probability
information independent of co-occurrence frequency and use this
information to determine word boundaries. Taken together, this
work demonstrated the potential for statistical learning to support
early language acquisition.

The possibility that statistical learning is a primary mechanism
underlying early language acquisition raises the question of the
age at which statistical learning is functional in young infants.
Teinonen et al. (2009) examined statistical learning in sleeping
newborns by presenting a continuous stream of three-syllable
words in an artificial language similar to that employed by Saf-
fran et al. (1996a), in which the only cues to word boundaries
were the conditional relations or frequencies of co-occurrence
between syllables. Using electroencephalography, they measured
newborns’ event-related potential (ERP) negativities to the first,
second, and third syllables in the words. Teinonen et al. (2009)
found a significant difference between the ERP negativity to the
first and third syllables, indicating that the neonatal brain is sen-
sitive to word boundaries marked by conditional relations and
reacts differently during word onset compared to word offset.
This research demonstrates, therefore, that statistical learning is
functional even in newborn infants, and perhaps contributes to
language acquisition even prior to birth.

For statistical learning to be a primary mechanism underpin-
ning infants’ early language acquisition, however, it must be able
to scale up to the demands of more complex natural language
(Johnson and Tyler, 2010). The aforementioned studies employed
artificial speech composed entirely of bisyllabic words or entirely
of trisyllabic words. Natural language, in contrast, consists of
much more varied word types. To simulate more natural language
learning, Johnson and Tyler (2010) investigated infants’ ability to
segment an artificial language composed of both bi- and trisyl-
labic words. Interestingly, neither 5.5- nor 8-month-old infants
were able to segment this language, suggesting that certain char-
acteristics of natural language, such as varied word length, may
make segmentation more difficult compared to segmentation of
artificial languages.

Other research, however, suggests that some characteristics of
natural language may help to make statistical word segmentation
possible. For instance, Thiessen et al. (2005) found that 7-month-
olds were able to segment an artificial language containing words
of varying length when the language was produced with infant-

but not adult-directed prosody. As an artificial language becomes
more complex (here, by consisting of words of mixed, as opposed
to uniform, length), therefore, other natural speech cues such as
exaggerated prosody may be needed to facilitate statistical word
segmentation.

Indeed, conditional probabilities have never been posited as
the sole cue to word segmentation in natural language. Instead,
researchers have suggested that initial sensitivity to conditional
probabilities may facilitate language acquisition by bootstrapping
sensitivity to other linguistic cues. For instance, in English, lex-
ical stress serves as a cue to word boundaries as a majority of
English words are stressed on their first syllable (Thiessen and
Saffran, 2003). Statistical segmentation mechanisms may facilitate
sensitivity to stress cues by providing infants with an inventory of
words from which they can discover the dominant stress pattern of
their native language (Thiessen and Saffran, 2003, 2007; Swingley,
2005).

In the next section, we discuss research that provides even
stronger support for the possibility that statistical learning con-
tributes to language acquisition by examining infants’ statistical
learning in natural language.

NATURAL LANGUAGE
The aforementioned research focused on statistical learning in the
context of synthesized artificial languages. More recent research
has examined more natural language learning contexts, such as
sequences of grammatically correct and semantically meaning-
ful sentences in natural speech. Pelucchi et al. (2009) examined
8-month-olds’ ability to extract statistical regularities from an
unfamiliar natural language (Italian for English-learning infants).
Infants were presented with a constant stream of fluent infant-
directed Italian speech for approximately 2 min. After this brief
exposure, infants provided evidence of discrimination between
high- and low-TP bisyllabic words. Importantly, both types of
words had occurred equally frequently in the speech stream, indi-
cating that infants were using conditional probability informa-
tion, not simply frequency information, in discriminating between
words.

The Pelucchi et al. (2009) results imply that infants discrimi-
nated likely from unlikely sound sequences in natural language,
but they leave open the critical question of how learners rep-
resent extracted statistical information. Saffran (2001) took an
important step in addressing this question by asking whether
English-learning infants treat segmented syllable sequences as
candidate English words or simply as highly probable sound
sequences. In this experiment, 8-month-old infants were famil-
iarized to a continuous stream of artificial speech composed of
nonsense words similar to those used in Saffran et al. (1996a).
Following familiarization to the stimuli, infants participated in a
post-familiarization test. This test compared infants’ listening time
to speech in which words and part-words were embedded in either
simple English (e.g., “I like my tubido”) or matched nonsense
(e.g., “zy fike ny tubido”) frames. If infants treated the outputs
of statistical learning simply as highly probable sound sequences,
both the English and nonsense frame conditions should have
elicited similar listening preferences. However, if infants treated
the outputs of statistical learning as candidate English words, then
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they should have shown differential listening preferences when
those units were embedded in English versus nonsense frames.
Saffran found that infants exposed to English frames listened
significantly longer to words in this English context than to part-
words, and that this difference in listening preference for words
versus part-words did not extend to the nonsense frame condi-
tion. These results suggest that the statistical learning mechanisms
underlying word segmentation do generate word-like units and
raises the question of whether these units are available to support
other aspects of language acquisition, such as mapping words to
meaning.

Establishing a link between sound and meaning is an essential
aspect of language acquisition, particularly for young language
learners. Graf Estes et al. (2007) investigated the connection
between statistical word segmentation and object-label learning
in 17-month-olds. Infants were presented with 2.5 min of fluent
speech composed of bisyllabic nonsense words where the only
cues to word boundaries were the conditional relations between
syllables. Immediately following this segmentation task, infants
were habituated to two object-label combinations, presented one
at a time. For each combination, infants heard a bisyllabic sound
sequence from the segmentation task while viewing a 3D object
on a computer screen. For half the infants, the bisyllabic sound
sequences were words from the segmentation task, and for the
other half, the sound sequences were non-words (Experiment 1)
or part-words (Experiment 2). Following habituation to these two
object-label pairings, infants were presented with two types of test
trials. “Same” test trials presented the same object-label combi-
nations from the habituation phase. “Switch” test trials switched
the labels for the two objects such that the label for object 1
was played while the infant viewed object 2. Longer looking
on switch trials would suggest that infants were sensitive to the
change in word-object pairings and was therefore taken as evi-
dence of acquisition of the object-label associations. Graf Estes et
al. found that only infants exposed to words from the segmen-
tation task as object labels looked longer on switch compared to
same test trials. This indicates that by 17 months of age, infants
may be able to map newly segmented sound sequences (“words”)
to novel objects as linguistic labels, but are unable to do so with
non-words or part-words. These results support the claim that
statistically segmented sound sequences are word-like and sug-
gest that the output of auditory statistical learning is represented
linguistically.

Recent work has also found associations between statistical
learning abilities and natural language processing (Conway et al.,
2010; Misyak and Christiansen, 2012). For instance, Misyak and
Christiansen (2012) found that even after controlling for measures
of short-term and working memory, vocabulary, reading expe-
rience, cognitive motivation, and fluid intelligence, performance
on statistical learning tasks was the key predictor of comprehen-
sion of natural language sentences. Such findings suggest that
statistical learning may be relevant to language learning not only
because extracted statistical information may be represented lin-
guistically, but also because statistical and language learning might
overlap in their underlying mechanisms (Christiansen et al., 2007;
Misyak and Christiansen, 2012; see also work on cross-situational
statistical learning, e.g., Smith and Yu, 2008).

NON-LINGUISTIC STIMULI
Demonstrations that conditional probability information extracted
from auditory input is represented linguistically (Saffran, 2001;
Graf Estes et al., 2007) and that learners form associations between
auditory statistical learning and language learning (Conway et al.,
2010; Misyak and Christiansen, 2012) raise the question whether
statistical learning is language-specific, or whether it also operates
over non-linguistic stimuli. In the auditory domain, Saffran et al.
(1999) found that both infants and adults appeared to detect statis-
tical regularities in non-linguistic sequences of “tone words.” The
procedure and stimuli used were modeled directly after those used
in Saffran et al.’s (1996a,b) studies employing speech, allowing for
a direct comparison of participants’ performance with tones and
syllables. Both adults and infants performed with similar accuracy
in discriminating words from part-words, regardless of whether
these units were instantiated in syllables or tones. These findings
suggest that statistical structure can be extracted from auditory
input regardless of the domain in which it is presented (syllables
or tones), and raise the possibility that statistical learning might
also function over input from other modalities.

VISUAL STATISTICAL LEARNING
Investigating infants’ and adults’ extraction of statistical structure
in visual input addresses the question of domain-generality by
asking whether or not statistical learning is limited to auditory
input.

INFANTS
Kirkham et al. (2002) examined infants’detection of statistical reg-
ularities from sequentially presented visual information. Two-, 5-
and 8-month-old infants were habituated to a continuous stream
of six looming colored shapes presented one at a time with no
breaks or pauses between shapes. The six shapes were organized
into three pairs that were presented in random order such that the
boundaries between pairs were defined by TPs (TP= 1.0 within
pairs, TP= 0.33 between pairs). Following habituation, infants
viewed six test displays alternating between the familiar habitu-
ation sequence and a novel sequence composed of the same six
shapes from habituation presented in random order. Infants at
all three ages exhibited a significant novelty preference, suggest-
ing that the infants were sensitive to statistical regularities that
defined the visual shape sequences. This was the first published
experiment to demonstrate not only infants’ sensitivity to statisti-
cally defined structure in visual sequences, but also to suggest that
statistical learning is a domain-general learning process, capable
of identifying statistical structure across modalities.

The Kirkham et al. (2002) study was also the first to investigate
the developmental time course of visual statistical learning during
the first year after birth. Kirkham et al. found no significant dif-
ferences in novelty preferences between age groups. This lack of
observed development, combined with the finding that statistical
structures could be detected after only a few minutes of exposure,
suggests visual statistical learning may be functional at or soon
after the onset of visual experience. Bulf et al. (2011) explored this
possibility by investigating whether infants are capable of extract-
ing statistical regularities from visual sequences at birth. Bulf et
al. employed a habituation design similar to that used by Kirkham
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et al. (2002), presenting newborn infants (mean age 38 h) with
continuous sequences of either four or six looming shapes follow-
ing a statistically defined structure. Newborns provided evidence
of detecting the structure of the shape sequences, though only in
sequences composed of four, not six, shapes. Thus, statistical learn-
ing appears to be functional at birth, operating over both auditory
(Teinonen et al., 2009), and visual input (Bulf et al., 2011), but is
constrained, an issue we discuss in greater detail in a subsequent
section.

The method of testing employed by Kirkham et al. (2002)
and Bulf et al. (2011) demonstrated that infants can discrimi-
nate between structured and random sequences. However, it did
not indicate what statistical or structural features allowed infants
to make this discrimination. Rather than computing conditional
statistics, as has been found in studies of auditory statistical learn-
ing, infants could have been responding to a variety of other
features, such as frequency of shape co-occurrence, which co-
varied with conditional probability information. Determining
which features infants are sensitive to is important for under-
standing the extent and utility of statistical learning as detection
of different statistical features allow varying degrees of associa-
tive learning and inference. For instance, co-occurrence statistics
inform the observer of the likelihood of two events occurring
together, but leave the observer uncertain of the likelihood of
an event occurring given that the other has taken place. In con-
trast, conditional probability statistics serve to reduce uncertainty
by measuring the predictive power of one event with respect
to another. Reducing uncertainty contributes to efficient cod-
ing of sensory information and is thought to be essential for
associative learning (see Fiser and Aslin, 2002b). Thus, a learn-
ing mechanism that allows detection of conditional probability
statistics would support more effective learning, including the pre-
diction of the likelihood of future events, relative to co-occurrence
frequency.

Fiser and Aslin (2002a) examined whether infants were sen-
sitive to conditional probability statistics in visual input in addi-
tion to co-occurrence frequency. They habituated 9-month-olds
to looming multi-element scenes, then tested infants’ preference
for various element pairs that had occurred in the scenes. The
researchers found that infants preferred not only element pairs that
co-occurred more frequently as embedded elements in scenes, but
also pairs that had higher conditional probability (viz., predictabil-
ity) between elements in the pair. Thus, infants were sensitive to
the statistical coherence of the elements within visual scenes in
addition to co-occurrence frequency. In sum, this research demon-
strates infants’ sensitivity to conditional relations in both auditory
and visual input, suggesting that statistical learning is a domain-
general process. In the next section, we outline research with
adults that provides even stronger support for this idea by exam-
ining statistical learning of more complex visual stimuli and the
generalizability of statistical learning across contexts.

ADULTS
Although research with infants has begun to demonstrate the
robustness of statistical learning for detecting statistical struc-
ture in visual scenes and sequences, the complexity of the
visual structures examined in infant studies are rather simplistic

compared to those examined in studies with adults. For example,
research with adults has examined learners’ sensitivity to first- as
well as higher-order statistics, and has employed more complex
multi-element scenes and sequences than those used with infants
to examine the flexibility of the representations learners extract
from such input.

Fiser and Aslin (2001) explored the range of first- and higher-
order statistics that adults compute during passive viewing of
visual scenes. Participants viewed a total of 12 shapes, which were
divided into six base pairs. Three of these pairs appeared at a time
in various positions within either a 3× 3 or 5× 5 grid“scene.” The
relations between any two shapes in a scene could be described in
terms of co-occurrence and conditional probabilities. Each base
pair appeared in half of the scenes, such that the probability of co-
occurrence of the two shapes in each of the six base pairs was
0.5. Because the two objects composing each base pair always
occurred together within a scene, shapes within base pairs had
a conditional probability of 1.0. Fiser and Aslin found that adults
detected first-order statistics (single-shape frequency) as well as
several higher-order statistics from the scenes. Specifically, partic-
ipants detected absolute shape-position relations within the grid
and shape-pair arrangements independent of grid position. Most
importantly, even when the probabilities of co-occurrence of some
base pairs and non-base pairs were equated, adults were still able
to distinguish the familiar base pairs based solely on their (higher)
conditional probabilities.

The finding that adults are capable of implicitly extracting
higher-order statistics from static spatially presented visual stim-
uli led Fiser and Aslin (2002b) to probe this ability further with
temporally presented stimuli. In this experiment, adult partici-
pants viewed 12 shapes organized into four temporal triplets, such
that after the first element of the triplet appeared on the screen,
the second and then the third elements of the triplet always fol-
lowed. There were no pauses or breaks between successive shapes
such that the triplet structure could only be learned via temporal-
order statistics among pairs or triplets of shapes. Just as with
spatially presented visual stimuli, participants became sensitive
to first-order as well as higher-order statistics in the temporal
shape sequences. Participants retained the frequency of individual
shapes and distinguished sequences of shapes presented during
familiarization from both novel sequences of familiar shapes and
sequences of shapes seen during familiarization but presented
less frequently. Interestingly, when frequency information and
co-occurrence probabilities were equated, adults were still able
to distinguish shape sequences based on differing conditional
probabilities.

These demonstrations of visual statistical learning with both
temporally and spatially presented input raises the question of
how such information is represented and whether such repre-
sentations might generalize to new contexts. Turk-Browne and
Scholl (2009) demonstrated that learning of statistical regular-
ities in temporal shape sequences (finding shape “triplets” in a
continuous stream of shapes) was expressed in static spatial con-
figurations of these same shape triplets. Similarly, learning of sta-
tistically defined spatial configurations (base pairs, as in Fiser and
Aslin, 2001) facilitated detection performance in temporal streams
(Turk-Browne and Scholl, 2009). Thus, visual statistical learning
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in adults appears to produce flexible representations that can be
generalized to new situations. Such transferability is likely impor-
tant for visual statistical learning to be practical in ever-changing
real-world visual environments.

CONSTRAINTS ON STATISTICAL LEARNING
The generalizability of statistical learning across tasks and domains
raises the important question of whether and what constraints may
exist on statistical learning. If one considers the infinite number of
possible statistical relations that could be computed at each level
of representation, it becomes clear that for statistical learning to
be feasible, it must be constrained. What are these constraints?

TYPES OF INPUT
It is unlikely that all statistical regularities are learned equally
well, given the infinite number of possible statistics that could
be extracted from the environment. Rather, research suggests
that statistical learning mechanisms preferentially track statisti-
cal regularities in the types of input that occur most frequently in
the natural environment (Newport and Aslin, 2004; Conway and
Christiansen, 2009; Emberson et al., 2011).

Spatial versus sequential input
Intuitively, there seem to be structured differences in the organi-
zation of auditory and visual information in the natural environ-
ment. For instance, auditory information is conveyed temporally
whereas visual information is arrayed spatially. Moreover, each
sensory modality seems to process particular aspects of environ-
mental input. For instance, a brief snapshot is typically enough
time to recognize a complex visual scene whereas at least sev-
eral seconds are needed to recognize a voice or melody (Conway
and Christiansen, 2009). These intuitions are supported by stud-
ies of perception and memory suggesting that spatial information
weighs most prominently in visual cognition, whereas temporal
information weighs most prominently in audition (see Conway
and Christiansen, 2009 for a discussion). Such modality differ-
ences raise the question of whether statistical learning processes
might be constrained to preferentially track statistics in input that
accords with the auditory-temporal, visual-spatial structure of the
environment.

Conway and colleagues (Conway and Christiansen, 2005, 2009;
Emberson et al., 2011) examined how modality differences may
constrain implicit statistical learning. For example, Conway and
Christiansen (2009) investigated whether vision and audition
exhibited different constraints on statistical learning of spatially
and temporally structured information. Conway and Christiansen
compared learning of one statistically defined structure presented
in three different formats: auditory information presented tem-
porally (pure tones of various frequencies presented one at a time
through headphones), visual information presented temporally
(different colored squares presented one at a time in the center
of screen), and visual information presented spatially (the same
colored squares presented simultaneously left to right in a hor-
izontal row across the center of the screen). The task was an
artificial grammar learning (AGL) task in which adult learners
were presented with a set of training sequences that adhered to a
specific rule-governed finite state grammar. After the learning task,

learners were presented with a test on classifying novel sequences
as being either legal (generated by the same rules as the training
sequences) or illegal. The results demonstrated that participants
in the visual-spatial condition classified test sequences with a sim-
ilar degree of accuracy as participants in the auditory condition.
However, participants in the visual-temporal condition were sig-
nificantly less accurate in their classifications compared to those
in the auditory condition. This ability to acquire the structure of
spatially arrayed visual input as well as temporally structured audi-
tory, but not visual, input suggests that adults’ statistical learning
may be constrained to preferentially track statistics in inputs that
accord with the auditory-temporal, visual-spatial structure of the
environment.

Presentation rate
Of course, human learners, including young infants, provide evi-
dence of detecting statistical patterns in sequential visual input
under some circumstances (e.g., Fiser and Aslin, 2002b; Kirkham
et al., 2002; Bulf et al., 2011). A recent study by Emberson et al.
(2011) helped to reconcile these seemingly contradictory findings
by investigating the mediating role of presentation timing in sta-
tistical learning of auditory and visual information. Their results
suggest that there is an interaction of presentation format (spa-
tial versus sequential) and presentation timing in constraining
statistical learning across modalities.

Emberson et al. (2011) compared visual and auditory statistical
learning in an interleaved familiarization design. Adult learners
were presented with a visual stream of abstract shapes orga-
nized into triplets that was interleaved pseudo-randomly with an
auditory stream of monosyllabic nonsense words also organized
into triplets. Participants were randomly assigned to either attend
to the visual stream or the auditory stream, and given a cover
task (detecting repeat elements in only that stream) to ensure
that attention was allocated to the appropriate stream. Follow-
ing familiarization, participants were tested on learning in each
modality. During test trials, participants judged which of two
sequences seemed more familiar: a triplet from familiarization
or a foil sequence that did not adhere to the triplet structure.
Importantly, this study compared effects of variation in presen-
tation rate. In the “fast” condition, elements were presented for
225 ms with an ISI of 150 ms, resulting in an SOA of 375 ms. In
the “slow” condition, elements were presented with an SOA of
750 ms.

Emberson et al. (2011) found that performance in the unat-
tended modality did not differ from chance in any condition. At
the fast presentation rate, the statistical relations between adjacent
elements were only learned in the attended auditory stream. At
the slow presentation rate, the opposite effect occurred: only the
relations between adjacent elements in the attended visual stream
were learned. Emberson et al. posited that visual statistical learn-
ing improved with the slower rate of presentation because it was
less temporally demanding on the visual system. In contrast, audi-
tory statistical learning was impaired at the slower presentation
rate because of weaker perceptual grouping cues. That is, when
sequential elements were separated by longer intervals, they were
less likely to form a single perceptual unit or stream, hindering the
detection of statistical information in the stream. Taken together,
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these results document complex constraints on statistical learning
that accord with the structure of the natural environment, with
relatively rapid presentation of temporal information critical for
auditory statistical learning, and either static spatial information
or relatively slowly presented temporal information critical for
visual statistical learning.

Natural language: types of non-adjacent regularities
This interaction of presentation format and timing in statis-
tical learning illustrates one way in which constraints on the
types of information over which statistical learning operates may
reflect environmental structure. Some researchers have addition-
ally argued that constraints on learning not only reflect, but also
help to explain, structural aspects of the environment, such as
those found in natural languages (e.g., Christiansen and Chater,
2008). For example, a wide range of adjacent regularities appear
throughout natural languages, but the types of non-adjacent
regularities languages exhibit are quite constrained.

Newport and Aslin (2004) investigated the intriguing possi-
bility that constraints on the types of non-adjacent statistical
computations that learners perform may match and even drive
observed constraints on non-adjacent regularities in natural lan-
guages. For example, it is common for natural languages to contain
non-adjacent regularities relating elements of one kind while skip-
ping over intervening elements of a different kind. In Hebrew
and Arabic, word stems are formed out of phonemic segments of
one kind (consonants), while intervening segments are of another
kind (vowels). In contrast, it is uncommon for natural languages
to contain non-adjacent regularities in which intervening items
are of the same kind as that in which the non-adjacent regu-
larities occur. Newport and Aslin examined adults’ detection of
conditional relations among non-adjacent elements that did and
did not adhere to this natural language structure: non-adjacent
consonants (with one unrelated intervening vocalic segment),
non-adjacent vowels (with one unrelated intervening consonan-
tal segment), and non-adjacent syllables (with one intervening
syllable that was unrelated). In accord with the structure of nat-
ural languages, adults seemed to be unable to track the relations
between non-adjacent syllables, where the intervening element
was of the same kind (a syllable). Even when the patterns were
quite simple and participants were given extensive exposure to the
patterns (in one case over 10 days of repeated exposures), partic-
ipants remained unable to track relations between non-adjacent
syllables. In contrast, adults readily learned the relations between
non-adjacent consonants and vowels, where the intervening ele-
ment was a different kind from that in which the non-adjacent
regularities occurred. These findings suggest that constraints on
statistical learning may help to explain the universal aspects of
these patterns in natural languages. Similar to Conway and col-
leagues’ results (Conway and Christiansen, 2009; Emberson et al.,
2011), these findings also demonstrate that human learners pref-
erentially track statistical information only in particular types of
environmental input. Such findings highlight the importance of
considering statistical learning in its broader environmental con-
text, including the nature of the input to which the learner is
exposed, as well as the cognitive, developmental, and attentional
state of the learner.

THE STATE OF THE LEARNER
Human learners are characterized by perceptual biases and cogni-
tive constraints. Appreciating the influences of learners’ biases and
developmental state on statistical learning is necessary for a com-
plete understanding of the extent and limits of this domain-general
learning process across development.

Spatiotemporal biases and perceptual similarity
Consideration of learners’ perceptual biases is especially impor-
tant for understanding constraints on visual statistical learning,
as such biases have been shown to influence the types of statistics
learners extract from visual scenes (Fiser et al., 2007). One gen-
eral perceptual bias exhibited by infants and adults is the bias to
perceive objects as moving along specific trajectories given certain
visual and/or auditory cues (e.g., Sekuler and Sekuler, 1999; Shi-
mojo et al., 2001). When observing two identical objects moving
toward each other, coinciding, then moving away from each other,
two interpretations are possible: (1) the two objects streamed past
one another (streaming ), or (2), the two objects bounced off of one
another (bouncing ). Various perceptual features such as the accel-
eration of the objects (Sekuler and Sekuler, 1999; Fiser et al., 2007)
or the presence of a sound at the time of coincidence (Sekuler
et al., 1997; Watanabe and Shimojo, 2001) bias observers toward
one of these two interpretations.

Fiser et al. (2007) investigated whether this perceptual bias to
perceive objects as moving along specific trajectories affected the
types of statistics adult learners computed from visual events. Par-
ticipants observed a single object move behind an occluder and
then saw two objects emerge from behind the occluder simul-
taneously. One object emerged from the occluder following the
same trajectory as the first object. The second object emerged
from the occluder at a 90˚ angle to the original trajectory. Thus,
presentations could be interpreted two different ways: (1) as an
object streaming behind the occluder on a straight trajectory, or
(2) as an object bouncing off of a surface behind the occluder and
reemerging on the same side that it originated.

To examine whether perceived motion trajectories would bias
statistical learning, Fiser et al. (2007) manipulated the acceler-
ation of the objects to bias observers toward one of these two
percepts. Objects moving at constant speed produced a stream-
ing percept whereas decelerating-accelerating objects produced a
bouncing percept. If visual statistical learning mechanisms com-
pute all available temporal co-occurrences of shape pairs, then
learners should acquire transitions from the first shape to each of
the two later shapes equally well, regardless of whether observers
were biased toward streaming or bouncing percepts. However, this
is not what Fiser et al. found. Rather, adults preferentially learned
the associations consistent with the perceptual bias of streaming
or bouncing they had during familiarization. Thus, this perceptual
bias constrained statistical learning to shape pairs consistent with
that bias.

The influence of perceptual biases on statistical computations
is not limited to statistics in visual scenes. Similar to spatiotem-
poral biases, Gestalt principles of perception have been shown
to constrain the detection of statistical relations in both auditory
and visual input (Baker et al., 2004; Creel et al., 2004; Newport
and Aslin, 2004; Emberson et al., 2011). For example, Creel et al.
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(2004) demonstrated that Gestalt principles of element similar-
ity interact with temporal adjacency in determining what kinds
of auditory statistical regularities are learned. In this experiment,
adult participants were presented with two interleaved streams
of tone triplets such that participants heard the first tone of the
first triplet stream, followed by the first tone of the second triplet
stream, then the second tone of the first stream, then the second
tone of the second stream, and so on (Creel et al., 2004). The
result of this interleaving was that triplets could only be detected
via sensitivity to non-adjacent conditional relations.

Interestingly, adults showed no learning of the tone triplets,
only sensitivity to the less reliable relations between adjacent ele-
ments in the stream. However, when Creel et al. (2004) included
perceptual grouping cues, by presenting the two interleaved
streams in differing pitch ranges or timbres, adults became sensi-
tive to the conditional relations between the similar, yet temporally
non-adjacent, elements. This finding suggests that Gestalt princi-
ples of similarity interact with temporal adjacency in constraining
statistical learning.

Availability of cognitive resources
Thus far, our discussion has highlighted similarities in infants’ and
adults’ sensitivities to statistical information. Researchers hold dif-
fering views, however, on how implicit statistical learning abilities
may change across development (e.g.,Thomas et al.,2004; Janacsek
et al., 2012) or remain constant across development (e.g., Reber,
1993; Vinter and Perruchet, 2000).

In some studies reporting developmental differences, older
individuals show better learning than younger individuals (e.g.,
Maybery et al., 1995). Consistent with this possibility, infants
provide evidence for tracking increasingly complex statistical regu-
larities in visual sequences with age: 2- 5- and 8-month-old infants
distinguished structured from random sequences composed of
six looming shapes (Kirkham et al., 2002), but newborn infants
only distinguished structured from random sequences when the
sequences contained four, not six, items (Bulf et al., 2011).

In other cases, however, younger individuals outperform older
individuals (e.g., Jost et al., 2011; Janacsek et al., 2012). Jost et al.
(2011) compared the time course of children’s and adults’ implicit
learning by examining participants’ ERPs during a visual statistical
learning task. Participants observed a series of stimuli presented
one at a time on a screen and pressed a button whenever the target
stimulus appeared, which was predicted at different levels of prob-
ability by the stimuli immediately preceding the target. Jost et al.
found that children exhibited learning-related ERP components
earlier in the study than adults, suggesting that children required
less exposure to the patterns to detect the statistical structure.

To explain differences in statistical learning ability across devel-
opment, researchers have appealed to domain-general, matura-
tional constraints on perception and memory. Bulf et al. (2011)
suggested that newborns’ limited attentional and working memory
capacities may inhibit statistical learning efficiency. Interestingly,
researchers have posited a similar explanation to account for find-
ings of children outperforming adults. In that case, however,
researchers have offered the paradoxical idea that maturational
constraints on perception and memory confer a computational
advantage for some types of learning (e.g., Newport, 1988, 1990;

Elman, 1993). In particular, Newport’s (1990) “Less is More”
hypothesis assumes that children’s abilities to perceive and store
complex stimuli is reduced compared to those of adults, and sug-
gests that such limitations give children an advantage for tasks
requiring componential analysis because children are better able to
identify and process component parts. Adults, in contrast, attempt
to perceive and store stimulus relations of greater complexity.

Suggestions that maturational constraints on perception and
memory can both hurt and help performance in tasks requir-
ing componential analysis appear contradictory. However, most
empirical support for Newport’s “Less is More” hypothesis (1990;
e.g., Kersten and Earles, 2001) comes from child and adult pop-
ulations, leaving open the possibility that very early increases in
infants’ relatively limited perception and memory abilities may
be positively related to statistical learning ability. To our knowl-
edge, however, Bulf et al.’s (2011) hypothesis that limited cognitive
resources limit newborns’ statistical learning performance has
not yet been confirmed independently. Although visual work-
ing memory performance increases roughly linearly across the
first postnatal year (Diamond, 1985; see Bell and Morasch, 2007
for a review), a number of other early developments could, in
principle, be responsible for changes in statistical learning (e.g.,
different spatiotemporal biases due to changes in perceptual acu-
ity). An important avenue for future research will be to investigate
these possibilities, beginning by examining the relation between
the development of infant working memory ability and statistical
learning ability.

In addition to maturational constraints on perception and
memory, the allocation of attentional resources may also play a
role in constraining statistical learning. Although some researchers
have argued that statistical learning is an“automatic”(i.e., implicit,
rapid) process (e.g. Saffran et al., 1997), other researchers have
found reason to suggest that statistical learning both is and is
not automatic (e.g., Turk-Browne et al., 2005). It is automatic in
that statistical computations seem to be carried out without con-
scious intent and often without awareness that any structure was
learned (e.g., Saffran et al., 1997; Meulemans et al., 1998; Turk-
Browne et al., 2005). However, statistical learning is not automatic
in that it operates better over attended versus unattended input
(e.g., Toro et al., 2005; Turk-Browne et al., 2005; Emberson et al.,
2011). For instance, when two interleaved streams of shapes are
presented to observers in two different colors, and participants are
instructed to attend to only one color, only the statistical relations
in the attended color are learned (Turk-Browne et al., 2005). This
attentional constraint on statistical learning appears to be one of
its most general limitations, likely constraining detection of sta-
tistical regularities regardless of input domain or modality (e.g.,
Emberson et al., 2011).

Prior experience
In addition to maturational changes in cognitive resources, such
as working memory capacity and attention, another important
aspect of development is learning from experience interacting
with the environment. Expectations about the structure of the
environment undergo rapid changes in the first years after birth
due to experiences interacting with the world (e.g., Campos et al.,
1992; Adolph et al., 1993). Such changes in learners’ expectations
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about the structure of their environment may have the potential to
influence statistical learning processes (Thiessen, 2010). For exam-
ple, years of experience with language may provide adults with
strong expectations that words and objects relate to one another
(e.g., Namy and Waxman, 1998).

Thiessen (2010) investigated how such expectations influence
adults’ statistical learning of word-object associations. Adults were
presented with paired audio-visual information in which word
boundaries as well as word-object associations were statistically
defined. Participants tracked both of these statistical relations
simultaneously, and word segmentation benefited from the addi-
tion of word-object associations. When adults were presented with
tonal rather than linguistic stimuli, however, they did not bene-
fit from the regular relations between tone words and objects.
Thiessen suggested that experience with language may predispose
adults to expect words and objects to relate to one other, such
that they are sensitive to these associations in linguistic input,
but not in tonal input. This hypothesis leads to the prediction
that young infants may not benefit from word-object relations
even with linguistic input, because they may not yet have built
up the expectation that words relate to objects (e.g., Werker et al.,
1998). This is precisely what Thiessen found; similar to adults
in the tonal condition, 8-month-old infants’ ability to segment
words did not benefit from the presence of word-object rela-
tions, regardless of whether linguistic or non-linguistic input was
used.

Thiessen’s (2010) findings demonstrate the role of prior expe-
rience and learners’ expectations in facilitating computation of
previously ignored statistics. Other research, however, indicates
that prior experience can impede statistical computations. For
example, Gebhart et al. (2009) presented adult learners with
auditory sequences of trisyllabic nonsense words defined by the
TPs between syllables. When the researchers altered the orga-
nization of the nonsense words mid-way through the familiar-
ization stream, participants only learned the first of the two
structures. Participants detected words in both structures only
when exposure to the second structure was tripled in duration,
or when the transition between structures was explicitly marked.
Thus, successful extraction of the statistical regularities in one
auditory structure inhibited learning of a subsequent auditory
structure.

MECHANISMS UNDERLYING STATISTICAL LEARNING
How is it that statistical learning can be so constrained while still
adapting flexibility to input across domains and modalities? The
reason for both flexibility and constraints on statistical learning is
likely because the environment contains both variance and invari-
ance; organisms need a way to flexibly adapt and generalize to
different contexts while simultaneously honing in on the types of
structures that are most consistent and informative in the environ-
ment. What is less clear are the mechanisms by which statistical
learning occurs and how these mechanisms are configured to allow
for both flexibility and constraints.

We began this review by introducing statistical learning as sensi-
tivity to transitional probabilities (TPs),and this view was predom-
inant in the early days of infant statistical learning research that
focused predominantly on word segmentation. However, there is

now a wealth of data on infants’ and adults’ statistical learning
across domains, and this calls for a broader view of statistical
learning (e.g., Saffran, 2001; Maye et al., 2002; Thiessen and Saf-
fran, 2003; Graf Estes et al., 2007; Smith and Yu, 2008; Frank et al.,
2010). For example, consider Saffran’s (2001) and Graf Estes et al.’s
(2007) findings that the output of statistical learning is entire
word-like units, not simply highly probable sound sequences. A
mechanism that only tracks probabilistic relations between ele-
ments cannot fully account for such a finding (see Thiessen et al.,
2012). Moreover, even in segmentation tasks, models designed
to track transitional probabilities do not always accord well with
human performance (see Frank et al., 2010).

A variety of alternate models of statistical learning have been
proposed that do not rely on explicitly computed statistics. It
is not yet clear which type of model produces the most valid
account of human learning processes across tasks (Frank et al.,
2010). A complete review of all such models is beyond the scope
of this review; instead, we briefly describe one well-known model,
PARSER (Perruchet and Vinter, 1998), to illustrate that there are
multiple possible mechanisms to account for statistical learning
data.

PARSER (Perruchet and Vinter, 1998) is a type of “chunking”
model that produces the same segmentation results as Saffran et al.
(1996a,b) by implementing basic laws of attention, memory, and
associative learning, rather than by computing statistics such as
transitional probabilities. PARSER is modeled on the principle
that perception guides internal representation. Briefly, units that
are perceived within one attentional focus are “chunked” into a
new representational unit. The fate of these new representations
depends on fundamental principles of memory: internal represen-
tations of chunks that are repeated are progressively strengthened,
and representations of chunks that are not repeated are forgotten
(Perruchet and Vinter, 1998). Applied to Saffran et al.’s (1996a,b)
segmentation task, PARSER would first randomly segment the
speech stream into small chunks. Because chunks have a greater
chance of being repeated if they are part of the same word than
if they span a word boundary, internal representations of words
or parts of words will be stronger in memory than representa-
tions of non-words and chunks spanning word boundaries. Thus,
PARSER can account for Saffran et al.’s (1996a,b) findings of par-
ticipants’ greater sense of familiarity for words than non-words or
part-words.

As noted, several models of statistical learning employing quite
different mechanisms have been proposed to account for the vari-
ous findings of the statistical learning literature, but no model has
yet been proposed that can account well for human performance
across statistical learning tasks (Thiessen et al., 2012). In partic-
ular, what is lacking are models that achieve sensitivity to other
statistical relations in addition to conditional relations, such as
the central tendency of a set of elements (distributional statistical
learning; e.g., Maye et al., 2002), as well as models that account for
human’s learning and generalization based upon similarity across
items extracted from the input (e.g., Thiessen and Saffran, 2003).
Thiessen et al. (2012) argued that mechanisms designed only to
account for the extraction of units, such as segmenting words from
a speech stream, cannot account for these other forms of statistical
learning.
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Thiessen et al. (2012) proposed a framework that attempts to
account for these various forms of statistical learning by combin-
ing processes of extraction with processes of comparison across
extracted segments in an iterative model whereby the discovery
of new structures via comparison serves to educate the extrac-
tion processes. To illustrate this idea, consider the finding that
when syllable stress and statistical cues indicated different word
boundaries in a speech stream, 7-month-olds segmented based on
statistical cues, whereas 9-month-olds segmented based on stress
cues (Thiessen and Saffran, 2003). Models that are only designed
to account for segmentation cannot explain these findings without
positing additional changing constraints on the learner or on the
statistical learning mechanism itself. In contrast, Thiessen et al.’s
(2012) framework accounts for such findings without necessitat-
ing new or changing constraints; according to this framework,
such findings demonstrate initial segmentation based on condi-
tional statistics followed by comparison across segmented words,
allowing the discovery of patterns of stress cues in English words,
which in turn inform the process of segmentation in the future.

Although Thiessen et al.’s (2012) framework has not yet been
implemented into a working computational model, such a frame-
work pushes the field forward by offering a mechanism that
accounts for developmental differences in statistical learning.
Moreover, this framework is also helpful for thinking about the
origins of the constraints on and flexibility of statistical learning.
That is, the framework is based on general processes of attention,
memory, and comparison that likely govern extraction and gener-
alization across domains. Furthermore, this framework describes
a way in which learners may use a constrained, limited-capacity
mechanism to flexibly adapt to different characteristics of the input
over time.

CONCLUSION
Statistical learning is a means of uncovering structure in com-
plex environmental input. It operates in both auditory and visual
domains, and encodes multiple types of statistics simultaneously.
Constraints on statistical learning serve to reduce the num-
ber of possible associations available, making statistical learning
tractable.

A comprehensive model of statistical learning across domains
has not yet been reported in the literature, but much progress has
been made in uncovering the origins of both the flexibility of and
constraints on statistical learning. Specifically, flexibility may be
the result of mechanisms built upon domain-general processes,
such as attention, memory, and perception, rather than domain-
or modality-specific processes. Flexibility may be built into the
system as a product of learners’ ability to discover new struc-
tures via comparison, and use those new structures to influence
further extraction (Thiessen et al., 2012). Constraints on statistical

learning are driven by a variety of factors: limited attention, per-
ception, and memory capacity, as well as maturational increases in
these domain-general processes; learned biases and expectations
about the structure of the environment; and ways in which sta-
tistical tendencies in language have been shaped to fit the human
brain, rather than vice versa.

Thus, while research has revealed numerous influences on the
various constraints on statistical learning, the principal contribu-
tion to flexibility in statistical learning appears to be its domain-
general nature. Nevertheless, the domain-generality of statistical
learning mechanisms has been hotly debated. Some researchers
interpret demonstrations of statistical learning across domains
and modalities as evidence of a single, domain-general statisti-
cal learning mechanism (e.g., Kirkham et al., 2002), but others
contend that statistical learning cannot be domain-general due
to observed modality-specific constraints (Conway and Chris-
tiansen, 2005, 2009; Emberson et al., 2011). Specifically, they cite
findings such as the auditory-temporal, visual-spatial distinction
as evidence for separate statistical learning mechanisms for each
modality (Conway and Christiansen, 2009). One limitation of this
line of reasoning, however, is that constraints differentially affect-
ing statistical learning of different types of input within modalities
(e.g., Endress, 2010; Thiessen, 2010) would necessitate multiple
statistical learning mechanisms within modalities as well as across
modalities. Thus, the domain-general view seems to be the most
parsimonious account of the data. However, evidence supporting
a domain-general account of statistical learning does not exclude
the possibility of multiple domain- or modality-specific statisti-
cal learning subsystems. Further research is needed to determine
which of these views provides the most complete account of statis-
tical learning. Research examining statistical learning performance
using comparable tasks across domains and modalities, as well as
research comparing the ability of modality-specific and domain-
general computational models to fit such human data, may be
particularly informative.

Moreover, future research should continue to investigate the
type of flexibility in statistical learning documented by Turk-
Browne and Scholl (2009), who demonstrated flexibility in the
transferability of the representations that emerged from adults’
visual statistical learning. Further research should pursue similar
lines of research employing other tasks and input types to investi-
gate the generalizability of such findings across modalities. A final
important avenue for future research will be to continue working
toward developing a comprehensive model that can accommodate
the various forms of statistical learning (sensitivity to conditional
relations, distributional statistics) across domains as well as devel-
opmental changes in such learning. Longitudinal research and
research that makes within-subjects comparisons across tasks may
be particularly useful in this endeavor.
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Mastery of language can be a struggle for some children. Amongst those that succeed in
achieving this feat there is variability in proficiency. Cognitive scientists remain intrigued
by this variation. A now substantial body of research suggests that language acquisition is
underpinned by a child’s capacity for statistical learning (SL). Moreover, a growing body of
research has demonstrated that variability in SL is associated with variability in language
proficiency. Yet, there is a striking lack of longitudinal data. To date, there has been no
comprehensive investigation of whether a capacity for SL in young children is, in fact,
associated with language proficiency in subsequent years. Here we review key studies
that have led to the need for this longitudinal research. Advancing the language acquisition
debate via longitudinal research has the potential to transform our understanding of typi-
cal development as well as disorders such as autism, specific language impairment, and
dyslexia.

Keywords: statistical learning, language acquisition, longitudinal studies, language impairment, language profi-
ciency

Statistical learning (SL) likely plays a role in a large number of
perceptual and cognitive activities. For example, “Every time we
listen to a blues song or a piano concerto, our brains pick up on the
underlying statistics regarding which notes tend to occur together
or follow one another in these different styles. We use this accumu-
lated knowledge to appraise unfamiliar pieces of music or different
performances of well-known songs. In short, our expectations are
an outcome of statistical learning” (Janata, 2006, p. 29). The role
of SL during language acquisition has been hotly debated over
several decades. Certainly, it is clear that language contains many
statistical regularities. It has been suggested that SL operates on
these regularities and facilitates processes as varied as word seg-
mentation, vocabulary learning, and syntax (Rowland and Pine,
2000; Finn and Hudson Kam, 2008; Yu, 2008).

Consider word segmentation. Child-directed speech includes
utterances such as prettydolly and prettykitty. Each utterance is
composed of two words, usually spoken as a continuous stream
without pausing between words. How do children identify the sep-
arate words (pretty, dolly, and kitty)? Perhaps they detect implicitly
the strength of associations between adjacent syllables; pre is often
followed by tty (high joint probability), however, tty is rarely fol-
lowed by do (low joint probability). In natural language, joint
probabilities between syllables are highest within words; those
spanning word boundaries are lower. Thus, sensitivity to these co-
occurrence statistics might assist children to segment the speech
stream into words, possibly in conjunction with other cues such as
prosody (Hay and Saffran, in press). Newman et al. (2006) discov-
ered a relationship between infants’ ability to segment the speech
stream into words and language proficiency at 24 months and,

later, between 4 and 6 years. It was shown that IQ did not mediate
this relationship.

As elegant as this theory of language acquisition is, there remain
striking gaps in our understanding of the link between SL and lan-
guage. To date, there has been no direct investigation of whether
a capacity for SL in young children is, in fact, associated with
language proficiency in subsequent years. This paper provides a
brief introduction to the language acquisition debate, a review
of key studies indicating a link between SL ability and language
proficiency, and a discussion of the kind of longitudinal research
that is needed in order to advance the debate about the role of
learning during language acquisition. We argue that this kind of
longitudinal research will enhance our understanding of language
development in typically developing children and, potentially,
transform our understanding of disorders such as autism, specific
language impairment (SLI), and dyslexia.

DEBATE ABOUT THE NATURE OF LANGUAGE ACQUISITION
There has been a long-standing debate about the link between
learning and language acquisition. Chomsky and others have spec-
ulated that language is too complex and the learning environment
too impoverished to be assisted by a general learning mecha-
nism (e.g., Chomsky, 1975; Pinker, 1989; Crain, 1991; special issue
edited by Ritter, 2002). This led to the suggestion that children
come into the world already equipped with a great deal of lin-
guistic knowledge. The innateness hypothesis incorporates mul-
tiple and intertwined notions including both linguistic universals
and modularity. While these cannot be covered adequately here,
Evans and Levinson (2009) and Hulme and Snowling (2009)
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provide contemporary discussion of linguistic universals and of
modularity in relation to children’s development, respectively.

The language acquisition debate has been reinvigorated by the
emergence of large language databases in combination with pow-
erful computing resources which have revealed surprisingly rich
statistical structure in natural language. Moreover, a now sub-
stantial body of research indicates that, from a very young age,
the brain can detect these statistical regularities. This appears to
occur even under challenging learning conditions (e.g., when only
positive evidence is available; when stimuli are presented briefly;
when there are irregularities in the input). Key studies from these
bodies of research are reviewed in subsequent sections of this
paper.

For some, the debate does not center on a distinction between
innateness versus learning, but rather on the relative contribu-
tions of these (Gould and Marler, 1987; Yang, 2004; Gervain and
Mehler, 2010). Yang (2006) suggested that “A somewhat curi-
ous response to the mystery of grammar learning is to say that
there is basically no learning. . .for the unfortunate few who do
experience language learning problems, getting a detailed under-
standing of how language learning takes place is probably well
worthwhile” (pp. 150–152). An unresolved question is whether
some aspects of language, such as grammatical structure, are less
learnable and more heavily underpinned by innate knowledge than
others (e.g., Nowak et al., 2002; Peña et al., 2002; Seidenberg et al.,
2002). Bayesian models have representational flexibility allowing a
move away from some conventional dichotomies that have shaped
language acquisition research. For example, Perfors et al. (2011)
explored the learning of phrase structure in the context of typ-
ical child-directed speech and innate domain-general capacities.
Others have suggested that there is a shift from general learning
mechanisms to language specific processes across development
(Namy, 2012).

STATISTICAL LEARNING
Statistical learning has been described as “automatic,” “inciden-
tal,” and “spontaneous.” Perruchet and Pacton (2006) argued that
SL is a form of implicit learning in that participants in SL experi-
ments are presented with structured material and are not given any
instructed regarding learning; they learn from exposure to positive
instances.

Statistical learning of regularities can be assessed in a number
of ways. One method is the long-established sequential learning
paradigm which utilizes embedded triplets to determine sensi-
tivity to adjacent dependencies. The paradigm can be used with
either auditory or visual stimuli. For instance, a child may be
asked to watch a continuous sequence of evenly paced individ-
ually presented items (represented here by letters). Typically, each
item appears for around 400 ms. The sequence contains embedded
triplets such as A–P–K; for example, . . . L–A–P–K–G–H–D–A–P–
K–X . . .. After several minutes of watching this familiarization
stream, the experimenter surprises the child with test phase: dur-
ing forced-choice trials two triplets are presented in succession
(the three component items of the triplet are displayed individu-
ally, one triplet then the other). One of these triplets, the embedded
triplet, had been repeated during the continuous sequence while
the other, a foil, had never appeared. The child judges which of

the triplets is familiar (e.g., APK or AXG?). Most identify the
embedded triplets as familiar, even though there was no advance
warning of patterns and no reinforcement. Generally, participants
have no conscious sense of familiarity. Data are analyzed to deter-
mine whether performance is significantly different from chance
(using a one-sample t -test comparing the group average for per-
centage of correctly identified embedded triplets against chance,
which is 50%).

Studies focusing on infants have utilized this paradigm or sim-
ilar ones, but require a different kind of responding during the
test phase (e.g., headturn preference). A seminal study in Science
revealed that 8-month-olds can learn the strength of sequential
associations between syllables in pseudospeech after only 2 min
of exposure (Saffran et al., 1996). Recently, another study demon-
strated that 8-month-olds are able to track such transitional proba-
bilities also in natural language (Pelucchi et al.,2009). A study using
sequences of visually presented shapes showed SL in 2-month-olds
(Kirkham et al., 2002).

Many studies of SL have examined the ability to detect asso-
ciations among adjacent items that are presented sequentially;
however, natural language also contains non-adjacent patterns
(e.g., syntactic structure can involve dependencies among ele-
ments that are distant from one another). SL can also operate on
non-adjacent patterns (Newport and Aslin, 2004). Recent stud-
ies using the event-related potential (ERP) technique have found
that the ability to extract statistical dependencies between adja-
cent elements in the speech stream appears to be present from
birth, and that infants can learn non-adjacent dependencies in a
natural, non-native language by 4 months of age (Teinonen et al.,
2009; Friederici et al., 2011). Some aspects of language processing
may require spatial rather than sequential learning (e.g., certain
aspects of orthography; aspects of sign language). SL has been
shown to operate on spatial regularities (e.g., Fiser and Aslin,
2005).

Statistical learning does not decay rapidly. Kim et al. (2009)
exposed participants to statistical regularities present in a famil-
iarization stream 24 h before the test phase and showed significant
learning despite the delay. Arciuli and Simpson (2012a) replicated
this finding. In addition, they demonstrated that SL is remarkably
consistent regardless of whether familiarization and test phase are
separated by 30 min, 1, 2, 4, or 24 h. Participants still showed sig-
nificant learning. Neuroscientific evidence has confirmed that SL
operates without instruction to learn, and in those who had no
conscious sense of familiarity during the test phase (Turk-Browne
et al., 2009).

Many SL paradigms, such as the triplet paradigm described
above, measure participants’ recognition of the exact stimuli that
was used during familiarization. SL studies have also included
measures of generalization; that is, whether participants can learn
regularities from one set or stimuli and subsequently apply their
implicit knowledge to stimuli they have never encountered before
(Gómez and Gerken, 2000). Generalization indicates that learners
have moved beyond recognition of specific items to an under-
standing of the underlying patterns they represent. Studies of
infants have shown that the ability to generalize regularities in
language is already present in the first year of life (Marcus et al.,
1999; Gerken and Bollt, 2008) and is so robust that infants can

Frontiers in Psychology | Language Sciences August 2012 | Volume 3 | Article 324 | 40

http://www.frontiersin.org/Language_Sciences
http://www.frontiersin.org/Psychology
http://www.frontiersin.org/Language_Sciences/archive


Arciuli and Torkildsen Statistical learning and language acquisition

generalize a predominant grammatical pattern even when they
are faced with inconsistent input (Gómez and Lakusta, 2004).

Gómez and Lakusta found that 12-month-olds were able to
abstract form-based categories in an artificial grammar where only
83% of the training strings represented the correct grammar and
the remaining 17% represented a different structure which was
inconsistent with the grammar. Furthermore, results from studies
using generalization paradigms indicate that variability (e.g., in
terms of the number of different exemplars representing a struc-
ture) is a key factor which facilitates generalization (Wonnacott
et al., 2012). It is still unclear, however, whether this finding car-
ries over to complex natural language settings (van Heugten and
Johnson, 2010).

The role of sleep is particularly interesting with regard to the
difference between SL paradigms that test recognition and SL
paradigms that test generalization. Arciuli and Simpson (2012a)
found that adults’recognition of the exact stimuli presented during
familiarization was not affected by sleep. This result is consis-
tent with a study by Nemeth et al. (2010) showing no effect of
sleep on subjects’ ability to learn specific motor sequences in an
implicit learning task. However, a different picture emerges from
the studies that have investigated subjects’ ability to generalize
their learning to novel cases. Gómez et al. (2006) compared non-
adjacent dependency learning in infants who napped between
familiarization and testing to infants who did not sleep. Results
showed that the no-nap group preferred listening to familiar over
unfamiliar trials, consistent with veridical memory of specific non-
adjacent phrases. Infants in the nap group, however, listened longer
to sentences conforming to the grammar, but did not distinguish
between familiar and unfamiliar items, suggesting that they had
abstracted away from particular stimulus items. A follow-up study
by Hupbach et al. (2009) found that infants had forgotten spe-
cific stimulus sentences 24 h after exposure to the grammar. The
abstract information, on the other hand, was retained, but only if
a nap had followed shortly after language exposure. Converging
evidence from adults comes from a study by Durrant et al. (2011)
which showed improved abstraction of statistical patterns under-
lying tone sequences after a night’s sleep or a brief daytime nap
when compared to equivalent periods of wakefulness. The above
findings suggest that sleep may contribute to abstraction of sta-
tistical regularities, perhaps by promoting a qualitative change in
memory which enables greater flexibility in learning (Gómez et al.,
2006). Such cognitive flexibility is critical in the process of lan-
guage acquisition as generalization plays a major role in linguistic
productivity.

Statistical learning tasks used to study language learning typi-
cally employ artificial miniature languages. The advantage of these
languages is that they enable the experimenter to constrain the
input in such a way that learning can be attributed solely to the use
of those cues directly under experimental control. The main prob-
lem with these materials is their low ecological validity. The input
participants are exposed to typically lacks the complexity of nat-
ural language on a number of dimensions (e.g., acoustic variability,
number of words, and frequency of repetition). Thus, it is unclear
to what degree findings from the SL literature can be applied to
language learning “in the wild.”A goal for future SL studies of lan-
guage acquisition will be to simulate the complexity of a natural

language task while controlling for pre-existing linguistic knowl-
edge as well as the properties of the input. Ideally, such studies
should use paradigms where the listener is exposed to auditory
and visual stimuli simultaneously to mimic naturalistic learning
conditions. Studies incorporating these qualities are beginning to
emerge (Gullberg et al., 2010; Hay et al., 2011; Lew-Williams et al.,
2011), but at present we need to base our hypotheses about the
relationship between language acquisition and SL on studies that
have used artificial miniature languages.

While there has been ever increasing interest in SL for more
than a decade, it is only in the last few years that researchers have
begun focusing on individual differences in this ability and on
demonstrating a direct relationship between SL and performance
on other cognitive tasks. There is now mounting evidence sug-
gesting that SL is a distinct ability with meaningful individual
differences. Kaufman et al. (2010) found variability in SL (using a
serial reaction time task) in 153 adolescents aged 16–18 years that
was independent of IQ, working memory, and explicit associative
learning. The only elementary cognitive task related to SL was pro-
cessing speed. Arciuli and Simpson (2011) revealed variability in
SL in 183 children aged 5–12 years; a finding that is crucial for the
argument that SL relates to variability in language acquisition.

STATISTICAL LEARNING AND LANGUAGE: A COMMON
NEURAL BASIS
There is a growing body of evidence showing that SL recruits the
same brain areas as those used in language processing (de Vries
et al., 2011; Folia et al., 2011; Petersson et al., 2012). A number
of studies using functional magnetic resonance imaging (fMRI)
have found that Broca’s area, which is one of the classic lan-
guage areas, is involved in artificial grammar learning paradigms
as well as in the implicit learning of structured motor sequences
(Lieberman et al., 2004; Forkstam et al., 2006; Clerget et al., 2012).
Corroborating evidence comes from a study using diffusion tensor
magnetic resonance imaging (DTI) which found that white matter
integrity around Broca’s area predicted performance in an artificial
grammar learning task (Floeel et al., 2009). Furthermore, a recent
ERP study demonstrated similar neural correlates for a sequential
learning task and a language task using a within-subject design
(Christiansen et al., 2012).

Studies using repetitive transcranial stimulation (rTMS) and
transcranial direct current stimulation (tDCS) have taken these
findings a step further by demonstrating a causal relationship
between activation in Broca’s area and learning of artificial gram-
mars (Uddén et al., 2008; deVries et al., 2010). The study by deVries
et al. (2010) is of special interest because it focused on the grammar
acquisition process rather than the subsequent syntactic judgment.
In this experiment three groups of subjects participated in an artifi-
cial grammar learning task: one group who received anodal tDCS
over Broca’s area, one group who received stimulation over an
area which has not been implicated in artificial grammar learning,
and one group who received sham stimulation. The group who
received stimulation in Broca’s area during the acquisition of the
grammar performed better than the two other groups in the sub-
sequent grammatical classification task. Interestingly, tDCS over
Broca’s area did not significantly enhance working memory, rul-
ing out increased working memory capacity during acquisition

www.frontiersin.org August 2012 | Volume 3 | Article 324 | 41

http://www.frontiersin.org
http://www.frontiersin.org/Language_Sciences/archive


Arciuli and Torkildsen Statistical learning and language acquisition

as the explanation for the group difference. However, the study
employed a between-subjects design, and although an effort was
made to match the subjects on a number of criteria, pre-existing
group differences may have contributed to the observed effect.

Additional evidence supporting a common neural basis for SL
and language comes from investigations of patients with agram-
matic aphasia. Christiansen et al. (2010) tested seven patients
diagnosed with agrammatic aphasia on a visual SL task. In the
training phase of the experiment, patients and control partic-
ipants were exposed to strings of non-linguistic symbols con-
forming to an artificial grammar. Both patients and controls
performed well in the cover task which involved judging whether
one grammatical string matched the next. However, in the test
phase where subjects were asked to classify novel strings as either
grammatical or ungrammatical, only control participants per-
formed better than chance. Differences between patients and
controls could not be attributed to poor visual-perceptual skills
or low visuo-spatial working memory in the agrammatic patients.
Thus, the results suggest that the language impairment in agram-
matic aphasia is associated with impairment in non-linguistic
sequence learning, indicating that domain-general neural mecha-
nisms underlie both language and SL. Converging evidence comes
from a study by Patel et al. (2008) showing that Broca’s apha-
sics display impaired processing of structural relations in musical
sequences.

Based on this type of evidence, Uddén and Bahlmann (2012)
introduced the structured sequence processing perspective which
proposes that there are domain general mechanisms in the brain
which are common to the processing of structured sequences
in language, music, and action. They reviewed a large number
of studies which have consistently shown that the left inferior
frontal gyrus is engaged in processing of structured sequences
independently of whether these are linguistic, musical, or action-
related.

THE ASSOCIATION BETWEEN SL AND PROFICIENCY WITH
SPOKEN LANGUAGE
There is growing behavioral evidence of an association between
SL and language proficiency. Conway et al. (2010) examined the
relationship between SL and word predictability in sentence pro-
cessing in adults. Experiment 1 revealed a positive relationship
between visual SL (sequences of colored squares) and auditory
sentence processing. Experiment 2 showed a positive relation-
ship between auditory SL (sequences of syllables embedded in
pseudospeech) and audiovisual sentence processing. Experiment
3 demonstrated that this relationship was not mediated by imme-
diate verbal recall (digit span) or non-verbal intelligence (Raven’s
Progressive Matrices). See Misyak and Christiansen (2012) for an
investigation of the link between SL and comprehension of nat-
ural language sentences in adults that reported a similar outcome: a
relationship between SL and language proficiency that exists inde-
pendently of cognitive motivation, short-term memory, and fluid
intelligence. The findings from these two studies suggest that SL is
tapping a distinct capacity.

Consistent with these findings, several studies of language
impaired adults have shown poor SL, and that generalization of
SL to novel cases appears to represent a particular problem for

this population (Plante et al., 2002; Grunow et al., 2006; Richard-
son et al., 2006; Torkildsen et al., in press). In the study by Grunow
et al. (2006) adult subjects with and without language-based learn-
ing disabilities listened to strings of three non-words where the
first and third word had a dependent relationship. Adults with-
out language impairment were able to learn the non-adjacent
contingencies and generalize the underlying structure when vari-
ability of the middle element was high (24 unique words), but not
when it was low (12 unique words). Adults with language impair-
ment did not show any discrimination between grammatical and
ungrammatical strings in either variability condition. Torkildsen
et al. (in press) examined the effect of exemplar variability on
SL in a simpler learning task, involving adjacent dependencies.
Half the learners were exposed to three exemplars of each of the
open class elements presented 16 times each (low variability condi-
tion), while the other half were exposed 24 exemplars twice (high
variability condition). Learners with normal language were able
to recognize trained items and generalize the grammar to novel
non-word strings in both high and low variability conditions,
but relative effect sizes suggested that high variability facilitated
learning. In the language impaired group, only those exposed to
the high variability condition were able to demonstrate general-
ization of the grammar. Such evidence has led to the proposal
that language impairment may result from a general problem in
SL (Hsu and Bishop, 2010; but see Dąbrowska, 2010). However,
many studies of adults with language impairment have only exam-
ined SL in the verbal domain, making it difficult to disentangle
the effects of language impairment and a possible impairment in
non-verbal SL.

Examination of the link between individual differences in SL
and natural language proficiency is clearly a promising endeavor;
however, none of the above studies examined children. To date,
only a few studies of children and adolescents have examined
the relationship between language proficiency and SL. Tomblin
et al. (2007) found that grammar impairments in adolescents
were directly associated with low performance on a visual sequen-
tial pattern learning task. A recent study by Conway et al. (2011)
found that visual sequence learning was significantly correlated
with language outcomes in deaf children with cochlear implants.
The observed correlations between sequence learning and lan-
guage were especially robust for a language test measuring the
ability to formulate semantically and grammatically correct spo-
ken sentences of increasing length and complexity. The correlation
between language and sequence learning was not mediated by
either working memory or vocabulary knowledge.

A study by Evans et al. (2009) revealed a link between auditory
sequential SL and language proficiency in children aged 6–14 years.
They used two tests of SL: (i) syllables in pseudospeech and (ii)
sequences of musical tones. Children with SLI performed more
poorly than controls on both SL tasks. Children with language
impairment did show SL, but required longer exposure to stimuli
to learn embedded regularities. After controlling for age, SL during
the short exposure condition correlated positively with receptive
and expressive vocabulary in typically developing children. After
controlling for age, SL during the long exposure condition was
positively correlated with receptive vocabulary in children with
language impairment. SL was not correlated with IQ in either
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group of children. In line with Conway et al., this finding sug-
gests that SL is tapping a type of learning that is not assessed by
tests of IQ.

As far as we are aware, the only study examining the relationship
between an independent test of SL and syntactic acquisition in typ-
ically developing children is that reported by Kidd (2012). In this
study, 4–6-year-olds were given tests of explicit word pair learning
and implicit visual sequence learning in addition to a syntactic
priming task. The syntactic priming task included a test phase
where children described pictures after they had been primed
with a particular syntactic construction (the passive form) and a
post-test phase where children described pictures without having
been primed. The post-test phase investigated whether priming
effects persevered after priming had ceased. Results showed that
performance on the implicit SL task predicted maintenance of the
syntactic priming effect into the post-test phase of testing. Scores
on the explicit learning task, on the other hand, did not predict
priming effects. These findings indicate that children’s SL abilities
are recruited when learning grammatical usage patterns in input.

The findings reported by Kidd (2012) are consistent with com-
parable studies of adults such as Conway et al. (2010) and Misyak
and Christiansen (2012). However, while the passive form is not
typically used by 4–6-years-olds, it is likely that participants in
Kidd’s experiment came to the experiment with at least some
experience with this construction. Thus, an investigation of an
entirely novel syntactic construction would be needed to make
claims about the role SL plays in children’s ability to break into the
syntactic system that governs their language.

A natural next step to follow up Kidd’s finding is to investigate
how children make use of the output of SL in the language acquisi-
tion process. A recent line of research has set out to examine exactly
this question (Graf Estes et al., 2007; Lany and Saffran, 2010, 2011).
For example, Graf Estes et al. (2007) asked whether SL during word
segmentation yields output that can act as word candidates which
can be used in subsequent lexical-semantic acquisition. In the first
part of an experiment, 17-month-olds were familiarized with an
artificial language where transitional probabilities allowed the seg-
mentation of four words. Next, the infants were taught two novel
label-object associations where the labels were either words in the
artificial language, sequences that crossed word boundaries in the
artificial language (part-words), or words that did not appear in
the familiarized language at all (non-words). Graf Estes and col-
leagues found that infants who had been taught labels that were
words in the familiarized speech stream were able to learn the
label-object pairings, but infants who were taught part-words or
non-words did not demonstrate any learning of the pairings. This
result suggests that the output of the SL process can function as
input to subsequent word learning.

Mirman et al. (2008) extended this finding by showing that the
relationship between statistical segmentation and word learning
is also present in adults. However, the authors found a difference
between infants and adults in the dynamics between statistical seg-
mentation and word learning. In contrast to infants, who could
not learn label-object mappings for part-words or non-words they
had not been familiarized with, adults learned words in all three
conditions, but were faster in acquiring non-words and familiar-
ized words than part-words. This latter finding suggests that for

adults SL has an inhibitory role in hindering the learning of novel
meanings for labels that violate learned transitional probabilities
(part-words), while for infants SL has a facilitative role in assisting
the mapping of labels to novel meanings when labels are consistent
with learned transitional probabilities.

Evidence pointing in this direction is not restricted to the area
of word learning. A recent study of the acquisition of morphosyn-
tax shows that the non-adjacent dependencies which have the most
advantageous distributional patterns are the ones that infants first
show evidence of knowing when tested with headturn preference
procedures (van Heugten and Johnson,2010). Thus, there is reason
to believe that the output from SL mechanisms is used at various
levels of linguistic analysis both by infants and children.

Second-language acquisition (L2) learning is different from
first-language (L1) learning in a number of critical ways. Still,
it is possible that the detection of statistical regularities plays a role
in L2 acquisition. Ellis (2002) argued that both L1 and L2 learn-
ing is related to input frequency and its detection and argued that
while frequency has been all but ignored in applied linguistics for
the last 40 years it may be appropriate to revisit it as a causal fac-
tor. Interestingly, a recent study of 153 adolescents demonstrated
a significant positive relationship between implicit SL and second
language learning of French and German (Kaufman et al., 2010).
We do not know of any research that has examined SL in infants
living in bilingual environments or any studies that have examined
a link between a capacity for SL and proficiency of L2 acquisition;
although, it would seem worthwhile to pursue these avenues in
future research.

SL IN THE CONTEXT OF WRITTEN LANGUAGE
Both reading and spelling involve learning the correspondences
between arbitrary visual symbols and the linguistically meaningful
sounds of a language. In English the mapping between letters and
sounds can be thought of as probabilistic (e.g., Harm and Seiden-
berg, 2004; Treiman and Kessler, 2006; Deacon et al., 2008; Kessler,
2009; Seva et al., 2009). For example, the letter “c” often maps onto
the phoneme/k/. Of course,“c”can be linked with other phonemes
(as in“circle”or“cello”). In the absence of explicit instruction, over
time, children are likely to detect contextual cues such as many
words beginning with the letter “c” followed directly by the letter
“i” have/s/as their initial phoneme. The statistical regularities in
written language include non-adjacent pairings (such as “a” later
followed by “e”:“cape” versus “cap”). Children are taught explicitly
about some of these mappings (and rightly so). Clearly, they are
not taught about every single correspondence and contextual cue
in English. Surely, that would be impossible.

Arciuli has examined probabilistic cues to lexical stress con-
tained within orthography. For example, corpus analyses have
revealed that around 70% of disyllabic English words ending with
the letters “-ure” have first syllable stress, whereas around 80% of
words ending with “-uct” have second syllable stress. Adults are
sensitive to these probabilities. They tend to assign first syllable
stress when reading a non-word such as “lenture,” but second
syllable stress when reading “feduct” (see Arciuli and Cupples,
2006, regarding cues in word endings and Arciuli and Cupples,
2007, regarding cues in beginnings). A triangulation of (1) cor-
pus analyses of children’s age-appropriate reading materials, (2)
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behavioral testing across a range of ages, and (3) computational
modeling demonstrated that sensitivity to probabilistic cues to lex-
ical stress during reading aloud follows a developmental trajectory
in children across the age range of 5–12 years (Arciuli et al., 2010).
As children’s exposure to written language increases, sensitivity
to these probabilities increases. This sensitivity occurs without
having to draw children’s attention to the probabilities explicitly.

The computational modeling component of the study by Arci-
uli et al. (2010) drew on a single-route connectionist approach to
reading in order to explore how children learn to assign lexical
stress. Connectionist models operate on the statistical regularities
present in the input to which they are exposed. In these mod-
els learning occurs via adjustment of the weights on connections
between units in order to approximate a target response. Gradually,
these connection weights are altered in order to increase the accu-
racy of the model’s response. Importantly, connectionist models
can be trained iteratively enabling us to explore developmental
trajectories based on age-appropriate input. Thus, connection-
ist models embody the principle of SL. For many years cognitive
scientists have contrasted connectionist approaches where a sys-
tem learns regularities with an alternative approach where pre-
determined rules are utilized. For example, Rastle and Coltheart
(2000) reported on a rule-based algorithm for stress assignment as
part of the dual-route cascaded model of reading that was designed
to simulate the reading aloud of disyllabic non-words. The algo-
rithm involved searching through the letter string of a non-word
for morphemes (to identify a specified set of affixes: 54 prefixes
and 101 suffixes), and then consulted a database for information
concerning whether each morpheme carried stress or not (e.g.,
the suffix“-ing” does not carry lexical stress). The algorithm suc-
cessfully simulated some aspects of stress assignment in adults’
reading; however, it was difficult to see how children might come to
acquire such a system. How might children learn what constitutes
a prefix and what constitutes a suffix? How might children end
up with a store of knowledge pertaining to whether affixes carry
lexical stress or not? More recent instantiations of the dual-route
model of the reading aloud of polysyllables have incorporated
connectionist principles (e.g., Perry et al., 2010).

The debate about rules versus statistics and whether some
kind of hybrid system might best for explaining language acqui-
sition continues (Newport, 2010). Connectionist modeling has a
central role in this debate. For example, connectionist modeling
has been used by researchers interested in the so-called “more
than one mechanism” (MOM) hypothesis of language acquisi-
tion. According to the MOM hypothesis language is acquired via
both rule-based and statistical mechanisms. Some researchers have
used under performance of a connectionist model in simulating
human data as evidence in favor of MOM (Endress and Bonatti,
2007) while others have used connectionist modeling to directly
rebuke such claims (Laakso and Calvo, 2011).

Arciuli and Paul (2012) examined sensitivity to probabilistic
orthographic cues to lexical stress in adolescents with autism com-
pared with matched typically developing peers (all participants
were 13–17 years; groups were matched on age, verbal IQ, spoken
language, and reading ability). Using the stimuli and silent read-
ing task from Arciuli and Cupples (2006) they demonstrated that
adolescents with autism lack sensitivity to these cues. There was

no requirement to produce individual words, so it seems unlikely
that motor explanations can account for this finding. They discuss
the possibility that some individuals with autism lack the ability to
“tune in” to the details of ambient language (Shriberg et al., 2011).
Arciuli and Paul suggested that this lack of attunement may be
related more generally to impaired SL. An fMRI study by Scott-
van Zeeland et al. (2010) revealed a lack of SL during exposure to
artificial language containing statistical regularities in individuals
with ASD (9–16 years). In contrast, behavioral research has indi-
cated that implicit learning is intact in individuals (8–14 years)
with autism (Brown et al., 2010). More research is needed to clar-
ify whether SL is impaired in autism. In keeping with what we
know about variability of SL in typically developing individuals
(e.g., Arciuli and Simpson, 2011), it seems likely that there is also
variability in SL ability in the autism population. This may explain
why some group studies find impaired SL in autism while others do
not. It is worth noting the suggestion that social cues may enhance
children’s implicit learning by highlighting what it is that is to be
learned and when it ought to be learned (Meltzoff et al., 2009).
It may be that some children with autism are not sensitive to the
kinds of social cues that support SL (see also Tomasello, 2010).

Arciuli and Simpson (2012b) examined the relationship
between SL and reading aloud in typically developing children
and healthy adults. SL was assessed using sequences of visually pre-
sented items, a variation of the triplet-learning paradigm. Reading
accuracy was assessed using a standardized test of single word read-
ing. This constituted a highly conservative test of the hypothesis
that an individual’s capacity for SL might be related to their read-
ing proficiency: the SL task used non-linguistic stimuli bearing no
particular resemblance to the reading process, while the reading
task had not been designed with an emphasis on the probabilistic
relationship between letters and sounds. The data revealed a signif-
icant positive relationship between SL and reading proficiency in
children and also in adults, even after age and attention were taken
into consideration. Neither phonological working memory nor
non-verbal IQ mediated the relationship between SL and reading
ability.

Presumably, a capacity for SL could facilitate the acquisition
of written language directly (there are many statistical regulari-
ties in written language) as well as indirectly via links with oral
language proficiency (it is well known that reading and spelling
ability is closely related to oral language ability). We are not aware
of any research that has examined whether infants’ capacity for
SL is related to their proficiency with written language in later
years.

THE POTENTIAL OF LONGITUDINAL RESEARCH
Solid progress has been made in supplying the kind of empirical
evidence required to demonstrate that SL plays a role in language
acquisition. Especially helpful in this regard are recent studies
that have shown a link between performance on a test of SL and
performance on a test of language proficiency, as well as studies
demonstrating how infants and adults use the output of the SL
process in subsequent lexical acquisition. We have now reached a
point where longitudinal research is needed to assist in further-
ing the language acquisition debate. Longitudinal studies cannot
prove causality, but they are a vital step in exploring the nature of
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a relationship once an association between variables has been dis-
covered, and a necessary step before intervention studies targeted
at those with impairments can be considered.

While we know of no previous studies which have investigated a
direct link between SL and later language outcomes, there are lon-
gitudinal studies showing that speech segmentation, phonological
discrimination, and non-linguistic auditory processing abilities
during the first year of life, abilities which may be associated
with SL, predict later language outcomes (Newman et al., 2006;
Kuhl et al., 2008; Choudhury and Benasich, 2011). There are also
longitudinal studies of toddlers in their second or third years
demonstrating that lexical processing skills in meaningful contexts
predict later language outcomes. Marchman and Fernald (2008)
found that speed of spoken word recognition and vocabulary size
at 25 months predicted language skills at 8 years of age. In a more
recent study, Fernald and Marchman (2012) extended these find-
ings by showing that word recognition at an even younger age,
18 months, predicted vocabulary growth into the second half of
the third year in typically developing and late talking toddlers.

These findings demonstrate that longitudinal research begin-
ning in the first or second year has great potential for investigating
the influence of various cognitive abilities on language develop-
ment. However, such longitudinal studies present a number of
challenges. One of these is that there is great variability in infants’
ability to successfully complete behavioral and electrophysiolog-
ical assessments at this age. Since longitudinal studies are costly
and time-consuming, many researchers are forced to keep the data
collection period as short as possible, over only a year or two.

Moreover, some very early language assessments (at age 18–
24 months) have shown poor sensitivity and specificity in predict-
ing language outcomes only a year later. Some 2-year-olds turn
out to be “late bloomers,” and a fair proportion of others who had
age-appropriate language at age 2 meet the criteria for language
delay at age 3 (Dale et al., 2003; Henrichs et al., 2011). One option
is to begin testing a little later, around 3 years of age, and follow up
with subsequent testing of oral and written language proficiency
thereafter.

Certainly, longitudinal research will need to investigate SL in
relation to acquisition in different linguistic domains (e.g., vocab-
ulary and morphosyntax; oral versus written language) and strive
to employ more naturalistic stimulus materials than those which
have traditionally been used. Ideally, behavioral studies tapping SL
and linguistic knowledge at developmentally significant ages need

to be combined with corpus analyses to obtain a realistic picture
of the input that children receive. This kind of research can be
used in conjunction with computational models and neuroimag-
ing to explore possible mechanisms that give rise to developmental
changes in behavior.

Longitudinal investigation of whether early SL ability is related
to later language proficiency is an important step toward the design
of intervention studies which in turn can be used to examine
causality. For example, in the area of SLI it has been explicitly
stated that“The extent to which deficits in statistical learning could
supplement extant theories, such as deficits in working memory,
in the literature of SLI requires further empirical examination. . .

this line of research can potentially provide useful information for
future development of intervention programs” (Hsu and Bishop,
2010, p. 275). In terms of treatment possibilities, increasing par-
ticipants’ exposure to particular linguistic constructions (such as
those in some relative clauses) can make them easier to learn
(Wells et al., 2009). Another line of research with clinical rel-
evance are studies that have demonstrated the benefit of high
variability for learning morpho-syntactic relations (Gómez, 2002;
Gómez and Maye, 2005; Torkildsen et al., in press). These studies
indicate that the structure of the learning context can determine
whether a particular grammar is learned and generalized. This
is an especially relevant finding, given that failure to generalize
learning has been identified as a significant problem for those
with impaired language. Thus, language impairments associated
with inefficient SL might potentially be remediated by focusing on
the salience, volume, and/or variability of the input provided to
learners. Assessment of SL may also assist early identification of
risk/impairment so that other evidence-based interventions can
be introduced.

In sum, it has been well established that many infants, chil-
dren, adolescents, and adults are equipped with highly effi-
cient abilities to detect statistical regularities in input. Recent
research has brought the knowledge that humans use the out-
put from these statistical mechanisms in language acquisition
and that individual differences in SL are related to language
proficiency. Longitudinal studies are needed to determine the
extent to which SL contributes to the transition from non-
linguistic infant to fully fledged language user in typically devel-
oping individuals and the extent to which impaired SL presents
challenges for those with disorders such as autism, SLI, and
dyslexia.
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Each language has a unique set of phonemic categories and phonotactic rules which
determine permissible sound sequences in that language. Behavioral research demon-
strates that one’s native language shapes the perception of both sound categories and
sound sequences in adults, and neuroimaging results further indicate that the processing
of native phonemes and phonotactics involves a left-dominant perisylvian brain network.
Recent work using a novel technique, functional Near InfraRed Spectroscopy (NIRS), has
suggested that a left-dominant network becomes evident toward the end of the first year
of life as infants process phonemic contrasts. The present research project attempted to
assess whether the same pattern would be seen for native phonotactics. We measured
brain responses in Japanese- and French-learning infants to two contrasts: Abuna vs. Abna
(a phonotactic contrast that is native in French, but not in Japanese) and Abuna vs. Abu-
una (a vowel length contrast that is native in Japanese, but not in French). Results did
not show a significant response to either contrast in either group, unlike both previous
behavioral research on phonotactic processing and NIRS work on phonemic processing.
To understand these null results, we performed similar NIRS experiments with Japanese
adult participants.These data suggest that the infant null results arise from an interaction of
multiple factors, involving the suitability of the experimental paradigm for NIRS measure-
ments and stimulus perceptibility. We discuss the challenges facing this novel technique,
particularly focusing on the optimal stimulus presentation which could yield strong enough
hemodynamic responses when using the change detection paradigm.

Keywords: near infrared spectroscopy, phonotactics, phoneme perception, infant, speech perception

INTRODUCTION
When listening to speech, the human brain must process various
aspects of auditory signals instantly over a series of levels: begin-
ning with the acoustic and phonemic levels, through lexical access,
syntactic integration, and up to the level of semantic interpreta-
tion. Infants begin to set the foundations of their language-specific
knowledge that allows these computations well before they begin
to talk (Kuhl, 2011). One of the early landmarks of language acqui-
sition concerns learning the rules that govern sound sequences, or
phonotactics, which differ in important ways across languages.
For example, whereas English allows for two or more consonants
at the beginning, middle, or end of the word, Japanese does not
tolerate such consonant clusters. By the age of 9 months, infants
show a preference for words that follow the phonotactics of their
ambient language (Jusczyk et al., 1993), indicating that by this
age they have begun to acquire their native phonological gram-
mar. This phonotactic knowledge affects the formation of abstract
sound categories (since infants decide whether two sounds map
onto a single or two phonemic categories; White et al., 2008), the

extraction of word forms from running speech (as illegal clusters
are treated as word boundaries; Friederici and Wessels, 1993; Mat-
tys and Jusczyk, 2001), and the acquisition of word form-meaning
associations (because toddlers learn to associate meaning more
easily to items with high-frequency phonotactics, compared to
low-frequency ones; Graf Estes et al., 2011).

Another example of the impact of phonotactics on percep-
tion comes from perceptual repair, the process in which listen-
ers report hearing a legal sequence of sounds even when they
had been presented with an illegal sequence. For example, adult
Japanese speakers tend to report hearing/abuna/when presented
with/abna/, because consonant sequences (clusters) are illegal in
Japanese (Dupoux et al., 1999). A recent behavioral study with
infants has documented the developmental emergence of this
effect (Mazuka et al., 2011): at 8 months of age, Japanese infants
were able to discriminate between Abna-type and Abuna-type
words, whereas by 14 months they had lost this ability. In contrast,
French infants succeeded at both ages. These findings indicate that
language-specific phonotactic constraints can affect perception
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even before infants have learned to speak, a timeline that coincides
with the emergence of native perception for phonemic categories
(e.g., Werker and Tees, 1984).

Studies with a variety of neuroimaging methods have only
begun to reveal the neurophysiological underpinnings of the
development of language networks in the infant brain (Minagawa-
Kawai et al., 2008; Gervain et al., 2010; Kuhl, 2011). A particularly
fruitful avenue of research combines a change detection paradigm
and a hemodynamically based, child-friendly method called Near
InfraRed Spectroscopy (NIRS). In baseline blocks, infants are pre-
sented with a repeated background stimulus (e.g., itta itta itta . . .).
In target blocks, infants are presented with alternating items (e.g.,
itta itte itta itte . . .). The contrast between baseline and target
blocks is thought to reveal the areas engaged in the discrimina-
tion of the two types presented during target blocks. Research
using this method reveals that brain activation to phonemic cat-
egories becomes left-lateralized toward the end of the first year
(e.g., Sato et al., 2003, 2010; Minagawa-Kawai et al., 2007; a recent
summary in Minagawa-Kawai et al., 2011a). However, there is no
data on the neural network subserving infants’processing of native
phonotactics.

In fact, adult fMRI research suggests that there is a con-
siderable overlap between the network recruited for native
phonotactics and that involved in native phonemic processing.
Jacquemot et al. (2003) presented Japanese and French adults
with pseudo-word triplets, which were drawn from three possi-
ble types:/abna/(containing a cluster),/abuna/(containing a short
vowel), and/abuuna/(containing a long vowel). Some trials con-
tained identical triplets, others contained a contrast between clus-
ter and short vowel, and yet others contained a contrast between
short and long vowel. Participants’ task was to decide whether or
not the last item in the triplet was physically identical to the preced-
ing two. Notice that the duration contrast contained a phonologi-
cal change for Japanese listeners but not for French adults, whereas
the converse was true for the cluster contrast. Results showed that
the phonological contrast in one’s native language activated the
left superior temporal gyrus (STG) and left supra marginal gyrus
(SMG) to a greater extent than the non-phonological contrast
for both French participants (i.e., /abna, abuna/ > /abuna, abu-
una/) and Japanese participants (i.e., /abuna, abuuna/ > /abna,
abuna/). Activation in left STG (including the planum temporale)
was interpreted to reflect phonological processing,while SMG acti-
vation appeared to be related to the task’s loading on phonological
short-term memory. Notice that, despite tapping phonotactic and
phonemic knowledge respectively, the two contrasts activated a
similar cerebral network (see also Friedrich and Friederici, 2005;
Rossi et al., 2011, for lexical tasks tapping phonotactic knowledge).

In summary, a wealth of behavioral research has shown that
both phonotactic and phonemic knowledge emerge toward the
end of the first year. Moreover, contrasts between native sound
categories come to involve a left-dominant brain network around
this age as well. Finally, adult neuroimaging work suggests that
there is an overlap between the network processing phonemic and
phonotactic dimensions, although the crucial data on this is miss-
ing in infancy. The present study thus set out to complete this
picture. We used a change detection paradigm similar to those pre-
viously used in NIRS research to study the brain network involved

in processing two types of contrasts: one relying on phonotac-
tic knowledge and the other on phonemic sound categories. The
present investigation is to our knowledge the first cross-linguistic
NIRS study, as we tested both Japanese and French infants on
their perception of clusters and vowel duration contrasts. In spite
of being theoretically well-motivated, however, we forewarn read-
ers that we found very weak evidence of change detection for
either contrast or population. Although in the following section
we show the cerebral response data to phonological grammar in
two different language groups, this paper will mainly discuss the
factors likely led to these null results. We are certain that these
null results are not due to simple low-level factors (such as a mal-
functioning NIRS machine or low stimuli quality), as we assured
that our NIRS machines successfully captured Hb responses in the
infant brain in our previous work with the same probe pads and
basic NIRS paradigm (Japan: Minagawa-Kawai et al., 2007, 2011c,
France: Minagawa-Kawai et al., 2011c; Cristia et al., 2013). Other
variables considered were: the acoustic salience of the contrasts
when embedded in a word, participants, the design of the NIRS
probe pads, and the particular experimental paradigm. After care-
ful reflection, we reasoned that one methodological parameter of
the stimulus presentation was the most likely cause, and there-
fore conducted an additional adult NIRS experiment to directly
examine this factor. Together with these additional data, we dis-
cuss the optimal method to evoke strong enough Hemoglobin
(Hb) responses while taking into account the relative limitations
of this novel technique. As previous studies have rarely reported
null results, the present report will contribute to more efficient
experiment planning for infant NIRS studies.

MATERIALS AND METHODS
PARTICIPANTS
There is considerable variability in the exact timeline of the emer-
gence of language-specific effects, sometimes reported as early
as 6–8 months or as late as 27 months (a review in Tsuji and
Cristia, submitted). Moreover, this emergence is not always sta-
ble. For example, discrimination responses to a duration vowel
contrast showed W-shaped changes in infants across 3- to 14-
months-old (Minagawa-Kawai et al., 2007). Therefore, we tested
Japanese infants at a wide range of ages, from 3 to 14 months,
in order to explore the stability of neural bases of attunement
to the phonological grammar. We also made age groups simi-
lar to those of Minagawa-Kawai et al. (2007). Specifically, the
following numbers of infants were included in the analyses: 15
within the group of 3–5 months [3–5 m] (9 males; M = 4:5; range
3:4–5:12); 11 6–7 m (8 males; M = 7:3; range 6:5–7:28); 15 8–
9 m (8 males; M = 9:1; range 8:4–9:30); 15 10–11 m (12 males;
M = 10:29; range 10:1–11:22); 10 12–14 m (6 males; M = 13:16;
range 12:8–14:27). Thus, to examine the developmental change of
neural response to native and non-native phonotactic contrasts,
we focused on Japanese infants by measuring them at various
ages from 3- to 14-months-old. Furthermore, a previous behav-
ioral study using similar phonotactic stimuli for Japanese and
French infants reported the language-specific difference at the
age of 14-months-old. Therefore we also tested 14-months-old
French infants to contrast to Japanese infants at the same age.
Twenty 14-month-olds were included (12 males; age M = 14:3
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range 13:19–14:14). All participants had been born full-term being
raised in a largely monolingual home, with no exposure to the
other language under analysis here (i.e., no Japanese exposure in
French infants; no French exposure in Japanese infants). Japanese
infants were tested in Tokyo, and French infants in Paris. In addi-
tion, 11 French and 35 Japanese infants participated but their data
were excluded from analysis for the following reasons: not enough
data (i.e., less than four good trials in each condition, N = 29),
cried or were fussy (N = 10), exposure to the other language being
tested here (N = 2), and technical error (N = 5). Consent forms
were obtained from parents before the infants’ participation. This
study was approved in Japan by the ethic committee of Keio Uni-
versity, Faculty of Letters (No. 09049); and in France through
the Ile de France III Ethics Committee (No. ID RCB (AFSSAPS)
2007-A01142-51).

STIMULI
Three types of non-words/abna/,/abuna/and/abuuna/were used
as stimulus words. Three tokens of each word (i.e., a total of nine
tokens) were chosen from recordings made by a female bilingual
speaker of Japanese and French so that the vowels and consonants
in the stimuli were good tokens of the category in both languages.
These tokens were clearly pronounced in an infant-directed speech
fashion and their acoustic details are shown on Table 1. As shown
in the Table, we selected tokens for/abna/that had no vowel-like
waveform between the two consonants. The present procedure
used three exemplars for each word to make the phonetic vari-
ability higher and thus closer to that of a natural context (Mazuka
et al., 2011). The word/abuna/was used as a baseline stimulus, and
the other words served as two target conditions as contrast to the
baseline: cluster (/abna/) and vowel duration (/abuuna/) condi-
tions. Following the general change detection paradigm widely
used in NIRS studies (e.g., Furuya and Mori, 2003; Sato et al.,
2003, 2010), we did not use silence period as a baseline. Instead
we presented/abuna/between the target blocks. Thus in the stim-
ulus presentation, a baseline block (9–18 s) and a target block
(9 s) are alternated so that we could measure Hb change during
the target block in contrast to the baseline block. To exclude the
systemic vascular effects from the Hb signal, the duration of the

baseline block was jittered, while the length of the target block
was fixed as in a typical block design paradigm. Participants first
heard a baseline block consisting of three variations of/abuna/for
9–18 s with a stimulus onset asynchrony (SOA) of 1.5 s; thus,
one baseline block contains 6–12/abuna/tokens. In a cluster tar-
get block,/abna/and/abuna/were pseudo-randomly presented for
9 s with the same SOA. Similarly, in a vowel lengthening tar-
get block,/abuuna/and/abuna/were pseudo-randomly presented.
Baseline blocks (9–18 s) and the target blocks were alternated for
at least 16 times (8 times per condition) and a maximum of 30
times. This resulted in a total duration with a minimum of about
6.5 min to a maximum of 11.5 min. The order of the two different
target conditions was also presented pseudo-randomly.

PROCEDURES
Infants were tested either in Paris or Tokyo. The actual NIRS
machines differed across the two labs (Paris: UCL-NTS, Depart-
ment of Medical Physics and Bioengineering, UCL, London,
UK; Tokyo: ETG-7000, Hitachi Medical Co., Japan) (Everdell
et al., 2005). Both systems provide estimates of Hb concentration
changes of the optical paths in the brain between the nearest pairs
of incident and detection optodes. Both systems emit two wave-
lengths (approximately 780 and 830 nm for ETG-7000, 670 and
850 nm for UCL-NTS) of continuous near infrared lasers, modu-
lated at different frequencies depending on the channels and the
wavelengths, and detected with the sharp frequency filters of lock-
in amplifiers (Watanabe et al., 1996). The same probe geometry
was used in both labs, which is represented in Figure 1. There was
one pad over each temporal area, which was placed using anatomi-
cal landmarks to align the bottom of the pad with the T3-T5 line in
the international 10–20 system (Jasper, 1958). Each pad contained
four emission and four detection optodes, arranged in a 2× 4
rectangular lattice. These optodes were placed in their respective
temporal areas with a source-detector separation length of 25 mm
(Watanabe et al., 1996; Yamashita et al., 1996). This separation
enables us to measure hemodynamic changes up to 2.5–3 cm deep
from the head surface, which traverses the gray matter on the outer
surface of the brain (Fukui et al., 2003). Given this geometry, mea-
surements from each hemisphere can be derived from 10 channels

Table 1 | Acoustic information of the stimuli.

Duration (ms) Abuna Abna Abuuna

/a/ /b/ /u/ /n/ /a/ /a/ /b/ /n/ /a/ /a/ /b/ /u:/ /n/ /a/

Phoneme 115.4 88.8 128.2 99.9 151.8 112.1 127.6 78.1 140.8 126.3 88.8 369.1 88.3 150.0

SD 2.5 23.4 27.9 4.4 5.3 4.3 3.0 2.6 2.6 5.7 18.5 25.3 10.3 6.2

Word 584.0 (70.2) 458.6 (7.9) 822.4 (18.0)

Pitch (Hz) Minimum 187.2 (10.7) Minimum 190.3 (5.5) Minimum 191.3 (1.5)

Range max 239.3 (20.1) max 243.0 (2.6) max 241.3 (1.5)

Average 213.6 (10.5) 225.3 (14.0) 221.0 (2.0)

Averaged duration of phonemes and words, pitch range and averaged pitch values for each word type are shown. Values inside parenthesis are standard deviation.

No accentuation is assigned to these stimuli.
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FIGURE 1 | Pad placement. Location of the pads relative to surface
landmarks on a typical 5-month-old infant’s head. Channels with a long
distance (4a,b,7a,b) are only applicable to the French results.

between adjacent sources and detectors, and – only in the UCL sys-
tem used in Paris – 4 channels between non-adjacent sources and
detectors, at a distance of 56 mm. For ease of expression, we will
call the former channels“short-distance”(since they are defined by
two optodes at a shorter separation) and the latter “long distance.”

Once the cap was fit on an infant participant, the stimuli were
presented from a loudspeaker. The stimulus sounds played by a
PC were presented at an amplitude of about 70 dB SPL, measured
at the approximate location of the infant’s head sitting on a care-
giver’s lap in the center of a sound-attenuated booth. To reduce
motion artifacts, an experimenter entertained the infant with silent
toys during the recording.

DATA ANALYSIS
Artifact detection, baselines, and detrending
Intensity signals were converted into oxygenated hemoglobin
(oxy-Hb) and deoxygenated (deoxy-Hb) hemoglobin concentra-
tion using the modified Beer-Lambert Law. The state-of-the-art
methods in infant NIRS analyses profit from insights that have
been gained in more established hemodynamic methods, includ-
ing the use of General Linear Models (GLM; for example, GLM was
applied in the infant studies reported in Telkemeyer et al., 2009;
Kotilahti et al., 2010; Minagawa-Kawai et al., 2011a,b). In such
state-of-the-art analyses, artifacts are assessed at the level of probes
(rather than channels; see e.g., Kotilahti et al., 2010, for a discussion
of advantages); and by using the criterion of changes larger than
1.5 mM/mm (millimolars per millimeter) within 100 ms in band-
passed (0.02–0.7) filtered total hemoglobin (Pena et al., 2003;
Gervain et al., 2008; see Minagawa-Kawai et al., 2011a for dis-
cussion). Artifacted stretches of the signal are excluded from the
analyses by giving them a weight of zero in the GLM. Additional
regressors accounted for baseline changes following major artifacts
(through boxcars), and slow non-linear trends (sine and cosine
regressors with periods of 2, 3, . . . n min, up to the duration of the
session).

Activation levels were estimated by assessing the correlation
between the signal observed and the signal predicted by convolv-
ing the canonical hemodynamic response with boxcars for two
experimental regressors, one for each of the two conditions (Clus-
ter, Duration). Individual channels were judged as responding if

their degree of correlation was higher than expected by chance,
using Monte Carlo bootstrap resampling to correct for multi-
ple comparisons (Westfall and Young, 1993; N = 10,000). Planned
analyses involved entering the beta values from responding chan-
nels (and their hemispheric counterparts) into an Analyses of Vari-
ance (ANOVA) to assess effects of Condition (Cluster, Duration),
Hemisphere (Left, Right), and their interactions, for different age
groups. Such an analysis has been used to document the emer-
gence of left-dominant responses to sound changes, and right-
dominance to prosodic changes, in Sato et al. (2010). Applying
the same analysis to the current study, we predicted that Japanese
infants at 12–14 months of age would exhibit greater responses in
left channels for the Duration versus the Cluster blocks, whereas
both Duration and Cluster blocks would lead to largely bilateral
responses in younger Japanese children. In contrast, the French
14-month-olds should exhibit greater responses in left than right
cortices for Cluster blocks, but not Duration blocks.

Another way of measuring lateralization involves the calcula-
tion of laterality indices, estimated as the difference in activation
in left compared to right channels, divided by the total activa-
tion. Laterality indices have most frequently been estimated in
previous infant NIRS work using the maximum absolute total-
Hb observed within a range of channels defined as a Region of
Interest (ROI) due to their likelihood of tapping auditory cor-
tices (Furuya and Mori, 2003; Sato et al., 2003; Minagawa-Kawai
et al., 2007). To calculate laterality indices, we reconstructed the
hemodynamic response function for each infant, channel, and
condition by fitting a linear model with 20 one-second boxcar
regressors time-shifted by 0, 1, . . ., 20 s respectively from the
onset of the target block. We then extracted the value of the
maximum absolute total-Hb among the resulting betas for 0–9s
within channels 4, 6, and 7 (in the left and right hemisphere),
and inputted these values into the formula [L-R]/[L+R]. As
with the ANOVA analyses, we expected laterality indices to be
significantly above zero only for the Duration blocks in Japan-
ese 12- to 14-month-olds, and for Cluster blocks in French
14-month-olds.

RESULTS
As evident in Figure 2, none of the 10 channels measured from
Japanese infants (top panel) or the 14 channels measured from
French infants (bottom panel) responded significantly to the stim-
uli. Inspection of these waveforms clearly shows that the low ßwere
not due to infants’ responses deviating from adults’ responses
along documented dimensions of variation (such as the width
of the response or the extent of the subsequent undershoot; e.g.,
Handwerker et al., 2004), but rather because of an overall lack of
response. That is, when observing individual channels and infants,
it was not the case that oxy-Hb levels increased after the onset
of the target block while deoxy-Hb decreased during that time.
Instead, levels increased or decreased in both oxy-Hb and deoxy-
Hb in tandem, or (most frequently) increased and decreased more
or less randomly. For reference, Figure 3 compares the average
HRF recovered from the current Japanese and French data with
the average HRF recovered from another study (Minagawa-Kawai
et al., 2009) using essentially identical equipment and procedure
in our respective labs. Clearly, the HRF responses measured in the
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FIGURE 2 |Time course of hemoglobin responses. The top panel
shows the time courses of oxy-Hb (red) and deoxy-Hb (blue) in the 10
left and 10 right channels recorded in the Japanese infants (collapsing
across all ages, N = 66). The bottom panel shows the same in the 14

left and 14 right channels recorded in the French infants (N =20). For
both panels, we have collapsed across conditions for ease of
inspection (see Figures A1 and A2 in Appendix for time courses
separating by condition).

other studies were much more pronounced than those recorded
in the current study.

Given the low overall responding level, no channels could be
included in ANOVAs. Although the laterality index calculations
remain theoretically possible, any departure from zero would be
rather surprising given the lack of clear hemodynamic response.
Figure 4 shows laterality indices by age group using maximum
absolute total-Hb in the calculation. In this Figure, there is a
trend for left-dominant activations for 6- to 7-month-old Japanese
infants in response to Cluster blocks. A trend for left-dominance
appears at 12- to 14-month-olds for Duration. The data from
French infants does little to clarify the picture. There are no
asymmetrical responses to any of Cluster and Duration blocks.
Thus, laterality indices using maximum total-Hb lead to unreli-
able results in the present study, likely due to the lack of a clear
hemodynamic response to the stimuli being tested.

DISCUSSION
The present study was the first to breach the question of the
emergence of language-specific responses to phonotactic regular-
ities. In this quest, we adopted a standard paradigm with some
minor modifications, and used the same equipment and setup
as in previous studies focusing on sound contrasts. Unlike pre-
vious studies, no response was apparent to contrasts in vowel
duration, or contrasts between a bisyllable with a cluster versus
a trisyllable. Furthermore, laterality indices were unreliable and
variable, likely due to weak and variable Hb values, with no clear
evidence for stable bilaterality early on, eventually replaced by left-
dominance in conditions that were language-specific for the infant
listeners. Although older Japanese infants showed left-dominant
activations to the native Japanese vowel duration contrast in accor-
dance with previous results (Minagawa-Kawai et al., 2007), this
result may not be reliable as we did not have a clear Hb response

to this contrast (Figure A1 in Appendix). In the remainder of
this Discussion, we raise potential explanations for this null result,
and argue that the most likely one takes into account both the
low perceptibility of the phonotactic contrasts and the paradigm
which is likely suboptimally suited to measure small hemodynamic
responses.

Two possible explanations can be ruled out as unconvincing,
namely insufficient sample size and inaccurate probe placement.
Both in comparison with the general body of previous NIRS work
and with published studies using the same method adopted here,
sufficiently large numbers of infants were included. A recent sys-
tematic review of published infant NIRS research shows that the
median number of infants per group in infant NIRS research is 15
(Cristia et al., 2013). More relevant to the current study, Sato et al.
(2003) included between six and seven infants in each age group,
and the smallest sample sizes per age group included in Minagawa-
Kawai et al. (2007) was eight (at 25–28 months; sample sizes were
larger for younger age groups: 3–4 months N = 15, 6–7 months
N = 14, 10–11 months N = 11; at 13–15 months 2N = 9). In the
present study, the smallest sample size was 10, with as many
as 20 infants being included (French 14-month-olds). Pad loca-
tion is also unlikely to have been a contributing factor, since we
have previously been able to register responses using these pre-
cise pad locations to a variety of auditory stimuli in previous
studies (Minagawa-Kawai et al., 2007, 2009, 2011a,b; Arimitsu
et al., 2011). Indeed, while the Paris setup allowed for an even
denser sampling through the use of multiple interoptode dis-
tances, no clear response to either change was evident in the French
data.

One salient difference between the present study and previ-
ous NIRS work concerns the position of the contrast under study
within words. All previous NIRS work on infants’ sound discrim-
ination has made use of bisyllables, with the relevant contrast
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FIGURE 3 | Comparison of average time courses of hemoglobin
responses with a previous study. Each panel shows average and standard
error for oxy-Hb (red) and deoxy-Hb (blue) within an auditory Region of
Interest; the green bar at the bottom indicates the stimulation period. The
left panel shows responses to duration block in Japanese infants in the
present study (collapsing across ages); the middle panel responses to
cluster blocks in French infants in the present study; and the right panel
responses to a vowel quality change reported in previous research
(Minagawa-Kawai et al., 2009).

occurring in the final syllable (Sato et al., 2003; Minagawa-Kawai
et al., 2007; Arimitsu et al., 2011). Our interest was in phono-
tactics; since word-medial position is where Japanese and French
differ the most in terms of the sequences that are tolerated, we
embedded both relevant contrasts in a middle syllable. However,
some behavioral research in both toddlers (Nazzi and Bertoncini,
2009) and adults (Endress and Mehler, 2010) suggests that the
perception of word edges is more accurate than the perception
of word middles. By embedding the relevant contrasts in non-
salient positions, we might have rendered the task more difficult
for infants.

A possible argument against this explanation is that similar
stimuli successfully elicited cross-linguistic differences in phono-
tactic perception patterns using behavioral methods (Mazuka
et al., 2011). However, the infants in Mazuka et al. (2011) were
actively attending to the sounds in order to control their presen-
tation, whereas in the present study infants were being distracted
with silent toys. It is well-known that even if a change is auto-
matically detected, attention can greatly modulate the size of
the response (Imaizumi et al., 1998). Although both ERP and
fMRI have been effective in detecting cross-linguistic differences
in adults of the precise type used here (Dehaene-Lambertz et al.,
2000; Jacquemot et al., 2003), participants in those studies were
also actively listening to and performing a task with the stim-
uli. However, distraction alone cannot account for the null result,
given that the same procedure has been used in all previous infant
NIRS studies that focused on the processing of native sound
categories.

FIGURE 4 | Laterality indices. Each bar indicates mean (black line), first
and third quartile (edges of the box), and range (edges of the whiskers) in
laterality indices within each age group and condition (gray for cluster, white
for duration; N shown at the bottom).

Two additional explanations likely played a key role in prevent-
ing the reliable measurement of Hb responses, namely insufficient
block duration and token variability. Longer stimulation periods
(the median is 15 s) are preferred in NIRS experiments as they are
thought to increase the likelihood that increases in Hb concentra-
tion will accumulate to a point measurable beyond noise. Although
event-related paradigms can in principle be used with NIRS (and
fMRI), they are extremely rare, making up less than 10% of pub-
lished infant NIRS studies (Cristia et al., 2013). This problem could
be aggravated when using an oddball paradigm, like the one used
in the present study, since the baseline period is not defined as the
absence of stimulation but only the absence of change. Although
one previous infant study has used block durations similar to the
ones employed in the present study (Sato et al., 2010, 10 s), their
SOA was 1 s, resulting in the presentation of 10 words versus 6
words (SOA= 1.5 s in 9 s block) in our study. Thus, the presenta-
tion of stimuli utilized in the present study may have contributed
to the weaker response. The second explanation concerns the use of
multiple tokens per stimulus word. Traditionally, both behavioral
and neuroimaging studies that have used an oddball paradigm to
study speech perception have used a single token per category.
That is, a single sound recording is presented as the background
stimulus, which is repeated over and over. This facilitates the con-
struction of the auditory memory trace as participants can easily
process and encode the precise acoustic representation of a sin-
gle token. As a result, the contrast with between the background
stimuli and the single token that represents the oddball becomes
more salient. However, since the previous behavioral study showed
that Japanese 14-month-olds could detect a vowel deletion change
(cluster) with the use of a single token, we chose to use mul-
tiple tokens. Unfortunately, this may have ultimately weakened
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the automatic change detection response measured in our study.
In order to examine the validity of these two explanations, we
performed an additional NIRS experiment with Japanese adult
participants.

Eight Japanese adult participants (five female; averaged age
35.6) were tested with the Hitachi system. In this study, we varied
the procedure in order to investigate two methodological factors
that could lead to weak signal-to-noise ratios: (A) the duration of
stimulus block, and (B) token variability. Specifically, we compared
two target block durations, 9 s (as in the current infant studies)
and 15 s (which could allow further response build up). We also
compared multiple tokens per stimulus word (as in the current
infant studies) against a single token of each word (which should
facilitate the discrimination task). Thus, we used the same stim-
ulus and presentation of block design as employed in the infant
study, but we manipulated target duration and token variability
(in a 2× 2 factorial design) to gather four sessions in each partici-
pant, counterbalanced in order. In these four sessions, the stimuli
in the target block were (1) single tokens for 9 s (short-single),
(2) single tokens for 15 s (long-single), (3) multiple tokens for 9 s
(short-multi) and (4) multiple tokens for 15 s (long-multi). For
the baseline block, we applied the same criteria of token variabil-
ity used in the relevant target block (i.e., single tokens for 1 and 2,
multiple tokens for 3 and 4); and the durations were jittered within
9–18 s for the short conditions (1 and 3) and 15–22 s for the long
conditions (2 and 4). Each target block was presented 4–5 times,
for a total session duration of 4–5 min. The experimental proce-
dure differed from that of infants in the following ways: (1) adult
participants paid attention to the stimuli without any distractions
(e.g., toys); and (2) the distance between the optical probes was
increased to 30 mm to take into account the difference in scalp
and skull thickness of adults. Because our aim was to compare the
response amplitude between the four conditions, we focused on
the maximum Hb change from four channels corresponding to the
vicinity of auditory regions, which typically show auditory evoked
responses (Minagawa-Kawai et al., 2008). Furthermore, we only
analyzed the data for the duration target blocks, containing the
change “abuna-abuuna,” since the cluster target blocks should not
elicit any strong responses due to the lack of consonant clusters in
Japanese phonology.

The grand average of Hb time course is indicated in Figure 5.
Clearly, the “long-single” condition elicited the largest and clear
response among the four conditions. In contrast, “long-multi”
and “short-single” evoked a weaker Hb response, with the weakest
activation for “short-multi,” precisely the combination we imple-
mented with infants. To confirm this tendency in Figure 5, an
ANOVA with duration and token variability as two within sub-
ject factors was performed using Z -scores obtained from the
GLM analysis. Results support the tendencies observed, show-
ing main effects of these two factors [duration F(1,31)= 5.84,
p= 0.046; token variability F(1,31)= 18.67, p= 0.004]1. These

1A reviewer suggested that analyses methods could also play a role, in that simple
averaging could yield stronger signal-to-noise ratios than the ones we reported.
We investigated this possibility in the adult data by also calculating averaged Hb
within time windows of 7–17 s after the stimulus onset for the long stimulation
and 7–14 s for the short one. Although we had similar results to those from GLM

FIGURE 5 | Averaged time course of hemoglobin (oxy-Hb) responses
around left auditory area by condition in Japanese adults (N = 8). Four
stimulus conditions differ in target duration (Long or Short) and token
variation (Single or Multiple tokens). Stimulation period is indicated by black
line for the long stimulation (15 s) and gray line for the short
stimulation (9 s).

results confirmed our predictions that shorter target block dura-
tion and greater token variability negatively affect the amplitude
of the evoked Hb response, which could constitute key factors in
the infant study reported above. Moreover, the adult participants
were paying attention to the stimuli, whereas infants were being
distracted with silent toys, a factor that, as noted, may have further
decreased the evoked responses.

Therefore, we can conclude that the present null results prob-
ably result from an interaction of multiple factors with overly
short block duration and overly large token variability play-
ing a main role, in addition to the other factors noted above
(long SOA leading to few tokens in the target block, attention
being drawn away from the stimuli, low salience of the change
when embedded in trisyllabic words). Overall, these infant and
adult results delineate some limitations of NIRS as a technique
to measure infant perception. It has previously been pointed
out that less repetition is required for NIRS measurements,
and that this should be one of the advantages of NIRS over
electro-encephalography (EEG) (Imaizumi et al., 1998; Furuya
and Mori, 2003; Minagawa-Kawai et al., 2008). This intuition
emerges from the fact that NIRS relies on a vascular response,
which should be relatively stronger and more stable than a fast,
event-related electrophysiological response. However, it would
behoove NIRS researchers not be overly optimistic, and to bear
in mind that the physical saliency of the stimuli, the choice of
the experimental paradigm, and the stimulus presentation para-
meters are in fact crucially important and must be carefully
selected to allow the vascular response to occur and the event-
related Hb response to build up. This is particularly important for

[duration F(1,31)= 4.93, p= 0.061; token variability F(1,31)= 18.90, p= 0.003],
the F-values were not much larger using averaging.
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infant studies, where stable attention to the stimuli is less likely
realistic.

This series of studies with both infants and adults have revealed
a vulnerability of the change detection paradigm, frequently
employed in the NIRS literature (Furuya and Mori, 2003; Sato
et al., 2003, 2010; Minagawa-Kawai et al., 2007, 2011a). This
paradigm has been widely used to assess the discrimination of
phonemic and prosodic categories in both adults and infants (for
a review, see Minagawa-Kawai et al., 2011a). Both previous adult
fMRI work (Jacquemot et al., 2003) and infant behavioral research
(Mazuka et al., 2011) that focused on the processing of the same
kinds of contrasts studied here employed multiple tokens as stim-
uli. However, as we confirmed in a separate study, using multiple
tokens in the NIRS-based change detection paradigm reduced the
Hb signals. Thus, when all the evidence is taken into account, it
appears that the change detection paradigm implemented in NIRS
is a less sensitive index of discrimination abilities in infants than
behavioral measures. While token variability reduced the observed
NIRS responses, it did not prevent young Japanese infants or
French toddlers from discriminating the exact same kinds of con-
trasts (Mazuka et al., 2011). Our follow-up adult study suggested
that this noxious effect did not completely eliminate Hb responses,
as indicated by weak but reliable response to the multiple stim-
uli condition in adults. This further suggests a significant role
for attention during the change detection procedure. As a final
remark, it should be pointed out that the change detection pro-
cedure which presents alternating and non-alternating stimuli is
still a robust paradigm for various types of stimuli in NIRS studies
(Minagawa-Kawai et al., 2011a). What we suggest here is that there
is an optimal method to elicit strong Hb responses. We hope that
this knowledge may strengthen future infant studies using NIRS.

CONCLUSION
In summary, the present study sought to shed light on how the
infant brain comes to code native phonotactics, and compare
the resulting network with that found for native sound cate-
gories. Unfortunately, we were unable to observe a discrimination
response for either phonotactics or a duration contrast that had
been used in previous NIRS research. We have argued that the
most likely explanations for the null result relate to an unfortunate
combination of short target blocks, low stimulus perceptibility
due to the use of multiple tokens and target position in the stim-
ulus words, and low signal-to-noise ratio due to the lack of a
task involving the stimuli. Future work may be wise to avoid such
an outcome by carefully choosing the experimental parameters
to obtain a strong enough hemodynamic response by varying
stimulus saliency and/or directing infants’ attention to the stimuli.
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APPENDIX

FIGURE A1 |Time course of hemoglobin responses by condition
in Japanese infants (N = 66). The top panel shows the time
courses of oxy-Hb (red) and deoxy-Hb (blue) in the 10 left and 10

right channels recorded in the Japanese infants (collapsing across all
ages) during Cluster blocks. The bottom panel shows the same for
Duration blocks.

FIGURE A2 |Time course of hemoglobin responses by condition in French infants (N = 20). The top panel shows the time courses of oxy-Hb (red) and
deoxy-Hb (blue) in the 14 left and 14 right channels recorded in the French infants during Cluster blocks. The bottom panel shows the same for Duration blocks.
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FIGURE A3 |Time course of oxy-Hb responses by condition in
Japanese adults (N = 8) in four channels (CH4, 5, 6 and 7 in Figure 1)
which correspond to vicinity of auditory area on the left side.
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The ability to extract word forms from continuous speech is a prerequisite for construct-
ing a vocabulary and emerges in the first year of life. Electrophysiological (ERP) studies
of speech segmentation by 9- to 12-month-old listeners in several languages have found
a left-localized negativity linked to word onset as a marker of word detection. We report
an ERP study showing significant evidence of speech segmentation in Dutch-learning 7-
month-olds. In contrast to the left-localized negative effect reported with older infants,
the observed overall mean effect had a positive polarity. Inspection of individual results
revealed two participant sub-groups: a majority showing a positive-going response, and a
minority showing the left negativity observed in older age groups. We retested participants
at age three, on vocabulary comprehension and word and sentence production. On every
test, children who at 7 months had shown the negativity associated with segmentation of
words from speech outperformed those who had produced positive-going brain responses
to the same input. The earlier that infants show the left-localized brain responses typically
indicating detection of words in speech, the better their early childhood language skills.

Keywords: infant speech perception, speech segmentation, language skill development, vocabulary size, brain
development, brain polarity, ERPs

INTRODUCTION
Spoken language is one of the dimensions of the infant’s envi-
ronment for which perceptual information is available, processed,
and stored even before birth (DeCasper et al., 1994). Accordingly,
the first year of an infant’s life sees steady continuous growth in
the skills required to turn a speech signal into a comprehended
message (Saffran et al., 2006). Although the first spoken words
may be produced only at the end of that year, the perceptual skills
that make such production possible develop steadily from birth
onward.

This development is not simply a passive result of matura-
tion. The infant’s task is to acquire the environmental language(s),
and thus to attend to meaningful perceptual variation where it
is required to differentiate relevant contrasts (and accordingly
to ignore variation that is perceptually detectable, but irrelevant
to this particular language). Differences between languages and
acoustically salient differences within a language induce differ-
ences in the speed and the order with which this phonological task
is achieved (Narayan et al., 2010).

One of the most important skills an infant must acquire is
the ability to segment speech, i.e., to recognize a word form even
though it is embedded in a speech context that may be com-
pletely novel. Since speech input to infants consists mainly of
multi-word utterances (Van de Weijer, 1999), segmentation is a
vital prerequisite of initial vocabulary construction, and infants
indeed display segmentation skills before they command a work-
able vocabulary. This was demonstrated by Jusczyk and Aslin

(1995), using a two-phase Headturn Preference Procedure (HPP).
Infants were first familiarized with words in isolation, then tested
with short texts which did or did not contain the familiarized
words. Infants listened longer to the texts containing the target
words than to the control texts, showing that they could indeed dis-
tinguish between the two – in other words, that they had detected
the target words although they were embedded in continuous
speech.

Phonological differences between languages also affect the rel-
ative appearance of segmentation abilities in the two-phase HPP.
English and Dutch are very closely related languages, but evidence
of segmentation skills has been seen earlier in English than in
Dutch HPP studies, and this difference is ascribed to the rela-
tive salience of the cues involved. Across languages, cues to word
segmentation can be derived from characteristic rhythmic pat-
terns, and both adults and infants exploit this correspondence
in parsing speech (Cutler, 1994). In English, rhythm is stress-
based and essentially reduces to the distinction between strong
syllables with full vowels and weak syllables with reduced vowels
(Fear et al., 1995). This makes for an easy and salient distinction,
and English-acquiring infants show segmentation skills in HPP
for monosyllabic or bisyllabic initially stressed nouns at least by
7.5 months (Jusczyk and Aslin,1995; Jusczyk et al.,1999). In Dutch,
rhythm is also stress-based, but the strong-weak distinction is less
salient than in English, since vowels in unstressed syllables are less
frequently reduced (Van der Hulst, 1984). Dutch babies segment
speech successfully at 9 months, but fail to show segmentation at
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7.5 months (Kuijpers et al., 1998; note that this study was a direct
Dutch replication of Jusczyk et al., 1999).

There is also variation across individuals. This variation is
related to later language development, as Newman et al. (2006)
discovered. They collected vocabulary scores at 2 years for children
who had taken part in various HPP segmentation experiments in
their first year, and selected from the extensive group the 15%
with the largest vocabularies (on average 646 words) and the 15%
with the smallest vocabularies (on average 73 words). Members
of the former group were significantly more likely as infants to
have shown a segmentation effect, in line with the group pat-
tern, than their age mates who now had lower vocabulary scores.
Results from experiments that did not involve segmentation, for
instance discriminating between languages, were unrelated to later
vocabulary size. Newman et al.’s finding is important, as it was the
first to underscore the close relationship between being able to
segment words from speech and being able to store words in a
vocabulary.

Although Newman et al. (2006) drew their conclusion from
a comparison of the two outer ends of a large vocabulary size
distribution, Singh et al. (2012) showed that the same relation-
ship held across a group of 40 individuals. Singh et al. tested
infants at 7.5 months with a simple segmentation task (as used
by Jusczyk and Aslin, 1995) and a more complex segmentation
task in which the familiarization stimuli could differ from the test
stimuli in pitch, then tracked their vocabulary growth to age two.
At an individual level, recognition scores (the difference in lis-
tening time across trials with familiarized versus unfamiliarized
input) on each task correlated significantly with vocabulary size at
24 months, with the more complex task showing stronger correla-
tion. The better the 7.5-month-olds’ segmentation skills, the more
words they knew at age two.

Recent findings further suggest that a link between early speech
segmentation ability and later vocabulary size also holds for
preterms: although as a group they do not demonstrate similar
evidence of segmentation skill compared to full term 8-month-
olds (matched for gestation), those who show similar behav-
ioral responses have higher productive vocabulary at 12 and at
18 months (Bosch, 2011).

In the HPP, the duration of an infant’s behavioral response
(a headturn to keep listening to an audio input) provides evi-
dence that familiarized words have been detected and thus that
segmentation has happened. This is a reliable indicator of seg-
mentation, but it is not a direct view of the segmentation in
process. It became possible to track segmentation as it happens,
however, once a version of the two-phase segmentation experi-
ment was developed that was suitable for use with measurement of
event-related potentials (ERPs). In an ERP study, brain responses
time-locked to onset of a familiarized word can be compared
with responses to a control word that was not heard before.
Kooijman et al. (2005) devised such a method; they tested Dutch
10-month-olds, using low-frequency Dutch bisyllabic words of
the kind that Kuijpers et al. (1998) had used in their Dutch HPP
study. Familiarization with 10 occurrences of the same word (e.g.,
monnik “monk”; see Table 1) in isolation produced a response
that became steadily more negative. After familiarization with
a word, the infants heard eight sentences, four containing the

Table 1 | An example of an experimental trial in the ERP study, with

English glosses.

Familiarization Ten tokens of either monnik or sultan

Test De monnik wiedt zijn tuintje dagelijks

“The monk weeds his garden every day”

De strenge sultan regeert met straffe hand

“The strict sultan rules with an iron hand”

De sultan bestuurt het kleine landje

“The sultan administers the little country”

Pieter ziet de vriendelijke monnik in het hofje

“Peter sees the friendly monk in the almshouse”

Volgend jaar komt de jonge sultan naar Nederland

“Next year the young sultan is coming to The

Netherlands”

Omar geeft de vriendelijke sultan nog een sigaar

“Omar gives the friendly sultan another cigar”

Elke week plukt de jonge monnik verse appels

“Every week the young monk picks fresh apples”

De strenge monnik draagt een zware habijt

“The strict monk wears a heavy habit”

The experimental words are underlined in the sentences; the word that was heard

in familiarization was deemed the familiar word, its pair was then the unfamiliar

control.

familiarized word and four a matched control word. Infant brain
responses keyed to the onset of familiarized target words were
significantly negative in amplitude relative to the responses to
the unfamiliarized control words; that is, this difference in the
infant brain responses as the spoken sentences were being heard
was here the measure showing that a familiar word had been
detected.

Subsequent studies confirmed that the stress-based segmenta-
tion underlying the HPP results also drove the negative-going ERP
segmentation response (Kooijman et al., 2009), and showed sig-
nificant evidence of segmentation by some 10-month-olds even
without prior familiarization: presented first with a sentence such
as De strenge monnik draagt een zware habijt “The strict monk
wears a heavy habit,” these infants then produced the negative-
going recognition response to monnik presented later in isolation
(in comparison to a control word that had not been part of the
preceding sentence; Junge et al., 2012).

Further ERP research on speech segmentation also showed
more negative-going brain responses for familiarized words rela-
tive to unfamiliar control words in (older) infants acquiring other
languages. A negative familiarity effect was observed in 12-month-
olds acquiring European French (Goyet et al., 2010; this study
used familiarization with isolated words and a test phase of target
words in passages, as in Kooijman et al., 2005). The same effect
was observed in German 12-month-olds, in a study using famil-
iarization with words within passages and test with isolated words
(Männel and Friederici, 2010).
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Just as the HPP segmentation response is related to later vocab-
ulary development, so is the ERP segmentation response. Of the
28 infants tested by Junge et al. (2012), 18 showed the ability
to achieve segmentation without prior familiarization, while 10
did not. In line with Newman et al.’s (2006) and Singh et al.’s
(2012) evidence from HPP studies, a post hoc analysis of Junge
et al.’s (2012) ERP data showed a relationship between vocabulary
size at 12 months and the presence of this segmentation ability
at 10 months. A median split was applied to vocabulary mea-
sures collected at 12 months via parental questionnaires, yielding
a group with larger receptive vocabularies at that age (mean 146
items; range 71–264) and a group with smaller vocabularies (mean
40, range 0–68). In the sentence familiarization task, the former
group showed a significant negative recognition response; the lat-
ter group did not. In a condition where one isolated word was
presented both in familiarization and test, so that word segmen-
tation abilities were not required, each group showed evidence
of word recognition. Thus the online ERP measure offers insight
into individual differences in success at early word recognition
tasks requiring speech segmentation, and how these differences
relate to language learning in general.

The ERP studies described so far have shown segmentation at
10–12 months, but HPP studies have shown segmentation to occur
earlier, at 7.5 or 8 months (Jusczyk and Aslin, 1995; Polka and
Sundara, 2012). The online ERP measure, requiring no behavioral
response from infants, may hence allow a more direct reflection
of Dutch infants’ segmentation capacities, at an earlier age than so
far demonstrated with the HPP. However, the literature on infant
ERPs shows that responses are quite likely to vary as a function
of age. For example, early responses can manifest with different
polarity from responses later in life. Kudo et al. (2011) report a
positive-going response indicating segmentation of a sequence of
tones by neonates, where the same sequences had produced detec-
tion negativities in adults (Abla et al., 2008). Männel and Friederici
(2010) found that 6-month-old German-learners showed a pos-
itivity in a familiarization condition that required segmentation
ability, while in 12-month-olds the same condition elicited a clear
negative response. Likewise, in an ERP study of phonetic discrim-
ination responses Garcia-Sierra et al. (2011) found that infants
acquiring both English and Spanish tended at 6–9 months to
show a positive-going response to phonetically deviant stimuli,
whereas at 10–12 months the same stimuli elicited negative-going
responses. Indeed, in the original Kooijman et al. (2005) ERP
study, not all participants showed the negative-going recognition
response that constituted the average result. A minority showed,
instead, a positive-going response to the target words at test (Junge,
2011).

Polarity differences across age groups in infancy can simply
reflect differing relations of a constantly placed reference elec-
trode to a test electrode on a very small versus a larger skull. They
can also arise from maturation effects; ERP maturation from birth
to the first birthday shows an overall pattern in which the gener-
ators responsible for positive amplitudes mature earlier (in the
first 6 months) than those responsible for negative amplitudes
(from 6 months on; Kushnerenko et al., 2002). In both cases, it
is unlikely that observed polarity differences in ERPs to speech
signals relate systematically to underlying cognitive processes. In

contrast, a third possibility could be that polarity differences reflect
differences in relative task demands or in auditory processing
(Rivera-Gaxiola et al., 2005b). We will return to this issue in the
discussion.

In this paper we report an ERP study of word segmentation
from continuous speech by Dutch infants at 7 months. This is a
particularly interesting age given that American English learners
can segment speech in HPP studies at 7.5 months (Jusczyk and
Aslin, 1995; Jusczyk et al., 1999) and their abilities at that age are
related to their later vocabulary size (Singh et al., 2012), while
Dutch learners at that same age do not demonstrate segmentation
ability in HPP (Kuijpers et al., 1998). The ERP paradigm, though,
provides a more sensitive view of learners’ early responses to lan-
guage input. We report detailed analysis of ERP patterns associated
with segmentation in our study with 7-month-olds, and assess-
ment of the subsequent language abilities of the same participants
at 3 years. From this we conclude that early ERP patterns index-
ing speech segmentation ability directly predict later patterns of
language skills.

ERPs AT 7 MONTHS
PARTICIPANTS
Twenty-eight 7-month-old infants from Dutch monolingual
families participated (mean age= 7.05 months; age range= 6.11
−7.19 months; 13 female). Twenty-two additional infants were
tested, but excluded from data analyses because of fussiness or
sleepiness. All infants were reported to have normal development
and hearing,and no major problems during pregnancy or birth. All
infants were full term, bar one who had been 3.6 weeks premature.
There were no neurological or language problems in the imme-
diate families. The parents signed a consent form and received 20
euro for participation.

STIMULI AND DESIGN
We used the same stimuli and design as in Kooijman et al.
(2005). Forty low-frequency bisyllabic initially stressed nouns were
selected from the CELEX Dutch lexical database (Baayen et al.,
1993); examples are monnik “monk,” sultan “sultan.” A set of
four sentences was constructed for each noun. The nouns were
arranged in pairs, with noun position in the sentences, and words
preceding the noun, matched across pairs; Table 1 shows an exam-
ple noun pair with corresponding sentences. The stimuli (all the
sentences, and 10 isolated tokens of each noun) were recorded in a
sound-attenuating booth by a female speaker of Dutch in a lively
child-directed manner, and sampled to disk at 16 kHz mono. The
mean duration of the nouns was 710 ms for the isolated words
(range: 373–1269 ms) and 721 ms for the target words in the sen-
tences (range 224–1046 ms). The sentences had a mean duration
of 4082 ms (range: 2697–5839 ms).

The experiment contained 20 experimental familiariza-
tion+ test trials (for an example see Table 1), each with 10 tokens
of a target noun (familiarization), followed by eight randomized
sentences (test). Four of the test sentences contained the word just
familiarized (familiarized target words); four contained the unfa-
miliar noun paired with it (unfamiliar control words). There were
four presentation lists, counterbalancing familiarization set (half
of the target words were used for familiarization in Lists A and B,
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the other half in Lists C and D) and Order of presentation (Lists B
and D were as A and C, but with the trials ordered inversely). Each
list was heard by seven infants.

PROCEDURE
Infants were seated in a child seat in a sound-attenuating test booth
and listened to the stimuli via three loudspeakers situated to the
front. Also in front of the infants, a computer screen showed a mov-
ing screensaver, not synchronized with the stimuli, and the infants
could additionally play with a small silent toy. A parent sat next to
each child and listened to a masking CD through closed-ear head-
phones. Breaks were taken when necessary. Familiarization and
test blocks were presented until an infant became too distracted to
continue. The experiment lasted on average 32 min; mean block
length was 1.6 min, with 2.5 s silence between isolated words and
4.2 s silence between sentences. Subjects heard at least eight blocks
(mean: 13, range: 8–20).

EEG RECORDINGS
Electroencephalogram (EEG) measurement was via infant-size
Brain-Caps with 27 Ag/AgCl sintered ring electrodes. Twenty-
one electrodes were placed according to the American Electroen-
cephalographic Society 10% standard system (midline: Fz, FCz,
Cz, Pz, Oz; frontal: F7, F8, F3, F4; fronto-temporal: FT7, FT8;
fronto-central: FC3, FC4; central: C3, C4: centro-parietal: CP3,
CP4; parietal: P3, P4; and occipital: PO7, PO8). Six electrodes
were placed bilaterally on non-standard positions: a temporal pair
(LT and RT) at 33% of the interaural distance lateral to Cz, a
temporo-parietal pair (LTP and RTP) at 30% of the interaural dis-
tance lateral to Cz and 13% of the inion-nasion distance posterior
to Cz, and a parietal pair (LP and RP) midway between LTP/RTP
and PO7/PO8.

The left mastoid served as online reference for all electrodes.
EEG electrodes were referenced to the left mastoid online and re-
referenced offline to linked mastoids. Vertical eye movements and
blinks were monitored via a supra- to sub-orbital bipolar montage,
and horizontal eye movements via a right-to-left canthal bipolar
montage. Two occipital electrodes (PO7, PO8) and the midline
electrodes Fz, FCz, Cz, Pz, Oz were excluded from analysis either
due to excessive artifact (mainly the parietal and occipital elec-
trodes, because the infant’s back of the head rested against the
child seat) or due to poor cap fit (for some of our subjects we
could not get good recordings from FCz and Cz, because all elec-
trodes were bundled together above Cz, creating too much space
between the fronto-central electrodes and the skull). Impedances
at the remaining electrodes were around 10 kΩ. A BrainAmp DC
EEG amplifier recorded EEG and EOG data using a band pass of
0.1–30 Hz and a sample rate of 200 Hz. Excess slow wave activity
can often obscure ERP effects in young infants (Weber et al., 2004);
to remove it, we filtered the EEG signal offline to 1–30 Hz before
further analysis.

Offline, individual trials were aligned 200 ms before acoustic
onset of the target words, and screened for artifact from −200
to 800 ms. We rejected trials when amplitude on any electrode
channel exceeded ±150 µV or when clear correlations with the
eye channels were observed. This resulted in rejection rates of 55.6
and 62.5% of the trials time-locked to the isolated words or to

the target words in the sentences, respectively; these are similar
rejection rates as in Kooijman et al. (2005). Infants contributed
on average 11.4 (SD 3.0) artifact-free trials for the familiarization
phase and 19.6 (SD 7.0) for the test phase.

STATISTICAL ANALYSES
We examined the role of word familiarity for the familiarization
phase (comparing ERPs for the first two isolated tokens (“unfa-
miliar”) versus the last two isolated tokens of the target noun
(“familiarized”) and for the test phase (comparing ERPs to the
four familiarized target versus the four unfamiliar control words
within sentence context). For each condition for each subject, aver-
age waveforms were calculated in the−200 to 800 ms window. For
illustration purposes, we averaged for each condition the subject
average waveforms into grand average waveforms. The number
of trials used in each grand average waveform was respectively
332 and 309 for the unfamiliar and familiarized isolated words,
and 549 and 548 for the unfamiliar control and familiarized target
words in the sentences. Time windows for statistical analyses were
chosen based on visual inspection of the data.

Repeated measures analyses of variance were performed for the
chosen time windows with Familiarity (two: Familiar; Unfamiliar),
Quadrant (four: Left Frontal; Right Frontal; Left Posterior; Right
Posterior), and Electrode (five per quadrant; Left Frontal: F7, F3,
FT7, FC3, C3; Right Frontal: F8, F4, FT8, FC4, C4; Left Posterior:
LT, LTP, CP3, LP, P3; Right Posterior: RT, RTP, CP4, RP, P4) as
within-subject variables. The Huynh–Feldt epsilon correction was
used for all tests. The original degrees of freedom as well as the
adjusted p-values are reported. The onsets of the effects were tested
by performing t -tests on the difference waveforms in bins of 50 ms
with a 40 ms overlap (i.e., 0–50, 10–60 etc), with significance from
zero (p < 0.05) on five consecutive bins taken as evidence for onset.

RESULTS: ISOLATED WORDS
The isolated words allow assessment of sensitivity to repetition. We
averaged the EEG to token 1 and 2 of the familiarization phase, rep-
resenting the ERP response to the most unfamiliar isolated words,
and the EEG to token 9 and 10, representing the ERP response to
the most familiar of the isolated words because by then eight tokens
of the same word had already been heard. A difference between
these two averages signals an infant’s recognition of the repetition.
The ERPs to these unfamiliar versus familiarized isolated tokens
indeed seem to differ in two time windows, as Figure 1 shows. First,
there is one early peak from 40 to 20 ms that is more negative to the
familiarized than to the unfamiliar tokens over a subset of elec-
trodes (FC3, FC4, LT, CP3). Second, familiarized isolated words
elicited again a more negative ERP than unfamiliar isolated words
in the 200–500 ms time window, mainly over frontal electrodes.
This is in the same time window, and with similar distribution
and polarity, as the familiarity effect for isolated words reported
for the older age group (Kooijman et al., 2005). We analyzed the
mean amplitudes in these time windows.

The first time window, the N1, did not show significant dif-
ferences (F 1,27= 2.43, p= 0.13; no significant interactions with
Familiarity). We then examined the same time window (200–
500 ms) as in Kooijman et al. (2005) for the familiarization phase.
There was an effect of Familiarity that narrowly missed significance
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FIGURE 1 | Event-Related Brain Potentials to the unfamiliar (word position 1 & 2) and familiar (word position 9 &10) isolated words on a subset of
electrodes; negativity is plotted upwards. Electrodes are laid out as they are on the scalp. The gray area indicates the time window of 200–500 ms.

(F 1,27= 3.39, p= 0.077), and a significant interaction of Familiar-
ity with Quadrant (F 3,81= 2.74, p= 0.05). Analyses per quadrant
revealed a main effect of Familiarity over the left frontal quadrant
only (F 1,27= 5.94, p= 0.02); the right frontal and the poste-
rior quadrants showed no significant effects (p > 0.10). Thus, the
broad negative ERP effect to the familiar isolated words is strongest
over the left frontal area. Onset analyses (see Statistical Analyses)
revealed an onset starting at 220 ms for the left frontal electrodes
F7 and FT7.

These ERP results thus show a brain response to the repetition
of tokens of the same word starting at 220 ms. This familiarity
response is similar in polarity and in distribution to that found by
Kooijman et al. (2005), but starts 60 ms later; 10-month-olds in
that study showed a Familiarity response starting at 160 ms. Like
the 10-month-olds, however, the present 7-month-old listeners
can recognize repetition of the same form in isolation, a prerequi-
site for being able to detect repetition of the same form in a speech
context.

RESULTS: SENTENCES
Figure 2 shows that the ERPs to the familiarized target and unfa-
miliar control words in the sentences deviate from each other

in two ways. First, familiarized target words elicit a more pos-
itive ERP than unfamiliar control words over the frontal areas
from 350 to 450 ms, and second, they elicit a more negative ERP
than unfamiliar control words over the left posterior area starting
at about 430–530 ms. We performed statistical analyses over the
mean amplitudes in these time windows.

A significant interaction of Familiarity×Quadrant (F 3,81=

4.05, p= 0.018) was observed for the 350–450 ms window, but
there was no main effect of Familiarity (F 1,27 < 1). Analyses per
quadrant showed a narrowly missed significant effect of Famil-
iarity over the right frontal quadrant (F 1,27= 3.70, p= 0.065),
suggesting a more restricted location of the effect within this quad-
rant. Further analyses over a subset of four electrodes (F4, F8, FC4,
and FT8) in that quadrant indeed revealed a significant main effect
of Condition (F 1,27= 4.28, p= 0.048). There were no significant
effects in equivalent analyses for the remaining three quadrants.
Seventeen participants showed a positive effect on right frontal
electrodes. Thus, the early effect of Familiarity is strongest over
the right frontal brain area and has a positive polarity. Onset tests
revealed a significant effect (p < 0.05) at 300 ms for electrode FT8.

In the later time window (430–530) statistical analyses show no
significant main effect of Familiarity (F1,27 < 1) and no interaction
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FIGURE 2 | Event-Related Brain Potentials on lateral electrodes to the
familiarized target and unfamiliar control words in the sentences;
negativity is plotted upwards. Electrodes are laid out as they are on the

scalp. Enlarged are a left centro-parietal electrode (CP3) illustrating the later
negative familiarity effect, and a right frontal electrode (F8), illustrating the
earlier positive familiarity effect.

between Quadrant and Familiarity (F 3,81= 2.31, p= 0.10). Visual
inspection of the grand average waveforms reveals that in this
window the effect is restricted to electrodes over the left hemi-
sphere at the posterior sites LTP, CP3, and P3. An analysis over only
these three left posterior electrodes revealed a significant effect of
Familiarity (F 1,27= 4.24, p= 0.049; 14 participants showed this
effect). In sum, we observe in the test phase two rather localized
effects: a positive right frontal effect and a negative left posterior
effect.

These two effects could be equally present in all children,
such that the same children who show a positive right frontal
effect are also the ones who show a negative left posterior effect.
Another possibility could be that there are two subpopulations:
some infants show a positive frontal effect yet others a negative
left-going effect.

To examine whether the two familiarity effects in the test
phase come from distinct or from the same populations, we
calculated the correlation between these two effects (i.e., the

average difference in amplitude from the four right frontal
electrodes in the early time window with the average difference in
amplitude from the three left posterior electrodes in the later time
window). A (significant) positive correlation would be evidence of
two subpopulations, whereas a negative correlation would indicate
that the positive and the negative familiarity effects would be nearly
simultaneously present within the same population. Indeed, there
was a significant positive relationship [r(28)=+ 0.41, p= 0.03],
suggesting that the two effects are not driven by the same partic-
ipants: those with an early positive familiarity effect continue to
have a positive familiarity effect, and those with a later negative
familiarity effect did not have an earlier positive effect. This could
also explain why we do not find a significant effect on left fronto-
temporal electrodes, which was the site at which the familiarity
effects for 10-month-olds were observed (Kooijman et al., 2005;
Junge et al., 2012): the different polarities of the familiarity effect
on left frontal electrodes for each sub-group would cancel each
other out in a grand average.
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FIGURE 3 | Mean distribution plots for the ERP effect of familiarity
(familiarized target – unfamiliar control words) in the 350–450 ms time
window for overall group performance of 10-month-olds (left) and
7-month-olds (right).

Together, this suggests that our Dutch 7-month-old partici-
pants fall into two separate sub-groups, each showing evidence of
being able to detect words previously heard in isolation when they
re-occur in continuous speech. Note that word segmentation skill
is here demonstrated in Dutch infants at an age at which behav-
ioral evidence of segmentation is not available (Kuijpers et al.,
1998)1. A majority of 7-month-olds demonstrated being able to
segment words by showing a positive familiarity effect on right
frontal electrodes. However, as Figure 3 shows, this effect differs
in polarity (positive instead of negative) as well as in distribution
(on right frontal instead of on left electrodes), compared to other
studies reporting word familiarity effects indexing word segmen-
tation skill in 10-month-olds (Kooijman et al., 2005; Junge et al.,
2012).

Nevertheless, the two age groups both show a negative famil-
iarity effect for the familiarization phase, during which the infants
were not required to segment words from speech. Moreover, one
sub-group among the present 7-month-olds also showed a nega-
tive familiarity effect when speech segmentation skill was required.
This makes it unlikely that brain maturation underlies this polarity
difference observed between the 7- and 10-month-olds, which was
only present for the continuous speech condition. We will return
to this issue in the general discussion. In the following section we
first examine whether the polarity differences in our participant
population are related to later language development.

LANGUAGE SKILLS AT 3 YEARS
PARTICIPANTS
Of the 28 participants in the ERP experiment, two could no
longer be reached and the parents of a further three declined to

1An ERP study uses more stimuli than an HPP study, and they are arranged dif-
ferently (in ERP as in Table 1; in HPP, typically familiarization with two words,
test with 6-sentence texts in which all sentences contain an instance of one of these
words). Thus there were some differences between the present materials and those
of Kuijpers et al.’s (1998) HPP study. When the present materials were adapted and
tested in an HPP study with 7-month-olds, however, a null result was again observed
(see Kooijman et al., 2008, for further detail).

participate; 23 children (82%) thus returned for further testing.
These children (all right-handed; 11 girls) were now on average
36.3 months of age (range 28.4–46.6 months).

We first examined whether this subset of 23 participants con-
tinued to show an overall negative familiarity effect for isolated
words in the 200–500 ms time window (familiarization phase),
yet an overall positive familiarity effect for the words within
speech in the 350–450 ms time window (test phase). Analy-
ses revealed again a significant negative familiarity effect for
the familiarization phase (F 1, 22= 5.61, p= 0.027), which was
most pronounced over frontal electrodes (mean difference over
frontal electrodes −3.71 µV, SD= 6.2). For the test phase, which
required infants to segment words from speech, there was again
no main effect of Familiarity (F 1,22 < 1), but the interaction
between Familiarity and Quadrant was significant (F 3,66= 5.17,
p < 0.01). The familiarity effect is significant over the whole right
frontal quadrant (F 1,22= 4.36, p < 0.05) and has a positive polar-
ity (mean+ 2.49 µV, SD= 5.7). Hence, even with a smaller sample
we see a negative familiarity effect for the familiarization phase yet
a positive one for the test phase. The subset of 23 children is thus
representative of the full sample.

We then looked for polarity differences in their 7-month-old
ERP results concerning the speech segmentation condition. We
focused on results from this phase, because it is here that we
observe polarity differences, not only between seven- versus 10-
month-olds, but also within the 7-month-olds. Note moreover
that Junge et al. (2012) only observed links between infant ERP
measures of word recognition and later language development
when infants had to first segment words from speech, not when
they heard them first in isolation. In particular we inspected the
polarity of each participant’s familiarity effect on left frontal elec-
trodes, because it was on those electrodes that the familiarity effect
was clearly present in 10-month-olds (Kooijman et al., 2005) and
even turned out to be predictive of later vocabulary development
in another sample of 10-month-olds (Junge et al., 2012). More-
over, as speculated in the previous section, a possible reason why
we do not find any significant effect on left frontal electrodes for
the 7-month-old overall analysis is that it is here that the two
sub-groups overlap with their familiarity response (with reversed
polarities), thereby canceling each other out. On this basis we iden-
tified two groups: nine “Negative responders” (three girls), with
a negative-going ERP response resembling that found on aver-
age in both 10-month-old studies, and 14 “Positive responders,”
whose response was positive-going as in the grand average of the
ERP study. When we re-examined the time window 350–450 ms
for the 23 subjects in the test phase, with Group as between-
subjects variable, we observed, besides the significant interaction
of Familiarity×Quadrant (F 3,63= 5.53, p= 0.003), two interac-
tions with the factor Group: a significant Familiarity×Group
(F 1,21= 24.3, p < 0.001), and a near-significant three-way Famil-
iarity×Quadrant×Group (F 3,63= 2.67, p= 0.06). This shows
that the two groups not only differ in polarity of the familiarity
response, but also in the distribution of the effect. For the nega-
tive responders the familiarity effect had a negative polarity and
was only significant in the left frontal and left posterior quadrants
(F 1,8= 13.0, p < 0.01; F 1,8= 13.4, p < 0.01), whereas for the pos-
itive responders the familiarity effect had a positive polarity and
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FIGURE 4 | Both groups show a similar decrease in positive amplitude for familiarized words in isolation (presented 9 & 10 times), compared to the
first two times. For both groups, the decrease was most pronounced over frontal quadrants of the brain.

was significant at p < 0.03 in all quadrants except the left posterior
quadrant.

We examined all other data available on the two groups. Two
Positive responders (included in further analyses) reported having
had speech therapy, and no Negative responders; but on no mea-
sure was there any significant difference between the two groups as
a whole. Age did not differ (ERP experiment: positive responders
mean age 217 days, Negative responders 218 days: t 21=−0,213,
p= 0.83; follow-up testing: 37.6 and 34.4 months, respectively:
t 21= 1,307, p= 0.21). Number of trials per condition in the ERP
study did not differ: on average 21 trials per condition per Pos-
itive responder, and 20 trials per Negative responder (t 21= 0.55,
p= 0.59; t 21= 0.10, p= 0.92 across familiar and unfamiliar words,
respectively). Repetition effects in familiarization likewise did not
differ: there were no significant interactions between Familiar-
ity×Group for the first two versus the last two isolated word
tokens in the familiarization phase (F 1,21 < 1). Indeed, there were
no polarity differences to be seen in the sub-groups’ responses at
this stage of the ERP experiment. Figure 4 plots the response in µV
for each sub-group to the first and the last pair of familiarization
tokens, averaged for the 200–500 ms for each brain quadrant; it
can be seen that there is a decrease in positivity (that is, a negative-
going change) across familiarization that is virtually identical in
average size for the two groups, and is further found for each group
in each quadrant with only one exception (an insignificant shift
in the opposite direction for Positive responders in the right pos-
terior quadrant). This strongly suggests that our two sub-groups
differ only in the abilities that are specifically needed for the ERP
test phase but are not needed in familiarization.

Similarity in latency across the groups was also evident in onset
analyses for the test phase: in Positive responders, the familiarity
effect had an onset at 100 ms for right electrodes FT8 and RT, in
Negative responders at 110 ms for left electrodes FT7 and LT. In
short, the polarity and the distribution of the ERP response pattern
for words presented in continuous speech were the sole significant
differences that we could find between the two sub-groups. The
mean distribution plot for each group is displayed in Figure 5;

FIGURE 5 | Mean distribution plot for the ERP effect of familiarity
(familiarized target – unfamiliar control words) in the 350–450 ms time
window for those 7-month-olds who returned at 3 years for language
testing; the two smaller plots divide the 7-month-olds into the
sub-groups “Positive responders” and “Negative responders.”

comparison with Figure 3 makes clear that the Negative respon-
der group deviates from the 28-participant seven-month average,
and in fact closely resembles the pattern of negativity found with
10-month-old participants by Kooijman et al., 2005; see Figure 3
above.

LANGUAGE SKILL TESTS
We administered two norm-referenced language tests to all chil-
dren: the Reynell Test voor Taalbegrip “test of language compre-
hension” (Van Eldik et al., 1995), and the Schlichting et al. (1995)
Test voor Taalproductie “test of language production.” Together,
the tests are a slightly modified Dutch translation of the Reynell
(1985) Developmental Language Scales. They are the established
scales used in the Netherlands for assessing language develop-
ment problems, and are normed over 1,000 typically developing
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children. The test results for each child are converted into language
quotients (LQs), with a mean of 100 and a SD of 15 points, that
depend on the child’s age in months. An LQ below 85 is considered
to indicate risk of language impairment. Both tests are graded in
difficulty, allowing older children to start at a more advanced level,
and both are suitable for children from 2 to 6 years.

The children were individually tested by the second author,
unaware of their ERP profiles. In the first session they under-
took the comprehension scale, in which they were asked to act
out or point to requested objects. In the second session, scheduled
on average 8 days (range 1–21 days) after the first session, they
participated in two subtests of the production scale: one assess-
ing sentence production, and one assessing expressive vocabulary.
In the sentence subtest, children are required to make sentences
of a similar structure to models given by the experimenter, to
describe certain pictures, or arrays of toys. In the vocabulary sub-
test, children name objects or finish the experimenter’s sentences
describing pictures. In addition to both tests, parents were asked
to complete a Dutch version of the “Speech and Language Assess-
ment Scale” (Hadley and Rice, 1993), in which they rated their
child’s development on a variety of language skills compared to
“other children of the same age,” starting from 1 (“very poor”) to
7 (“very good”).

RESULTS
On the standardized language tests, all of these children achieved
scores within or above the normal range. Overall, the children
have high LQs for comprehension (m= 115.4, SD= 11.8), for
sentence production (m= 113.9, SD= 14.7), and for word pro-
duction (m= 118.9, SD= 11.2). Their parents rate their aver-
age language skills also as somewhat above those of their peers
(m= 4.7, SD= 0.9). The scores are highly correlated (see Table 2).

Figure 6 shows that the Negative responders, with ERPs
at 7 months resembling those of 10-month-olds, have signifi-
cantly higher LQs than the Positive responders, whose ERPs at
7 months conformed to the overall seven-month group average.
The Negative responders’ scores fall on average at 1.5 SD above
the LQ mean, and the inter-group difference is significant for
both comprehension (t 21= 2.37, p= 0.027) and word produc-
tion (t 21= 5.85, p < 0.001), and almost significant for sentence
production (t 21= 2.06, p= 0.052).

Further, across all 23 subjects, the ERP effect indexing speech
segmentation ability at 7 months (i.e., difference between familiar-
ized test and unfamiliar control words over left frontal electrodes

Table 2 | Correlation coefficients relating the language quotients and

parental questionnaires at 3 years.

Sentence

production LQ

Word

production LQ

SLAS

average

Comprehension LQ 0.577** 0.515* 0.499*

Sentence production LQ – 0.411 0.669***

Word production LQ – – 0.326

***p < 0.001 **p < 0.01 *p < 0.05.

in the 350–450 ms time window) and the LQ for word produc-
tion at 3 years were significantly correlated, as can be seen in
Figure 7: the more negative the difference wave, the higher the
LQ for word production at 3 years (rbivariate=−0.47, p= 0.02;
with LQs for comprehension and sentence production partialed
out, rpartial=−0.42, p= 0.06).

Parents of Negative responders rated their children higher than
parents of Positive responders did for their children (t 21= 1.86,
p= 0.077). The average SLAS ratings, and separate group averages
for each SLAS subscale, are shown in Figure 8; it can be seen that
the Negative responders receive higher ratings in every case. The
groups differ significantly on the syntax and talkativeness sub-
scales (t 21= 2.09, p < 0.05, and t 21= 2.58, p < 0.02, respectively),
and there is further a near-significant difference on the articulation
subscale (t 21= 1.82, p= 0.084).

Together, these results show that ERPs for word recognition in
continuous speech at 7 months are an indication of later language
development. At 7 months the Negative responders delivered the
brain response seen as a marker of segmentation in 10-month-
olds. It is specifically in language processing that their brain
responses differ from those of their age mates, and it is this specif-
ically linguistic response that predicts their later vocabulary and
sentence processing skills. Negative responders have higher lan-
guage scores at 3 years than Positive responders, with the most
marked difference being found for expressive vocabulary.

DISCUSSION
A 7-month-old’s brain responses in a segmentation task pro-
vide advance evidence of the later course of language proficiency
development. At 3 years, infants who at 7 months had shown a left-
lateralized negative-going brain response to a familiarized word in
a sentence context linguistically outperformed infants who had
shown a distributed positive-going brain response to the same
stimuli at 7 months. The infant language skill difference appeared
across a wide range of measures collected at 3 years, involving lan-
guage at both the word and the sentence level, and skills in both
speech comprehension and speech production.

Recall that our comparisons across the infant sub-groups had
found that isolated-token repetition effects, as evidenced by change
in response to the last two in comparison to the first two tokens
in familiarization, did not differ for the Negative versus the Posi-
tive responders. Repetition effects are evidence of memory abilities
(Rugg, 1985), and thus it would appear that the difference between
our sub-groups is not one of simple memory capacity, but one with
a more sharply linguistic focus: the test phase requires segmenta-
tion of the familiarized word from surrounding speech, and it is in
this skill in particular that the Negative responder group outstrips
their Positive responder age mates.

The significant differences that motivated a split into two sub-
groups concerned only the brain response that signaled segmenta-
tion: the response time-locked to onset of the word that had been
familiarized, when it was heard embedded in a sentence context.
This response differed across the two sub-groups in both polar-
ity and distribution, and the two sub-groups that were identified
in this manner turned out to have significant differences in lin-
guistic performance nearly 2.5 years later. Recall that Junge et al.
(2012) also observed that it was individual differences in word
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FIGURE 6 |The three language quotients at 3 years split by group performances at 7 months (error bars are one standard error from the mean). The
group differences on comprehension and word production are significant (at p < 0.05 and p < 0.001 respectively), the sentence production difference just
misses significance (p=0.052).

FIGURE 7 |The more negative the familiarity effect at 7 months (i.e. the
more negative the difference wave between familiarized target and
unfamiliar control words in the 350–450 ms time window over left
frontal electrodes), the higher the quotient for word production at
3 years. The dotted line indicates the split between Negative and Positive
responders.

recognition when words were presented in continuous speech,
but not when presented in isolation, that were linked to future
vocabulary. Together, these results strongly suggest that infant ERP
responses of word recognition evidencing speech segmentation
skill are predictive signals of linguistic development.

Mastery of segmentation is a fundamental skill indeed, because,
as laid out in the introduction, most of the speech input an
infant receives is in the form of multi-word utterances (Van
de Weijer, 1999), and without being able to recognize words in

these circumstances, the development of a substantial vocabu-
lary cannot succeed. Segmenting speech into separate words forms
part of the overall task of acquiring the phonology of the native
language, in that the speech cues that inform lexical segmenta-
tion differ across languages. Evidence of segmentation in infant
listening then appears earlier in some languages than in others,
putatively for reasons of phonological salience and consistency of
such segmentation cues. Mastering segmentation therefore rests
on the construction of mental representations of language-specific
phonology,prior to the availability of an extensive vocabulary from
which such representations could have been abstracted.

It is perhaps little wonder that such a complex skill should vary
in its rate of achievement across individuals. Such variation, and
importantly, its relation to linguistic performance levels at 2 years,
had already been demonstrated on the basis of behavioral mea-
sures both at a group level by Newman et al. (2006) and at an
individual level by Singh et al. (2012). Moreover, related phono-
logical skills of attunement to the native repertoire of phonetic
contrasts have also been shown to vary across individuals and to
be correlated with variation in later language skills (Kuhl et al.,
2008); for instance, Tsao et al. (2004) measured the accuracy of
vowel discrimination at 6 months, and also the speed with which
a discrimination criterion could be reached, and found both mea-
sures to be predictive of vocabulary size in the second year of life.
Although our results do not allow us to examine why it is that some
infants displayed more mature speech segmentation skill than oth-
ers, these findings further corroborate the proposition that such
speech perception skills for the native language in infancy scaffold
a child’s future language development (Cristia et al., submitted).

In the present study we have shown that the dimensions of
inter-individual variation in early segmentation performance can
be captured in terms of patterns of ERPs in infants’brains. First, we
have demonstrated that ERP evidence for segmentation is available
earlier than behavioral evidence for the same skill. Although HPP
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FIGURE 8 | Group ratings on the Speech and Language Assessment Scale, overall and per subscale. A score of “4” corresponds to parents rating their
child’s language performance as equal to their child’s peers; higher scores reflect better language ratings. (Error bars are one standard error from the mean).

studies with 7-month-olds acquiring Dutch had shown no sig-
nificant evidence that segmentation of continuous speech was in
place at that age (Kuijpers et al., 1998), ERP measurement detected
such evidence where behavioral techniques could not. The onset
of a familiarized word in a continuously spoken sentence context
produced a brain response that had a significantly more posi-
tive amplitude than the response induced in matched contexts
by a matched word that had not been previously presented in
familiarization.

Interestingly, the overall pattern observed in these 7-month-old
brains was not the same as had been observed in the measure-
ments made somewhat later in the first year of life by Kooijman
et al. (2005, 2009), Goyet et al. (2010), and Junge et al. (2012). In
all those studies, brain responses to the familiar words were on
average more negative than the responses to the matched unfamil-
iar control words. Kooijman et al. (2005) report this pattern both
for the familiarization phase (with responses to the last tokens in
the 10-token list being more negative than responses to the first
tokens) and for the test phase (where the same difference con-
trasted the familiarized word against its matched control in the
test set). The result in the familiarization condition of the present
study with 7-month-olds also showed the same negative-going
effect. But in the test condition of the present study, the overall
average difference brain response was opposite in direction, with
familiarity being associated with a more positive brain signal than
unfamiliarity.

A positive familiarity effect for words in a continuous speech sit-
uation has in fact been reported before, in infants younger than our
sample of 7-month-olds (6-month-olds, Männel and Friederici,
2010). This may suggest that ERP effects of word recognition in
infancy gradually change from a positive (up to 6 months) to a
negative polarity (from 10 months onward). However, we reiter-
ate that brain maturation alone cannot explain the variation in
polarity in the present sample across conditions. As we saw, at a

group level the same 7-month-olds show a familiarity effect with
negative amplitude for the isolated word familiarization phase. It
is only in the test phase (requiring segmentation skill) that a posi-
tive familiarity effect is seen. Moreover, other studies have reported
differential ERP responses across conditions within the same set
of children, an asymmetry that brain maturation alone obviously
cannot explain. For instance, Conboy and Mills (2006) showed
that the relative dominance of a language in bilingual children
explained the distribution of language-relevant ERP components.
Junge et al. (2012) showed that the distribution of the word famil-
iarity effect also hinges on the relative difficulty of the task, with
a more focal distribution for the easier task (words introduced in
isolation) and a broader distribution for the harder task (when
words were introduced within an utterance).

Both polarity and distribution of the ERP effects played a role
in distinguishing the two sub-groups of these 7-month-olds in the
current study, with language skills at 3 years differing along with
these earlier ERPs. The present study indicates that this variation
is an important indicator of how the individual brains are per-
forming the present linguistic processing task. In our 7-month-old
participant group, a minority produced the negative-going effect
(consistently seen across familiarization and test phases in the ear-
lier studies with 10- to 12-month-olds) in the test phase as well as
in familiarization. When assessed at 3 years of age, this minority
then proved to deliver better sentence production and sentence
comprehension performance, to have larger expressive vocabu-
laries, and to receive higher ratings of their language skills from
their parents, than the remaining majority group from the same
7-month-old participant population. The question prompted by
these results is then: why do some 7-month-olds show a positive
amplitude and others a negative amplitude?

Although our data set is limited in sample size, and we can-
not do any source localization to derive any explanation about
the origin of this polarity differences, a possible answer to the
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polarity issue can be found in other studies describing a simi-
lar phenomenon within the same age group. As described in the
introduction, this is not the first occasion on which the same
kind of significant ERP effect has been reported as negative under
some conditions and as positive under others, even within the
same age group. Both tone processing (Kudo et al., 2011) and
phonetic discrimination (Garcia-Sierra et al., 2011) have been
associated with such variation, and it has previously appeared in
a segmentation-related task too (Männel and Friederici, 2010).
Note further that ERP studies of early phonetic processing also
used variation in polarity and distribution of responses to distin-
guish sub-groups within participant populations. Rivera-Gaxiola
et al. (2005a) showed that differences in the patterns of 11-month-
olds’ responses to non-native versus native contrasts were related
to later word production abilities. In an oddball task with a con-
stant standard, all children produced much the same negativity in
response to a deviant differing across a native phoneme bound-
ary (“native deviant”). Two sub-groups differed, however, in their
response to another deviant that differed from the standard to the
same degree as the native deviant but across a non-native phoneme
boundary (“non-native deviant”). One sub-group produced a neg-
ativity in response to the non-native deviant too, with a parietal
localization. The other sub-group produced a right fronto-central
positivity, instead (thus effectively distinguishing the non-native
and native contrasts in kind; Rivera-Gaxiola et al. (2005b) had also
observed such sub-groups forming when they tracked the grad-
ual attunement to native contrasts across the second half of the
first year). The latter sub-group then proved to have developed
larger productive vocabularies by 18 and continuing to 30 months
of age.

Rivera-Gaxiola et al. (2005b) hypothesized that the polarity
differences denote differences in auditory processing, with a pos-
itivity reflecting acoustic processing and a negativity reflecting
more mature processing, possibly due to increased experience with
the native language (Kuhl et al., 2008). This would entail for our
study that the Positive responders relied on acoustic salience (of,
for instance, the stressed syllable), whereas the Negative respon-
ders achieved word recognition with a more mature mechanism
(i.e., segmenting fluent speech into word-like units). It is in this
light noteworthy that a similar left-going negative marker of word
recognition later in infancy has also been observed in studies
comparing familiar/known versus unfamiliar/unknown isolated
word processing (Mills et al., 1993, 1997, 2004, 2005; Thierry
et al., 2003). As Junge et al. (2012) hypothesized, it is likely
that for young infants, with a very small vocabulary, this same
recognition mechanism indexing word meaning has developed

from one that at a younger age is mainly sensitive to word form
repetitions.

Our results indicate that a familiarity effect in infancy with neg-
ative amplitude in a speech segmentation task is associated with a
more mature response, which in turn is associated with better lan-
guage development. It would be interesting to examine whether
infants who exhibit different polarities indexing word recogni-
tion in different circumstances (in isolation versus in multi-word
utterances) also differ in the neural generators they use for word
recognition, or in the way they use the same generators to achieve
this. The use of neural networks could in turn also be affected
by individual differences in brain maturation, in closing of the
fontanels or by listening strategies. However, more research is
clearly necessary to uncover the origin of individual variation in
polarity and in distributions; our sample size is too small to draw
final conclusions. Future research should also address the devel-
opment of the word familiarity effect, not only within infancy, but
also from infancy to adulthood, since a broad positive effect is
again seen in many adult studies (Rugg, 1985; Snijders et al., 2007;
but see Cunillera et al., 2006).

Finally, an additional contribution of the present study is clear
evidence that the inter-group differences are longer-lasting than
previously known. We retested our participants at age three and
found wide-ranging evidence of language skills advantages for the
group that had shown the 10-month-like ERP effect at 7 months.
Thus we have reconfirmed the relation of early segmentation abil-
ity to later linguistic proficiency, and have shown that it lasts at
least into the fourth year of life. Most importantly, though, we
have isolated an ERP marker associated with differences in early
segmentation ability. Infants who at 7 months already show an
advanced marker of segmentation skill continue to develop better
language skill at least through their third birthday.
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Previous studies have revealed that infants aged 6–10 months are able to use the acoustic
correlates of major prosodic boundaries, that is, pitch change, preboundary lengthening,
and pause, for the segmentation of the continuous speech signal. Moreover, investiga-
tions with American-English- and Dutch-learning infants suggest that processing prosodic
boundary markings involves a weighting of these cues. This weighting seems to develop
with increasing exposure to the native language and to underlie crosslinguistic variation.
In the following, we report the results of four experiments using the headturn preference
procedure to explore the perception of prosodic boundary cues in German infants. We
presented 8-month-old infants with a sequence of names in two different prosodic group-
ings, with or without boundary markers. Infants discriminated both sequences when the
boundary was marked by all three cues (Experiment 1) and when it was marked by a pitch
change and preboundary lengthening in combination (Experiment 2). The presence of a
pitch change (Experiment 3) or preboundary lengthening (Experiment 4) as single cues did
not lead to a successful discrimination. Our results indicate that pause is not a necessary
cue for German infants. Pitch change and preboundary lengthening in combination, but
not as single cues, are sufficient. Hence, by 8 months infants only rely on a convergence
of boundary markers. Comparisons with adults’ performance on the same stimulus mate-
rials suggest that the pattern observed with the 8-month-olds is already consistent with
that of adults. We discuss our findings with respect to crosslinguistic variation and the
development of a language-specific prosodic cue weighting.

Keywords: infants, language acquisition, speech perception, prosodic bootstrapping, prosodic boundary cues, cue
weighting, intonation phrase boundary, headturn preference procedure

INTRODUCTION
The system underlying the prosodic organization of language con-
stitutes a complex linguistic subsystem with strong interfaces to
other linguistic domains like the lexicon or the syntax. This paper
deals with the correlation between prosodic phrasing and the syn-
tactic structure of utterances which has already been the subject of
numerous studies in the area of adult sentence processing as well
as of infant language acquisition (e.g., Streeter, 1978; Scott, 1982;
Hirsh-Pasek et al., 1987; Sanderman and Collier, 1997; Nazzi et al.,
2000; Soderstrom et al., 2003; Peters, 2005). The question unify-
ing these diverse areas of research is whether prosody provides
information that can enter into the processing of the syntac-
tic structure of utterances. In language acquisition research this
approach is known as the prosodic bootstrapping account (Gleit-
man and Wanner, 1982), which assumes that infants can exploit
acoustic information from their speech input to find solutions for
several tasks they are faced with when accessing the grammatical
system of their language. In this paper, we will have a closer look at
German infants’ sensitivity to the acoustic cues that mark a major
prosodic boundary, that is, the intonation phrase boundary (IPB).

There are two properties that render IPBs especially useful
within the prosody-syntax mapping. First, a rather clear-cut set of
acoustic cues, namely pitch changes, lengthening of preboundary

segments, and pauses, is associated with IPBs across different
languages (e.g., Vaissière, 1983; Nespor and Vogel, 1986; Price
et al., 1991; Wightman et al., 1992; Venditti et al., 1996; Hirst
and Di Cristo, 1998; Peters et al., 2005; Féry et al., 2011). Secondly,
again crosslinguistically, there exists a high coincidence of IPBs
with major syntactic boundaries like sentence and clause bound-
aries (e.g., Cooper and Paccia-Cooper, 1980; Venditti et al., 1996;
Vaissière and Michaud, 2006). Hence, sensitivity to the relevant
acoustic cues would provide infants with a strong mechanism
for chunking incoming speech into syntactically relevant units
without requiring lexical or syntactic knowledge.

Indeed, numerous studies within the prosodic bootstrapping
account have demonstrated that infants are equipped with a high
sensitivity to prosodic information such as stress, rhythm, and
intonation (for an overview, see Jusczyk, 1997). This also holds
for the perception of acoustic information that is related to the
marking of prosodic boundaries. Research in this area started
with some landmark studies that tested infants’ reactions to the
presentation of natural speech in contrast to manipulated speech
material in which pauses had been inserted at non-boundary posi-
tions (Hirsh-Pasek et al., 1987; Kemler Nelson et al., 1989). These
studies – using the headturn preference procedure (HPP) – showed
that American infants as young as 7–10 months prefer to listen
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to speech material showing a coincidence of the typical acoustic
cues occurring at clausal boundaries compared to materials in
which the coincidence of pauses with other prosodic cues had
been disrupted. The fact that the same preference occurred with
low-pass-filtered material strongly suggests that it is the distur-
bance of the prosodic organization of the utterances that causes the
successful discrimination of both kinds of material. Studies with
other languages using the same technique of pause insertion have
provided evidence that this discrimination ability is not unique to
English-learning infants: German as well as Japanese infants have
been found to discriminate speech with pauses at clausal bound-
aries from speech with pauses inserted at non-boundary positions
in their language (Hayashi and Mazuka, 2002; Schmitz, 2008).

Also using pause insertion, Jusczyk et al. (1992) investigated
infants’ sensitivity to boundaries of smaller units, namely clause-
internal phrase boundaries. In their material, pauses were inserted
either before the main verb, that is, at the boundary between the
subject and the verb phrase, or after the main verb, that is, within
the verb phrase. English-learning 9-month-olds preferred to lis-
ten to the materials in which the pause occurred at the phrasal
boundary.

Gerken et al. (1994) compared sentences with lexical subjects
(e.g., The caterpillar ate . . .) and sentences with pronominal sub-
jects (e.g., He ate . . .) in which pauses had been inserted after either
the subject or the verb. As lexical subjects form their own phono-
logical phrase, there is a prosodic boundary between the subject
and verb in the corresponding sentences while there is typically
no prosodic boundary after a pronominal subject. Only in the
lexical subject condition did 9-month-old infants prefer to listen
to sentences with pauses after the subjects (e.g., The caterpillar #
ate . . ., He # ate . . .) over those with pauses after verbs (e.g., The
caterpillar ate # . . ., He ate # . . .). These results again suggest that
the prosodic organization – and not the syntactic one – is relevant
for infants’ preference for natural material. Taken together, these
studies provide evidence that by 9 months infants are sensitive to
the acoustic markers at clausal as well as at phrasal boundaries.

More recent work has gone beyond the question of the percep-
tion of the acoustic correlates of major boundaries to the question
as to whether the occurrence of prosodic boundaries affects the
segmentation of continuous speech. Nazzi et al. (2000) were the
first to test English-learning 6-month-olds’use of prosodic bound-
ary cues to segment continuous speech. At the beginning of the
experiment infants were familiarized with a sequence of words,
once as a prosodically “well-formed” clause (e.g., Leafy vegeta-
bles taste so good.) and once as a prosodically “ill-formed,” that is,
non-clausal sequence that contained an internal clause boundary
(e.g., . . .leafy vegetables. Taste so good. . .). These word sequences
had been extracted from two different continuous passages. After
familiarization infants were presented with two passages. One
of them contained the familiarized prosodically well-formed
sequence, the other the prosodically ill-formed sequence, which
was now the end and the beginning of two adjacent sentences. This
non-clausal unit contained a prosodic boundary that was marked
by a pitch change, preboundary lengthening, and a pause. Infants
listened significantly longer to the passage containing the clausal
sequence than to the passage with the non-clausal sequence. These
results suggest that word sequences that constitute a prosodic unit

are better recognized than word sequences that span a prosodic
boundary. Hence, prosodic boundary cues support the segmenta-
tion of clauses within a passage of sentences. These findings were
replicated by Soderstrom et al. (2005) with a similar design, but
more complex experimental materials. Specifically, it was demon-
strated that prosodic boundary cues support English-learning
infants’ detection of familiar word sequences even across different
passages of fluent speech.

Moreover, with a similar experimental design, Soderstrom
et al. (2003) provided evidence that 6-month-old English-learning
infants also use prosodic markers to detect syntactic units that are
smaller than the clause, namely phrasal units such as noun and
verb phrases. Interestingly, phrase boundaries were characterized
by preboundary lengthening and pitch cues while there was no
perceivable pause at the crucial position. This suggests that for the
detection of phrase boundaries pause is not a necessary cue for
6-month-old English-learning infants.

The studies presented so far point to a crucial role of prosodic
boundary information in infants’ speech segmentation, especially
during the first year of life. However, in a critical analysis of the
prosodic bootstrapping account, Fernald and McRoberts (1996)
doubt the reliability of acoustic correlates of prosodic boundaries
as cues to syntactic units. The authors claim that none of the
three markers is a reliable cue to syntactic boundaries as each cue
also has non-linguistic functions (e.g., pitch changes for the reg-
ulation of affect) or linguistic functions other than syntax (e.g.,
vowel length as phonemic contrast). This would cause ambiguity
of the acoustic correlates of boundaries whenever they occur at
non-boundary positions. Fernald and McRoberts’ argument may
be weakened if a comprehensive analysis of a corpus of German
adult-directed speech conducted by Peters et al. (2005) is taken
into account. They found that IPBs were most frequently marked
by pitch changes, followed by preboundary lengthening, while the
occurrence of pause is rather rare. In addition, the analysis showed
that each cue may occur individually, but that in a great majority of
the cases boundaries are marked by a coalition of all three or two
of the relevant cues. This convergence may decrease the ambiguity
of prosodic boundary cues provided that the infant only considers
a combination of cues to be a boundary marker.

In fact a detailed study by Seidl (2007) that tested the percep-
tual impact of each of the prosodic cues provided evidence that
English-learning 6-month-old infants rely on a combination of
cues in their boundary processing. The investigations were based
on the materials and the experimental design used by Nazzi et al.
(2000). Seidl successively neutralized each acoustic correlate of
the prosodic boundaries in the familiarization sequences. Thereby,
the acoustic realization of the cue under investigation no longer
differed between the two sequences. The question was whether
infants, on the basis of the remaining prosodic cues, would still dif-
ferentiate the clausal and the non-clausal familiarization sequences
and recognize the clausal sequence in the passage during testing.

Infants’ detection of the clausal sequence was not disturbed
by the neutralization of the pause cue. This indicates that pitch
change and preboundary lengthening were sufficient cues for the
6-month-old English-learning infants, whereas the pause was not
necessary. Furthermore, preboundary lengthening also proved not
to be a necessary cue, because infants still recognized the clausal
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sequence when preboundary lengthening was neutralized. How-
ever, when the pitch cue was neutralized the infants no longer
detected the clausal sequence in the passage. Hence, pitch change
proved to be a necessary boundary cue for American infants’ clause
segmentation. A further experiment investigated whether pitch
change as a single cue would suffice, that is, both preboundary
lengthening and pause were neutralized. This kind of acoustic
manipulation disturbed infants’ detection of the clausal sequence,
indicating that a pitch change alone is not sufficient. In conclusion,
a combination of pitch change and preboundary lengthening or
pitch change and pause was necessary to trigger clause segmenta-
tion in 6-month-old English-learning infants. Seidl (2007) argued
that by 6 months English-learning infants do not treat prosodic
cues equally, but have, at least partially, become attuned to adults’
weighting of prosodic cues in their native language (Streeter, 1978;
Scott, 1982; Aasland and Baum, 2003).

Seidl and Cristià (2008) expanded these investigations by test-
ing 4-month-old English-learning infants with the same materials.
In contrast to the 6-month-olds, this younger group was success-
ful in clause segmentation only when pitch change, lengthening,
and pause in combination signaled the boundary. Neutralization
of one of the prosodic cues led to failure in segmentation. Seidl
and Cristià (2008) concluded that 4-month-old English-learning
infants segment clauses by considering all prosodic boundary cues.

In a following study, Johnson and Seidl (2008) explored
whether infants’ weighting of prosodic boundary cues varies
across languages. The experimental design of Seidl (2007) was
applied with Dutch material to Dutch 6-month-olds. Like the
English-learning infants, the Dutch learners segmented the clausal
sequence from the text passage. However, when the pause was neu-
tralized in the familiarization sequences Dutch-learning infants
failed to segment the clausal sequence from the text passage. John-
son and Seidl (2008) considered two interpretations. One is related
to the strength of the prosodic cues. The magnitude of pitch change
and preboundary lengthening might not have been salient enough
to trigger the clause segmentation. Acoustic analyses of the stimuli
had revealed that the saliency of the pitch reset and the pause dura-
tion at the clausal boundary differed in the materials used across
the two languages. Compared to the English stimuli the pitch reset
in the Dutch stimuli was only half the magnitude, whereas the
pause was more than twice as long. However, the qualitative differ-
ence in the prosodic cues in the Dutch versus English stimuli might
reflect language-specific boundary markings as Dutch compared
to English generally tends to have a smaller pitch range (Collins and
Mees, 1981; Willems, 1982). Therefore, Johnson and Seidl argued
for a different interpretation: by 6 months, with increasing expo-
sure to the native language, Dutch-learning and English-learning
infants have developed a language-specific prosodic cue weighting
that influences infants’ clause segmentation procedures.

Taken together, these findings indicate that infants’ sensitiv-
ity to acoustic cues as prosodic boundary markers is subject to
a developmental change during early infancy – perhaps a change
from a more general perceptually driven mechanism that relies on
a broad set of acoustic cues to a mechanism that is attuned to the
specific properties of the target language.

To further investigate the question of an early weighting of
prosodic boundary cues, the present study set out to test infants

learning German, a language in which we have – at least for adult-
directed spontaneous speech – specific knowledge about the fre-
quency of occurrence of prosodic cues at IPBs (Peters et al., 2005),
the prosodic unit under investigation in this study. Moreover, from
a study with German listeners, findings on adults’ weighting of the
relevant acoustic cues are available: in a prosodic judgment task
Holzgrefe et al. (2012) tested whether the presence of the cues
pitch change and preboundary lengthening in the absence of the
pause cue would suffice to signal a boundary. Listeners were pre-
sented with coordinated sequences of three names in different
prosodic groupings. Their task was to judge the heard sequence
as to whether or not it had an internal boundary. The German
adult listeners identified the internal boundary when both, a pitch
change as well as preboundary lengthening, but no pause, were
present in the sequence; however, pitch change alone or lengthen-
ing alone was not sufficient. In the present study the same linguistic
materials were used to test whether German infants’ processing
of prosodic boundary cues is similar to that shown for German
adults.

Hence, in contrast to previous studies, we did not present com-
plex clauses (Nazzi et al.,2000; Seidl,2007; Johnson and Seidl,2008;
Seidl and Cristià, 2008), but well-formed sequences that allowed
for a precise acoustic characterization of the phonetic instantia-
tion of the crucial prosodic boundaries which we considered to
be the basis for a controlled acoustic manipulation of the stim-
uli. Thus, going beyond the previous studies with English- and
Dutch-learning infants, the results of the infants tested in the cur-
rent study could be related to findings from adults, allowing a
direct comparison of German adults’ and infants’ cue weighting.

Again in contrast to previous studies, we did not test infants’
segmentation, but their discrimination ability. We suggest that
infants’ attunement to specific properties of their native language
is not only displayed in segmentation tasks as revealed by the work
of Johnson and Seidl (2008), Seidl (2007), and Seidl and Cristià
(2008). Instead, perceptual reorganization with respect to cue
weighting should also be reflected in discrimination performance
as has been shown for tone and phonemic contrasts in previous
research (Werker and Tees, 1984; Polka and Werker, 1994; Mattock
and Burnham, 2006; Mattock et al., 2008). If prosodic boundary
cues are perceptually weighted individually, we assume that the less
weighted information will contribute less to both discrimination
and segmentation.

Experiment 1 served as a baseline to ensure that in our exper-
imental design German-learning infants perceive a boundary sig-
naled by all three prosodic cues. In Experiment 2 we investigated
whether the specific combination of a pitch change and prebound-
ary lengthening is sufficient for boundary detection. Hereby, the
question whether pause is a necessary cue would be examined. We
did not test a combination of two cues that included the pause
cue, because we expected that 8-month-olds would discriminate
between stimuli with and without a pause easily given that the
pause is a rather strong acoustic cue, especially in a mere dis-
crimination task. In fact, in a similar study with younger German
infants (Wellmann et al., in preparation) we found that even 6-
month-olds are able to use the pause cue. More precisely, a pitch
change together with preboundary lengthening was not sufficient
for 6-month-olds, but the combination of pause and lengthening
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was. Thus, a pause, but not a pitch change was a necessary cue
for 6-month-olds. This finding moreover suggests that success-
ful boundary detection depends on the specific cue constellation,
rather than on the number of boundary cues provided.

After testing the combination of pitch change and prebound-
ary lengthening, we examined the impact of each of the two as
single cues: Experiment 3 tested pitch change and Experiment 4
preboundary lengthening.

EXPERIMENT 1: A BASELINE STUDY ON INFANTS’
SENSITIVITY TO PITCH CHANGE, PREBOUNDARY
LENGTHENING, AND PAUSE
In Experiment 1, we sought to ensure that 8-month-old German-
learning infants are able to perceive a prosodic boundary that is
signaled by the three main prosodic cues pitch change, prebound-
ary lengthening, and pause. This would provide a verification of
the experimental design and material as suitable for studying the
perception of single prosodic boundary cues. As previous research
has revealed that infants are sensitive to prosodic boundary infor-
mation (e.g., Hirsh-Pasek et al., 1987; Nazzi et al., 2000), infants
tested in Experiment 1 should be able to perceive a prosodic
boundary. Experiment 1 aimed at creating a baseline for the sub-
sequent experiments, in which the constellation of prosodic cues
would be systematically varied.

MATERIALS AND METHODS
Participants
Twenty-four 8-month-old infants (12 girls) were tested. The mean
age was 8 months, 16 days (range: 8 months, 3 days–8 months,
30 days). All infants who participated in this and the following
experiments were from monolingual German-speaking families,
born full-term and normal-hearing. Eleven additional infants were
tested but their data were not included in the analysis for the fol-
lowing reasons: failure to complete the experiment (2), crying or
fussiness (3), mean listening times of less than 3 s per condition
(3), technical problems (2), and experimenter error (1).

Stimuli
The stimuli consisted of a sequence of three German names that
were coordinated by und (“and”). The advantage of using coordi-
nated structures instead of clauses lies in the better control of
phonological and consequently prosodic parameters. Thus, we
used the following three names, which only contained sonorant
sounds: Moni, Lilli, Manu. This allowed for a reliable measure-
ment of the fundamental frequency – the acoustic correlate of the
pitch contour.

Several recordings of the same sequences of names were
made in an anechoic chamber equipped with an AT4033a audio-
technical studio microphone, using a C-Media Wave soundcard at
a sampling rate of 22050 Hz with 16 bit resolution. A young female
German native speaker from the Brandenburg area was instructed
to read the sequence in two different prosodic groupings, as
indicated by different bracketing as in (1).

(1) a. (Moni und Lilli und Manu)
b. (Moni und Lilli) (und Manu)

Each name is a syntactic XP and is correspondingly set off by a
phonological phrase boundary from the other names (Gussen-
hoven, 1992; Truckenbrodt, 1999, 2007). Both sequences contain
the same string and are disambiguated either by grouping all three
names together as shown in (1a) or by grouping the first two names
together and the final one apart as shown in (1b). This disambigua-
tion employs the next higher level of the prosodic hierarchy, that
is, the intonation phrase (IP). Thus, sequences of type (1a) are
produced as a single IP, that is, without an internal boundary. In
contrast, sequences of type (1b) are produced with an IPB after the
second name, and consequently consist of two IPs. For each type
of prosodic phrasing, the speaker produced six different acoustic
realizations (tokens). The intended prosodic grouping was con-
firmed by two independent listeners who were naïve to the given
bracketing.

The presence of the characteristics of an IPB in the sequences
of names were confirmed by a detailed acoustic analysis of the
recordings using PRAAT software (Boersma and Weenink, 2011).
Measurements were carried out at the critical boundary position,
namely on and after the second name. The analysis concentrated
on the three acoustic correlates of prosodic boundary cues – fun-
damental frequency (F0), the duration of the final vowel, and
the pause. Examples of the oscillogram and the fundamental fre-
quency aligned with the segments for sequences without an IPB are
shown in Figure 1A, and for sequences with an IPB in Figure 1B.
Details of the acoustic analysis are presented in Table 1.

The target word for the analysis was decomposed into four
intervals corresponding to the phonetic segments, that is, the sin-
gle consonantal and vocalic parts of the signal. F0 was measured
at the midpoint of the first segment and at the position of the
maximum F0 on the final vowel. The difference between these
values was used to calculate the pitch change preceding the bound-
ary. In sequences with an IPB, a pitch rise occurred, starting at
the second syllable of the word and leading to a high boundary
tone at the final vowel. This pitch change was 2.5 times greater
in sequences with an IPB compared to sequences without an IPB
(see Table 1 and Figure 1A vs. 1B). A mean pitch reset of 25 Hz
from the high boundary tone to the midpoint of the following
conjunction und (“and”) was measured in sequences with an IPB,
whereas the pitch change was only 3 Hz at the same location in
sequences without an IPB. Thus, the pitch reset was greater in
sequences with a boundary, but compared to Seidl’s (2007) stimuli
the overall extent of the reset was rather small, as the conjunction
und was also uttered on a high pitch level (see the pitch contour
in Figure 1B). First and foremost, in our stimuli the pitch cue
in sequences with an IPB was provided by the pitch rise on the
target name.

Preboundary lengthening was calculated by measuring the
length of the final vowel in both prosodic types. Transitions
between the final vowel and the onset of the conjunction und
were not included. The vowel duration was about 1.8 times longer
before a boundary compared to the same vowel in the sequence
without an internal IPB.

The duration of the pause after the target name had a mean
of 506 ms in sequences with an internal IPB. In contrast, no
pause was present at this position in sequences without an
internal IPB.
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FIGURE 1 | Oscillograms and pitch contours aligned with the text.
(A) Sequence without an internal IPB used in Exp. 1, (B) Sequence
with an internal IPB used in Exp. 1, (C) Sequence with pitch change

and preboundary lengthening used in Exp. 2, (D) Sequence with pitch
change used in Exp. 3, (E) Sequence with preboundary lengthening
used in Exp. 4.

Table 1 | Mean values and range of the acoustic correlates of prosodic

boundary cues in the experimental stimuli.

Acoustic

correlate

Without an

internal IPB

With an

internal IPB

[Moni und Lilli und

Manu]

[Moni und Lilli]

[und Manu]

Pitch rise in Hz 88 (77–110) 220 (197–240)

Pitch rise in semitones 6.7 (5.8–8.2) 14.0 (12.8–14.6)

Maximum pitch in Hz 277 (264–293) 397 (371–422)

[Moni und Lill i und

Manu]

[Moni und Lill i]

[und Manu]

Final vowel duration in ms 99 (91–110) 175 (162–186)

[Moni und Lilli #

und Manu]

[Moni und Lilli]#

[und Manu]

Pause duration in ms 0 506 (452–556)

To summarize, sequences with an internal IPB clearly revealed
the acoustic correlates of the three main prosodic boundary cues
similar to IPBs in German spontaneous speech (Peters et al., 2005).

A pitch rise occurred on the target name followed by a pitch reset
after a pause. Preboundary lengthening was observed at the final
vowel of the target name.

Following the acoustic analyses the different recordings
(tokens) were used to create sound files for presentation as tri-
als during the experiment. For each prosodic type, the six tokens
were randomly concatenated with a silent interval of 1 s inserted
between them. In this way, six sound files per prosodic group-
ing were created such that each file consisted of a different order
of tokens. The average duration of tokens without an IPB was
1.76 s (range: 1.71–1.87 s), while it was 2.16 s (range: 2.13–2.2 s)
for tokens with an IPB.

To match the sound files of the two prosodic types with respect
to length the number of tokens within each file was varied. Files
of the grouping with an IPB contained six tokens and had an aver-
age duration of 18.97 s. However, files of the condition without an
IPB contained seven tokens (i.e., one random token was repeated),
leading to an average duration of 19.32 s (range: 19.16–19.43 s).

Procedure
The HPP including a familiarization phase (Hirsh-Pasek et al.,
1987; Jusczyk and Aslin, 1995) was used in this and all subsequent
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experiments. During the experimental session, the infant was
seated on the lap of a caregiver in the center of a test booth. The
caregiver listened to music over headphones to prevent influences
on the infant’s behavior. Furthermore, she was instructed not to
interfere with the infant’s behavior during the experiment. The
experimenter sat in an adjacent room, where she observed the
infant’s behavior on a mute video monitor and controlled the
presentation of the visual and the acoustic signals by a button box.

Three lamps were fixed inside the booth: a green one on the
center wall, and red ones on each of the side walls. Directly above
the green lamp on the center wall was an opening for the lens of
a video camera. Behind each of the red lights a JBL Control One
loudspeaker was mounted. Each experimental trial started with
the blinking of the green center lamp. When the infant oriented
to the green lamp, it was turned off and one of the red lamps on a
side wall started to blink. When the infant turned her head toward
the red lamp, the speech stimulus was started, delivered via a Sony
TA-F261R audio amplifier to the loudspeaker at the same side. The
trial ended when the infant turned her head away for more than 2 s,
or when the end of the speech file was reached. If the infant turned
away for less than 2 s, the presentation of the speech file contin-
ued but the time spent looking away was not included in the total
listening time. The whole session was digitally videotaped. The
experimenter’s coding was recorded and served for the calculation
of the duration of the infant’s headturns during the experimental
trials (for comparable experimental setups, see Höhle et al., 2006;
Höhle et al., 2009).

Half of the infants were familiarized to the sequences without
an IPB (Group 1), while the other half were familiarized to the
sequences including an IPB (Group 2). The familiarization was
set such that at least 20 tokens in each familiarization condition
were presented, that is, when familiarized to sequences without
an IPB the familiarization lasted until the infant had accumulated
55 s of listening time. For the familiarization with an IPB the crite-
rion was 63 s of accumulated listening time. This requirement was
chosen to match the familiarization duration used in Nazzi et al.
(2000).

Two different kinds of familiarization were chosen to control
for a possible effect of the prosodic structure of the sequences pre-
sented. One might hypothesize that a familiarization to sequences
without an internal IPB might be more effective. This is sup-
ported by Nazzi et al.’s (2000) findings that infants recognize word
sequences that constitute a prosodic unit better than sequences
that are a non-unit like our sequences with an IPB. Therefore, we
planned to compare the data of both familiarization groups.

The familiarization was followed by a test phase that comprised
12 test trials. In six trials, the sound files without an internal
IPB were presented, in the other six trials the sound files of the
sequences with an IPB. Thus,half of the test trials contained exactly
the same sound files that the infants had previously heard during
familiarization, whereas the other half consisted of sound files with
the type of prosodic grouping that had not been presented during
familiarization. The test trials were grouped in three blocks of four
trials each (two with and two without an internal IPB in a random
order). Additionally, within each block the side of presentation of
the sequences of the two prosodic types was counterbalanced so
that the prosodic condition and the side of presentation were not

associated. The duration of each experimental session depended
on the infant’s behavior and varied between 4 and 6 min.

RESULTS AND DISCUSSION
Mean listening times to the test trials with and without an IPB
were calculated for each infant. Because all listening times were
shorter than 18.97 s (the maximum trial length in the condition
with an IPB), an adjustment of the listening times to the longer
duration of the trials without an IPB was not necessary.

On average, infants listened for 6.32 s (SD= 2.39) to the famil-
iarized prosodic grouping, and for 7.13 s (SD= 2.12) to the novel
prosodic grouping (see Figure 2). This difference was significant,
t (23)= 2.30, p= 0.031, two-tailed. Eighteen out of 24 infants had
longer listening times to the novel test items. A repeated-measures
ANOVA with the within-subject factor familiarity (familiarized
versus new prosodic pattern) and the between-subject factor
prosodic type (familiarization with versus without an internal
IPB) showed a main effect of familiarity, F(1,22)= 5.36, p= 0.030,
and a main effect of prosodic type, F(1,22)= 4.44, p= 0.047, but
no significant interaction between prosodic type and familiarity,
F(1,22)= 1.237, p= 0.278.

A further analysis of the data separated by prosodic type heard
during familiarization was conducted. This analysis revealed a
significant preference for novel test items in the group familiar-
ized with the sequences without an IPB, t (11)= 2.40, p= 0.035.
The mean listening time to the novel prosodic pattern was
6.48 s (SD= 1.23) and to the familiarized prosodic pattern 5.29 s
(SD= 1.46). No such preference was present in the group famil-
iarized with sequences including an IPB, t (11)= 0.860, p= 0.408.
Infants in this group listened to the novel test trials on average
for 7.77 s (SD= 2.64) and to the familiar test trials for 7.36 s
(SD= 2.73). Mean listening times separated by familiarization
group are depicted in Figure 3.
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FIGURE 2 | Mean listening times for Experiment 1–4. Error bars indicate
±1 SE.
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Experiment 1 served as a baseline study to ensure that the
stimuli – sequences of names that have two different prosodic
groupings – and our experimental design are suitable for studying
the perception of prosodic boundary cues in German-learning
infants. After being familiarized with one of the two prosodic
phrasings, 8-month-old infants showed an overall preference for
the novel prosodic grouping. Thus, German-learning infants are
able to discriminate the two prosodic groupings. Even though we
found no significant interaction between prosodic type and famil-
iarity, a separate analysis of the two familiarization groups revealed
that the difference in listening times was significant only when the
familiarization strings did not have an internal IPB. Thus, dis-
crimination of sequences with versus without an IPB was affected
by the prosodic type heard during familiarization. How can we
explain this effect? During familiarization the infants’ task is to
build up a representation of the auditory stimulus, to which they
will compare the test stimuli. Presumably, infants can more eas-
ily build up representations of sequences without an IPB because
these are easier to process and memorize, as Nazzi et al.’s (2000)
study demonstrated. Secondly,both familiarization conditions dif-
fer in the number of IPs: stimuli played to Group 1 do not contain
any prosodic boundary cue and, hence, only consist of a single IP,
that is, one prosodic unit. In contrast, stimuli presented to Group
2 were sequences including an IPB, which splits the sequences into
two separate IPs, that is, two prosodic units.

A study by Mandel et al. (1994) suggests that infants at the age
of 2 months already perceive prosodic units as an organizational
unit in the speech stream. Infants detected phonetic changes in
word sequences when the words were prosodically grouped into a
major linguistic unit, but not when the words were presented as
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FIGURE 3 | Mean listening times for Experiment 1, separated by
familiarization group.

isolated words in a list or as a fragment of two adjoining clauses.
Mandel et al. argued that the organization of words in a prosodic
unit helps infants to process and memorize the speech signal. For
our experiment this implies that the representation of the familiar-
ization sequence is built up more easily when the sequence consists
of a single prosodic unit, like our sequences without an internal
IPB. These are – compared to the sequences with an IPB – easier
to process during the familiarization phase and thus can be better
remembered during the test phase.

The difference found in the two familiarization groups moti-
vated a modification of the experimental design implemented in
the subsequent experiments. As a full design with two separate
familiarization conditions was not relevant to our research ques-
tion, we decided to only use strings without an internal IPB as
familiarization stimuli. In doing so, we chose the condition that
yielded the most robust results.

In sum, Experiment 1 showed that 8-month-old German-
learning infants are sensitive to the presence of an IPB in short
coordinated sequences of names when the IPB is marked by the
acoustic correlates of the main prosodic boundary cues pitch
change, preboundary lengthening, and pause. Hence, not only
clauses – like those that were used in previous studies (e.g.,
Hirsh-Pasek et al., 1987; Nazzi et al., 2000; Seidl, 2007; Schmitz,
2008) – are suitable for investigating infants’ sensitivity to prosodic
boundaries. Rather, coordinate structures, which can be care-
fully controlled for phonological parameters, may serve as stimuli
to characterize the impact of each prosodic boundary cue in a
discrimination task.

The subsequent experiments contain only one kind of famil-
iarization, namely the familiarization to sequences without an
IPB. In these experiments, the number of prosodic boundary
cues in the stimuli is reduced stepwise. This is done to deter-
mine whether infants’ discrimination ability remains or is dis-
turbed when different constellations of prosodic boundary cues
are given.

EXPERIMENT 2: SENSITIVITY TO PITCH CHANGE AND
PREBOUNDARY LENGTHENING
In Experiment 2, we investigated infants’ sensitivity to two of three
prosodic boundary cues, namely pitch change in combination
with preboundary lengthening. Specifically, we asked whether the
pitch change and the lengthening of the preboundary vowel suf-
fice as boundary cues or whether the pause is a necessary prosodic
boundary cue. If pause is a necessary cue for the discrimination
of two prosodic groupings, infants were not expected to show
significantly different listening times to novel versus familiar test
items. In contrast, if pitch change and preboundary lengthening
are sufficient cues, we expected a significant listening preference.

MATERIALS AND METHODS
Participants
Sixteen 8-month-old infants (eight girls) were tested. The mean
age was 8 months, 11 days (range: 8 months, 1 day–9 months,
8 days). Ten additional infants were tested but their data were not
included in the analysis for the following reasons: crying or fussi-
ness (6), mean listening times of less than 3 s per condition (2),
and noise (2).
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Stimuli
In Experiment 2, again sequences with and without an internal
prosodic boundary cues were presented. The stimuli without any
boundary cues were the same as the stimuli used in Experiment
1. The sequences containing a pitch change and preboundary
lengthening were construed from the sequences without an IPB
by acoustic manipulation – according to the values that had been
measured in the sequences with an IPB recorded for Experiment 1.
Hereby, we created two types of stimuli that only differed in funda-
mental frequency and duration at the critical boundary position,
that is, on the second name. Apart from that, the sequences of both
prosodic types were acoustically identical.

The manipulation was carried out with the PRAAT software.
For duration, the final vowel of the target name was lengthened to
180%. This factor was chosen because in Experiment 1 the crucial
vowel was on average 1.8 times longer in sequences with an IPB
than in sequences without an IPB.

For the manipulation of the pitch contour, first the sequences
without an IPB were stylized (two semitones), that is, the number
of pitch points was reduced. The reference values of the fundamen-
tal frequency were measured on the target name in the sequences
with an internal IPB from Experiment 1 – at the midpoints of the
four segments [l], [l], [l], and [i]and at the position of the maxi-
mum pitch present on the preboundary vowel. Then, pitch points
with the mean values at these time points were inserted at the
same positions into the sequences without an IPB. We obtained
new stimuli for the prosodic type with pitch change and prebound-
ary lengthening. They contained a natural sounding pitch rise of
212 Hz (13.65 semitones) and a preboundary lengthening with a
factor of 1.8. The pitch contour and wave form of a sequence with
manipulated pitch and lengthening are depicted in Figure 1C.

To avoid comparing natural with acoustically manipulated
stimuli we carried out a slight acoustic manipulation of the
sequences without an IPB as well: a stylization of the pitch contour
(two semitones). After acoustic manipulation, all sequences were
resynthesized using the PSOLA function in PRAAT.

Six differently ordered speech files with the same set of tokens in
each prosodic condition were created from the acoustically manip-
ulated sequences. The speech files of the condition without an IPB
contained seven tokens (i.e., one random token was repeated) and
had an average duration of 18.33 s (range: 18.23–18.43 s). The files
of the condition with added pitch and lengthening cues also con-
tained seven tokens (again one random token was repeated) and
had an average duration of 18.81 s (range: 18.79–19.01 s).

Procedure
The procedure was the same as in Experiment 1 with a modifica-
tion concerning the familiarization phase. Infants in Experiment
2 were only familiarized to sequences without an IPB, but not
to sequences with boundary cues. The familiarization lasted until
at least 20 sequences had been presented leading to a minimum
duration of 52 s.

RESULTS AND DISCUSSION
Infants oriented on average for 6.41 s (SD= 1.53) to the familiar-
ized prosodic grouping, and for 5.36 s (SD= 1.25) to the novel
prosodic grouping (see Figure 2). This difference was significant,

t (15)= -3.59, p= 0.003, two-tailed. Thirteen of 16 infants had
longer listening times to the familiar test items.

Experiment 2 tested whether German-learning infants still per-
ceive an IPB when only a subset of prosodic cues, pitch change,
and preboundary lengthening, is present. A significant familiarity
effect was displayed indicating that the infants were able to dis-
criminate the stimuli of the two prosodic patterns in Experiment
2. Interestingly, the direction of preference reversed from Experi-
ment 1 to Experiment 2. While infants in Experiment 1 preferred
to listen to the novel prosodic pattern, in Experiment 2 the famil-
iar pattern was preferred. According to the model by Hunter and
Ames (1988), this shift in preference can be explained by higher
task demands in Experiment 2. Hunter and Ames claimed that the
direction of preference is affected by three factors: age, duration of
familiarization, and task difficulty. As we held the first two factors
constant, we assume that the shift in preference from Experiment
1 to Experiment 2 is caused by increased task difficulty: if only two
instead of three prosodic cues mark the difference between the
stimuli, it becomes harder to distinguish both conditions as less
information is available. In turn, the task of discriminating the two
prosodic patterns is more difficult and leads infants to a preference
for the familiar sequences. Hence, for German 8-month-olds pitch
change and preboundary lengthening in combination are suffi-
cient. Pause is not a necessary boundary cue, however, processing
different prosodic groupings without the information provided by
the pause cue seems to be more demanding.

EXPERIMENT 3: SENSITIVITY TO PITCH CHANGE
Experiment 2 showed that German infants are able to discrimi-
nate the two prosodic groupings when a boundary is signaled by
a pitch change and preboundary lengthening in combination. In
Experiment 3 we asked whether only one cue, the pitch change, is
sufficient for German 8-month-olds to perceive a boundary.

MATERIALS AND METHODS
Participants
Seventeen infants (seven girls) were tested. The mean age was
8 months, 13 days (range: 8 months, 4 days–8 months, 29 days). Six
additional infants were tested but their data were not included in
the analysis for the following reasons: crying or fussiness (4), and
mean listening times of less than 3 s per condition (2).

Stimuli
In Experiment 3, sequences without an IPB and sequences with
an inserted pitch rise were contrasted. For the condition without
an IPB the same sequences as in Experiment 2 were used. For
the condition with added pitch cue a manipulation of the pitch
contour was carried out similar to that in Experiment 2: a pitch
rise was inserted on the second name of the six sequences without
an IPB. In contrast to the stimuli in Experiment 2 no duration
manipulation was conducted. Thus, the pitch change with the
high boundary tone was the only signal of an IPB (see Figure 1D).
From these pitch-manipulated sequences six differently ordered
speech files were created with seven tokens per file (i.e., one of
the six exemplars was randomly repeated). The speech files of the
condition without an IPB were the same as in Experiment 2. The
average duration of the speech files was the same in both prosodic
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conditions as there was no duration manipulation (M = 18.33 s;
range: 18.23–18.43 s).

Procedure
The procedure was the same as in Experiment 2. Infants were
familiarized to sequences without an IPB until at least 20 sequences
had been presented. This led to a minimum duration of 52 s.

RESULTS AND DISCUSSION
Infants listened on average for 6.68 s (SD= 1.41) to the familiar-
ized prosodic grouping and for 6.49 s (SD= 1.67) to the novel
prosodic grouping (see Figure 2). This difference was not sig-
nificant, t (16)= 0.522, p= 0.609. Ten of 17 infants had longer
listening times to the familiar test items.

In Experiment 3 only a pitch rise indicated a different prosodic
grouping. Neither a pause nor lengthening of the prebound-
ary vowel was present. The infants did not differentiate between
sequences with added pitch cue and sequences without an IPB.
Hence, the presence of a pitch change alone is not sufficient for
German infants to perceive a prosodic boundary.

Apart from the specific cue constellation presented,
Experiment 3 generally differs from Experiment 2 with regard
to the number of IPB cues provided in the stimuli, that is,
whereas in Experiment 2 two boundary cues were available, in
Experiment 3 we only inserted one cue. Hereby, the boundary
is generally less marked in Experiment 3. The failure to dis-
criminate the two conditions could hence be due to the mere
number of cues being relevant for boundary detection, instead
of the specific kind of cue or cue constellation (but see General
Discussion).

EXPERIMENT 4: SENSITIVITY TO PREBOUNDARY
LENGTHENING
German 8-month-olds are able to perceive an IPB when a
pitch change and preboundary lengthening occur together
(Experiment 2) but not when only a pitch change is present
(Experiment 3). Experiment 4 tested whether preboundary length-
ening as a single boundary cue is sufficient.

MATERIALS AND METHODS
Participants
Sixteen infants (eight girls) were tested. The mean age was
8 months, 10 days (range: 7 months, 30 days–8 months, 29 days).
Six additional infants were tested but their data were not included
in the analysis for the following reasons: failure to complete the
experiment (1), crying or fussiness (2), and mean listening times
of less than 3 s per condition (3).

Stimuli
In Experiment 4, sequences without an IPB and sequences with
inserted preboundary lengthening were contrasted. For the condi-
tion without an IPB the same sequences as in Experiment 2 were
used. For the condition with inserted preboundary lengthening a
manipulation of the duration of the final vowel was carried out
similar to that in Experiment 2: in six exemplars of the sequences
without an IPB the final vowel was lengthened to 180% (see
Figure 1E for an example). The sequences were concatenated in a
random order to speech files.

The speech files of the condition without an IPB were the same
as in Experiment 2. They contained six different tokens and had an
average duration of 18.33 s (range: 18.23–18.43 s). The speech files
of the condition with preboundary lengthening also contained six
tokens and lasted for 18.89 s on average (range: 18.79–19.01 s).

Procedure
The procedure was the same as in Experiment 2. Infants were
familiarized to sequences without an IPB until at least 20 sequences
had been presented. This led to a minimum duration of 52 s.

RESULTS AND DISCUSSION
The listening time in one individual trial of the condition with the
lengthening cue exceeded the duration of the longest speech file
in the condition without an IPB. Therefore, the listening time in
this trial was reduced to the maximum trial length of sequences
without an IPB, which was 18.43 s.

The mean listening time to the familiarized prosodic grouping
was 6.96 s (SD= 2.7) and to the novel pattern 7.08 s (SD= 3.1;
see Figure 2). This difference was not significant, t (15)= -0.221,
p= 0.828. Nine of 16 infants had longer listening times to the
familiar test trials.

Experiment 4 suggests that preboundary lengthening as a sin-
gle cue is not sufficient to trigger the perception of a prosodic
boundary in German 8-month-old infants. However, in combi-
nation with a pitch cue, as tested in Experiment 2, it becomes an
effective boundary marker. As for Experiment 3, we also have to
consider that the insufficiency of preboundary lengthening alone
compared to its effectiveness in combination with a pitch change
could also be explained by the number of cues (but see General
Discussion).

GENERAL DISCUSSION
The aim of the present study was to specify the relevance of pitch
change and preboundary lengthening as combined and as single
prosodic cues in German-learning infants’ perception of major
prosodic boundaries. Experiment 1 showed that 8-month-olds are
able to discriminate different prosodic groupings – specifically,
familiar sequences without a prosodic boundary from unfamil-
iar sequences with a prosodic boundary – when the boundary is
clearly marked by all three boundary markers.

In further experiments stimuli were acoustically manipulated
with respect to pitch and preboundary lengthening. We focused
on investigating infants’ processing of boundaries in the absence
of the pause cue. Pauses are perceptually highly salient and we
assumed that in a discrimination task like ours, infants would eas-
ily detect the presence of a pause. Especially in short coordinated
structures as used in this study pauses are easy to notice as they
constitute approximately a fourth of the overall duration of the
sequence. Furthermore, we know from other studies (Hirsh-Pasek
et al., 1987; Jusczyk et al., 1992; Schmitz, 2008; Wellmann et al.,
in preparation) that infants by the age of 6–10 months are highly
sensitive to pauses.

When we manipulated the stimuli such that only a pitch change
and preboundary lengthening indicated the presence of an IPB
(Experiment 2), infants still detected the boundary. We concluded
that pause is not necessary, but it seems to ease infants’ process-
ing. This was indicated by a shift in preference from a novelty
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effect in Experiment 1 to a familiarity effect in Experiment 2. We
argued that higher task demands in Experiment 2 are responsible
for the preference for familiar stimuli (see Hunter and Ames,1988).
In Experiments 3 and 4 the impact of the single prosodic cues
pitch change and preboundary lengthening were tested. Sequences
with pitch as a single cue (Experiment 3) were not differentiated
from sequences without any boundary cue. Nor was preboundary
lengthening alone (Experiment 4) sufficient to trigger the percep-
tion of a boundary. This might indicate that infants do not take
single cues into account, as cue combinations are very frequent
whereas the occurrence of single cues is rather rare (Peters et al.,
2005). However, the weighting of prosodic boundary cues might
depend on the strength of the specific cue, that is, its phonetic
magnitude. When implementing the cues in Experiments 2–4 we
used the acoustic values measured in natural sequences that con-
tained all three cues. It is conceivable that the specific strength of
each cue in production depends on the constellation of cues, that
is, when a cue occurs alone or in a subset its magnitude might be
larger than when it occurs together with all main cues. Thus, it
remains possible that a larger pitch rise in Experiment 3 or longer
preboundary lengthening in Experiment 4 might have been suf-
ficient to trigger boundary perception by a single cue. We also
considered the reduced number of boundary cues as an expla-
nation for the insufficiency of the single cues compared to their
occurrence in combination. However, in a study with 6-month-
olds (Wellmann et al., in preparation) we found that pause, but
not a pitch change, was sufficient though the number of cues was
kept constant. Therefore, we argue that the specific cue constella-
tion, and not the number of cues, is decisive for the detection of a
boundary.

Another restriction when interpreting the data concerns the
fact that the stimuli presented during the test phase differed across
experiments in the presence or absence of boundary cues, but
potentially also with respect to their naturalness. Thus, infants’
different performance patterns could be due to infants’ dislik-
ing of one kind of stimuli in one but not the other experiment.
Pitch change or preboundary lengthening might be effective as
single cues when produced naturally, but infants could find stim-
uli with a single inserted cue odd, thus, would not pay attention
and consequently fail to discriminate test stimuli. Hereby, infants’
cue weighting and their liking of stimuli might be confounded.
However, when editing the stimuli with inserted cues, we took
special care to create stimuli that are perceptually distinguishable,
but comparably natural sounding in all experiments. Hence, we
rather argue that the different performance patterns suggest that
perception depends on the specific cue constellation: pitch change
and preboundary lengthening in combination are sufficient to
trigger boundary perception in German 8-month-old infants and
hence, pause is not a necessary cue. Whether pitch change or pre-
boundary lengthening is a necessary cue cannot be answered from
these experiments. Still, both of them are not sufficient as sin-
gle boundary cues: when they occur individually, stimuli are not
differentiated from sequences without prosodic boundary mark-
ing – at least if the single cues are presented with the same acoustic
parameters as when they occur combined.

In summary, two parallels of these findings to previous research
are obvious: first, they resemble findings on the processing of these

cues in German adults (Holzgrefe et al., 2012), and secondly, they
show a strong overlap with the findings by Seidl (2007) for English-
learning infants. Both parallels will be discussed separately in the
following section.

To our knowledge, the present study is the first that has used
the same material with infants that had previously been used with
adults in a prosodic judgment task (Holzgrefe et al., 2012). In
this study, adults were asked to interpret the aurally presented
sequences as having no internal boundary [a and b and c], or as
having an internal boundary after the second name [a and b] [and
c]. The effects that the specific prosodic cues had on these decisions
mirror the pattern we found with the German-learning infants:
sequences that provided pitch change or preboundary lengthening
as single cues either were judged as having no boundary or listeners
performed at chance level. However, when a combination of pitch
change and preboundary lengthening occurred in the sequence,
they were clearly identified as consisting of two prosodic units.
Moreover, infants’ behavior in our study is in line with the distrib-
ution of prosodic boundary cues found in spontaneous speech of
German adults (Peters et al., 2005): first, the majority of IPBs are
marked by a coalition of cues. Secondly, compared to pitch change
and preboundary lengthening, pause is a rather rare marker of
IPBs. This suggests that pause is not reliable and listeners should
be able to cope without it.

It is rather surprising that the experiments with the adults
and the infants show exactly the same pattern of results with
respect to cue effectiveness even though the tasks that had to be
performed by the participants were clearly different: while the
adults had to exploit the acoustic information to assign a prosodic
phrasing to the utterances, the children only had to discriminate
between the different prosodic contours. If we consider these find-
ings in the light of Johnson and Seidl’s (2008) assumption that a
language-specific weighting of prosodic boundary cues takes place,
our results suggest that the German 8-month-olds have already
attuned to the German system as they show a parallel pattern of
responding to the cues to that of adults. Furthermore, our results
indicate that cue weighting leads to a perceptual reorganization
that has an effect on the ability to discriminate verbal materials
containing the relevant phonetic information.

Additional empirical support for this conclusion is required
and may come from crosslinguistic studies that compare chil-
dren learning languages that exhibit relevant differences in the
acoustic instantiation of prosodic boundary cues. In addition, one
may compare the current findings to the performance of younger
infants. This would allow a developmental trajectory to be fol-
lowed from a language-general perceptual system that is not yet
fully adapted to the properties of the phonological system of the
ambient language to a language-specific perceptual system that is
attuned to these properties.

Crosslinguistic research in the area of the processing of prosodic
boundaries is still sparse. Additionally, a crosslinguistic compar-
ison may be impeded because of differences in the experimental
material of our and previous studies: we used coordinated noun
phrases, whereas previous studies on English and Dutch (Seidl,
2007; Johnson and Seidl, 2008) presented clauses. Even though
both kinds of material have a different syntactic structure, the
prosodic structure is similar. Clause boundaries in Seidl’s (2007)
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and Johnson and Seidl’s (2008) studies coincide with IPBs. In
our sequences of names each name forms a phonological phrase.
To convey the intended internal grouping, that is, separating the
first two names from the third, our speaker needed to group the
first two names into a larger prosodic unit by producing a larger
prosodic boundary after the second name. In line with current
models of prosodic phrasing (Gussenhoven, 1992; Truckenbrodt,
1999, 2007) we argue that therefore the first two names of the
internally grouped sequences constitute an intonation phrase. This
account is supported by the acoustic analysis we carried out on the
respective IPB cues. Hence, even though the stimuli differ across
studies, the prosodic level under investigation is comparable allow-
ing us to compare ours and previous findings crosslinguistically.
German infants’ behavior compared to American 6-month-olds’
(Seidl, 2007) shows no indications of crosslinguistic variation.
Like the German infants in our study, the 6-month-old Ameri-
can infants did not provide any evidence of detecting a boundary
when it was solely cued by pitch change or preboundary length-
ening, but only if a combination of these cues occurred in the
stimuli. However, given the high overlap in the prosodic systems
of English and German, the missing crosslinguistic variation could
simply reflect the fact that the two languages do not differ crucially
in the area under investigation.

However, a comparison of the results of the experiments with
German- and English-learning infants on the one hand and
Dutch-learning infants on the other gives some indications of
crosslinguistic variation. While the 6-month-old Dutch infants
tested by Johnson and Seidl (2008) needed a pause to detect the
prosodic boundary, the German and American infants were able to
perceive a boundary with pitch change and preboundary length-
ening only. This might indicate a true crosslinguistic variation
between German and Dutch and English and Dutch.

Regarding the difference observed between the German and
Dutch infants’ reliance on the prosodic cues, we have to take into
account that it may arise from a purely developmental change.
The Dutch infants were 2 months younger than the German ones.
It is thus possible that older Dutch babies will be able to detect
prosodic boundaries that are not marked by a pause. In addition,
it is feasible that German 6-month-olds will not detect a prosodic
boundary when no pause is present. This would suggest a develop-
mental change in prosodic cue perception from 6 to 8 months in
Dutch and German infants. Future studies comparing German and
Dutch infants of the same age will have to disentangle whether the
observed difference is due to crosslinguistic variation or is caused
by developmental aspects.

Regarding the difference between English- and Dutch-learning
infants’ sensitivity to prosodic boundary markers, Johnson and
Seidl (2008) took this as an indication of the emergence of a
language-specific cue weighting, as the results reflected differ-
ences in the way that the prosodic boundaries were marked in
the Dutch material and the English material, with a longer pause
but smaller pitch reset in Dutch as compared to English. Addi-
tional evidence for this view comes from the study by Seidl and
Cristià (2008), which revealed that younger, 4-month-old English-
learning infants only rely on a combination of all three cues. The
authors argued that younger infants’ perception reflects holistic
mechanisms that do not depend on language-specific factors. Later

in development, infants follow an analytical segmentation strat-
egy that implies language-specific processing (Seidl, 2007). This
indicates a developmental shift from 4 to 6 months of age. Based
on this reasoning, a further study with German-learning infants
younger than the age tested in our study would be necessary to
provide more evidence for this kind of developmental change.

Furthermore, it would be highly interesting to look at languages
in which the way prosodic boundaries are marked is more differ-
ent than in the closely related languages English, German, and
Dutch. The advantage of the linguistic material used in this study
is that it can easily be adapted to other languages. One relevant
language to look at would be French. Two features might lead
to a greater saliency of preboundary lengthening. First, French
does not have lexical stress and thus has no pitch accents. In
languages without pitch accents syllable duration is much less
varied within phrases. Secondly, French is a syllable-timed lan-
guage. The inventory of syllable types is smaller in syllable-timed
than in stress-timed languages. Smaller syllable inventories com-
prise simpler syllables, whereas languages with more syllable types
tend to have heavier syllables (Ramus et al., 2000). Consequently,
syllable duration is less varied in syllable-timed than in stress-
timed languages. Both aspects, no lexical stress and a smaller
syllable inventory, lead to the assumption that whenever sylla-
bles are lengthened, namely phrase-finally, this provides a clear
acoustic contrast to phrase-internal syllable durations. Empirical
evidence for a greater phonetic extent of preboundary lengthening
comes from a production study with German and French adults
by Féry et al. (2011). They found that the difference in duration
between phrase-internal and phrase-final words was significantly
higher in French speakers than in German speakers, who used
preboundary lengthening to a smaller degree. Thus, preboundary
lengthening might be a more important cue for the perception of
prosodic boundaries in French adults and infants compared to the
speakers and learners of the languages looked at so far. Again, this
question is left open for further research.

Also, tone languages that deploy lexical tones on each syllable
should be studied (e.g., Chinese). Where pitch is used to encode
lexical distinctions, its role in encoding boundaries is reduced (Fer-
nald and McRoberts, 1996). Therefore, one can hypothesize that
infants acquiring such a tone language focus more on other bound-
ary cues, like pause and preboundary lengthening. Pitch would
then be perceptually weighted less in this kind of tone language
than in non-tone languages.

The results of our study contribute in an important way
to our understanding of how prosodic information may sup-
port children’s early phrasing of incoming linguistic material and
hence provide further evidence for the prosodic bootstrapping
account. Fernald and McRoberts (1996) outlined the unreliability
of prosodic cues due to their multiple functions. Our results as well
as Seidl’s (2007) data show that infants only consider a combina-
tion of at least two cues as a marker for a prosodic boundary – and
even younger infants rely on the convergence of all cues that serve
as prosodic boundary markers (Seidl and Cristià, 2008). With these
constraints infants have a powerful mechanism to make specific
use of these correlations of cues as boundary markers and to ignore
the same acoustic information when it is not accompanied by
correlating cues.
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Within language, systematic correlations exist between syntactic structure and prosody.
Prosodic prominence, for instance, falls on the complement and not the head of syntactic
phrases, and its realization depends on the phrasal position of the prominent element.
Thus, in Japanese, a functor-final language, prominence is phrase-initial, and realized as
increased pitch (∧Toky¯ ō ni “Tokyo to”), whereas in French, English, or Italian, functor-initial
languages, it manifests itself as phrase-final lengthening (to Rome). Prosody is readily avail-
able in the linguistic signal even to the youngest infants. It has, therefore, been proposed
that young learners might be able to exploit its correlations with syntax to bootstrap lan-
guage structure. In this study, we tested this hypothesis, investigating how 8-month-old
monolingual French infants processed an artificial grammar manipulating the relative posi-
tion of prosodic prominence and word frequency. In Condition 1, we created a speech
stream in which the two cues, prosody and frequency, were aligned, frequent words being
prosodically non-prominent and infrequent ones being prominent, as is the case in natural
language (functors are prosodically minimal compared to content words). In Condition 2,
the two cues were misaligned, with frequent words carrying prosodic prominence, unlike
in natural language. After familiarization with the aligned or the misaligned stream in a
headturn preference procedure, we tested infants’ preference for test items having a fre-
quent word initial or a frequent word final word order. We found that infants’ familiarized
with the aligned stream showed the expected preference for the frequent word initial
test items, mimicking the functor-initial word order of French. Infants in the misaligned
condition showed no preference. These results suggest that infants are able to use word
frequency and prosody as early cues to word order and they integrate them into a coherent
representation.

Keywords: prosodic bootstrapping, word order, French, language acquisition

INTRODUCTION
The languages of the world show considerable variation in word
order. In Japanese, for instance, the object precedes the verb
[ringo-wo taberu (apple.acc1 eat) “eat an apple”] and postposi-
tions follow their nouns [Tokyo kara (Tokyo from) “from Tokyo”]
etc. In French, by contrast, the object follows the verb [manger
une pomme (eat.inf2 an apple) “eat an apple”] and prepositions
precede their nouns [de Paris (from Paris) “from Paris”]. As the
examples suggest, this variation is not random: most languages
conform to a basic word order type, which is usually charac-
terized by the relative order of the object and the verb or by
the typical position of function words within phrases (Green-
berg, 1978; Dryer, 1992). Thus, Japanese is an OV or functor-
final language, while French is VO or functor-initial. Crucially,
the order of words in several phrase types correlates with that
of the object and the verb. In OV languages, adpositions follow
nouns, subordinate clauses precede the main verb and possessors
precede the possessed. The opposite orders are observed in VO
languages.

1 acc: accusative case
2 inf: infinitive

This knowledge is fundamental to language use, as it allows
the efficient production and comprehension of multiword utter-
ances. Indeed, infants know the basic word order of their mother
tongue from their earliest multiword productions (Brown, 1973)
and perceptually recognize word orders typical of their native
language even earlier (e.g., Weissenborn et al., 1996; Höhle
et al., 2001; Gervain et al., 2008). Importantly, the early mas-
tery of word order might have a facilitatory effect on lan-
guage acquisition, allowing young infants to correctly assign
a grammatical function to novel structures or words they
encounter.

How is word order learned? The purpose of the current paper is
to contribute to a growing literature on the bootstrapping account
of word order acquisition (Mazuka, 1996; Morgan and Demuth,
1996; Weissenborn et al., 1996; Gervain et al., 2008; Shukla and
Nespor, 2010). Bootstrapping is a learning mechanism whereby
the learner infers abstract, structural, perceptually unavailable
properties of the target language on the basis of perceptually
available cues in the input, which are correlated with the former
(Morgan and Demuth, 1996). Under this view, the acquisition of
a rudimentary, but already abstract representation of basic word
order starts very early on, even before, and independently of the
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acquisition of a sizeable lexicon, on the basis of perceptually avail-
able cues such as word frequency and prosody, which correlate
with word order. This bootstrapping account belongs to a larger
family of theories on language development that assume language
acquisition to rely on abstract structural representations from early
on (Pinker, 1984; Gleitman et al., 1988; Fisher et al., 1991). These
accounts contrast with the lexicalist view (Akhtar and Tomasello,
1997; Tomasello, 2000), according to which the knowledge of
word order is initially linked to specific lexical items and becomes
abstract only later, possibly only in the mature grammar.

Several recent studies have provided evidence that prelexical
infants possess at least a simple representation of the basic word
order of their native language. Specifically, two cues have been
identified that infants might be able to exploit as indicators of
the word order type of their mother tongue: word frequency and
phrasal prosody.

Frequency-based word order bootstrapping relies on the obser-
vation that natural languages have two general word classes (Fukui,
1986; Abney, 1987): function words (articles: the, a, adpositions:
in, on, to, pronouns: he, she, they etc.), indicating the morphosyn-
tactic structure of sentences, and content words, carrying lexical
meaning. Function words are typically more frequent than content
words. Indeed, the 30–50 most frequent words are usually functors
in all of the languages that have been studied in both adult- and
child-directed speech (Kucera and Francis, 1967; Morgan et al.,
1996; Gervain et al., 2008). Further, these frequent words often
occupy utterance-initial and utterance-final positions, known to
be perceptually salient and recognized even by young infants (Aslin
et al., 1996). Importantly, the specific position they occupy corre-
lates with word order: in OV languages, functors tend to appear
phrase-finally, whereas they are phrase-initial in VO languages
(Gervain et al., 2008). Thus tracking the most frequent words and
their positions relative to salient utterance boundaries provides a
cue to word order. It has been shown that 8-month-old mono-
lingual Japanese and Italian infants are able to use this cue in an
artificial grammar learning task to bootstrap the opposite word
orders that characterizes their native languages (OV for Japanese,
VO for Italian). In this study, infants were familiarized with an
artificial grammar consisting of strictly alternating frequent and
infrequent nonce words. As no phase-information is given (the
beginning and the end of the stream are ramped in amplitude), the
structure of this grammar is ambiguous between a frequent word
initial (FI) and a frequent word final (FF) parse. In the test phase,
infants are tested on their preference for FI and FF sequences.
As predicted, Italian infants preferred the FI items, while Japan-
ese babies looked longer at the FF items, reflecting the typical
word order of these two languages. It is important to note that
both FI and FF sequences were taken from the familiarization
stream, so they were both familiar to infants. The only difference
between the two groups that could explain the observed differences
in their preferences during test was the opposite word orders of
their mother tongues. This study thus shows that 8-month-old
infants already have an expectation about the word order of their
native language in terms of the relative position of frequent and
infrequent words, and use it to parse a novel stream.

However, word frequency is not the only cue to word order
(Morgan et al., 1996) and under some circumstances, it might not

even be sufficient on its own. If an infant is exposed to a mixed lan-
guage like German or Dutch, in which both OV and VO structures
appear (German: (weil ich) Papa sehe because I Daddy see“because
I see Daddy”and (denn ich) sehe Papa because I Daddy see“because
I see Daddy,” Dutch: op de trap up the stairs “up the stairs” & de
trap op), or to two languages with opposite orders, e.g., Japanese
and Italian, then both FI and FF orders are found in the input she
receives. Another well-established cue to word order, which can be
used in combination with word frequency, is phrasal prosody (for a
recent formulation of the proposal, see Shukla and Nespor, 2010).
The prominence typically falls on the content word, i.e., the infre-
quent element, in prosodic phrases, hence its position correlates
with word order. It is usually phrase-initial in OV or functor-
final languages and phrase-final in VO or functor-initial languages
(Nespor and Vogel, 1986). Even more importantly, the acoustic
realization of phrasal prominence differs in these two positions,
i.e., it correlates with word order. In OV languages, phrasal promi-
nence is typically realized as increased pitch and/or intensity on
the stressed vowel of the prominent word, so phrases tend to have a
high-low or strong-weak pattern, whereas in VO languages, promi-
nence is realized as increased duration on the stressed vowel of
the prominent element, so phrases shown a short-long pattern
(Nespor et al., 2008). Interestingly, this has been shown to hold
true not only across languages, but also within a language, e.g.,
in the OV and VO phrases of German (Nespor et al., 2008). This
differential acoustic realization means that there is a low-level,
perceptually available cue in the input signal that correlates with
word order. Further, it has been argued that these different acoustic
features, i.e., pitch/intensity vs. duration, trigger different percep-
tual groupings. Known as the iambic-trochaic law (ITL, Hayes,
1995) and originally described for non-linguistic auditory stimuli
(Bolton, 1894; Woodrow, 1951), this principle argues that elements
contrasting in intensity or pitch are naturally perceived as having
initial prominence, i.e., trochaic grouping, while elements con-
trasting in duration are perceived as prominence-final, i.e., iambic.
This principle together with the different acoustic realization of
prominence in OV vs. VO languages provides an automatic boot-
strapping mechanism to cue word order (Mazuka, 1996; Nespor
et al., 1996, 2008; Höhle et al., 2001; Shukla and Nespor, 2010).

Are infants able to exploit this cue? Sensitivity to prosody
appears very early in development. Newborns’ communicative
cries already show similarities with the prosodic patterns of the
languages heard in utero, evidencing prenatal learning of prosody
(Mampe et al., 2009). By 2 months of age, infants are able to
discriminate the typical OV and VO prosodies described above
(derived from Turkish and French, respectively), even when the
stimuli are resynthesized to suppress all other distinctive features,
e.g., segmental information (Christophe et al., 2003). Prosodic
grouping preferences following the ITL have been documented
as early as 6–8 months of age. Specifically, monolingual Japanese
(OV) and monolingual English (VO) infants show language-
specific prosodic grouping at 7–8 months, but not yet at 5–
6 months (Yoshida et al., 2010) for the durational contrast with
pure tone, i.e., non-linguistic, stimuli. Pitch and intensity were not
tested in this study. For speech sequences, prosodic grouping was
observed in monolingual Italian (VO) infants at 7 months with the
pitch/intensity contrast, but not with duration (Bion et al., 2011).
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Differences in the nature and complexity of the stimuli used in the
two studies might explain why a duration-based grouping prefer-
ence was found in one VO-exposed population (English infants in
the Yoshida et al., 2010 study), but not in the other (Italian infants
in the Bion et al., 2011; study). Taken together, these studies sug-
gest that prosodic grouping preferences start to emerge at around
7–8 months of age in the monolingual populations tested. Simi-
lar results were obtained when prosodic cues were combined with
statistical information in a word segmentation task: 9-month-old
infants were able to use intensity as a cue to word onset and dura-
tion as a cue to word offset with both pure tones and speech stimuli,
while 6.5-month-old infants could only use the intensity cue, but
not duration (Hay and Saffran, 2011).

Recently, infants’ ability to use prosody, and more specifically
the ITL as a cue to word order has been tested directly (Ger-
vain and Werker, under review). Seven-month-old OV (one of
Japanese, Korean, Hindi/Punjabi, Farsi, or Turkish) – VO (Eng-
lish) bilinguals were exposed to a structurally ambiguous artificial
grammar similar to the one used in Gervain et al. (2008). Impor-
tantly, prosody was added to the stream: half of the infants were
exposed to the stream with OV prosody (pitch contrast), the other
half to VO prosody (durational contrast). The test items were the
same FI and IF sequences as in Gervain et al. (2008) with no
prosodic cues (flat pitch and constant duration). Infants exposed
to OV prosody showed a preference for the IF items, while infants
in the VO prosody condition looked longer at the FI items. This
suggests that OV–VO bilinguals are able to use phrasal prosody, in
combination with word frequency, as a cue to select between the
opposite word orders of their native languages. Interestingly, VO
(English) monolinguals tested with the unfamiliar OV prosody
did not show any preference, although they did prefer FI items
when tested with no prosody, i.e., with only word frequency as
a cue, replicating the monolingual Japanese and Italian findings
(Gervain et al., 2008). This might indicate that by 7 months of
age, monolinguals possess a stable representation of word order
in terms of the distribution of frequent functors, which cannot be
overridden by prosody when there is a conflict between the two
cues (as was the case for the English monolinguals). An alternative
explanation is that monolinguals may be less efficient at processing
multiple cues, i.e., prosody and frequency, than bilinguals (Kovacs
and Mehler, 2009a,b) and showed no preference in this task as a
result of cognitive overload.

The current study, therefore, addresses two questions. First, we
ask whether monolinguals are able to process word frequency and
phrasal prosody simultaneously as cues to word order. Second, if
they are, how do they integrate the two cues? To address these
issues, we ran two studies (Figure 1), adapting the VO prosody
condition from Gervain and Werker (under review). In Condi-
tion 1, the stimuli were identical to the VO prosody condition
of Gervain and Werker (under review), with prosody and fre-
quency perfectly aligned, i.e., with lengthening on the infrequent
words as in natural language. We reasoned that for the monolin-
gual French (VO) infants we tested, there is no conflict between
prosody and frequency in this condition, so if they are able to
process the two cues simultaneously, they should show a FI (VO)
preference during test. If, however, the reason for their null pref-
erence in the Gervain and Werker (under review) study was the

simultaneous presence of two cues, then they should also fail to
show a preference in the present study. In Condition 2, we also used
VO prosody and word frequency as cues, but now they were mis-
aligned: prosodic prominence was shifted by one word, rendering
the frequent words longer. This pattern, i.e., prosodic prominence
on function words, is unusual in natural languages. Therefore,
if infants integrate the two cues at the level of individual lexical
items, then an ill-formed, misaligned representation arises, pos-
sibly disrupting infants’ preference for the FI (VO) pattern. If,
however, prosody and frequency are processed separately, infants
might still show a FI preference, because when considered inde-
pendently, both cues are well-formed, native-like indicators of the
functor-initial order of French.

MATERIALS AND METHODS
PARTICIPANTS
Thirty (13 girls and 17 boys) 8-month-old (mean age: 8 months
and 6 days, range: 6 months and 24 days to 8 months and 25 days)
infants participated in Condition 1. Among these 30 children, five
had one parent who spoke a language other than French: Ara-
bic (2), Antillean Creole (1), Hungarian (1), Italian (1). Only the
Italian-exposed infant was retained for analysis. Six other children
did not complete the experiment because of fussiness and crying.
Thus, 20 infants entered the analysis of Condition 1.

Another 36 (18 girls and 18 boys) 8-month-old (mean age:
8 months and 3 days, range: 6 months and 22 days to 8 months
and 27 days) infants participated in Condition 2. Among these 36
children, seven had one parent who spoke a language other than
French: English (1), Russian (1), Spanish (3), and Turkish (2). The
Turkish and Russian-exposed infants were not retained for analy-
sis. However, the English- and Spanish-exposed infants were, as
both languages are VO with phrasal prosodies that are sufficiently
similar to that French. In addition, 11 children did not complete
the experiment because of technical problems (3), fussiness and
crying (6), and too short or too long looking times (2). Since the
duration of a test item was 960 ms and the maximum duration of
a trial test was 21.84 s, we kept only the trials with fixation times
strictly between these two values. Also, babies with more than two
test trials rejected were not included in the final data analysis. Thus,
22 infants entered the analysis of Condition 2.

All parents gave informed consent before participation, and
completed an information sheet.

MATERIAL
An artificial grammar with ambiguous underlying structure was
created for Conditions 1 and 2 (Figure 1), following Gervain and
Werker (under review): a four-syllable-long basic unit AXBY was
concatenated repeatedly. The A and B categories had one token
each, while the X and the Y categories contained nine tokens,
making individual X and Y tokens nine time less frequent than
the A and B tokens. The lexicon of the artificial grammar con-
sisted of the following words: A: fi, B: ge, X: ru, pe, du, ba, fo, de,
pa, ra, to, Y: mu, ri, ku, bo, bi, do, ka, na, ro. This basic structure
gave rise to a continuous stream of strictly alternating frequent
(A and B) and infrequent (X and Y) words, mimicking function
words and content words, respectively. The initial and final 15 s
of the stream were ramped in amplitude in order to mask any
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FIGURE 1 |The material used in Conditions 1 and 2.

phase-information. The familiarization stream was thus ambigu-
ous between a frequent word initial or frequent-infrequent (e.g.,
AXBY) and a frequent word final or infrequent-frequent (IF; e.g.,
XBYA) parse.

The familiarization stream was synthesized using the fr4 female
diphone database of MBROLA (Dutoit, 1997). In the two con-
ditions, we used the same pitch (200 Hz) for all syllables (both
frequent and infrequent words). We added native prosody (VO
prosody) to the stream. We manipulated the relative position of
prosodic prominence and word frequency. In Condition 1, the two
types of cues were congruent: the non-prominent frequent words
were short (240 ms) and the prominent infrequent words were
long (320 ms). In Condition 2, we misaligned word frequency and
word length so that frequent words were long (320 ms) and infre-
quent words were short (240 ms). The total duration of the two
types of familiarization streams was 4 min 32 s.

The test items were eight four-syllabic chunks from the stream.
Four of them instantiated the frequent-infrequent (FI) order (cor-
responding to a VO language; fifogebi/firugemu/gedofipe/gerifipe),
the other four the IF order (corresponding to an OV language;
kafipage/kufiduge/bagebofi/ragenafi). The prosody was flat for all
the test items: with a constant 240 ms syllable duration, resulting
in 960 ms long test items.

PROCEDURE
Participants were tested individually in a sound-attenuated room,
with a low light intensity. The Headturn Preference Procedure
(HPP, KemlerNelson et al., 1995) was used. Babies were seated on
their caregiver’s lap in front of a central attention-getter light. Each
experimental session consisted of a familiarization phase (with
one of the two streams: word length and word frequency aligned

or misaligned) immediately followed by a test phase. During the
familiarization phase, a continuous stream, which lasted 4 min
32 s, was presented to the participants from two side speakers,
associated with two attention-getter lights. During the familiar-
ization phase, the lights were contingent upon the infants’ looking
behavior, but were independent of the sound stimuli. During test
trials, babies heard one of the eight four-syllabic chunks from the
stream (four per condition). Before each test trial, infants’ atten-
tion was drawn to the central attention-getter light. Once this
was achieved, the central light was turned off, and one of the
sidelights was turned on. A test trial began when infants turned
away from the central light and attended to the flashing side-
light. The test item was then presented at the same side. When
babies looked for the maximum duration of the trial or if they
looked away for more than 2 s, the trial ended, the sidelight was
turned off, and the central attention-getter light started blinking
again.

Each child heard eight test items: four in each condition (FI or
IF). Stimuli were pseudo-randomized for each participant: there
could not be more than two consecutive test items in the same
condition. They were also counterbalanced between participants.

An experimenter observed infants’behavior on a video monitor
placed outside the experimental booth and controlled the lights
and the stimuli. She listened to masking music and was blind to
the stimuli being presented. Infants’ looking behavior was coded
offline using the video recording made during the experiment.

RESULTS
The average looking times to FI and IF items in the two con-
ditions are shown in Figure 2. We conducted an ANOVA with
Familiarization Condition (Cond 1 aligned/Cond 2 misaligned) as
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FIGURE 2 |The average looking times for FI and IF items in Conditions
1 and 2.

a between-subjects factor and Test Item Type (FI/IF) as a within-
subjects factor. We obtained a significant Familiarization Con-
dition×Test Item Type interaction [F(1,40)= 5.3983, p= 0.026].
This was due to significantly longer looking times (Scheffe post hoc
test p= 0.010) to F I test items than to IF ones in Exp 1 (aligned
familiarization), but not in Exp 2 (misaligned familiarization). No
other effect was significant.

DISCUSSION
In this study, we tested whether monolingual French-exposed 8-
month-old infants are able to use word frequency and prosody
as simultaneous cues to a rudimentary representation of the
word order type of their native language. In an artificial gram-
mar learning task, we found that they indeed showed the pre-
dicted preference for frequent word initial test items, mim-
icking the functor-initial word order of French, when the
two cues were aligned at the level of lexical items, i.e., fre-
quency words were non-prominent, but not when they were
misaligned.

A possible alternative interpretation could be that infants in
Condition 1 simply did not use prosody as a cue and succeeded on
the basis of the frequency cue alone, as did monolingual Japanese
and Italian infants in the Gervain et al. (2008) study. However,
this interpretation is not probable, because if infants ignored
prosody altogether in Condition 1, we would expect them to do
the same in Condition 2, showing the same FI preference, contrary
to fact.

Our results, therefore, suggest that monolinguals are not hin-
dered by the presence of simultaneous cues as long as the prosodic
cue is coherent with the frequency cue. This coherence is required
at least at two levels. First, frequency and prosody cannot be in
conflict: the OV prosody used with English-exposed infants in
the Gervain and Werker (under review) study gives rise to a null
preference, as neither cue overrides the other, i.e., they carry equal
weight. Second, the prosodic cue and the word frequency cue need
to be aligned at the lexical level, suggesting that the two cues are
processed in an integrated manner.

What representations are formed through this integrative
process? Further research is needed to explore the full details of
how word order is acquired. It is not clear, for instance, whether
both the frequent and the infrequent words are learned, or only
the frequent ones. What the present study shows, however, is that
infants expect lexical categories that follow the characteristics of
those found in natural languages. Thus, they expect frequent words
to occupy the typical positions of functors and to be prosodically
less prominent than infrequent words, reflecting their knowledge
of the typical features of functors, and content words. This is in
accordance with previous results showing that infants as young as
newborns are able to discriminate functors and content words on
the basis of their different perceptual properties, and have expec-
tations about their function and sentential position at an early age
(Gerken et al., 1990; Gerken and McIntosh, 1993; Morgan et al.,
1996; Shi et al., 1999, 2006; Shi and Werker, 2001, 2003; Höhle and
Weissenborn, 2003; Hochmann et al., 2010). Further, this knowl-
edge is abstract enough to allow generalization to a novel language,
reflecting the existence of a representation of word order in terms
of functor positions.

This simple representation of basic word order type in terms
of function word position might be a first step in bootstrapping
more complex word order phenomena and grammatical struc-
ture in general. During subsequent language development, infants
might enrich this representation relying on several sources. They
might be able to exploit the correlations that exist between the
position of functors and other word order phenomena, such as
the relative order of Verbs and their Objects, main and subordi-
nate clauses etc (Kucera and Francis, 1967; Gervain et al., 2008).
They might rely on their emerging vocabulary of object and action
labels (Bergelson and Swingley, 2012) or their increasing under-
standing of intentionality (Csibra and Gergely, 2009) to determine
the syntactic and semantic patterns of simple utterances in their
input and generalize them to understand and produce more com-
plex structures, as suggested by the semantic (Pinker, 1984) and
syntactic bootstrapping hypotheses (Gleitman et al., 1988; Fisher
et al., 1991).

If infants integrate word frequency and phrasal prosody at the
level of lexical categories, as argued above, can we really conclude
that this bootstrapping mechanism is prelexical and independent
of vocabulary learning, as claimed before? In our view, this conclu-
sion is justified for at least two reasons. First, infants’ knowledge
appears to be category- and not item-based. There is nothing about
the specific words used as frequent and infrequent items in our
study that requires them to be prosodically weak or strong, respec-
tively. It is infants’ knowledge about the lexical category of functors
and content words in natural language that allows them to process
the aligned grammar as well-formed and the misaligned one as ill-
formed. Second, although recent results suggest that infants show
evidence of word learning between 6–9 months of age (Bergelson
and Swingley, 2012), at 8 months, the age tested in this study, they
certainly do not yet have a sizeable lexicon. Therefore, they have
no item-based knowledge in the sense of Tomasello (2000) that
could support the word order representations we have uncovered
in this study.

Taken together, our findings suggest that a first repre-
sentation of a fundamental property of the native language,
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word order, is bootstrapped very early in development on the
basis of perceptual cues such as word frequency and phrasal
prosody. This early acquisition might have a cascading effect
on the subsequent development of the native grammar and the
lexicon.
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The ability to extract word-forms from sentential contexts represents an initial step in
infants’ process toward lexical acquisition. By age 6 months the ability is just emerging
and evidence of it is restricted to certain testing conditions. Most research has been
developed with infants acquiring stress-timed languages (English, but also German and
Dutch) whose rhythmic unit is not the syllable. Data from infants acquiring syllable-timed
languages are still scarce and limited to French (European and Canadian), partially revealing
some discrepancies with English regarding the age at which word segmentation ability
emerges. Research reported here aims at broadening this cross-linguistic perspective by
presenting first data on the early ability to segment monosyllabic word-forms by infants
acquiring Spanish and Catalan. Three different language groups (two monolingual and one
bilingual) and two different age groups (8- and 6-month-old infants) were tested using
natural language and a modified version of the HPP with familiarization to passages and
testing on words. Results revealed positive evidence of word segmentation in all groups
at both ages, but critically, the pattern of preference differed by age. A novelty preference
was obtained in the older groups, while the expected familiarity preference was only
found at the younger age tested, suggesting more advanced segmentation ability with an
increase in age. These results offer first evidence of an early ability for monosyllabic word
segmentation in infants acquiring syllable-timed languages such as Spanish or Catalan,
not previously described in the literature. Data show no impact of bilingual exposure in the
emergence of this ability and results suggest rapid gains in early segmentation for words
that match the rhythm unit of the native language.

Keywords: word segmentation, syllable-timed languages, natural speech, rhythmic unit, preference pattern,

infants

INTRODUCTION
The identification of possible word-forms within sentential con-
texts represents an initial step in infants’ process toward lexical
acquisition. Extracting word units from the input and detecting
repetitions of these units in different contexts is considered a basic
skill related to early vocabulary construction. Research has already
shown an associative link between these early skills and later lan-
guage outcomes (Newman et al., 2006; Junge et al., 2012; Singh
et al., 2012). Characterizing the emergence of word segmentation
ability is, thus, important in relation to the early building and
growing of lexical knowledge. More specifically, exploring this
emergent capacity in infants exposed to languages with different
rhythmic structure offers the opportunity to identify differential
features in the segmentation strategies used by infants, as well
as possible variation in its developmental time-course. Finding
evidence of variation in the time course for word segmentation
might ultimately be useful to account for possible differences
in early lexical acquisition processes from a cross-linguistic per-
spective. The present research addresses this issue by exploring
early word segmentation abilities in infants exposed to Spanish

and Catalan, two Romance languages whose rhythmic properties
differ from the properties of languages that have already been
analyzed in previous word segmentation studies.

The ability to segment and recognize unfamiliar words from
fluent speech was first explored in the pioneering research devel-
oped by P. W. Jusczyk and R. N. Aslin in 1995. In their seminal
paper they showed that 7½ -month-old, but not 6-month-old
English-learning infants, were able to extract short, monosyllabic
word-forms from natural speech passages containing repetitions
of two different target words (Jusczyk and Aslin, 1995). Whether
familiarized to lists of words and then tested with passages, or
familiarized to passages and then tested on words, infants in both
testing conditions showed the capacity to extract and recognize
possible “lexical” units (word-forms) and they did so by retain-
ing rather detailed information about the phonetic form of these
word candidates. Even though words in that experiment were
short, simple monosyllabic items (bike, dog, cup, feet), infants
younger than 7 months of age did not succeed in the task. Follow-
up work explored the ability to segment bi-syllabic words and
it was shown that for words following the predominant stress
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pattern in the language (i.e., the trochaic or strong/weak -SW-
stress pattern in the case of English), this ability was also present
by 7½ months of age (Jusczyk et al., 1999a). Taken together these
results were interpreted as an indication that prosodic informa-
tion, here based on the predominant stress pattern of content
words in English (around 90% of content words begin with a
stressed syllable, according to Cutler and Carter, 1987), could
be used by infants to successfully find word-form units in con-
nected speech. This prosodic hypothesis (defined as the Metrical
Segmentation Strategy -MSS- in Jusczyk, 1999) could explain
both the results from the monosyllabic and the trochaic word
segmentation experiments, as items in the monosyllabic study
were strong syllables with full vowels. The importance of prosodic
information in early word segmentation was first described in
these early studies and subsequent work contributed to give sup-
port to the relevant role of prosody in infants’ dealing with
the word segmentation problem (Johnson and Jusczyk, 2001;
Johnson and Seidl, 2008, but see Thiessen and Saffran, 2003;
Pelucchi et al., 2009 for an alternative position to the prosodic
bootstrapping approach).

If we admit that segmentation strategies based on prosodic
information derive from the specific rhythmic properties of the
native language, then these strategies might differ in populations
acquiring languages with different rhythmic structure. Research
with young infants has shown that they are sensitive to global
prosodic features contained in the linguistic input (Bosch and
Sebastián-Gallés, 1997; Nazzi et al., 2000a). These prosodic fea-
tures may offer first cues to segment the input into linguistically
relevant units such as clauses and phrases within which word-
form units can eventually be extracted (Hirsh-Pasek et al., 1987;
Nazzi et al., 2000b; Soderstrom et al., 2003; Seidl, 2007; Seidl and
Cristià, 2008). But beyond these global prosodic cues, attention to
the specific rhythmic properties of the native language and detec-
tion of the specific rhythmic unit operating in that language can
lead to the emergence of segmentation strategies most adequate to
extract words from fluent speech. This is actually the hypothesis
behind the so-called early rhythmic segmentation proposal devel-
oped by Nazzi et al. (2006). Cross-linguistic differences regarding
the type of rhythmic strategy and rhythmic unit used for seg-
mentation can then be expected for languages differing in their
rhythmic properties.

A gross partition of the languages based on linguistic rhythm
has traditionally identified three broad rhythmic types, i.e., stress-
timed, syllable-timed and mora-timed languages, each of them
associated to a different underlying rhythmic unit (Abercrombie,
1967; Ladefoged, 1975). Germanic languages such as English,
Dutch, or German would belong to the first type, having the
trochaic stress unit at the basis of their rhythmic structure;
Romance languages such as French, Italian or Spanish would
be examples of the second type, having the syllable as the basic
rhythmic unit and, finally, languages like Japanese would belong
to the third type relying on the sub-syllabic mora as the basic
unit of rhythm. Initially, these typologies were considered to
derive from the notion of isochrony between successive units
(syllables, feet or morae depending on the type of language),
however, subsequent measurements obtained from different lan-
guages questioned this idea. Linguistic rhythm is more accurately

described as an alternation of elements: vowels and consonants
at the most basic level and syllables (stressed and unstressed)
and feet at subsequent levels (Nespor et al., 2011). Factors such
as variability in syllable structure complexity and the degree of
vowel reduction are considered key elements in accounting for
language rhythm differences. The study of durational correlates of
such phonological phenomena has become the focus of research
aimed at identifying the specific properties underlying rhythmic
differences between languages.

Different rhythm metrics have been used in studies analyzing
limited sets of cross-linguistic material. Ramus et al. (1999) mea-
sured duration of vocalic and consonantal intervals in the speech
signal. By plotting the percentage of total utterance duration
comprising vocalic intervals (%V) against the standard devia-
tion of consonantal intervals (�C), they succeeded at adequately
grouping the eight languages under study (English, Dutch, Polish,
Spanish, Italian, French, Catalan, and Japanese) into the three tra-
ditional rhythm typologies. Low et al. (2000) proposed pairwise
variability indices (nPVI and rPVI, normalized and raw, respec-
tively) in an attempt to better capture the durational differences
between successive vocalic and consonantal intervals. However,
only measurements from the nPVI-V scores could group sepa-
rately English, German, and Dutch on the one hand, and Spanish
and French on the other, failing to place Japanese in a different
area. Interestingly, languages considered more difficult to classify
in terms of rhythm structure, such as Catalan and Polish (Nespor,
1990), showed intermediate positions in the PVI space. More
recently, White and Mattys (2007) using rate-normalized metrics
of vocalic interval variation (VarcoV) plotted against %V mea-
surements, showed again that “stress-timed” Dutch and English,
and “syllable-timed” French and Spanish could be distinguished,
but at the same time their analysis revealed that the notion
of a strictly categorical distinction between these two rhythmic
typologies was far from perfect, with Dutch and French placed
in a more intermediate position between stress-timed English
and syllable-timed Spanish. In general, results from these met-
rical studies offer empirical support for the existence of broad
rhythmic distinctions between languages, but critically, they also
provide a more nuanced perspective on the nature of rhythmic
differences that goes beyond the initial notion of three distinct
language typologies (see White et al., 2012). From this perspec-
tive, differences in the emergence of the word segmentation ability
may be found not only when comparing languages tradition-
ally ascribed to a different rhythmic typology (e.g., stress-timed
English and syllable-timed French), but also for languages tra-
ditionally grouped under the same typology (e.g., syllable-timed
French and Spanish, or stress-timed English and Dutch).

What evidence can be found about cross-linguistic differ-
ences in the skill to segment words from fluent speech early in
development? A review of the early word segmentation literature
immediately reveals that research has been developed mostly in
English and cross-linguistic data are still scarce. As already men-
tioned first evidence of word segmentation with natural language
material came from English-learning 7½ -month-old infants and
restricted to specific types of words such as monosyllabic and
trochaic items (Jusczyk and Aslin, 1995; Jusczyk et al., 1999a).
Evidence for this ability at an earlier age (6 months) was later
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attested by using a slightly different methodological approach,
in which highly familiar words (infants’ own names) preceded
the target monosyllabic units (those used in Jusczyk and Aslin,
1995 study) in familiarization passages (Bortfeld et al., 2005). In
this situation, familiar words were probably acting as anchors and
facilitated segmentation of the adjacent elements, which could
not otherwise be easily extracted. Without additional cues to seg-
mentation, English-learning infants are just beginning to segment
simple word forms from fluent speech around 7 months of age.
It is interesting to note that evidence of segmentation is shown
by a familiarity preference pattern, whether familiarization be
based on passages or word lists. The direction of the preference
has been linked to task demands (Hunter and Ames, 1988). The
specific direction of the preference pattern in word segmentation
tasks (novelty versus familiarity) and its changes during develop-
ment can be explained from factors such as the duration of the
familiarization, stimulus complexity, degree of similarity between
familiarization and test stimuli, and more generally, from exper-
tise acquired with age (Thiessen et al., 2005). Thus at younger
ages, when segmentation ability is just emerging, a familiarity
preference is to be expected, as found by Jusczyk and Aslin (1995)
in 7½ month-old infants.

For studies examining the early emergence of segmentation
ability in stress-timed languages other than English, only some
data from German and Dutch are available. Segmentation of
unstressed closed-class elements has been shown in German-
learning infants from 7½ months on, but not before (Höhle and
Weissenborn, 2003). The procedure involved familiarization with
isolated words and test on passages and, as expected, a familiar-
ity preference was found paralleling Jusczyk and Aslin’s results,
but this time on unstressed material (although from an acousti-
cal perspective, closed-class grammatical morphemes experience
less vowel reduction in German than in English). According to the
rhythmic segmentation hypothesis these unstressed monosyllabic
elements should have been difficult to segment at that age. It was
argued, however, that their special status and potential role in the
acquisition of morpho-syntactic knowledge might have favored
successful segmentation at an early age.

Evidence from Dutch-learning-infants revealed a slightly later
emergence of the segmentation ability (at 9, but not at 7
months of age) using HPP and trochaic words (Kuijpers et al.,
1998). Further research replicated 9-month-olds’ segmentation of
trochees in this language and confirmed that the ability to extract
words from fluent speech is not dependent on familiarity with
the phonetic structure of the input, as English-learning infants
also succeeded in the task with Dutch material (Houston et al.,
2000). The same strategy could be exported to successfully extract
word units in another stress-timed language with similar rhyth-
mic properties. In spite of the slightly older age of the Dutch
participants, segmentation evidence resulted from a familiar-
ity preference. Could rhythmic differences between English and
Dutch, as described by White and Mattys (2007) using VarcoV
and %V measurements, have impacted speed of segmentation?
This remains an open question that deserves further analysis.
Unfortunately, no data from monosyllabic word segmentation
in Dutch are available, which might have revealed successful
segmentation at an earlier age than that obtained for trochees.

The above mentioned studies involve languages tradition-
ally grouped under the stress-timed category, whose rhythmic
unit is not the syllable. Will monosyllabic word segmentation
be facilitated early in development if the rhythmic unit of the
ambient language is the syllable? And will segmentation of bi-
syllabic words initially be delayed, being first segmented as two
independent syllabic units and only later as whole units? Infant
segmentation data from syllable-timed languages are actually lim-
ited to French, although evidence obtained from two different
French dialects (European and Canadian) is available.

Monosyllabic word segmentation in French has not been
extensively explored and only data available from a dissertation
indicate that Parisian 7½ month-olds could successfully seg-
ment monosyllabic CVC items, using HPP with familiarization
to words and test on passages (Gout, 2001). A familiarity pref-
erence was also obtained there 1. No data from infants tested at
a younger age were gathered, so we do not know if monosyl-
labic words in a syllable-timed language are actually easier to
extract from fluent speech than similar words in stress-timed
languages. What we actually know, however, is that bi-syllabic
word segmentation in French is not easily attained, at least
according to data from infants exposed to the European French
dialect who could only succeed at successfully segmenting iambs
by 16 months of age (Nazzi et al., 2006). Data from French-
learning infants exposed to the Canadian dialect did not replicate
European French results, however. No “delayed” segmentation
ability was identified in Canadian French-learning infants com-
pared to a group of Canadian English young learners tested
at 8 months on two-syllable word segmentation (iambic and
trochaic patterns, respectively): both groups succeeded, although
segmentation strategies certainly differed and were adjusted to the
properties of the native language, so no group was able to segment
the items in the other language (Polka and Sundara, 2012).

Because Nazzi et al.’s (2006) and Polka and Sundara’s (2012)
work involved a considerable amount of experiments to more
thoroughly explore segmentation abilities in the populations
under study, some relevant findings about the segmentation of
the syllabic components of the iambic items could be identified.
Clear evidence of final syllable segmentation was obtained at 12
months and some evidence of initial syllable segmentation could
also be found at the same age in European French infants suggest-
ing that a syllable-based segmentation procedure is applied before
bi-syllabic words can be successfully segmented as whole units
(Nazzi et al., 2006). Similarly, although at an earlier age, results
in Canadian French also revealed some ability to segment each
isolated syllable of the iambic target words, although the transi-
tion from an initial syllable-based segmentation to a successful
whole bi-syllabic word segmentation could not be established in
that research as only groups of 8-month-olds’ were tested (Polka
and Sundara, 2012). Relevant for our own research on mono-
syllabic word segmentation, the Canadian study found opposite
response patterns when familiarization involved whole iambic

1In a different study focused on the segmentation of monosyllabic verb forms
by Canadian-French learning infants, positive evidence of segmentation, also
based on a familiarity preference, was obtained at 11 months of age, but not
earlier (Marquis and Shi, 2008).
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words or only their syllabic components. The novelty preference
pattern obtained when syllables instead of whole words were pre-
sented in the familiarization phase suggests that syllables might
be more easily identified because they match the rhythmic unit in
this language.

Taken together, and compared to data from segmentation in
stress-timed languages, research done in French reveals important
cross-linguistic differences, not only in the emergence of segmen-
tation abilities, but also in the strategies used, which reflect the
rhythmic nature of the language of exposure. However, French
results are not clear-cut especially due to the non-trivial timing
difference in the emergence of segmentation abilities found when
both dialects are compared. Even if differences can be attributed
to factors derived from specific properties of these dialects or
the testing material, the fact is that behavioral results so far have
only partially confirmed a hypothetic ease to segment monosyl-
labic words or track syllabic elements in fluent speech, as it could
be expected if the syllable is the rhythmic unit for segmenta-
tion in syllable-based languages (but see Goyet et al., 2010 for
a re-assessment of syllabic segmentation using ERP measures).
Studying early segmentation abilities in infants acquiring other
syllable-timed languages could shed more light on the early rhyth-
mic segmentation hypothesis and help clarify results obtained
so far.

Spanish and Catalan have also been traditionally grouped
under the syllable-timed typology, although some metric dis-
tinctions have been described in studies comparing the rhythmic
properties of these two languages. Some authors consider Catalan
a rhythmically-intermediate language between the stress-timed
and syllable-timed typologies (Nespor, 1990). Catalan, but not
Spanish, has vowel reduction, a property that can affect syl-
labic rhythm and determines differences in the type of vowels
that can appear in unstressed syllable positions (Prieto et al.,
2012). Catalan allows for more complex consonant clusters in
coda position, while syllabic structures are simpler in Spanish. As
a consequence, %V metrics have been found to be significantly
lower in Catalan than in Spanish. However, higher variability in
vocalic interval duration (i.e., higher VarcoV scores that charac-
terize languages with vowel reduction) has not been confirmed,
with Catalan even showing lower variability scores than Spanish
according to Payne et al.’s (2009) work. More recent research
has corroborated that vowel reduction in Catalan does not seem
to substantially increase variability in vowel interval duration
(Prieto et al., 2012). In sum, while some rhythmic differences
between Catalan and Spanish exist, the classification of Catalan
as a rhythmically-intermediate language between syllable-timed
and stress-timed typologies remains controversial. Although an
in-depth and systematic comparison between Spanish, Catalan,
and French rhythm metrics is not available, measures from dif-
ferent studies involving different sets of material would suggest
a non-overlapping distribution of these three “syllable-timed”
languages over the %V and VarcoV rhythmic plane (White and
Mattys, 2007; Payne et al., 2009). Among these three languages,
Spanish would show the highest %V and the lowest VarcoV
scores, while French would show the opposite tendency (i.e.,
higher VarcoV and lower %V scores), and Catalan would be
placed in an intermediate position, probably more similar to

Spanish in terms of vocalic interval variability (VarcoV), as the
above mentioned studies have revealed. Given these differential
metrical characteristics, Spanish and Catalan are good language
candidates to extend word segmentation studies in syllable-
timed languages other than French and explore infants’ early use
of a syllabic segmentation strategy. In particular, the compari-
son between Catalan-learning and Spanish-learning groups can
reveal if the (minor) rhythmic differences between these two lan-
guages have an impact on the emergence of the segmentation
ability.

To sum up, the present research was designed to explore the
emergent ability to segment monosyllabic word-forms by infants
acquiring Spanish, Catalan, but also both languages simultane-
ously from birth. To our knowledge, word segmentation abilities
in bilingual infants have begun to be explored only in English-
French environments, with preliminary data available so far
showing bi-syllabic word segmentation ability in both languages
by 8 months of age (Polka and Sundara, 2003). The inclusion of
bilingual participants in this research, exposed to languages tra-
ditionally grouped into the same rhythmic class, but nonetheless
showing some minor differential rhythmic properties, can con-
tribute to clarify the actual impact that bilingual exposure can
have on the emergent ability to extract words from connected
speech, when segmentation strategies derived from each of the
ambient languages are likely to converge.

In the present research, evidence of an emergent segmenta-
tion ability will be explored using the HPP technique, in line
with the work just reviewed coming from both stress-timed
and syllable-timed languages. However, we have selected the
less frequent order in this type of experiments, involving pas-
sages first and test on lists of isolated words. Because similar
segmentation effects were obtained independently of the test-
ing order in the original Jusczyk and Aslin’s (1995) study, we
opted for the passages-first order to promote segmentation spon-
taneously arising from a more natural context and to avoid
initially biasing participants to attend to a specific word or syllabic
unit.

In our first experiment we analyzed 8-month-olds’ ability to
segment words that match the rhythmic unit of their native
language. No great difficulties were expected for monosyllabic
word segmentation in our Catalan and Spanish participants, but
given the limited data available in French and the slightly delayed
emergence of the segmentation ability, even for the syllabic com-
ponents of the bi-syllabic words, found by Nazzi et al. (2006),
evidence from the three groups tested at 8 months would be most
informative about the timing of this emergent ability in languages
different from French but having syllables as the basic rhythmic
units.

In a second experiment we wanted to further explore if evi-
dence of monosyllabic word segmentation could be found at an
earlier age (6 months) in syllable-timed languages compared to
stress-timed ones, due to the direct match between the target
elements (monosyllabic words) and the rhythmic unit for seg-
mentation (the syllable). If confirmed, results would not only
give support to the early rhythmic segmentation hypothesis, but
they would also suggest the need to take into account additional
differences in the rhythmic properties of languages traditionally
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grouped into the same rhythmic typology, as these properties
might lead to differences in the timing of the emergence of
the segmentation ability. Recall that the earliest evidence for
monosyllabic word segmentation in French comes from a single
experiment with 7½-month-olds showing a familiarity preference
response pattern (Gout, 2001; Gout, unpublished dissertation).

The ultimate aim of the present study is to set the ground-
work for future research exploring the emergence of the ability
to segment multi-syllabic word-forms both in Spanish- and in
Catalan-learning infants. Knowledge about the ability and the
segmentation strategies used to extract short, simple monosyl-
labic units from connected speech can offer valuable information
to better understand the specific problems that segmenting bi-
and tri-syllabic words in syllable-timed languages with variable
stress can pose to the infant learner.

EXPERIMENT 1: WORD SEGMENTATION AT 8 MONTHS
PARTICIPANTS
A total of 54 healthy full-term infants with no history of hear-
ing or vision problems were included in the sample divided into
three groups (N = 18 in each group) according to the language/s
spoken in their environment (Catalan only, Spanish only or both
languages on a daily basis). Mean age of the infants in the Catalan
monolingual group was 8 months 4 days (range: 7 months, 15
days–8 months, 22 days); in the Spanish monolingual group was
8 months 6 days (range: 7 months, 19 days–8 months, 25 days)
and in the bilingual group was 8 months 6 days (range: 7 months,
13 days–8 months, 15 days). No significant between-group age
differences were found (F < 1). Participants were assigned to
different language groups based on the information obtained
through a questionnaire to the parents that offered an estimate of
the daily and weekly amount of exposure to the languages in their
environment (Bosch and Sebastián-Gallés, 2001). To be included
in a monolingual group, participants had at least 75% of regular
exposure to either Catalan or Spanish, while a more balanced dis-
tribution between these two languages was required for inclusion
in the bilingual group. Mean percentage of exposure to Catalan in
the Catalan monolingual group was 92% (range: 75–100%) and
to Spanish in the Spanish monolingual group was 93% (range:
80–100%). From the 18 infants in the bilingual group, seven had a
higher amount of exposure to Spanish than to Catalan (66–34%)
and they were tested on Spanish material. The remaining infants
had a higher exposure to Catalan than to Spanish (63–37%) and
were tested on Catalan material. Fourteen additional infants were
also tested but excluded from the final sample due to fussiness
or crying leading to incomplete testing (4), very short looking
time—below 1 s—to trials in the test phase (6), preterm birth (1)
and experimental error (3).

STIMULI
Target Spanish and Catalan monosyllabic words with full vow-
els and a CVC (bus, mar, gol –“bus,” “sea,” and “goal”-) or
CCVC (tren –“train”) structure were selected because of their
cognate status in the languages under study (for simplicity,
from now on we will refer to all target words as having a
monosyllabic CVC structure). Target words were nouns that are
infrequent in the first receptive and expressive vocabularies of

1-year-olds acquiring Spanish, Catalan or both (Águila et al.,
2005).

Four passages were created, formed by six different sentences
each with the target word appearing once per sentence in different
positions (twice in initial, twice in medial and twice in final sen-
tence positions). Because the experimental design involved two
different conditions (half of the participants were familiarized
with “train-bus” passages -TB-, and the other half with “gol-mar”
passages -GM-), parallel sentences were used to make conditions
equivalent (see Table 1). Adjacent syllables to the target words
(from words preceding or following the target nouns) were con-
trolled so that no specific syllabic sequences appeared repeatedly
within the passage. Mean duration of the sentences in the pas-
sages was 2.3 s and total length of the passages was adjusted
to 18 s by inserting short pauses of about 700 ms between sen-
tences. Passages had 45–46 syllables each and especial care was
taken to build equivalent passages for the Spanish and Catalan
versions of the material. Sentences were not always perfect trans-
lations because length of the words tends to be shorter in Catalan

Table 1 | Catalan and Spanish sentences forming the passages used

in the familiarization phase.

“Tren” passage (train)

Catalan: Un tren té sis o set vagons. Veig un gran tren des d’aquí. El tren
no s’atura mai. A la foto hi ha aquell tren. Mira aquest cotxe a prop del tren.
Arriben en tren molt d’hora

Spanish: Un tren tiene seis vagones. Veo un gran tren desde aquí. El tren
nunca está parado. En la foto está aquel tren. Mira este coche junto al tren.
Llegan en tren mañana

“Bus” passage (bus)

Catalan: Un bus va venir de sobte. Esperava el primer bus. Recordo aquest
bus cada dia. El bus no era massa bo. M’encanta el seu bus de cartró.
Somiaré amb el meu bus

Spanish: Un bus llega de repente. Esperan otro bus. Recuerdo aquel bus
cada día. El bus no era largo. Me encanta su bus de cartón. Soñaré con
este bus

“Mar” passage (sea)

Catalan: Un mar té milers de peixos. Veig un gran mar des d’aquí. El mar
no s’atura mai. A la foto hi ha aquell mar. Mira aquest cotxe a prop del mar.
Arriben per mar molt d’hora

Spanish: Un mar tiene muchos peces. Veo un gran mar desde aquí. El mar
nunca está calmado. En la foto está aquel mar. Mira este coche junto al
mar. Llegan por mar mañana

“Gol” passage (goal)

Catalan: Un gol va venir de sobte. Esperava el primer gol. Recordo aquest
gol cada dia. El gol no era massa bo. M’encanta el seu gol de taló. Somiaré
amb el meu gol

Spanish: Un gol llega de repente. Esperan otro gol. Recuerdo aquel gol
cada día. El gol no era bueno. Me encanta su gol de tacón. Soñaré con
este gol

In the experimental design half of the participants were familiarized to “Tren-

Bus” (train-bus) passages and the other half to “Mar-Gol” (sea-goal) passages.
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and we wanted to keep with the same number of syllables per
sentence. In spite of minor meaning differences between Spanish
and Catalan sentences (irrelevant to study word segmentation
in early infancy), the final passages represent equivalent ver-
sions of the material in terms of number of syllables and total
length.

Word lists involving 12 isolated productions of each of the four
target words were also needed for use in the test phase of the
experiments. Six different tokens of the same noun repeated twice
in a randomized order formed each of the four experimental word
lists in this study. Total length of the word lists was18 s as lists were
built by adding silence to the end of the stimulus to reach a 1.5 s
duration (mean length of the words in the lists in each language
is reported in Table 2).

Passages and words were produced by a highly proficient
Spanish-Catalan bilingual female speaker and she was instructed
to use infant direct speech, as if speaking to a young child.
The stimuli were recorded in a single session in a comfort-
able, sound attenuated booth equipped with an omni-directional
microphone. Utterances were recorded directly onto a Pentium-
III PC using Sound Edit (version 2.99) software. The operating
system was Windows XP. Online monitoring ensured optimal
sound quality recording.

Finally, to ensure similarity between the materials for each lan-
guage, acoustic analyses on target words extracted from the pas-
sages and words in the lists were conducted using Praat software
(version 5.3.22). Mean values of word duration and amplitude
(for the entire word) and pitch (calculated on the vocalic por-
tion of the word) were obtained and are reported in Table 2, both
for Catalan and Spanish material. As expected, statistical analyses
only revealed significant differences in duration between words
extracted from the passages and words produced in isolation.

Table 2 | Acoustic measures of target words in passages

(familiarization) and lists (test) for Catalan and Spanish material.

Passage words List words

Mean (SD); range Mean (SD); range p

DURATION (ms)

Catalan 380 (43.4); 331–488 596 (78.2); 474–763 ***

Spanish 378 (59.5); 290–536 599 (120); 422–863 ***

p n.s. n.s.

AMPLITUDE (dB)

Catalan 71.9 (4.2); 65.4–80 70.5 (1.2); 68.2–72.5 n.s.

Spanish 72.9 (3.1); 68.4–78.4 71.4 (3.3); 61.2–77.2 n.s.

p n.s. n.s.

PITCH (Hz)

Catalan 256 (61); 174–388 267 (40); 201–372 n.s.

Spanish 274 (57); 194–396 283 (56); 201–406 n.s.

p n.s. n.s.

Measurements include whole word duration (ms), followed by amplitude (dB)

and pitch (Hz) calculated on the vocalic portion of the words. Significant differ-

ences are also indicated.

Results of t(23) tests: ***p < 0.001; n.s. p > 0.05.

Amplitude and pitch measurements were found equivalent both
within each language and also between languages (see details in
Table 2).

PROCEDURE
The familiarization-preference procedure with familiarization to
passages and test on lists of words [as in Experiment 4, by
Jusczyk and Aslin (1995)], was implemented in this research.
The testing took place in a three-sided test booth, but instead
of a frontal and two lateral lights typically used in the HPP
set-up, a frontal display involving three computer screens and
two concealed loudspeakers below the left and right monitor
screens was used [this set-up had already been satisfactorily
used by Bosch and Sebastián-Gallés (2001), to test for language
discrimination in young infants]. Babies were seated on their
parent’s lap facing these three frontal monitor screens. Parents
were listening to music through headphones throughout the
whole experimental session. An experimenter, inside the test-
ing room but out of the view of the infant, watched infants’
looking behavior through a TV monitor, controlled trial pre-
sentation and recorded online infants’ attention. By pressing
and releasing the mouse button the experimenter could regis-
ter the direction and duration of the infant look fixation toward
the side screen involved in the presentation of the audio files
in each trial. Online information about total attention time in
each trial for each participant was stored and could later be
checked against the results from off-line coding of the record-
ings to assess reliability of the measures and detect experimenter
errors.

The experimental session began with a familiarization phase
in which TB or GM passages were presented on alternating trials
until the infant accumulated 45 s of attention time to each pas-
sage. Because of this criterion, infants could hear the target words
in sentential contexts about 18 times each. Immediately after
completing familiarization, the test phase began. It involved 16
test trials (four target word lists presented in four blocks). Words
within each list were randomly presented and the order varied for
each participant. At the beginning of each trial the central mon-
itor displayed a flashing green circle to direct infants’ attention
toward the center. Immediately afterwards, one of the two lateral
monitors displayed a flashing red circle to capture infant’s atten-
tion and as soon as the infant oriented toward that side screen
the audio files were presented. Auditory material was played until
trial completion (18 s) or until the infant ceased to look in that
direction for more than two consecutive seconds. In case of trial
interruption, passage presentation was not resumed in the next
trial, but started again from the beginning. Looks away below
2 s duration did not interrupt trial presentation but time away
was not included in the final amount of fixation for that specific
trial.

DESIGN
Half of the infants were familiarized to passages containing the
target nouns “tren-bus” (TB condition) and the other half to pas-
sages containing the target nouns “gol-mar” (GM condition). In
the test phase all participants were presented with the four target
word lists.
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RESULTS
Separate analyses were run, one on changes in attention time from
the first to the last trial in the familiarization phase, and the other
on attention time to familiar vs. novel words in the test phase.
Regarding changes in attention during familiarization to the pas-
sages, a repeated-measures ANOVA with looking time as depen-
dent measure, language group (Catalan, Spanish, bilingual) and
familiarization condition (TB or GM) as a between-group factors
and trial (first, last) as repeated measures revealed a highly sig-
nificant effect of familiarization trial [F(1, 48) = 82.9; p = 0.0001;
η2 = 0.63], but no effect of language group or condition and no
significant interactions (all F’s < 1). All three groups thus showed
similar decays in attention from the first to the last trial in the
familiarization phase when they were presented with the pas-
sages containing repetitions of two target words (mean attention
time to first and last trial was, respectively, 15.1 s and 9.9 s in the
Catalan monolingual group, 16 s and 8.2 s in the Spanish mono-
lingual group and 15.2 s and 10.5 s in the bilingual group). Paired
t tests conducted separately for each group on attention time
to first and last familiarization trial confirmed the similarity in
behavior [Spanish monolingual: t(17) = 6.1, p = 0.0001; Cohen’s
d = 2.0]; [Catalan monolingual: t(17) = 4.7, p = 0.0001; Cohen’s
d = 1.41]; [bilingual: t(17) = 4.9, p = 0.0001; Cohen’s d = 1.21].

We also analyzed if groups differed in the number of trials
to reach criterion. A one-way ANOVA on number of trials in
the familiarization phase as dependent measure and condition
(TB vs. GM) and language group (Spanish, Catalan and bilin-
gual) as between-subjects factors revealed no significant effects
(F’s < 1) or interaction [F(2, 48) = 1.77, p = 0.18; η2 = 0.69].
These results suggest that duration of the familiarization and
participants’ looking behavior in this phase can be considered
equivalent.

To assess word segmentation, mean attention time to familiar
vs. novel words in the test phase was computed for each partic-
ipant (see Figure 1). A repeated-measures ANOVA with mean

looking time as dependent measure, language group (Catalan,
Spanish, bilingual) and familiarization condition (TB or GM) as
a between-group factors and type of word (familiar, novel) as
repeated measures was run. Results only revealed a highly sig-
nificant main effect of type of word [F(1, 48) = 21.6; p = 0.0001;
η2 = 0.31], with no language group or condition effects (both
F’s < 1) and no interactions. Paired t tests conducted separately
for each group on mean attention time to familiar vs. novel word
lists confirmed the presence of significant differences in atten-
tion to the two types of words, thus indicating that segmentation
of monosyllabic words had been reached [Spanish monolingual:
familiar words M = 6.6 s (SD = 3.2) and novel words M = 7.9 s
(SD = 2.7); t(17) = −2.7, p = 0.015; Cohen’s d = 0.41]; [Catalan
monolingual: familiar words M = 6.1 s (SD = 2.8) and novel
words M = 7.5 s (SD = 3); t(17) = −2.6, p = 0.019; Cohen’s d =
0.48]; [bilingual: familiar words M = 5.7 s (SD = 2.3) and novel
words M = 7 s (SD = 2.7); t(17) = −2.8, p = 0.011; Cohen’s
d = 0.51]. Interestingly, however, the pattern of preference that
was obtained at 8 months across all three groups was not the
expected one, as a familiarity preference rather than novelty is
typically observed in segmentation tasks using natural language.
The monosyllabic nature of the target items, the fact that they
were presented twice in sentence-final position in the familiariza-
tion passages, together with the use of IDS and a sufficiently long
familiarization phase are possible factors that might explain this
unexpected novelty preference, which is more likely to be found
when the task is relatively easy and can be completed within the
temporal limits established by the procedure.

EXPERIMENT 2: WORD SEGMENTATION AT 6 MONTHS
PARTICIPANTS
As in Experiment 1, a total of 54 healthy full-term infants with
no history of hearing or vision problems were included in the
sample divided into three groups (N = 18 in each group) accord-
ing to the language/s spoken in their environment (Catalan only,

FIGURE 1 | Mean attention time (s) and standard error to familiar and novel words presented in the test phase, for the 8-month-old infants, grouped

by language environment (monolingual Catalan, monolingual Spanish and bilingual).
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Spanish only or both languages on a daily basis). Mean age of
the infants in the Catalan groups was 6 months 6 days (range:
5 months, 22 days–6 months, 29 days); in the Spanish mono-
lingual group was 6 months 4 days (range: 5 months, 19 days–6
months, 27 days) and in the bilingual group was 6 months 7 days
(range: 5 months, 19 days–6 months, 27 days). No significant
between-group age differences were found (F < 1). Following
the information from the initial language questionnaire to par-
ents, participants were assigned to different language groups.
Inclusion criteria were the same as in Experiment 1. Mean per-
centage of exposure to Catalan in the Catalan monolingual group
was 91% (range: 80–100%) and to Spanish in the Spanish mono-
lingual group was 95% (range: 75–100%). From the eighteen
infants in the bilingual group, 12 had a higher amount of expo-
sure to Spanish than to Catalan (65–35%) and they were tested
on Spanish material. The remaining six had a higher exposure
to Catalan than to Spanish (64–36%) and they were tested on
Catalan material. Twenty-nine additional infants were also tested
but excluded from the final sample due to fussiness or crying lead-
ing to incomplete testing (22), very short looking time—below
1 s—to trials in the test phase (5) and experimental error (2).

STIMULI, PROCEDURE, AND DESIGN
Same as in Experiment 1.

RESULTS
Separate analyses were also run on data from these younger-age
groups to explore attention behavior in the familiarization phase
(expected decay of looking time) and possible differences in atten-
tion time to familiar vs. novel words in the test phase, as indicative
of successful word segmentation.

Concerning attention behavior during familiarization, a
repeated-measures ANOVA with looking time as dependent mea-
sure, language group (Catalan, Spanish, bilingual) and familiar-
ization condition (TB or GM) as a between-group factors and
trial (first, last) as repeated measures revealed a highly signif-
icant effect of familiarization trial [F(1, 48) = 42.9; p = 0.0001;
η2 = 0.47], and no effect of language group or condition and no
significant interactions [familiarization trial × language group:
F(2, 48) = 1.15; p = 0.32; η2 = 0.04; familiarization trial × con-
dition: F(1, 48) = 1.7; p = 0.19; η2 = 0.03; familiarization trial ×
language group × condition: F < 1]. All three groups showed
a decrement in their attention time during familiarization to
passages containing repetitions of target words (mean attention
time to first and last trial was, respectively, 15.5 s and 12.3 s in
the Catalan monolingual group, 15.5 s and 10.6 s in the Spanish
monolingual group and 14.9 s and 9.1 s in the bilingual group).
Paired t tests conducted separately for each group on attention
time to first and last familiarization trial confirmed the similar-
ity in this behavior [Spanish monolingual: t(17) = 4.1, p = 0.001;
Cohen’s d = 1.24]; [Catalan monolingual: t(17) = 2.9, p = 0.009;
Cohen’s d = 0.85]; [bilingual: t(17) = 4.2, p = 0.001; Cohen’s d =
1.29]. We also analyzed if groups differed in the number of trials
to reach criterion. A One-Way ANOVA on number of trials in the
familiarization phase as dependent measure and condition (TB
vs. GM) and language group (Spanish, Catalan, and bilingual) as
between-subjects factors revealed no significant effect of language

group (F < 1), but a significant effect of condition [F(1, 48) =
5.59, p = 0.02; η2 = 0.1], with no significant group × condi-
tion interaction [F(2, 48) = 1.11, p = 0.33; η2 = 0.04]. Follow-up
t tests revealed that mean number of trials to reach criterion in the
TB condition (9.1) was significantly higher than in the GM condi-
tion (7.5) [t(26) = −2.56, p = 0.017; Cohen’s d = 0.67]. Further
t tests by language groups indicated that only in the monolingual
Catalan group the number of trials to reach criterion was sig-
nificantly different by condition [t(8) = −2.8, p = 0.02; Cohen’s
d = 1.5]. Differences by condition did not reach significance
in the other two groups [monolingual Spanish: t(8) = −1.04,
p = 0.32; Cohen’s d = 0.26; bilingual group t < 1].

To analyze word segmentation ability in the younger groups,
mean attention time to familiar vs. novel words in the test phase
was computed for each participant (see Figure 2). A repeated-
measures ANOVA with mean looking time as dependent measure,
language group (Catalan, Spanish, bilingual) and familiariza-
tion condition (TB or GM) as a between-group factors and
type of word (familiar, novel) as repeated measures was run.
Results only revealed a highly significant main effect of type
of word [F(1, 48) = 18.9; p = 0.0001; η2 = 0.87], with no lan-
guage group or condition effects [language group: F(2, 48) =
1.9; p = 0.15; η2 = 0.07; and condition F < 1] and no sig-
nificant interactions (F’s < 1). Paired t tests conducted sepa-
rately for each group on mean attention time to familiar vs.
novel word lists confirmed the presence of significant differ-
ences in attention to the two types of words, thus indicating
that segmentation of monosyllabic words had successfully been
reached at this early age [Spanish monolingual: familiar words
M = 8.6 s (SD = 3.1) and novel words M = 7.1 s (SD = 2.7);
t(17) = 2.2, p = 0.035; Cohen’s d = 0.48]; [Catalan monolingual:
familiar words M = 7.1 s (SD = 2.8) and novel words M = 6.1 s
(SD = 2.7); t(17) = 4.3, p = 0.0001; Cohen’s d = 0.39]; [bilin-
gual: familiar words M = 6.7 s (SD = 2.8) and novel words
M = 5.5 s (SD = 2.9); t(17) = 2.2, p = 0.038; Cohen’s d = 0.41].
Overall, results indicate that 6 month olds (monolinguals and
bilinguals) can segment monosyllabic words from sentential con-
texts and evidence for this ability is reflected in the familiarity
preference response pattern observed for words in the test phase.
This is actually the usual preference pattern obtained in this
type of task and it differs from the pattern found with the older
groups tested in this research using exactly the same material and
procedure.

A final analysis involving data from the two age groups
was undertaken and only the age (6 vs. 8 months) per type
of list (familiar vs. novel) interaction was deemed significant
[F(1, 102) = 40.4; p = 0.0001; η2 = 0.28], confirming the radi-
cal change in the direction of preference that had taken place
between the two ages under analysis. No other effects or inter-
actions were found significant in this global analysis. We also
extended the analysis to the attention time measures in the
familiarization phase to check for any between-age differences
in attention behavior to trials in the familiarization that could
be related to the word preferences observed in the test phase.
Results yielded no evidence of significant differences by age
related to the attention time measures in the familiarization phase
[F(1, 102) = 1.55, p = 0.21; η2 = 0.01], nor in the number of
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FIGURE 2 | Mean attention time (s) and standard error to familiar and novel words presented in the test phase, for the 6-month-old infants, grouped

by language environment (monolingual Catalan, monolingual Spanish and bilingual).

trials to reach criterion [F(1, 107) = 1.34, p = 0.24; η2 = 0.14].
To sum up, although age differences did not seem to affect the
behavior in the familiarization phase, they were determinant in
the preference pattern observed in the test.

DISCUSSION
This research has explored young infants’ emerging ability to
segment simple, monosyllabic word-forms from fluent speech
(natural language) in syllable-timed languages other than French.
Six and eight-month-old participants growing up in Catalan
monolingual, Spanish monolingual and Spanish-Catalan bilin-
gual families were tested on a version of HPP, with familiarization
to passages containing repetitions of two different target words in
sentential contexts, and tested on words. Results revealed that all
groups at both ages were able to successfully segment words from
the passages and recognize them in the test phase. Critically, how-
ever, the predominant response pattern obtained differed with
age. While younger infants showed a familiarity preference, by far
the most frequent pattern found in segmentation studies using
natural language paradigms (Jusczyk and Aslin, 1995; Jusczyk
et al., 1999a,b; Mattys et al., 1999; Mattys and Jusczyk, 2001a,b;
Houston et al., 2004), older groups showed a novelty preference,
i.e., a preference for the lists involving words not included in the
familiarization passages.

Familiarity or novelty preference patterns are usually
attributed to the ease or difficulty to solve the task at hand
(Hunter and Ames, 1988). As an example, in segmentation
studies using artificial language paradigms evidence of segmen-
tation is usually linked to a novelty preference for part-words
over words in the familiarization material. This is no surprise as
artificial languages in these studies are considered more simplistic
than natural languages, syllabic sequences lacking the higher
levels of variability found in any of the relevant dimensions in
natural speech material (Pelucchi et al., 2009). Based on language
complexity factors, word segmentation experiments run on
natural speech material are thus likely to yield results showing a

familiarity rather than a novelty preference and this is the pattern
that a priori could be expected in our research. However, our
study focused on simple elements (monosyllabic words) to be
segmented from passages recorded in IDS style and participants
were acquiring a language in which the rhythmic unit is the
syllable (Nazzi et al., 2006), so even if the experiment was run
on natural language material, the sum of all these factors may
have contributed to simplify the task, thus leading to a novelty
preference pattern in infants’ responses. This can especially be
true at older ages, when greater ability in word segmentation
might have already been acquired.

There are thus a number of factors that may have facilitated
word segmentation in the populations under study. The use of
IDS in the recording of the material is one of them. IDS has been
described as having a slower rate of speech, longer pauses and
greater pitch excursions favoring infant’s attention to it (Fernald
and Kuhl, 1987). This style also uses simplified sentence structures
that together with prosodic exaggeration can facilitate speech
processing and the extraction of units from the segmentation
perspective. Support for this interpretation comes from a seg-
mentation study in which nonsense sentences either with in ADS
or IDS style were used to test segmentation ability in 7- and
8-month-old infants (Thiessen et al., 2005). Results indicated
that only in the IDS condition segmentation could be reached,
thus the prosodic characteristics of IDS seem to have facilitated
the extraction of word-form units from material that was other-
wise equivalent in terms of the statistical cues that could be used
for segmentation. In our material, where sentences in the pas-
sages were about 7–8 syllables long and target words where often
aligned to phrase boundaries, clearly demarcated by pauses, the
extraction of the target elements from the passages was certainly
facilitated (Seidl and Johnson, 2006). It is worth mentioning
here that words in the passages and words in the lists differed
in duration, as reported in Table 2. Variability did not preclude
recognition of the target items: infants in any of the two age
groups in this study did not fail to notice the correspondence
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between the target words placed in sentential contexts and the
words presented in isolation in the test phase, when duration
was longer than when they were produced in sentential contexts.
This result is similar to what has already been found in previous
research using natural speech (Jusczyk and Aslin, 1995; Jusczyk
et al., 1999a; Mattys and Jusczyk, 2001a,b), but it is reported here
for infants tested at a younger age (6 months).

Another factor favoring word segmentation in our research
is related to the length of the words (monosyllabic CVC items)
and the match with the rhythmic unit of the languages under
study. This is actually a key issue in our research. From the early
rhythmic segmentation hypothesis, syllabic units would play a
determinant role at the onset of word segmentation for infants
acquiring languages with a syllable-timed rhythm (Nazzi et al.,
2006). Thus, segmentation of monosyllabic word-forms should
be easier in these languages than in languages belonging to a
different rhythmic typology in which the rhythmic unit might
not be the syllable. The fact that positive evidence for monosyl-
labic word segmentation has been obtained at 6 months of age
in either Catalan-learning and Spanish-learning infants suggests
that the match between the rhythmic unit and the length of the
target words in our study may have favored an early onset of
the segmentation abilities in our populations. Recall here that
English-learning infants succeeded at monosyllabic word seg-
mentation with natural language material at 7½ months of age
but not earlier (Jusczyk and Aslin, 1995), unless highly famil-
iar words such as the infants’ own names preceded the target
monosyllabic units facilitating the extraction of adjacent elements
(Bortfeld et al., 2005). Without these or other additional cues to
segmentation, English-learning infants seem to start segmenting
simple word forms from fluent speech around 7 months of age.

It is interesting to note that in spite of the presence of some
differential features between Catalan and Spanish possibly affect-
ing their rhythmic properties (vowel reduction and more complex
consonantal codas in the former), these differences have not
had any clear impact on the emergence of the segmentation
ability for monosyllabic word-forms. Neither the monolingual,
nor the bilingual groups in this research have shown significant
differences in their behavior in the segmentation task.

Data from other syllable-timed languages that could support
the early rhythmic segmentation hypothesis are limited to French
and mostly focused on bi-syllabic word segmentation (Nazzi
et al., 2006; Goyet et al., 2010 for European French, and Polka
and Sundara, 2012, for Canadian French) so no data are available
regarding 6-month-old French-learning infants solving a word
segmentation task. However, as mentioned in the introduction,
these studies have reported a certain ease for syllabic segmen-
tation compared to the segmentation of bi-syllabic words, so in
spite of the differences and controversies when European and
Canadian French segmentation studies are compared, there is
some converging evidence about the facilitative role of the syl-
lable as a unit for segmentation in these syllable-timed languages.
But, finding differences between Spanish and Catalan on the one
hand, and French on the other, on the early onset of word seg-
mentation for monosyllabic units is also a possibility to be taken
into account. Spanish and Catalan have contrastive and variable
stress, a property not shared with French. Stress in French falls

invariably on the last syllable of each word of phrase but it is
actually mostly reduced in fluent speech; prominence of stressed
syllables is very similar to their unstressed neighbors and only
words in utterance-final position get some prosodic marking in
the form of vowel lengthening (Tranel, 1987). The presence of
variable stress in languages such as Catalan or Spanish can be a
factor that enhances the perception of syllabic units, thus lead-
ing to an earlier onset of the segmentation ability at least for short
monosyllabic items. This remains an open question requiring fur-
ther analysis, but the positive effect of variability in the input
to the young learner has already been pointed out in research
addressing different aspects of language acquisition. For instance,
high levels of acoustic/phonetic variability deriving from the use
of multiple exemplars (several tokens from multiple speakers) in
a word learning task involving phonologically similar words led
participants to successful learning while they failed in a more
simple, single-exemplar condition (Rost and McMurray, 2009).
Another example can be found in research showing that the learn-
ing of non-adjacent dependencies is facilitated with decreasing
predictability between adjacent elements, that is, the extraction
of the invariant structure (the stable elements of a stimulus set)
is actually easier with increasing variability of the irrelevant inter-
vening elements (Gómez, 2002). Back to word segmentation in
syllable-timed languages, it is possible to hypothesize that the
presence of variable stress in the input may have enhanced the
detection and extraction of monosyllabic word units. This is an
issue to be further analyzed in future studies, where the facilita-
tion effects of the syllable as the rhythmic unit for segmentation
could be more carefully analyzed after controlling for other facil-
itation effects derived from the paradigm, task demands, or the
specific properties of the speech material in the test.

The developmental change in the preference pattern obtained
in our data, suggests rapid gains in segmentation ability for these
short, monosyllabic units that match the rhythmic unit of the
ambient language. Because the paradigm and material used in
our experiments were exactly the same at both ages, the rever-
sal of the preference pattern seems to confirm the ease to extract
these short units from sentential contexts with increasing age.
A reversal of the preference pattern had also been described in the
literature (Thiessen et al., 2005), but in that case not only age but
an extended familiarization phase were both factors that modi-
fied the pattern obtained at an earlier age. This is not the case
in our study as no manipulation of the paradigm was done. A
simpler interpretation is thus that infants have gained expertise
in segmenting fluent speech, especially regarding monosyllabic
elements. The question remains whether similar results would
be obtained for CV items, instead of CVC, and whether seg-
mentation of function CVC or CV words in these languages,
involving unstressed vowels, would also be successfully solved at
an early age and by all language groups (the presence of vowel
reduction in Catalan but not in Spanish may also contribute to
differential results). This is clearly a topic to be explored in future
research.

The present paper has included participants growing up bilin-
gual and their results deserve some comments. An early onset of
monosyllabic word segmentation abilities has also been found
in our Spanish-Catalan infant participants. The timing and
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characteristics of their segmentation ability do not seem to dif-
fer from results obtained in monolingual infants in our study, at
least from a behavioral perspective. The bilingual results are rele-
vant in that they are the first evidence of segmentation abilities in
bilinguals acquiring languages with rather similar rhythmic prop-
erties [so far, only preliminary data exist from French-English
bilinguals showing bi-syllabic word segmentation ability in both
languages by 8 months of age, as reported by Polka and Sundara
(2003)]. Although bilinguals in our research are exposed to lan-
guages that do not greatly differ in their rhythmic properties
and, from this perspective, it could be predicted that no delays
or differences in solving the segmentation task would be found,
bilingual exposure might nevertheless lead to small differences
in the developmental time-course of certain speech and language
abilities, as for instance those found in the phonetic categoriza-
tion domain (Bosch and Sebastián-Gallés, 2003; Sebastián-Gallés
and Bosch, 2009). Even if the ambient languages do not show
great differences in their rhythmic characteristics, segmentation
abilities might have been slightly delayed in this population, just
as a consequence of adaptive processes to cope with the more
complex input the bilingual is exposed to. This was not the case in
our data, with bilinguals showing parallel results to their mono-
lingual counterparts. These data extend to the word segmentation
domain the notion that bilingual exposure does not alter the

pattern of acquisition as observed in monolingual populations
(Werker and Byers-Heinlein, 2008).

To sum up, results from this research (a) offer evidence of
an early ability for monosyllabic word segmentation in syllable-
timed languages such as Spanish and Catalan, not previously
described in the literature; (b) reveal no differences between
monolingual and bilingual participants in this task, probably
because both languages in the bilingual environment share the
same rhythmic properties; and (c) show a specific developmen-
tal pattern that is compatible with an interpretation based on the
facilitation effect that can be observed when rhythmic properties
of the language match with the units to be extracted from flu-
ent speech. These results should be the basis for further research
exploring disyllabic word segmentation in the same linguistic
population. They can also offer relevant information for future
cross-linguistic research and they should be useful in studies com-
paring normally developing infants and clinical groups at risk for
language delays in speech segmentation tasks.

ACKNOWLEDGMENTS
Research supported by grant PSI2011-25376 from the Spanish
Ministerio de Ciencia y Economía. We thank Jorgina Solé for help
in recruiting and testing infants and all the families and infants
that took part in this research.

REFERENCES
Abercrombie, D. (1967). Elements

of General Phonetics. Edinburgh:
University of Edinburgh Press.

Águila, E., Ramon, M., Pons, F.,
and Bosch, L. (2005). “Efecto de
la exposición bilingüe sobre el
desarrollo léxico inicial [Effect of
bilingual exposure on early lexical
development],” in Estudios Sobre la
Adquisición del Lenguaje, eds M. A.
Mayor Cinca, B. Zubiauz de Pedro,
and E. Díez-Villoria (Salamanca,
Spain: Ediciones Universidad de
Salamanca), 676–692.

Bortfeld, H., Morgan, J. L., Golinkoff,
R. M., and Rathbun, K. (2005).
Mommy and me: familiar names
help launch babies into speech
stream segmentation. Psychol. Sci.
16, 298–304.

Bosch, L., and Sebastián-Gallés, N.
(1997). Native-language recogni-
tion abilities in 4-month-old infants
from monolingual and bilingual
environments. Cognition 65, 33–69.

Bosch, L., and Sebastián-Gallés, N.
(2001). Evidence of early language
discrimination abilities in infants
from bilingual environments.
Infancy 2, 29–49.

Bosch, L., and Sebastián-Gallés, N.
(2003). Simultaneous bilingualism
and the perception of a language-
specific vowel contrast in the
first year of life. Lang. Speech 46,
217–243.

Cutler, A., and Carter, D. (1987). The
predominance of strong initial syl-
lables in the English vocabulary.
Comput. Speech Lang. 2, 133–142.

Fernald, A., and Kuhl, P. K. (1987).
Acoustic determinants of infant
preference for motherese speech.
Infant. Behav. Dev. 10, 279–293.

Gómez, R. (2002). Variability and
detection of invariant structure.
Psychol. Sci. 13, 431–436.

Gout, A. (2001). Etapes Précoces
de l’acquisition du Lexique.
Unpublished dissertation. Ecole
des Hautes Etudes en Sciences
Sociales, Paris, France.

Goyet, L., de Schonen, S., and Nazzi, T.
(2010). Words and syllables in flu-
ent speech segmentation by French-
learning infants: an ERP study.
Brain Res. 1332, 75–89.

Hirsh-Pasek, K., Kemler Nelson, D.
G., Jusczyk, P. W., Wright Cassidy,
K., Druss, B., and Kennedy, L.
(1987). Clauses are perceptual units
for young infants. Cognition 26,
269–286.

Höhle, B., and Weissenborn, J. (2003).
German-learning infants’ ability to
detect unstressed closed class ele-
ments in continuous speech. Dev.
Sci. 6, 122–127.

Houston, D. M., Jusczyk, P. W.,
Kuijpers, C., Coolen, R., and Cutler,
A. (2000). Cross-language word
segmentation by 9-month-olds.
Psychon. Bull. Rev. 7, 504–509.

Houston, D. M., Santelmann, L. M.,
and Jusczyk, P. W. (2004). English-
learning infants’ segmentation of
trisyllabic words from fluent speech.
Lang. Cogn. Proc. 19, 97–136.

Hunter, M. A., and Ames, E. W. (1988).
A multifactor model of infant pref-
erences for novel and familiar stim-
uli. Adv. Infancy Res. 5, 69–95.

Johnson, E., and Seidl, A. (2008). At
eleven months, prosody still out-
ranks statistics. Dev. Sci. 11, 1–11.

Johnson, E. K., and Jusczyk, P. W.
(2001). Word segmentation by
8-month-olds: when speech cues
count more than statistics. J. Mem.
Lang. 44, 548–567.

Junge, C., Kooijman, V., Hagoort, P.,
and Cutler, A. (2012). Rapid recog-
nition at 10 months as a predictor of
language development. Dev. Sci. 15,
463–473.

Jusczyk, P. W. (1999). How infants
begin to extract words from speech.
Trends Cogn. Sci. 3, 323–328.

Jusczyk, P. W., and Aslin, R. (1995).
Infant’s detection of the sound pat-
terns words in fluent speech. Cogn.
Psychol. 29, 1–23.

Jusczyk, P. W., Houston, D. M., and
Newsome, M. (1999a). The begin-
nings of word segmentation in
English-learning infants. Cogn.
Psychol. 39, 159–207.

Jusczyk, P. W., Hohne, E. A., and
Bauman, A. (1999b). Infants’ sen-
sitivity to allophonic cues for word

segmentation. Percept. Psychophys.
61, 1465–1476.

Kuijpers, C., Coolen, R., Houston, D.,
and Cutler, A. (1998). “Using the
head-turning technique to explore
cross-linguistic performance dif-
ferences,” in Advances in Infancy
Research, Vol. 12, eds C. Rovee-
Collier, L. Lippsitt, and H. Hyane
(London: Ablex), 205–220.

Ladefoged, P. (1975). A Course in
Phonetics. New York, NY: Harcourt
Brace Jovanovich.

Low, E. L., Grabe, E., and Nolan,
F. (2000). Quantitative charac-
terisations of speech rhythm:
syllable-timing in Singapore
English. Lang. Speech 43,
377–401.

Marquis, A., and Shi, R. (2008).
Segmentation of verb forms in
preverbal infants. J. Acoust. Soc. Am.
123, EL105–EL110.

Mattys, S. L., and Jusczyk, P. W.
(2001a). Do infants segment words
or recurring contiguous patterns?
J. Exp. Psychol. Hum. Percept.
Perform. 27, 644–655.

Mattys, S. L., and Jusczyk, P. W.
(2001b). Phonotactic cues for
segmentation of fluent speech by
infants. Cognition 78, 91–121.

Mattys, S. L., Jusczyk, P. W., Luce,
P. A., and Morgan, J. L. (1999).
Phonotactic and prosodic effects on
word segmentation in infants. Cogn.
Psychol. 38, 465–494.

www.frontiersin.org March 2013 | Volume 4 | Article 106 | 101

http://www.frontiersin.org
http://www.frontiersin.org/Language_Sciences/archive


Bosch et al. Gains in segmenting fluent speech

Nazzi, T., Iakimova, G., Bertoncini,
J., Frédonie, S., and Alcantara, C.
(2006). Early segmentation of fluent
speech by infants acquiring French:
emerging evidence for crosslinguis-
tic differences. J. Mem. Lang. 54,
283–299.

Nazzi, T., Jusczyk, P. W., and Johnson,
E. K. (2000a). Language discrimi-
nation by English learning 5-month
olds: effects of rhythm and familiar-
ity. J. Mem. Lang. 43, 1–19.

Nazzi, T., Kemler Nelson, D., Jusczyk,
P., and Jusczyk, A. M. (2000b). Six-
month-olds’ detection of clauses
embedded in continuous speech:
effects of prosodic well-formedness.
Infancy 1, 123–147.

Nespor, M. (1990). “On the rhythm
parameter in phonology,” in Logical
Issues in Language Acquisition, ed
I. M. Roca (Dordrecht: Foris),
157–175.

Nespor, M., Shukla, M., and Mehler,
J. (2011). “Stress-timed vs. syllable-
timed languages,” in The Blackwell
Companion to Phonology, Vol. II, eds
M. Van Oostendorp, C. J. Ewen, E.
V. Hume, and K. Rice (Chichester,
UK: Blackwell Publication Inc.),
1147–1157.

Newman, R. S., Ratner, N. B., Jusckzyk,
A. M., Jusckzyk, P. W., and Dow,
K. A. (2006). Infant’s early abil-
ity to segment the conversational
speech signal predicts later language
development: a retrospective analy-
sis. Dev. Psychol. 42, 643–655.

Payne, E., Post, B., Astruc, L., Prieto, P.,
and Vanrell, M. (2009). Rhythmic
modification in child directed

speech. Oxf. Univ. Work. Pap. Ling.
Philol. Phon. 12, 123–144.

Pelucchi, B., Hay, J. F., and Saffran,
J. R. (2009). Statistical learning in
a natural language by 8-month-old
infants. Child Dev. 80, 674–685.

Polka, L., and Sundara, M. (2003).
“Word segmentation in monolin-
gual and bilingual infant learners of
English and French,” in Proceedings
of the 15th International Congress
of Phonetic Sciences, eds M. J.
Sole, D. Recasens, and J. Romero
(Barcelona: Causal Productions),
1021–1024.

Polka, L., and Sundara, M. (2012).
Word segmentation in monolin-
gual infants acquiring Canadian
English and Canadian French:
native language, cross-dialect,
and cross-language comparisons.
Infancy 17, 198–232.

Prieto, P., Vanrell, M., Astruc, L.,
Payne, E., and Post, B. (2012).
Phonotactic and phrasal proper-
ties of speech rhythm. Evidence
from Catalan, English, and Spanish.
Speech Commun. 54, 681–702.

Ramus, F., Nespor, M., and Mehler,
J. (1999). Correlates of linguis-
tic rhythm in the speech signal.
Cognition 73, 265–292.

Rost, G. C., and McMurray, B.
(2009). Speaker variability aug-
ments phonological processing in
early word learning. Dev. Sci. 12,
339–349.

Sebastián-Gallés, N., and Bosch, L.
(2009). Developmental shift in
the discrimination of vowel con-
trasts in bilingual infants: is the

distributional account all there is to
it? Dev. Sci. 12, 874–887.

Seidl, A. (2007). Infants’ use and
weighting of prosodic cues in clause
segmentation. J. Mem. Lang. 57,
24–48.

Seidl, A., and Cristià, A. (2008).
Developmental changes in the
weighting of prosodic cues. Dev. Sci.
11, 596–606.

Seidl, A., and Johnson, E. K. (2006).
Infant word segmentation revis-
ited: edge alignment facilitates tar-
get extraction. Dev. Sci. 9, 565–573.

Singh, L., Reznick, J. S., and Xuehua,
L. (2012). Infant word segmentation
and childhood vocabulary develop-
ment: a longitudinal analysis. Dev.
Sci. 15, 482–495.

Soderstrom, M., Seidl, A., Kemler
Nelson, D. G., and Jusczyk, P. W.
(2003). The prosodic bootstrapping
of phrases: evidence from prelin-
guistic infants. J. Mem. Lang. 49,
249–267.

Thiessen, E. D., Hill, E. A., and
Saffran, J. R. (2005). Infant-directed
speech facilitates word segmenta-
tion. Infancy 7, 53–71.

Thiessen, E. D., and Saffran, J. R.
(2003). When cues collide: use of
stress and statistical cues to word
boundaries in 7- to 9-month-old
infants. Dev. Psychol. 39, 706–716.

Tranel, B. (1987). The Sounds of French:
An Introduction. Cambridge:
Cambridge University Press.

Werker, J. F., and Byers-Heinlein, K.
(2008). Bilingualism in infancy: first
steps in perception and comprehen-
sion. Trends Cogn. Sci. 12, 144–151.

White, L., and Mattys, S. L. (2007).
Calibrating rhythm: first language
and second language studies.
J. Phon. 35, 501–522.

White, L., Mattys, S. L., and Wiget,
L. (2012). Language catego-
rization by adults is based on
sensitivity to durational cues, not
rhythm class. J. Mem. Lang. 66,
665–679.

Conflict of Interest Statement: The
authors declare that the research
was conducted in the absence of any
commercial or financial relationships
that could be construed as a potential
conflict of interest.

Received: 31 October 2012; accepted:
14 February 2013; published online: 05
March 2013.
Citation: Bosch L, Figueras M, Teixidó
M and Ramon-Casas M (2013) Rapid
gains in segmenting fluent speech when
words match the rhythmic unit: evi-
dence from infants acquiring syllable-
timed languages. Front. Psychol. 4:106.
doi: 10.3389/fpsyg.2013.00106
This article was submitted to Frontiers
in Language Sciences, a specialty of
Frontiers in Psychology.
Copyright © 2013 Bosch, Figueras,
Teixidó and Ramon-Casas. This is an
open-access article distributed under
the terms of the Creative Commons
Attribution License, which permits use,
distribution and reproduction in other
forums, provided the original authors
and source are credited and subject to any
copyright notices concerning any third-
party graphics etc.

Frontiers in Psychology | Language Sciences March 2013 | Volume 4 | Article 106 | 102

http://dx.doi.org/10.3389/fpsyg.2013.00106
http://dx.doi.org/10.3389/fpsyg.2013.00106
http://dx.doi.org/10.3389/fpsyg.2013.00106
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://www.frontiersin.org/Language_Sciences
http://www.frontiersin.org/Language_Sciences
http://www.frontiersin.org/Language_Sciences/archive


ORIGINAL RESEARCH ARTICLE
published: 17 January 2013

doi: 10.3389/fpsyg.2012.00590

Discovering words in fluent speech: the contribution of two
kinds of statistical information
Erik D.Thiessen* and Lucy C. Erickson

Department of Psychology, Carnegie Mellon University, Pittsburgh, PA, USA

Edited by:
Claudia Männel, Max-Planck-Institute
for Human Cognitive and Brain
Sciences, Germany

Reviewed by:
Maren Schmidt-Kassow, Goethe
University, Germany
Juan M. Toro, University Pompeu
Fabra, Spain
Claudia Männel, Max-Planck-Institute
for Human Cognitive and Brain
Sciences, Germany

*Correspondence:
Erik D. Thiessen, Department of
Psychology, Carnegie Mellon
University, Pittsburgh, PA 15213,
USA.
e-mail: thiessen@andrew.cmu.edu

To efficiently segment fluent speech, infants must discover the predominant phonological
form of words in the native language. In English, for example, content words typically begin
with a stressed syllable. To discover this regularity, infants need to identify a set of words.
We propose that statistical learning plays two roles in this process. First, it provides a cue
that allows infants to segment words from fluent speech, even without language-specific
phonological knowledge. Second, once infants have identified a set of lexical forms, they
can learn from the distribution of acoustic features across those word forms. The cur-
rent experiments demonstrate both processes are available to 5-month-old infants. This
demonstration of sensitivity to statistical structure in speech, weighted more heavily than
phonological cues to segmentation at an early age, is consistent with theoretical accounts
that claim statistical learning plays a role in helping infants to adapt to the structure of their
native language from very early in life.

Keywords: statistical learning, word segmentation, lexical stress, infant language, phonology

INTRODUCTION
The ability to segment words from fluent speech is taken for
granted by adults, but it represents a major accomplishment for
infants. Unlike the white spaces between words on the written page,
pauses do not consistently mark word boundaries in fluent speech.
This is not troublesome for adults, who can identify word bound-
aries in large part due to their familiarity with the word forms in
their native language (e.g., Nazzi et al., 2005; Norris and McQueen,
2008). Infants, though,begin the task of word segmentation unable
to take advantage of familiar word forms. The challenge faced by
infants is comparable to the task faced by adults attempting to
identify words spoken in a foreign language. Nevertheless, infants
succeed in this task before they have amassed a large lexicon of
familiar word forms (e.g., Jusczyk and Aslin, 1995; Bortfeld et al.,
2005). Two cues have been suggested to play a role in infants’
earliest ability to segment words from fluent speech: conditional
statistical information, and information about the prosodic struc-
ture of words (Thiessen and Saffran, 2003). These cues are likely
to work together in natural languages, but an open developmental
question is which is available to infants earlier in development.
In this series of experiments, we will examine the hypothesis that
sensitivity to conditional structure is available from an earlier age,
and that statistical learning helps infants discover the predominant
prosodic structure of words in their native language.

There is no doubt that information about the prosodic struc-
ture of words plays a role in infants’and adults’word segmentation.
The difference between stressed and unstressed syllables is per-
ceptually available to infants from a young age (e.g., Jusczyk
and Thompson, 1978; Weber et al., 2005). To the extent that
stressed and unstressed syllable systematically occur in particu-
lar word positions, this distinction can serve as a cue to word

boundaries. In English, for example, most bisyllabic content words
follow a trochaic pattern: they begin with a stressed syllable, and
are followed by an unstressed syllable (Cutler and Carter, 1987).
English-learning infants prefer to listen to trochaic words over
words with a weak-strong (iambic) pattern (Jusczyk et al., 1993).
When exposed to a stream of syllables, English-learning infants
and English-speaking adults treat the stressed syllables as word
onsets (e.g., Cutler and Norris, 1988; Echols et al., 1997; Jusczyk
et al., 1999). Importantly, though, not all languages show this
trochaic predominance; lexical items in other languages may be
predominantly iambic. Therefore, English-learners trochaic bias
is likely acquired from experience with the language (Thiessen
and Saffran, 2007).

By contrast, sensitivity to conditional statistical information
does not require language-specific knowledge; it is a cue to word
segmentation that is available cross-linguistically. This cue is rele-
vant to word segmentation because sounds within a word are more
likely to co-occur than sounds across word boundaries (Hayes and
Clark, 1970). For example, copter is very likely to occur after heli;
but many words could potentially occur after helicopter. Condi-
tional statistics – such as transitional probability (e.g., Saffran et al.,
1996) – reflect the likelihood of co-occurrence among elements of
the input. A body of prior research indicates that both infants and
adults are able to segment words from fluent speech on the basis
of conditional statistical information. For example, artificial lan-
guage experiments demonstrate that after exposure to a sequence
of syllables, both infants and adults are able to distinguish between
syllable groups with high conditional relations (i.e., words), and
syllable groups with low conditional relations, such as groupings
that occur across word boundaries (e.g., Aslin et al., 1998; Thiessen
and Saffran, 2004).
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A variety of different computational accounts have been pro-
posed to explain sensitivity to conditional statistical information
(for discussion, see Frank et al., 2010). The most successful of
these models – clustering models – search for and store clusters
of statistically coherent elements (e.g., Perruchet and Vinter, 1998;
Orban et al., 2008). These models predict that after exposure to
speech, participants should have extracted a set of candidate lexi-
cal items (e.g., Giroux and Rey, 2009). Research with both infants
and adults is consistent with this prediction. For example, infants
accept words from the synthesized speech in English utterances
after exposure to a stream of synthesized speech (Saffran, 2001).
Similarly, infants and adults learn labels for novel objects more
easily when provided the opportunity to segment the labels from
fluent speech (Graf Estes et al., 2007; Mirman et al., 2008).

In word segmentation tasks, for example, this means that expo-
sure to fluent speech leads to learners extracting a set of candidate
lexical items. Evidence that learners are extracting clusters of sta-
tistically coherent elements can be seen even for non-linguistic
stimuli (e.g., Fiser and Aslin, 2005), suggesting that this extraction
is a domain-general aspect of conditional statistical learning.

The fact that infants are capable of extracting and storing word
forms is consistent with a statistical bootstrapping account of
the development of word segmentation (Thiessen and Saffran,
2003). On this account, infants initially rely on language-universal
cues – such as sensitivity to conditional statistical information –
to segment words from fluent speech. Once they have identified
and stored a set of word forms, they can identify the acoustic
features that are consistent across them (e.g., Lew-Williams and
Saffran, 2012). For example, if infants are exposed to a set of words
in which stress consistently occurs on the first syllable, they will
acquire a trochaic bias (Thiessen and Saffran, 2007). Once infants
have discovered the acoustic features that are consistent in their
proto-lexicon, they can use these features as cues to subsequent
word segmentation (e.g., Johnson and Jusczyk, 2001).

This transition is from language-general to language-specific
cues is thought to take place between 7 and 9 months. While 7-
month-old infants rely on conditional statistical information to
segment fluent speech, 9-month-old infants favor lexical stress,
even if segmenting on the basis of stress contradicts conditional
statistical information (Johnson and Jusczyk, 2001; Thiessen and
Saffran, 2003). Recent research by Höhle et al. (2009), however,
indicates that infants as young as 6 months are familiar with the
predominant prosodic structure of words in their native language.
Höhle et al. suggest that 6 months is below the age at which infants
are able to segment words from fluent speech via conditional sta-
tistical cues. If so, the statistical bootstrapping account of infants’
prosodic learning is necessarily incorrect. Instead, this would sug-
gest that language-specific prosodic cues may be the earliest cue
infants use to segment words from fluent speech. Additionally, it
would suggest that knowledge about the prosodic form of words
arises from some source other than statistical learning, perhaps
such as learning solely from words in isolation.

However, the claim that infants below 6 months are unable to
segment speech on the basis of conditional statistical informa-
tion may be incorrect. Evidence suggests that young infants and
even neonates are sensitive to conditional statistical information
(Kirkham et al., 2002; Teinonen et al., 2009; Kudo et al., 2011).

Further, one prior experiment indicates that 5- to 6-month-old
infants are able to segment fluent speech via conditional statistical
information (Johnson and Tyler, 2010). In Experiment 1, we seek
to provide additional evidence that infants are able to segment flu-
ent speech below 6 months of age. Additionally, we will investigate
whether infants at this young age prioritize conditional statistical
information over lexical stress as a cue to word segmentation, con-
sistent with the statistical bootstrapping account. In Experiment
2, we will investigate whether infants in this age range are capable
of learning to use lexical stress as a cue to word segmentation.

EXPERIMENT 1A
Within the word segmentation literature, it is commonly held that
infants develop the ability to segment fluent speech by 7.5 months,
citing a seminal study by Jusczyk and Aslin (1995). Before this age,
researchers have asserted that infants lack the ability to extract
words from fluent speech on the basis of statistical structure (e.g.,
Höhle and Weissenborn, 2003). Others have proposed that the
ability to segment words from fluent speech via transitional prob-
abilities is intact earlier (e.g., Thiessen and Saffran, 2003; Johnson
and Tyler, 2010). Evidence from neuroimaging is consistent with
this claim (e.g., Teinonen et al., 2009; Kudo et al., 2011). The goal
of Experiment 1A was to provide further behavioral evidence that
infants are capable of segmenting fluent speech via conditional
statistical information below 6 months. To do so, we exposed 5-
month-old infants to an artificial language in which the only cue
to segmentation is higher conditional relations between syllables
within words relative to syllables spanning word boundaries (part-
words). If the ability to segment speech does not emerge until later
than 7 months, these 5-month-old infants should not discriminate
between words and part-words following familiarization with this
fluent speech stream. However, if the ability to parse speech on
the basis of statistical cues is intact at an earlier age, infants should
discriminate between words and part-words.

MATERIALS AND METHODS
Participants
Data were obtained from 10 participants between the ages of 5.0
and 5 months, 14 days (M = 5.10). To obtain data from 10 infants,
it was necessary to run 13 infants. The additional three infants
were excluded for crying during the testing session (1), average
looking times of less than 3.0 s (1), or experimenter error (1). A
sample size of 10 infants was used based on a power analysis using
an effect size calculated from Thiessen and Saffran’s (2003) Exper-
iment 3, of which this experiment is a replication with a younger
age group.

Stimuli
The stimuli used in this experiment were identical to those used in
Thiessen and Saffran’s (2003) Experiment 3. Infants were exposed
to an artificial language containing four bisyllabic nonsense words:
diti, bugo, dapu, and dobi. The language was synthesized using
MacinTalk, and all syllables were produced with neutral stress.
This language was constructed such that two of the words – dapu
and dobi – occurred twice as often (90 times) as the other two
words (diti and bugo, each of which occurred 45 times). This
ensures that test item foils can be constructed that differ solely on
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their conditional probabilities, rather than on the frequency with
which infants hear them (for discussion, see Aslin et al., 1998).
Words occurred in a pseudo-random order, with the constraint
that no word could follow itself. Syllable-to-syllable transitional
probabilities were 100% within a word, and 33% at word bound-
aries. Because there were no pauses or other acoustic cues to word
boundaries in this artificial language, the conditional probabilities
(high within a word, low at boundaries) provided the only cue to
word segmentation.

Two kinds of test items were created to assess infants’ ability
to segment the language: words and part-words. The word test
items were the infrequent words (diti and bugo) from the artifi-
cial language. Part-words were syllable conjunctions that occurred
across the two more frequent words (bida and pudo). During
the infants’ exposure to the artificial language, both words and
part-words occurred equally often. Therefore, any difference in
infants’ responses to these two kinds of test items is not due to the
frequency with which they have heard the words or part-words.

Procedure
Infants were tested individually in a sound-attenuated testing
room, seated on a caregiver’s lap 150 cm away from a 32′′ LCD
monitor. An experiment outside the testing room observed the
infant over closed-circuit video and recorded the duration of his
or her gaze at the central monitor using the Habit X software
(Cohen et al., 2004). To eliminate bias, parents were asked to wear
headphones, and the experimenter was blind to the nature of the
stimuli being presented. Two speakers situated next to the central
LCD monitor were used to present the audio stimuli.

At the beginning of the experiment, the infants’ attention was
attracted to the central LCD monitor by the presentation of a col-
orful Winnie the Pooh video, accompanied by an attention-getting
phrase. Once the infant looked at the central monitor, the video
was replaced by a static image of a checkerboard, and the artificial
language began to play. The checkerboard remained on screen,
and the language continued to play, for 2 min. At the end of this
time, the attention-getting movie reappeared on the screen.

Once infants focused their gaze on the central monitor, the
test phase began. During this phase, 12 test trials were presented.
Six of these trials were word trials, and six were part-word trials.
Each test item occurred on three trials during the testing phase.
Test trials were presented in random order. A test trial began with
the attention-getting movie playing on the central monitor draw-
ing the infants’ gaze forward. When the observing experimenter
pressed a key indicating that the infant had fixated, the monitor
displayed a video of a looming green ball on a black background,
while the speakers began to play the test item (either word or
part-word) separated by 1.4 s pauses. For as long as the infant
maintained their gaze on the central monitor, the test trial contin-
ued, up to a maximum of 20 s. When the infant looked away for
more than two consecutive seconds, the test trial ended and the
attention-getting video reappeared on the central monitor.

RESULTS
If infants were able to successfully segment the artificial language,
they should respond differentially to word test trials than to part-
word test trials (e.g., Saffran et al., 1996). While in principle, any

group-level preference is indicative that infants are able to differ-
entiate the items, the experiments most similar to this one have
resulted in a novelty preference (e.g., Thiessen and Saffran, 2003,
2007). If infants in this experiment behave in the same way, they
should look longer at test items that violate their expectations (i.e.,
part-words) than at test items that fit what they have learned (i.e.,
words).

The results were consistent with prior experiments using these
stimuli. Infants in this experiment displayed a novelty prefer-
ence, listening longer to part-words (M = 8.10 s, SE= 0.90) than
words (M = 6.78 s, SE= 1.34; See Figure 1). A paired-samples t-
test (all t -tests reported here and in subsequent experiments are
two-tailed) revealed that the difference in listening times as a func-
tion of test item type was significant, t (9)= 2.609, p < 0.05. After
familiarization, 5-month-old infants distinguished between words
and part-words, indicating that they had succeeded in parsing the
speech signal.

DISCUSSION
The fact that infants were able to segment the artificial language
used in this experiment is inconsistent with the common assertion
that speech segmentation does not begin until around 7 months
of age (e.g., Jusczyk and Aslin, 1995; Höhle and Weissenborn,
2003). Instead, it is consistent with prior results indicating that
infants are sensitive to conditional statistical information from a
young age (Kirkham et al., 2002; Teinonen et al., 2009; Johnson
and Tyler, 2010; Kudo et al., 2011). Indeed, to our knowledge the
infants in this experiment are younger than any prior group of
infants in a behavioral word segmentation experiment. The fact
that they successfully segmented raises the possibility that word
segmentation may begin at younger ages than previously thought
in native language environments. Moreover, the 5-month-olds in
this experiment are demonstrating sensitivity to conditional sta-
tistical information at a younger age than any prior experiment

FIGURE 1 | Looking times to words and part-words in Experiment 1A.
Error bars indicate standard error.
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has found sensitivity to language-specific acoustic cues to seg-
mentation, such as lexical stress patterns. As such, these results are
consistent with the hypothesis that conditional statistical infor-
mation is one of the first cues available to infants as they begin to
discover word forms in speech.

EXPERIMENT 1B
Experiment 1A demonstrated that 5-month-old infants are able to
segment word forms from speech solely on the basis of conditional
probability information. In Experiment 1B, we were interested in
how infants of this age behave when statistical cues to word iden-
tity are placed in direct conflict with lexical stress, an acoustic cue
thought to be very salient to infants (e.g., Gleitman et al., 1988;
Echols and Newport, 1992). Much research attests to infants’ early
sensitivity to prosodic information (e.g., Mehler et al., 1988) and
preference that emerges at 9-months in English-exposed infants
for trochaic words (consisting of a strong/weak pattern) over
iambic words (weak/strong; Jusczyk et al., 1993). Additionally,
7.5-month-old infants in English-speaking environments are so
reliant on lexical stress that they display a trochaic bias during
segmentation, such that when exposed to passages containing the
sequence“guiTAR#is,”they segment the trochaic sequence“TARis”
from fluent speech even when it when occurs less frequently than
the iambic sequence “guiTAR” (Jusczyk et al., 1999).

In the present experiment,we were interested in whether infants
would extract units from familiarization on the basis of condi-
tional information (i.e., extract syllable pairings characterized by
high transitional probabilities) or on the basis of lexical stress cues
(i.e., trochees following the dominant pattern of English). Based
on the prior finding that 7-month-olds ignore stress cues, seg-
menting items on the basis of conditional information (Thiessen
and Saffran, 2003), we predicted that 5-month-old infants in this
study would also extract units according to this language-universal
strategy rather than on lexical stress, which requires language-
specific knowledge about words. If infants of this age segment
statistical words rather than trochaic disyllables, this would pro-
vide strong support for the idea that conditional information is
one powerful language-universal cue that could be recruited to
acquire language-specific knowledge such as the preferred posi-
tion of stressed syllables within word forms. In contrast, if these
infants extract trochees from the speech stream,even when they are
characterized by low transitional probabilities, this would be con-
sistent with the early rhythmic segmentation hypothesis, proposed
by Nazzi and colleagues (e.g., Nazzi and Ramus, 2003; Nazzi et al.,
2006; Höhle et al., 2009; Mersad and Nazzi, 2011). According to
this hypothesis, early segmentation is based on the rhythmic unit
of the native language, which derives from infants’ early sensitivity
to language rhythm.

MATERIALS AND METHODS
Participants
Data were obtained from 20 participants between the ages of
5.0 and 5 months, 15 days (M = 5.9). Half of these infants were
exposed to a trochaic artificial language, and half to an iambic
artificial language. To obtain data from 20 infants, it was necessary
to run 23 infants. The additional three infants were excluded (two
from the trochaic condition, one from the iambic condition) for

crying during the testing session. A sample size of 10 infants for
each language was used based on a power analysis of Thiessen and
Saffran’s Experiment 2, of which this experiment is a replication
with a younger age group.

Stimuli
The artificial language used in this experiment had the same lexical
items, word order, and statistical structure as the language used in
Experiment 1A. Two versions of this language were used. In the
trochaic language, lexical stress occurred in word-initial position,
while in the iambic language lexical stress occurred in word-final
position. For an illustration of the competing segmentations indi-
cated by transitional probabilities and lexical stress in the iambic
language, see Figure 2.

Lexical stress was created by altering three parameters of the
stimuli: pitch contour, amplitude, and duration. The pitch con-
tour in the stressed syllables was based on the pitch contours of an
adult native English speaker producing the lexical items. The pitch
peak of the vowels varied between 255 and 270 Hz, compared to a
monotonic 200 Hz for the unstressed syllables. The pitch contour
varied as a function of whether the syllable began with a voiced
or a voiceless consonant. For voiced consonants, the pitch con-
tour traced an inverted parabola, peaking near the midpoint of
the vowel. For voiceless consonants, the pitch contour began near
the peak, and traced a falling plateau. The amplitude of all stressed
consonants was increased uniformly by 4 dB. The duration of the
stressed syllables was altered by lengthening only the vowels. The
average duration of the stressed syllables was 310 ms, compared
to 185 ms for unstressed syllables. These languages were identical
to those used in Thiessen and Saffran’s (2003) Experiments 1 and
2. The duration of both languages was 140 s. The test items used
were identical to those used in Experiment 1A.

Procedure
The procedure of this experiment was identical to that used in
Experiment 1A.

RESULTS
If infants segment fluent speech via sensitivity to conditional statis-
tical information, they should show the same pattern of preference
in the test phase, regardless of whether they heard the trochaic or
iambic language, because the conditional statistical information is
identical across these two languages. However, if infants segment
the artificial language via lexical stress, they should show the oppo-
site pattern of preference across the two languages, because lexical

…diTIbuGOdaPUdoBIbuGOdaPUdiTI… 

… di_TIbu_GOda_PUdo_BIbu_GOda_PUdi_TI… 

…diTI_BUgo_daPU_doBI_buGO_daPU_diTI…

FIGURE 2 |Top: an excerpt of the iambic familiarization stream used in
Experiment 1B; capitalized syllables represent stress. Middle:
segmentation based on transitional probabilities. Bottom: segmentation
based on trochaic bias.
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FIGURE 3 | Looking times to words and part-words in the trochaic and
iambic conditions of Experiment 1B. Error bars indicate standard error.

stress occurs in word-initial position in the trochaic language and
word-final position in the iambic language.

To determine whether preference for type of test items
(words vs. part-words) differed as a function of condition
(trochaic vs. iambic language exposure), a 2× 2 ANOVA (Test
Item×Condition) was performed (Figure 3). The main effect
for test item (listening to words vs. part-words) was signifi-
cant, F(1, 18)= 11.98, p < 0.05, indicating that infants exposed to
both languages listened longer to part-words than words. Infants
exposed to the trochaic language listened to part-words for 8.25 s
(SE= 0.69) and to words for 6.90 s (SE= 0.90). Infants who were
exposed to the iambic language listened to part-words for 8.39 s
(SE= 0.58) and to words for 7.16 s (SE= 0.78). The main effect
of condition (trochaic vs. iambic exposure) was not significant,
F(1, 18)= 0.041, p= 0.84, indicating that infants listened similar
lengths of time regardless of which language they heard. The inter-
action between test item and condition was also not significant,
F(1, 18)= 0.027, p= 0.87, meaning that direction of preference
for test items did not differ based on language exposure.

DISCUSSION
The results of Experiment 1B indicate that, regardless of whether
they heard a language made up of trochaic words or iambic words,
infants showed the same preference at test. This indicates that
infants segmented the same items from both the trochaic and the
iambic language. The fact that infants in both groups preferred
part-words, as did infants in Experiment 1A, further supports
this conclusion. This consistent preference across the trochaic and
iambic language indicates that infants segmented the same items
from both familiarization streams. The only cue to segmentation
that is identical across the streams is the conditional statistical
information, indicating that infants segmented on the basis of
statistical cues. If infants had relied on lexical stress, they would
segment the two languages differently (e.g., Johnson and Jusczyk,
2001; Thiessen and Saffran, 2003).

These results support our prediction that 5-month-olds should
rely on conditional statistical information over lexical stress,
as do 7-month-olds infants (Thiessen and Saffran, 2003). This
is consistent with proposal that use of statistical cues to seg-
ment speech develops earlier than use of acoustic cues such

as lexical stress. More broadly, this developmental timetable is
consistent with the hypothesis that sensitivity to conditional sta-
tistical information allows infants to discover a set of lexical
forms, which in turn allow infants to identify language-specific
acoustic cues such as lexical stress. Rather than statistical cues and
acoustic cues being in conflict (as they are artificially placed in
the iambic familiarization stream), conditional statistical infor-
mation may actually allow infants to discover the dominant
rhythmic patterns of their native language (Thiessen and Saffran,
2007).

EXPERIMENT 2
Experiments 1A and 1B established that (1) the ability to segment
fluent speech on the basis of conditional information is present
as early as 5 months of age and (2) that these infants segment on
the basis of statistical cues rather than lexical stress cues when
they are placed in conflict, replicating the findings of Thiessen
and Saffran (2003) with 7-month-olds. By 9 months of age, the
weight infants place on conditional statistical cues vis a vis lex-
ical stress has changed, and they rely on stress cues to a greater
extent than conditional statistical information. Thiessen and Saf-
fran (2007) suggest that this developmental progression is due to
statistical learning. Statistical learning plays two roles in this pro-
gression. The first, as demonstrated in Experiment 1, is that infants
are able to use conditional statistical information to extract a set
of lexical forms from fluent speech. The second is that statisti-
cal learning allows infants to identify the commonalities across
these word forms, which relies upon distributional (as opposed to
conditional) statistical information.

This hypothesis suggests that, once infants have discovered a set
of word forms, they integrate information across them. Consider
what would happen, for example, if an infant were familiar with
the three words baby, diaper, and shoe, and integrated across these
word forms. Integrating information across these word forms will
emphasize information that is consistent across word forms, while
de-emphasizing information that is inconsistent (e.g., Thiessen
and Pavlik, 2012). In this case, there is no consistent phonemic
information across the three known words, but all three begin with
a stressed syllable. Integrating information across a lexicon like this
should lead infants to discover that lexical forms can vary in their
phonemic identity, but show a consistent word-initial stress pat-
tern. The fact that this pattern is not tied to any particular set of
phonemes suggests that it should be widely generalizable, even to
new instances. As such, this information could serve to bias sub-
sequent segmentation of novel words. For this hypothesis to be
correct, two conditions must be met that would allow infants to
learn a lexical stress pattern by 6 months of age (Höhle et al., 2009).
First, infants must be able to segment words from fluent speech,
via sensitivity to conditional statistical cues, before 6 months. Sec-
ond, infants must be capable of learning from the distribution of
lexical stress in word forms with which they are familiar before
6 months.

Given that Experiment 1 demonstrated that infants are sensitive
to conditional statistical regularities in linguistic input, a natural
subsequent question to ask is whether infants at this age are also
sensitive to distributional statistical regularities in linguistic input.
Thus, in Experiment 2, we ask whether 5-month-olds’ learning
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abilities satisfy the second condition, and they are able to identify
a common acoustic feature across lexical forms to which they are
exposed. If so, they should be able to discover a prosodic com-
monality across the word forms to which they are exposed in a
laboratory setting. To test this possibility, we exposed 5-month-old
infants to lists of trochaic words in isolation and then presented
them with either a stream of trochaic or iambic speech. In prior
research with 7- and 9-month-old infants, exposure to a list of
this kind has been sufficient to allow infants to learn the relation
between lexical stress and word position, and to being to use lexical
stress as a cue to word segmentation (Thiessen and Saffran, 2007).
Note that in prior experiments, English-learning infants have been
able to learn both a trochaic and an iambic bias. In this experi-
ment we only exposed infants to a trochaic bias. Previously, we
have found that 7- and 9-month-old infants are able to learn an
iambic bias that contradicts their native language. Therefore, it is
likely that if 5-month-olds – who have less familiarity with the
trochaic pattern of English than 7- or 9-month-olds – are able to
learn a trochaic pattern, they would also be able to learn an iambic
pattern. In this experiment, then, we assess whether 5-month-old
infants are able to adapt to the distribution of lexical stress across
familiar word forms and acquire a trochaic segmentation bias.

MATERIALS AND METHODS
Participants
Data were obtained from 20 participants between the ages of
5.0 and 5 months, 16 days (M = 5.10). Half of these infants were
exposed to a trochaic artificial language, and half to an iambic
artificial language. To obtain data from 20 infants, it was necessary
to run 29 infants. The additional nine infants were excluded (five
from the trochaic condition, four from the iambic condition) for
crying or squirming during the testing session (4), looking times
of less than 3 s to the test trials (3) and experimenter error (2).

Stimuli
The trochaic and iambic language, and the test items, used in this
experiment were identical to those used in Experiment 1B. Before
exposure to the to-be-segmented artificial language, infants heard
a list of 30 CVCV bisyllabic nonsense words, repeated twice, for
a total of 60 words. Each word in this list was stressed on its first
syllable, and there was a pause of 1.4 s between each word; the
total length of the 60 word set was 126 s. Lexical stress was created
through the alteration of three parameters: pitch contour, ampli-
tude, and duration. The list was identical to that used in Thiessen
and Saffran (2007). All of the words in this list were different from
the four words that occurred in the familiarization stream.

Procedure
The procedure used in this experiment was identical to that used
in Experiment 1, with the exception that before the presentation
of the to-be-segmented artificial language, infants were exposed
to a list of 60 trochaic words (all infants heard the same 60 words),
paired with the image of a static checkerboard on the central LCD
monitor.

RESULTS
We compared listening times to words and part-words for infants
exposed to both the trochaic language and the iambic language.

If infants fail to learn from exposure to a list of trochaic items,
they should segment fluent speech – like infants in Experiment
1 – via conditional statistical cues, and show the same pattern of
preference after exposure to both the trochaic and iambic segmen-
tation stream. However, if infants learn that lexical stress is a cue
to word-initial position, they may begin to use lexical stress as a
cue to word segmentation (e.g., Johnson and Jusczyk, 2001). If
so, infants should segment different items from the trochaic seg-
mentation stream than from the iambic segmentation stream, and
show a different pattern of preference at test after exposure to these
two languages.

To assess these possibilities, we performed a 2 (Test item)× 2
(Condition) ANOVA to determine whether infants showed the
same, or a significantly different, preference for test items as a
function of which segmentation stream they heard. The main
effect for test item (listening to words vs. part-words) was not sig-
nificant, F(1, 18)= 0.24, p= 0.63, indicating that infants exposed
to both languages listened for similar times to words and part-
words. The main effect of condition (trochaic vs. iambic expo-
sure) was also not significant, F(1, 18)= 0.075, p= 0.40, indi-
cating that infants listened for similar lengths of time regard-
less of which language they heard. However, the interaction
between test item and condition was significant, F(1, 18)= 17.69,
p < 0.01, meaning that the direction of preference for test items
differed depending on the language to which infants were
exposed.

To better understand this interaction, we performed planned
t -tests comparing listening times to test items in the two condi-
tions. Infants exposed to the trochaic language listened to part-
words for 7.04 s (SE= 0.53) and to words for 5.89 s (SE= 0.51).
A paired t -test revealed that this difference was significant,
t (9)= 2.93, p < 0.05. Infants who were exposed to the iambic
language listened to part-words for 6.65 s (SE= 0.54) and to
words for 7.55 s (SE= 0.59; See Figure 4). A paired t -test revealed
that this difference was significant, t (9)= 3.12, p < 0.05. These
results indicate that infants show a different preference for test
items after listening to the trochaic and iambic languages, as
would be expected if they had learned to treat lexical stress as
a cue to word segmentation. Because the placement of lexical
stress differs across the two familiarization streams, relying on

FIGURE 4 | Looking times to words and part-words in the trochaic and
iambic conditions of Experiment 2. Error bars indicate standard error.
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stress as a cue to segmentation should lead infants to segment
different items from them, and therefore prefer different test
items.

DISCUSSION
The fact that infants show a different pattern of preference after
listening to the trochaic and iambic familiarization streams indi-
cates that they segmented different items from the two streams.
Because the only cue to word boundaries that differs across the
two familiarization streams is lexical stress, the different pattern
of preference across the two streams indicates that they learned a
trochaic lexical stress pattern from exposure to the list of trochaic
items, and used this pattern to subsequently segment the fluent
speech. This result is consistent with prior experiments demon-
strating that infants who rely on lexical stress as a cue to segmen-
tation extract segment words from trochaic input, and actually
mis-segment iambic input by treating stressed syllables as word
onsets (e.g., Johnson and Jusczyk, 2001; Thiessen and Saffran,
2003). Further, it replicates prior work with 7-month-olds demon-
strating that infants – even 5-month-old infants – can learn to use
lexical stress as a cue to word segmentation upon exposure to lex-
ical forms that consistently exemplify a stress pattern (Thiessen
and Saffran, 2007).

Prior work suggests that 7-month-old English-learning infants
are able to learn an iambic stress pattern in addition to the trochaic
stress pattern infants learned in this experiment (Thiessen and Saf-
fran, 2007). We did not assess whether the 5-month-olds in this
experiment would be able to learn an iambic pattern, which con-
tradicts the predominant pattern of English words. The fact that
7-month-olds can learn such a pattern suggests that 5-month-
olds may be able to do so as well, given that 5-month-olds have
even less familiarity with the predominant pattern of English to
overcome. This is not to suggest that infants at this age are com-
pletely unfamiliar with the preferred lexical stress pattern of their
native language (e.g., Friederici et al., 2007). To the extent that
5-month-olds are familiar with any lexical items, they have likely
already begun to identify some acoustic regularities across those
forms. As these results demonstrate, exposure to lexical forms
that show a consistent acoustic pattern allows infants to use that
consistent information as a cue to subsequent word segmenta-
tion, a cue that infants did not rely upon in the absence of such
exposure.

GENERAL DISCUSSION
Since the initial demonstration that 8-month-old infants are capa-
ble of extracting word forms in fluent speech solely by sensitivity
to conditional statistical information, the question of how this
sensitivity to statistical information might contribute to language
acquisition has been a central one in the field of language devel-
opment. The current experiments are relevant to that question in
two ways. First, they reinforce the claim that sensitivity to statistical
information is apparent for linguistic input at a younger age than
the commonly cited 7–8 months (c.f. Johnson and Tyler, 2010,
for a comparable demonstration with slightly older infants). This
suggests that infants may have more opportunity to learn from sta-
tistical information than previously thought. Second, they suggest
that sensitivity to statistical information can play an important role

in helping infants adapt to the acoustic structure of their native
language.

One argument against sensitivity to statistical information
playing an important role in language acquisition is that real lan-
guage is more complex than the kinds of artificial stimuli used in
laboratory settings, and that statistical learning may not be suf-
ficiently powerful or informative in the face of such complexity
(e.g., Johnson and Tyler, 2010). Consistent with this, adults do
not weight conditional statistical information very strongly as a
cue to word boundaries, instead relying on language-specific seg-
mentation cues (e.g., Mersad and Nazzi, 2011). Similarly, 8- and
9-month-old infants weight language-specific cues, such as lexi-
cal stress, more strongly than conditional cues (e.g., Johnson and
Jusczyk, 2001; Thiessen and Saffran, 2003). A related argument
is that statistical learning develops later than other cues to word
segmentation, and is thus not central to the process of language
development. For example, some proposals have suggested that
the earliest tools for word segmentation are prosodic cues (e.g.,
Johnson and Jusczyk, 2001; Nazzi et al., 2006). Indeed, German-
learning infants have been found to use lexical stress as a cue to
word segmentation by 6 months (Höhle et al., 2009), younger than
any prior demonstrations that infants were able to use conditional
statistical information to segment fluent speech.

The current results present an opportunity to reconsider the
relative age at which infants are sensitive to prosodic vs. condi-
tional statistical cues to word segmentation. The 5-month-olds
in Experiments 1 and 2 are able to segment words from flu-
ent speech via sensitivity to conditional statistical information,
opening the possibility that sensitivity to conditional statistical
cues plays a role in learning from a very young age (c.f. Kirkham
et al., 2002). Moreover, despite their success at segmenting on the
basis of statistical cues, 5-month-old infants do not appear to have
developed a trochaic bias. This is consistent with the claim that sen-
sitivity to conditional statistical information develops earlier than
sensitivity to language-specific prosodic patterns (Thiessen and
Saffran, 2003). Conditional statistical information is potentially
available in every linguistic environment, and available without
prior knowledge about the acoustic regularities that character-
ize the language. From our perspective, sensitivity to conditional
statistical information is one of a small set of language-universal
cues that help infants extract a set of lexical items from the input
(for discussion, see Thiessen and Erickson, in press). Once infants
have extracted a small set of lexical items, they can begin to learn
the language-specific acoustic regularities that will subsequently
inform segmentation (Thiessen and Saffran, 2007). If this account
is correct, infants would necessarily be able to segment input via
conditional statistical information before showing the ability to
take advantage of language-specific cues.

This developmental account involves two different aspects of
sensitivity to statistical information. Sensitivity to conditional sta-
tistical information is one of a small set of language-universal cues
that can help infants to extract lexical items from fluent utterances
(Thiessen and Erickson, in press). Because items with high condi-
tional probabilities are more likely to be real words in the language
than groupings with low conditional probabilities, sensitivity to
conditional statistical information helps to guide infants toward
discovering a set of lexical items. These lexical items, in turn, are
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likely to follow the predominant phonological characteristics of
the lexical forms in the native language (e.g., Swingley, 2005). This
is especially true of the words in infant-directed speech, which
appear to exaggerate the regularities present in adult-directed
speech (e.g., Fernald and Simon, 1984; Kelly and Martin, 1994).

Once infants have extracted a small set of lexical items from
the input, they can learn the phonological regularities that char-
acterize words in the native language. Doing so entails taking
advantage of distributional statistical information. Distributional
statistical information relates to the frequency and variability of
exemplars in the input (e.g., Zhao et al., 2011). It is especially useful
in discovering the central tendency or prototypical configuration
of some set of exemplars. One linguistically relevant application
of this sensitivity to distributional information is category learn-
ing. Sensitivity to the frequency of exemplars along a perceptual
continuum (e.g., voice onset time) is informative about category
boundaries because categories often involve crowds of exemplars
near the center of categories, and a sparser group of exemplars
at the ambiguous region between categories (e.g., Maye et al.,
2002). Sensitivity to variability is similarly informative for cate-
gory learning; when exposed to distributions with high variability,
learners accept a wider range of exemplars as members of the cat-
egory (e.g., Clayards et al., 2008). A related example of sensitivity
to distributional information is the discovery of the prototypical
configuration of a set of exemplars. For example, exposure to a
set of words allows infants to discover the phonological regulari-
ties that characterize those words (Chambers et al., 2003; Saffran
and Thiessen, 2003; Thiessen and Saffran, 2007; Thiessen and Yee,
2010).

As these examples illustrates, distributional statistical learn-
ing differs from conditional statistical learning in its “output.”
Whereas conditional learning results in the segmentation of a dis-
crete item from a larger continuous array of stimuli (such as words
from a sentence), distributional learning results in a combination
of information from multiple stimuli into a central tendency or
prototypical configuration (e.g., Zhao et al., 2011; Thiessen et al., in
press). There are several prior models of this kind of information
integration, primarily models of long-term memory that combine
information across prior instances to identify commonalities (e.g.,
Hintzman, 1984; McClelland and Rumelhart, 1985). Two of the
processes invoked by these models are of particular importance:
similarity-based activation, and summation of information across
prior instances (for discussion, see Thiessen and Pavlik, 2012). The
effect of similarity means that when information is presented, the
most similar stored exemplars are most activated and have the
greatest influence on the response to the current information. The
information in activated memories is then summated, such that
information that is consistent across prior activated memories is
reinforced, while inconsistent information tends to be canceled
out, and an average (weighted toward the most highly activated
memories) or prototype can be identified (e.g., Hintzman, 1984).
These processes can account for a wide variety of distributional
learning phenomena, including category learning, acquired dis-
tinctiveness, and the role of variability in facilitating learning of
non-adjacent relations (Thiessen and Pavlik, 2012).

Sensitivity to distributional statistical information, achieved by
integrating information across many individual exemplars to yield

a central tendency, can explain English-learning infants’ acquisi-
tion of a trochaic bias. For example, if infants extract the words
BAby, DIAper, and SHOE, there is no consistent phonemic infor-
mation. However, each of the words has a word-initial stress
pattern. Integrating across these lexical forms would yield a rep-
resentation that is not specific to any particular set of phonemes
(i.e., is widely generalizable), but strongly indicates that lexical
stress is associated with word-initial position. Once infants detect
this distributional regularity, it alters their segmentation of sub-
sequent speech (e.g., Thiessen and Saffran, 2007). Experiment 2
demonstrates that even 5-month-olds are capable of this kind of
distributional learning. Exposed to a set of lexical items in isola-
tion, 5-month-olds were able to integrate information across these
exemplars to identify the only feature consistent across all of them:
their lexical stress pattern.

From this perspective, infants’ and adults’ use of phonolog-
ical cues is not a sign that statistical learning is unimportant
for language acquisition. Instead, sensitivity to phonological cues
emerges from earlier sensitivity to conditional statistical informa-
tion in a developmental progression. The cues to which infants
are sensitive early in life, such as conditional statistical informa-
tion or utterance boundaries (e.g., Christophe et al., 2001; Seidl
and Johnson, 2006), require no prior experience with or knowl-
edge about a specific language to use. These cues allow infants
to discover a set of word forms even before they are familiar
with language-specific acoustic cues to word boundaries (e.g.,
Thiessen and Saffran, 2003). Once infants have discovered a set
of words, they can identify language-specific acoustic cues by tak-
ing advantage of distributional information about those word
forms (Thiessen and Saffran, 2007; Lew-Williams and Saffran,
2012).

The fact that 5-month-old infants are sensitive to both the
conditional and distributional regularities necessary to discover
a phonological regularity such as lexical stress raises a develop-
mental question: why have 5-month-olds not learned the trochaic
pattern of English already? Most prior research indicates that
infants do not discover this regularity until some time around
7 months (e.g., Jusczyk et al., 1999; Thiessen and Saffran, 2003).
If we are right that discovering such phonological regularities
requires infants to first identify a set of lexical items, the lack of a
trochaic bias at 5 months likely indicates that infants have yet to
become familiar with a sufficient number of words. Even though
infants at this age are capable of segmenting fluent speech in a lab-
oratory setting, they may not yet have extracted many words from
natural linguistic input. There are several reasons why real lan-
guages present a greater challenge than the artificial systems used
in experiments like these, including its greater degree of (both
inter- and intra-speaker) variability, less robust conditional statis-
tical cues, and a far greater number of lexical items repeated less
closely together than in a laboratory setting. These factors may
require that infants experience many more repetitions of a word
in a natural language to segment it from fluent speech than is
necessary in segmentation experiments.

As this discussion indicates, much remains unknown about the
exact age at which infants begin to segment words from fluent
speech, and the number of lexical forms they are able to extract
from fluent native language input (for discussion, see Swingley,
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2005). Nevertheless, the current experiments are informative with
respect to the relative ordering of the acquisition of different cues
to word segmentation. The present studies replicate and extend
prior work by Thiessen and Saffran (2003) demonstrating that
sensitivity to conditional statistical information in speech is early
developing, and appears to emerge – at least in English-learning
infants – before the development of the trochaic bias. Though
5-month-olds do not display a trochaic bias, they are able to seg-
ment speech via sensitivity to conditional statistical information.
Further, they are able to learn a trochaic bias through exposure
to a set of words that follow a consistent trochaic pattern. This is
also consistent with the hypothesis that segmenting word forms
via a domain-general process such as statistical learning is poten-
tial mechanism by which infants can develop language-specific
acoustic biases (e.g., Thiessen and Saffran, 2007; Thiessen and
Erickson, in press).

The ability to segment fluent speech on the basis of the proba-
bilistic relation between sequences of speech sounds is an example

of conditional statistical learning. The ability to learn the rela-
tion between lexical stress and word position on the basis of
a set of exemplars following a particular prosodic pattern is an
example of distributional statistical learning. These processes are
typically studied and modeled in isolation (e.g., Perruchet and
Vinter, 1998; Frank et al., 2010; Thiessen and Pavlik, 2012). But
as these experiments indicate, distributional learning constrains
subsequent statistical learning, as infants extract items that are
consistent with the phonological pattern they have learned. More-
over, we propose that in the course of natural language acquisition,
conditional statistical learning influences distributional learning.
Infants are able to discover phonological patterns through the lex-
ical forms that they learn via sensitivity to conditional statistical
information. To fully understand the role of statistical learning
in language acquisition, it will be necessary to develop models
and theories that more thoroughly explore how sensitivity to con-
ditional and distributional statistical learning interact to allow
infants to adapt to the structure of their native language.
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In order to acquire their native languages, children must learn richly structured systems
with regularities at multiple levels. While structure at different levels could be learned seri-
ally, e.g., speech segmentation coming before word-object mapping, redundancies across
levels make parallel learning more efficient. For instance, a series of syllables is likely to
be a word not only because of high transitional probabilities, but also because of a consis-
tently co-occurring object. But additional statistics require additional processing, and thus
might not be useful to cognitively constrained learners.We show that the structure of child-
directed speech makes simultaneous speech segmentation and word learning tractable for
human learners. First, a corpus of child-directed speech was recorded from parents and
children engaged in a naturalistic free-play task. Analyses revealed two consistent regu-
larities in the sentence structure of naming events. These regularities were subsequently
encoded in an artificial language to which adult participants were exposed in the context
of simultaneous statistical speech segmentation and word learning. Either regularity was
independently sufficient to support successful learning, but no learning occurred in the
absence of both regularities.Thus, the structure of child-directed speech plays an important
role in scaffolding speech segmentation and word learning in parallel.

Keywords: statistical learning, speech segmentation, word learning, child-directed speech, frequent frames

INTRODUCTION
Human language is richly structured, with important regulari-
ties to be learned at multiple levels (Kuhl, 2004). For instance, the
human vocal apparatus can produce a staggering variety of sounds
distinguishable from each other by prelinguistic infants (Eimas
et al., 1971). However, only a tiny fraction of these become mean-
ingful units – phonemes – within a particular language. Similarly,
these phonemes can be strung together into an infinite number of
sequences, but only a tiny fraction of these are words. Thus, infants
must also solve the problem of parsing a continuous sequence of
phonemes into word units. Further, some of these words refer to
objects in the visual world, and so, for these segmented words,
infants must solve the word-world mapping problem. In addition,
speakers may refer to the same object with different words in differ-
ent contexts, and different word orderings and stress patterns can
radically alter an utterance’s meanings, so children must organize
sounds, segments, and meanings at the levels pragmatics, syntax,
and prosody as well.

An emerging theoretical consensus is that many or even all
of these problems may be solved through a process of statisti-
cal learning – tracking predictive relationships between elemental
units (although, cf. Marcus, 2000; Waxman and Gelman, 2009).
In order to determine their native language phonemes, infants
may track the distribution of tonal and formant frequencies in
their input (Maye et al., 2002; Pierrehumbert, 2003). Similarly,
infants may learn word boundaries by tracking sequential sylla-
ble statistics (Saffran et al., 1996), learn word-world mappings by
tracking word-object occurrence statistics (Smith and Yu, 2008;

Vouloumanos and Werker, 2009), and learn grammar by tracking
sequential and non-adjacent dependencies between word types
(Gómez and Gerken, 2000; Saffran et al., 2008). Because statis-
tical learning at each level assumes the availability of primitives
at the level below and shows how to arrive at primitives for the
level above, a complete statistical account of language learning
must bridge these levels. Therefore, a critical question for statisti-
cal theories of language acquisition is how learners connect these
primitives.

One possibility is that the infants learn each level sequentially,
proceeding from the bottom up. Learning at each level would build
the units over which the next level operates, and thus higher lev-
els would have to wait until (at least some of) the primitives at
the lower levels had been acquired. This hypothesis is intuitive,
and makes several predictions consistent with the extant liter-
ature. First, it predicts a developmental trajectory in statistical
learning abilities: phoneme learning should come first, followed by
speech segmentation, followed by word-world mapping, followed
by syntax. Indeed, this is the general trend observed in infant statis-
tical learning experiments. At 6 months, infants show sensitivity
to phoneme distributions (Maye et al., 2002), at 8 months they
can segment continual speech into words (Saffran et al., 1996), at
12 months they can map words onto objects using co-occurrence
information (Smith and Yu, 2008), and at 18 months they can learn
non-adjacent syntactic dependencies (Gómez, 2002). Second, this
account predicts that infants should be able to extract regularities
at one level, and use them subsequently to learn at the next higher
level. This has been confirmed by recent empirical findings from
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Saffran and colleagues (Graf Estes et al., 2007; Hay et al., 2011)
showing that statistically coherent word segments extracted from
continuous speech subsequently act as superior labels in subse-
quent word learning. It is also supported by recent computational
models showing that regularities at multiple levels can be learned
serially from child-directed speech (Yu et al., 2005; Christiansen
et al., 2009; Räsänen, 2011).

Alternatively, learners could acquire structure at each level in
parallel. Because regularities at each level are statistically inter-
related, partial acquisition of the structure at any level would
reduce ambiguity at every other level (Feldman et al., 2009; John-
son et al., 2010). However, this aggregate ambiguity reduction
comes at a cost: if units are uncertain at every level, demands
on attention and memory are likely to skyrocket. Thus, an abun-
dance of structure helpful for ideal learners might easily overload
cognitively constrained statistical learners (Fu, 2008; Frank et al.,
2010). This tradeoff is evident in recent experiments investigating
simultaneous statistical speech segmentation and word learning.
In these experiments, adult learners engaged in a standard sta-
tistical speech segmentation task with one addition: word-onsets
occurred in a small window around the onset of visual objects.
Under these conditions, adults succeeded at both segmenting the
speech stream, and mapping the words onto their correct referents
(Cunillera et al., 2010a,b; Thiessen, 2010). However, in identi-
cal experiments, 8-month-olds failed to acquire either regularity
(Thiessen, 2010). Further, when the task is made slightly more dif-
ficult – presenting multiple objects at once (as in Yu and Smith,
2007) – adults fail to learn word-object mappings from contin-
uous speech (Frank et al., 2007). Thus, while parallel statistical
learning might provide a significant advantage, it could be out-
side the processing limits of human learners (cf. Fiser and Aslin,
2002, for an example of parallel learning in a purely visual task).
However, these demands on cognitive processing could be allevi-
ated in another way: human learners could be scaffolded by other
properties of natural language (Vygotsky, 1978; Mintz, 2003). The
studies in this paper provide evidence for just such a solution in
the context of parallel speech segmentation and word learning.

In typical statistical learning experiments, regularities in the
input are constructed in such a way as to isolate the problem of
interest. For instance, in statistical speech segmentation tasks, each
word typically occurs with equal frequency and is equally likely to
follow each other word (e.g., Saffran et al., 1996; Graf Estes et al.,
2007). In statistical word learning tasks, each word and object typ-
ically occur with equal frequency, and each incorrect mapping has
equal statistical support (e.g., Yu and Smith, 2007; Smith and Yu,
2008; Vouloumanos and Werker, 2009). But this structure differs
in a number of ways from the structure of natural language input,
and these difference are likely to matter (Kurumada et al., 2011;
Vogt, 2012). For instance, referential utterances in child-directed
speech often come from a small set of stereotyped naming frames,
e.g., “look at the dog ” (Cameron-Faulkner et al., 2003). Children
are remarkably sensitive to this structure: 18-month-old infants
orient faster to the referent of a label embedded in such statisti-
cally frequent naming frames than they do to a label uttered in
isolation (Fernald and Hurtado, 2006). Do these frequent frames
help learners segment a stream of sounds into and to map these
words onto referents?

We pursued this question in two steps. First, we sought to
determine the statistical structure of the frames that characterize
naming events to young children. To this end, we analyzed data
from a corpus of child-directed speech recorded during naturalis-
tic free-play interactions to discover the shared structure of com-
mon naming frames. Subsequently, we constructed an artificial
language in which the strings were naming events that maintained
the main regularities found in the natural speech corpus. We then
embedded these naming events in a word-object mapping task
in which each trial contained multiple naming events and mul-
tiple visual referents. Thus, to learn the language, participants
would have to segment labels from continuous speech and map
them to their statistically consistent referents. We then parametri-
cally manipulated the artificial language to determine if and how
the regularities in natural naming frames facilitate simultaneous
speech segmentation and word learning. Our findings illustrate
the importance of understanding the statistical properties of nat-
ural language contexts for drawing conclusions about statistical
learning.

RESULTS
CORPUS ANALYSIS
To capture regularities in naming frame structure, we analyzed
transcripts of child-directed speech from naturalistic free-play
interactions between 17 parent-child dyads (Yu et al., 2008; Yu
and Smith, 2012). This corpus contained 3165 parental speech
utterances, 1624 of which contained the label of one of the toys
in the room. Of these utterances, 672 (∼20%) were single-word
utterances consisting of only the toy’s label. Because the Exper-
iments investigate the role of naming frames in parallel speech
segmentation and word learning, these utterances were excluded
from further analysis, but we return to them in the Discussion. The
remaining 952 events were analyzed for consistent naming frame
structure.

As shown in Table 1, 21 different naming frames cover more
than 50% of all naming events. Together, these frames contain only
20 unique words and conform to two general regularities. First, in
these frequent frames, the toy’s label always occurs in the final
position (see also Aslin et al., 1996). Second, only a small set of
words – mostly articles – precede a toy’s label (see also Shafer et al.,
1998). Both regularities are also common in the remaining naming
events, appearing in 50 and 63%, respectively. Because both final
position (Endress et al., 2005) and onset cues (Bortfeld et al., 2005;
Mersad and Nazzi, 2012) have previously been found to facilitate
statistical sequence learning, each regularity could potentially scaf-
fold statistical learners, buttressing them against the combinatorial
explosion of parallel speech segmentation and word learning. Fur-
ther, evidence from other studies suggests that redundant cues
help children learn language (e.g., Gogate et al., 2000; Frank et al.,
2009). Consequently the combination of both position and onset
cues could play an additive role in speech segmentation and word
learning.

EXPERIMENTS
To study joint speech segmentation and word-object mapping, we
exposed adult participants to a series of individually ambiguous
training trials based on the cross-situational learning paradigm (Yu
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and Smith, 2007). On each trial, adults saw two objects and heard
two phrases of continuous speech from an artificial language. In
order to learn word-object mappings, they had to determine which
phrase referred to which object, where the word boundaries were,
and finally which words were Object Labels and which word were
Frame Words. Crucially, the naming frames extracted from the nat-
ural child-directed speech corpus were encoded into the artificial
language presented to participants (Figure 1).

Participants were assigned randomly to one of four language
conditions. In the Full language condition, participants heard
artificial language phrases containing both regularities found in
natural naming frames. In the Onset Only language condition,
Object Labels appeared in the middle of phrases instead of at the
end, but they were always preceded by one of a small set of onset

Table 1 |The 21 most frequent naming frames.

Phrase Pct. of corpus

The OBJ 6.30

That is a OBJ 4.73

And the OBJ 4.31

A OBJ 4.10

It is a OBJ 3.78

This is a OBJ 3.57

And a OBJ 3.26

Can you say OBJ 2.94

Here is the OBJ 2.63

And OBJ 2.42

Where is the OBJ 1.89

That is the OBJ 1.79

Look at the OBJ 1.79

I have the OBJ 1.47

You want the OBJ 1.16

Color is the OBJ 1.16

Is that the OBJ 1.16

there is the OBJ 1.05

You put the OBJ 1.05

To put the OBJ 0.95

One is the OBJ 0.95

Total 52.42%

Two regularities are apparent in the most frequent naming frames. First, Object

Labels occur reliably in final frame position. Second, labels are reliably preceded

by a small set of onset cues (a, the, and, say).

cue words. In the Position Only language condition Object Labels
always appeared in utterance-final position, but were not preceded
by a small set of onset cue words. Finally, in the Control language
condition, neither regularity from the natural naming frames was
provided. After training, participants were tested for their knowl-
edge of both the words of the language (speech segmentation),
and the word-object mappings. Additional details can be found in
the section “Materials and Methods” below.

Speech segmentation
On each segmentation test, participants were asked to indicate
which of two sequences was more likely to be a word of the lan-
guage. Figure 2 shows how participants’ segmentation of both
Object Labels and Frame Words varied across language condi-
tions. Overall, participants successfully segmented Object Labels
only in the Full and Position Only language conditions. They
segmented Frame Words successfully in the Onset Only lan-
guage condition, and to a lesser extent in the Position Only and
Control language conditions. Participants’ segmentation accura-
cies were averaged across all words and submitted to a mixed 4
(Language)× 2 (Word Type) ANOVA. This analysis showed no
main effect of language [F(3,90)= 1.40, p= 0.25] nor word type
[F(1,90)= 0.83, p= 0.37], but did show a significant interaction
[F(3,90)= 5.39, p < 0.01]. All segmentation accuracy were sub-
mitted to the Shapiro–Wilk test of normality (Shapiro and Wilk,
1965). Since none were found to be non-normal (all p’s > 0.1),
follow up analyses used t -tests. These follow up tests showed
that Object Label segmentation was above chance in the Full
[M = 0.59, t (23)= 2.69, p < 0.05] and Position Only language
conditions [M = 0.57, t (21)= 2.13, p < 0.05], but not in the
Onset Only [M = 0.53, t (23)= 1.34, p= 0.19] or Control lan-
guage conditions [M = 0.54, t (23)= 1.26, p= 0.22]. Frame-word
segmentation was above chance in the Onset Only language
condition [M = 0.68, t (23)= 5.39, p < 0.001], trended toward
significance in the Position Only and Control language condi-
tions [MPositionOnly= 0.56, t (21)= 1.86, p= 0.08; MControl= 0.55,
t (21)= 1.93, p= 0.06] and was indistinguishable from chance in
the Full language condition [M = 0.52, t (23)= 0.51, p= 0.62].
Segmentation of Object Labels and Frame Words was correlated
in Position Only language condition (r = 0.48, p < 0.05), but not
in any of the other language conditions (rFull=−0.22, p= 0.29;
rOnsetOnly= 0.19, p= 0.39; rControl= 0.23, p= 0.29). Segmentation
focus – and accuracy – thus varied across the conditions.

In the Full language condition, participants focused on and
segmented only the Object Labels, learning little about the Frame

FIGURE 1 | An example training trial from the Full language condition. Trials were constructed by encoding naming event patterns from the child-directed
speech corpus into the artificial language.
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FIGURE 2 | Segmentation accuracy in each condition for both Object
Labels and Frame words. Learners successfully segmented Object Labels
in the Full and Position Only language conditions, and segmented Frame
Words in the Onset Only language condition. Error Bars indicate ±1 SE.

Words. In the Onset Only language condition, participants seg-
mented Frame Words very successfully, but failed to successfully
segment the Object Labels. In the Position Only language con-
dition, participants segmented Object Labels successfully and
segmented Frame Words at near-significant levels. Further, seg-
mentation accuracy for the two word types was correlated in this
condition, suggesting that they supported each other. In the Con-
trol language condition, segmentation trended toward accuracy for
the Frame Words and was at chance levels for Object Labels. Fur-
ther, segmentation of the word types was uncorrelated, suggesting
a less integrated segmentation strategy.

Word-object mapping
Participants were subsequently tested on their word-object map-
ping accuracy. On each test trial, they heard one word from
training and were asked to select the most likely referent object
from a set of four alternatives. As shown in Figure 3, par-
ticipants learned a significant proportion of word-object map-
pings in all but the Control language condition, but were most
successful in the Full and Position Only language conditions –
the same languages in which they were most successful at
Object Label segmentation. An ANOVA showed significant dif-
ferences in mapping accuracy across conditions [F(3,90)= 5.03,
p < 0.01]. Additional tests showed that accuracy was signifi-
cantly above chance in all but the Control language condi-
tion [MFull= 0.45, t (23)= 4.98, p < 0.001; MPositionOnly= 0.42,
t (21)= 4.12, p < 0.001; MOnsetOnly= 0.34, t (23)= 2.99, p < 0.01;
MControl= 0.29, t (23)= 1.78, p= 0.09]. Further, accuracy was
similar in the Full and Position Only language conditions
[t (44)= 0.57, p= 0.57], and accuracy in both was significantly
greater than in the Control language condition [tFull(46)= 3.69,
p < 0.001; tPositionOnly(44)= 2.92, p < 0.01].Accuracy was signifi-
cantly greater in the Full language condition than in the Onset
Only language condition [t (46)= 2.31, p < 0.05], but accuracy
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FIGURE 3 | Word-object mapping accuracy by condition. Participants
mapped words onto object successfully in all but the Control language
condition. Error Bars indicate ±1 SE.

did not differ between the Position Only and the Onset Only lan-
guage conditions [t (44)= 1.65, p= 0.11]. Thus, participants were
able to learn word-object mappings from continuous speech as
long as either regularity from natural naming frames was present.
However, the position regularity facilitated learning more than the
onset cue regularity.

Correlations between speech segmentation and word-object
mapping
Did segmentation and word-object mapping interact, bootstrap-
ping each other? Figure 4 shows correlations between each partici-
pant’s average Object Label segmentation and average word-object
mapping in each language condition. The two were positively
correlated in the Full (r = 0.51; p < 0.05) and the Position Only
language conditions (r = 0.62, p < 0.01), but were uncorrelated
in the Onset Only (r =−0.09, p= 0.67) and Control language
conditions (r =−0.10, p= 0.56). Thus, participants in the Onset
Only language condition showed evidence of learning word-object
mappings without fully segmenting the labels from the utterances.

DISCUSSION
Natural languages are richly structured, containing regularities at
multiple hierarchal levels. Statistical learning approaches to lan-
guage acquisition typically focus on one level at a time, showing
how the primitives from the level below can be used to construct
the primitives for the level above. Alternatively, statistical language
learning at every level could proceed in parallel, exploiting statisti-
cal redundancies across levels (Feldman et al., 2009; Johnson et al.,
2010). On this account, a child learning a word-referent mapping
may not need to wait until she has fully learned the word. But
uncertainty at multiple levels imposes significant attention and
memory demands on learners, demands that may prevent learn-
ing altogether (Frank et al., 2007; Thiessen, 2010). In this paper, we
suggest that these demands may be alleviated by other regularities
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regularities was positively correlated in the Full (A) and Position Only (B)
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(D) language conditions.

in natural language input, for instance, frequent naming frames
(Mintz, 2003).

CORPUS ANALYSIS
Analyzing the structure of natural naming events is an important
step toward modeling children’s word learning. Because consis-
tency in naming event structure constrains the space of potential
solutions, the same mechanism that fails in an unstructured envi-
ronment may successfully extract words from fluent speech and
map them to their referent objects when additional regularities
are present. Our analysis showed, first, that a large proportion of
naming events in naturalistic free-play are single-word utterances
(see also Fernald and Morikawa, 1993; Brent and Siskind, 2001).
These utterances could simplify later speech segmentation and give
infants a leg up in later word learning (Brent and Siskind, 2001;
Lew-Williams et al., 2011).

Second, our analysis revealed two regularities common to over
50% of naming events: labels occur in final phrasal position, and
are preceded by an onset cue. We hypothesize that these regu-
larities, like single-word utterances, could also scaffold statistical
learning. Specifically, the information encoded in frequent nam-
ing frames may allow learners to identify the utterances most likely
to be naming events and to spot the label within each frame,
potentially without fully segmenting the other words. That is,
word-referent mapping may begin before children know exact
word boundaries (Yu et al., 2005).

EXPERIMENTS
Encoding these regularities into an artificial language, we tested
this idea empirically. Exposing adult participants to artificial lan-
guages constructed from a corpus of child-directed speech, we
were able to determine the independent and joint contributions

of the two regularities apparent in the corpus. Keeping constant
the words that make up naming phrases, we altered only their
order across conditions. If parallel speech segmentation and word-
object mapping rely on environmental cues to reduce cognitive
load, this should be reflected in the learning rates across our four
conditions.

In the Full language condition, which gave strong cues to the
frame position of Object Labels as well as to their onset, par-
ticipants successfully segmented labels from continuous speech
and mapped them onto their referent objects. This success came
in spite, or perhaps because, of chance-level performance on
Frame Word segmentation. That is, participants were able to focus
their attention on only the relevant portion of the speech steam
(see also Cunillera et al., 2010a). These results, along with the
strong correlation between word segmentation and word-object
mapping, suggest that participants became attuned to the posi-
tional regularity and effectively ignored large portions of the
speech input. This reduction in cognitive load may have supported
learning.

The Position Only language condition, in contrast, removed the
onset cue by moving words in the cue set to the beginning of
each sentence. In this condition, participants also successfully seg-
mented Object Labels from continuous speech, although at slightly
a reduced level. In trade, they performed at a near-significant level
on Frame Word segmentation. Also, unlike in the Full language
condition, segmentation of Object Labels and Frame Words was
highly correlated, suggesting an interaction between the processes.
Nonetheless, despite these differences, participants in the Position
Only language condition performed well on the test of word-object
mapping. Thus, removing the onset cue forced participants to
actively process more of the speech stream, but the presence of
the position cue kept cognitive load low enough to enable learn-
ing. These results are consistent with previous work showing that
utterance-final position facilitates language learning (Echols and
Newport, 1993; Goodsitt et al., 1993; Endress et al., 2005; Frank
et al., 2007).

Removing the position regularity from the Full language
yielded the Onset Only language condition. In this condition,
Object Labels were preceded by a small set of onset cues, but
occurred always in medial phrasal position. Without labels in
final position, participants performed at chance on tests of
Object Label segmentation. However performance on Frame
Word segmentation reached levels unseen in the other condi-
tions. Surprisingly, although participants did not show knowl-
edge of correct Object Label segmentation, they did succeed
in mapping words to objects at above chance (albeit reduced)
levels. Thus, an onset cue alone was sufficient to enable word
learning. This is consonant with other work showing that famil-
iar words can act as onset cues, giving infants a wedge into
speech segmentation (Bortfeld et al., 2005; Mersad and Nazzi,
2012).

Finally, when naming phrases contained all of the same words
but neither of the cues found in the child-directed speech cor-
pus, participants showed poor learning of both kinds of statistics.
Thus, in the Control language condition, participants were unable
to cope with the cognitive load inherent in the simultaneous
segmentation and word learning.
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CONCLUSION
We began by considering the relationship between statistical
speech segmentation and statistical word learning. While previ-
ous work has demonstrated a serial link (e.g., Graf Estes et al.,
2007; Mirman et al., 2008), in which word candidates generated
via statistical segmentation are privileged in statistical word learn-
ing, a robust parallel demonstration has remained elusive (Frank
et al., 2007; Thiessen, 2010). Perhaps the computational resources
required by the tasks are simply too costly to allow their simul-
taneous resolution. We proposed that construction of previous
artificial languages may have averaged out the very regularities
that support a parallel solution in naturalistic environments. To
borrow from J. J. Gibson, “it’s not [just] what is inside the head
that is important, it’s what the head is inside of.”

Analysis of a corpus of child-directed speech from free-play
found two potential sources of such scaffolding. First, Object
Labels occurred consistently in the final position of naming
phrases. Second, these labels were consistently preceded by one
of a small set of onset cue words, predominantly articles. We con-
structed artificial languages following a 2× 2 design to produce
all possible presence/absence combinations of these regularities.
Adult participants were exposed to an ambiguous word-object
mapping task in the cross-situational word learning paradigm (Yu
and Smith, 2007) in which labels were embedded within contin-
uous speech phrases. These experiments allowed us to determine
the independent and joint contributions of the two natural nam-
ing regularities. Although these studies use adult language learners
as a proxy for child language learners (Gillette et al., 1999), future
studies will need to ask this question more directly, using infant
participants and measuring learning on-line over the course of
training. This will allow finer-grained analysis of the relative time-
course of acquisition of each regularity, making clearer whether
learning is serial, parallel, or a mixture of both. Further, while the
two major regularities found in the corpus have been observed in
other corpora, further analyses will need to determine how naming
frames change over development, and how these frames contribute
to speech segmentation and word learning. Finally, it is impor-
tant to know to what extent these kinds of frames characterize
other languages. Although surely specific frames will differ from
language to language, there are reasons to expect common regular-
ities to generalize. For instance,Aslin et al. (1996) analyzed Turkish
child-directed speech and found that mothers consistently placed
target objects in final position even though this is ungrammatical.

These results highlight the importance of studying statistical
language learning in the context of real language input. Although
statistical learning is often studies under “unbiased” assumptions
about input distributions (e.g., uniform word frequency), these
assumptions can be a poor proxy for real-world input (e.g., Zip-
fian frequency). Sometimes, as in the Full language condition,
natural input distributions facilitate statistical learning (see also,
Johns and Jones, 2010; Kurumada et al., 2011). However, in other
cases, natural input statistics make pure statistical learning diffi-
cult or impossible (e.g., Johnson and Tyler, 2010; Medina et al.,
2011; Vogt, 2012). In such cases, we may be led to understand
how other properties of the environment – or of children’s and
adults’ perceptual systems – take up the slack. For instance, a num-
ber of previous studies highlight the importance of redundant

information in language learning (e.g., Gogate et al., 2000, 2001;
Frank et al., 2009; Goldstein et al., 2010; Grassmann and Tomasello,
2010; Smith et al., 2010; Riordan and Jones, 2011). In all of these
cases, a difficult statistical language learning problem is made
easier by the addition of redundant information, often informa-
tion from a second sensory modality. For instance, the addition
of a pointing (Grassmann and Tomasello, 2010) or synchronous
motion (Gogate et al., 2000). This redundant information may
make the regularity easier to notice. In other cases, this highlight-
ing is accomplished with a single modality – e.g., presenting the
label in a familiar voice (Bergelson and Swingley, 2012) or prosody
(Thiessen et al., 2005; Shukla et al., 2011). Finally, in some cases
this simplification may be accomplished by the child’s own percep-
tion/action system, which may act as a filter on the visual (Yurovsky
et al., 2012; Yu and Smith, 2012).

Language learning is a process of navigating uncertainty, of
leveraging partially learned regularities to learn other regularities
(Gleitman, 1990; Smith, 2000). Consequently, there many many
routes for breaking into language, and the route that learners adopt
is likely to depend on the statistics in their input. For instance,
in the Full language condition, participants learned word-object
mappings by segmenting Object Labels but ignoring Frame Words.
In contrast, participants in the Position Only language condition
segmented both kinds of words, and participants in the Onset Only
language condition learned word-object mappings but segmented
only the Frame Words. In concert with previous research indi-
cating that learners can ignore irrelevant statistical information
(Cunillera et al., 2010a; Weiss et al., 2010), and focus on reliable
statistical information (Smith, 2000; Colunga and Smith, 2005),
these results present a picture of language acquisition as an adap-
tive process in which learners focus on and exploit the regularities
most useful for the task at hand. Thus, the timing with which
different regularities are acquired is likely to vary as a function
of each learner’s input. There may thus be cases, as Peters (1977)
suggested, in which children “learn the tune before the words.”

MATERIALS AND METHODS
All experiments reported in this paper were approved by the
Human Subjects Office at the Indiana University Office of
Research Administration. Informed consent was obtained from
all participants prior to their participation in these experiments.

CORPUS ANALYSIS
Data
Transcripts of child-direct speech for naming frame analysis were
drawn from free-play interactions between 17 mothers and their
17–19-month-old children. These dyads were seated across from
each other and asked to play with three novel toys for 3 min at a
time. They were given three such sets of toys, resulting in nine total
minutes of interaction. Parents were taught labels for each of these
toys (e.g., “dax,” “toma”) and asked to use these if they wished to
refer to them by name. No other instructions were given.

Audio recordings of each parent’s speech were automatically
partitioned into individual utterances using a threshold of 1 s
of speech silence. This approach provides a consistent, objective
cutoff and obviates the reliability issues involved in human cod-
ing. For the purpose of speech segmentation, the importance of
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utterance boundaries is that they provide salient stops that disam-
biguate word boundaries. Because previous research shows that
pauses on the order of 100 ms (Ettlinger et al., 2011) and 400 ms
(Finn and Hudson Kam, 2008) affect adult speech segmentation,
and pauses on the order of 500 ms (Mattys et al., 1999) affect infant
statistical speech segmentation, 1 s is a conservative estimate of the
length of pauses that would provide disambiguating information
to children.

These utterances were then transcribed by human coders into
English. Naming frame regularities were extracted using a six-
word window made up of three words on either side of a toy’s
label. If fewer than three words preceded or followed a label in any
given utterance, blanks were inserted to fill out the window (e.g.,
“_ _ the toma is blue _”). Next, individual toy labels were replaced
with a common token (OBJ), and the frequency of each resulting
multi-word frame was computed.

EXPERIMENTS
Participants
Ninety-two undergraduate students from Indiana University par-
ticipated in exchange for course credit. All participants were
self-reported native speakers of English. These participants were
divided into four approximately equal groups, each exposed to one
of the artificial languages.

Materials
Stimuli for the experiment consisted of 18 unique objects (from Yu
and Smith, 2007), and 38 unique words. Eighteen of these words
acted as labels for the novel objects, and the other 20 were mapped
onto the words contained in the 21 most frequent frames found
in the corpus analysis. Half of the words of each type were one
syllable (CV) long, and the other half were two syllables (CVCV)
long, necessitating the construction of 57 unique syllables. These
syllables were created by sampling 57 of the 60 possible combi-
nations of 12 constants and 5 vowels. Syllables were assigned to
words randomly, so that nothing about a word’s phonetic prop-
erties could be used to distinguish Object Labels from Frame
Words.

Words were then concatenated together without intervening
pauses to create artificial language equivalents of each of the 21 fre-
quent frames in the corpus. Participants were exposed to synthe-
sized versions of these phrases constructed with MBROLA (Dutoit
et al., 1996). This produced utterances in which no prosodic or
phonetic properties could be used to determine word bound-
aries, forcing participants to rely on statistical information. Speech
was synthesized using the us1 diphone database – an Ameri-
can female speaking voice. Each consonant was 94 ms long with
a pitch point of 200 Hz at 10 ms. Each vowel was 292 ms long
with a 221 Hz pitch point at 108 ms and a 200 Hz pitch point
at 292 ms. Each syllable was separated from the next by a 1 ms
pause and each utterance ended with a 20 ms pause. These val-
ues were chosen to produce speech with a natural sound and
cadence.

Design and procedure
Participants were told that they would be exposed to scenes con-
sisting of two novel objects, and a phrase referring to each of them.

Table 2 |The 2 × 2 design of the artificial language experiment.

Final position Middle position

Preceding

cue

Full Language

“Look at the OBJ”

Onset H : 1.45, Offset H : 0

Onset Only Language

“At the OBJ look”

Onset H : 1.45, Offset H : 3.50

No cue Position Only Language

“The look at OBJ”

Onset H : 2.71, Offset H : 0

Control Language

“the look OBJ at”

Onset H : 2.71, Offset H : 3.50

Phrasal position of the Object Label varies along the rows; presence of the onset

cue varies along the columns.

Each phrase would contain exactly one word labeling an on-screen
object, along with several function words corresponding to the
grammar of the artificial language. Participants had to determine
which phrase referred to which object, how the phrases they heard
should be segmented into words,and which of these words referred
to which of the objects. Next, participants observed an exam-
ple trial using English words and familiar objects to demonstrate
the task. Importantly, the example contained both an object-final
phrase (“observe the tractor”) and an object-medial phrase (“and
the dog over there”) to prevent participants from expecting any
particular positional regularity.

After the example, participants observed 108 training trials,
each containing 2 objects and 2 spoken artificial language phrases
(Figure 1). Trials began with 2 s of silence, each phrase was approx-
imately 2 s in length, and 3 s of silence succeeded each phrase,
resulting in trials approximately 12 s long. Each object appeared
12 times, and each naming frame occurred a number of times pro-
portional to its appearance in the child-directed speech corpus.
The entire training set ran just over 20 min.

After training, participants were tested first for speech segmen-
tation and then word-object mapping. On each segmentation test
trial, a participant heard 2 two-syllable words: a word from the
experiment and a foil created by concatenating the first syllable
of one word and the second syllable of another (following Fiser
and Aslin, 2002). They were asked to indicate which of the words
was more likely to be part of the artificial language (2AFC Test).
Six correct Object Labels were tested against 6 Object foils, and
6 correct Frame Words were tested against 6 Frame foils, result-
ing in 72 total segmentation trials. Each possible word occurred
an equal number of times in testing, preventing participants from
using test frequency as a cue to correctness. Tests for Object Labels
and Frame words were interspersed in a different random order
for each participant.

Subsequently, participants were tested on their knowledge of
word-object mappings. On each test trial, participants heard one
of the Object Labels and were asked to select its correct referent
from a set of four alternatives (4AFC Test). All of the labels were
tested once in random order.

To assess the independent and joint contribution of both the
final position and onset cue regularities, one group of partici-
pants was exposed to each of the four possible presence/absence
combinations of these cues. Materials and procedure were identi-
cal for each of the groups except for the order of words within
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each artificial language naming phrase (Table 2). To quantify
the in-principle difficulty of segmenting each language, we com-
pute the binary entropy of the Frame Words in the positions
preceding and following an Object Label in each language con-
dition. Entropy (H ) quantifies the variability of a distribution,
integrating both the number of unique alternatives and the rel-
ative frequency of each alternative (Shannon, 1948). When there
is no variability, e.g., when the only possibility is an utterance
boundary, entropy is zero. As the number of alternatives increases
and their frequencies become more uniform, entropy increases.

Onset and Offset entropies for each language are also found in
Table 2.
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In most human languages, important components of linguistic structure are carried by
affixes, also called bound morphemes.The affixes in a language comprise a relatively small
but frequently occurring set of forms that surface as parts of words, but never occur with-
out a stem. They combine productively with word stems and other grammatical entities
in systematic and predictable ways. For example, the English suffix -ing occurs on verb
stems, and in combination with a form of the auxiliary verb be, marks the verb with pro-
gressive aspect (e.g., was walking). In acquiring a language, learners must acquire rules
of combination for affixes. However, prior to learning these combinatorial rules, learners
are faced with discovering what the sub-lexical forms are over which the rules operate.
That is, they have to discover the bound morphemes themselves. It is not known when
English-learners begin to analyze words into morphological units. Previous research with
learners of English found evidence that 18-month-olds have started to learn the combi-
natorial rules involving bound morphemes, and that 15-month-olds have not. However, it
is not known whether 15-month-olds nevertheless represent the morphemes as distinct
entities. This present study demonstrates that when 15-month-olds process words that
end in -ing, they segment the suffix from the word, but they do not do so with endings
that are not morphemes. Eight-month olds do not show this capacity.Thus, 15-month-olds
have already started to identify bound morphemes and actively use them in processing
speech.

Keywords: language acquisition, morphology, infancy, speech perception, lexicon, psycholinguistics

INTRODUCTION
In most human languages important components of linguistic
structure are carried by affixes, or bound morphemes. The affixes
in a language comprise a relatively small but frequently occurring
set of forms that surface as parts of words, but never occur with-
out a stem. While bound morphemes always occur as part of a
larger word, they are viewed as having an independent status by
virtue of the fact that they combine productively with stems and
other grammatical elements in systematic and predictable ways.
For example, any English verb root that is inflected with the suffix
-ing and is preceded by a form of the auxiliary verb, be, results in a
verb form that is marked with particular tense and aspect: present
progressive (e.g., she is reading ). Mastering the morphological sys-
tem of a language thus involves acquiring the generalizations about
the relationships between formal elements (e.g., auxiliary-be and
-ing ), as well as the semantic and functional properties of the
language that are represented in the morphological system (e.g.,
mood, aspect, number, etc.). However, before learners can acquire
morphological facts about their language, they must first identify
the sub-lexical combinatorial units: they must identify the bound
morphemes.

Children’s first productive use of bound morphemes (and
functional categories more broadly, including function words)
is delayed relative to their initial production of content words.
For example, children typically produce their first words at

approximately 12 months, but it is not until they combine words,
between 18 and 24 months, that children learning English begin to
produce morphemes when they are required (Brown, 1973; de Vil-
liers and de Villiers, 1973), and even then, mastery may be limited
to a small number of forms.

From perception and comprehension studies, there is also evi-
dence that infants learning English have started to form repre-
sentations of sub-lexical morphemes, and have learned something
about the patterns in which the morphemes normally occur, by
the time they start producing two-word combinations (Santel-
mann and Jusczyk, 1998; Golinkoff et al., 2001; Soderstrom et al.,
2002). For example, Santelmann and Jusczyk (1998) showed that
18-month-old infants preferred to listen to grammatical sentences
in which a word ending in the morpheme -ing followed the func-
tion word is (1a), over ungrammatical sentences in which the word
followed the function word can (1b).

(1) a. At the bakery, everybody is baking bread.
b. ∗At the bakery, everybody can baking bread.

However, Santelmann and Jusczyk did not find such a differ-
ential preference in 15-month-olds. Similarly, for the inflection
-s (plural and third person singular), Soderstrom (2003) and
Soderstrom et al. (2002) showed that 19-month-olds noticed
when normal dependencies between the affix and nearby function
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words were violated, but 16-month-olds did not. However, Soder-
strom et al. (2007) reported some conditions under which
even 16-month-olds show a sensitivity to a misplaced -s affix.
Taken together, these experiments demonstrate that by 18 months,
English-learning infants have learned morphosyntactic patterns
involving a range of sub-lexical morphemes, and suggest that
infants’ sensitivity to some of these patterns is developing at
16 months. As a consequence, these studies also provide evidence
concerning when learners represent affixes as distinct forms – that
is, separate from the stems to which they are attached – since
infants must first segment the affixes as distinct units before
learning patterns to which they contribute.

Similar experiments with infants learning German (Höhle et al.,
2006), Dutch (van Heugten and Johnson, 2010), and French (van
Heugten and Shi, 2010; Nazzi et al., 2011) have broadly replicated
the finding that infants between 17 and 24 months are becom-
ing sensitive to morphosyntactic patterns involving affixes, and to
functional elements more broadly (van Heugten and Shi, 2009;
Shi and Melançon, 2010). At the same time, these cross-linguistic
studies provided further insights into the distributional and lin-
guistic factors that influence how infants process morphosyntactic
dependencies. However, these studies leave open the question of
infants’ representations of sub-lexical morphemes in the devel-
opmental period before they show sensitivity to dependencies
between morphosyntactic units. That is, it is not clear precisely
why 15-month-olds failed to respond differently to (1a) and (1b)
in Santelmann and Jusczyk’s (1998) study. There is evidence that
between 11 and 14 months, infants acquire representations of
function words (Shi et al., 2006a,b), so 15-month-olds’ behav-
ior is not likely to be due to an inability to distinguish is in (1a)
from can in (1b). However, it could be that 15-month-olds sim-
ply do not represent -ing as a discrete unit, and therefore have
no way of representing patterns and dependencies involving that
morpheme. On the other hand, they might have a discrete repre-
sentation of -ing, but have not yet learned the dependency patterns
in which -ing participates. Resolving this question is important for
understanding the time-course of infants’ morphosyntactic devel-
opment, as well as for providing a basis for further research into
the mechanisms of infants’ morphosyntactic acquisition.

A recent study of French-learning infants is relevant to this
question. Marquis and Shi (2012) familiarized French-learning
11-month-olds to a pseudo-root (i.e., a nonsense syllable). They
then recorded infants’ listening times to passages containing the
pseudo-root “inflected” with the actual French suffix /e/ and to
sentences with an unfamiliarized pseudo-root, also ending in /e/.
Infants listened longer to the sentences containing the inflected
familiarized pseudo-root, suggesting that infants segmented the /e/
ending from the rest of the word and recognized the familiar stem.
Different infants who were tested on familiarized and unfamliar-
ized pseudo-roots inflected with /u/,which is not a French affix,did
not listen preferentially to either stimulus type. Thus, the response
of infants who preferred the familiarized vs. unfamiliarized stems
with the /e/ suffix cannot be attributed to phonetic similarity of the
familiarized and tested forms; rather, infants’ behavior was appar-
ently guided by factors relating to the status of /e/ as a morpheme.
Marquis and Shi’s study provides the earliest evidence for infants’
segmentation of sub-lexical morphemes.

Marquis and Shi’s (2012) results demonstrate that infants have
begun to form representations of bound morphemes by the end
of the first year of life, at least in the case of infants learning
French. In considering the question of English-learners’ represen-
tation of -ing, it is tempting to extend this finding to English, and
conclude that English 15-month-olds must therefore represent
-ing as a discrete form. However, there are important differ-
ences between French and English that might affect how Marquis
and Shi’s conclusions from French generalize to English. Fore-
most is that the inflectional system of French is overall richer
than that of English. French marks both grammatical gender and
number, and has gender and number agreement between nouns,
pronouns, determiners, and adjectives. These properties might
lead French-learning infants to attend to, detect, and process suf-
fixes at an earlier age compared to infants learning English and
other languages in which overt morphology is relatively impov-
erished. It is therefore important to verify the finding in other
languages.

There are also methodological considerations that limit the
generalizability of Marquis and Shi’s (2012) findings. In their
experiments, infants were familiarized to a pre-segmented stem,
and only had to process and recognize that stem in combination
with a suffix. If infants’ early representations of sub-lexical forms
are fragile, their ability to detect and process bound morphemes
may be limited. The processing demands of tracking one pre-
segmented stem over the course of an experiment may be simple
enough for detection of the morpheme and subsequent segmen-
tation of the stem, but sub-lexical processing could be hindered
in more complex situations. Replicating the finding with different
experimental designs, especially those that place more demands
on processing and memory resources, is important for establish-
ing the robustness of infants’ early representations of morphology.
In each experiment in the current study, infants were exposed to a
multitude of stems inflected with -ing. In order to show evidence of
morphological segmentation they had to segment the stems from
these forms, remember them over the course of the familiariza-
tion period, and then recognize them during the test trials. While
infants would not need to segment and retain every stem in order
to show a reliable segmentation effect, they would have to track
several, thus increasing complexity and resource demands. Fur-
thermore, requiring infants to perform the segmentation during
the familiarization phase rather than at test – reversing the method
of Marquis and Shi – could increases task difficulty as well. When
the bare stem is given first it can aid infants in detecting the rel-
evant words in the test passages, making the task of detecting the
stem in the inflected form somewhat easier. However, when the
inflected forms are given first (particularly when they are in pas-
sages, as in Experiments 2–4), infants do not have this extra guide
to morphological segmentation.

In summary, Marquis and Shi’s (2012) findings provide impor-
tant evidence that infants can represent sub-lexical morphemes
well in advance of their ability to track the dependency patterns
in which they occur. However, typological differences between
English and French, as well as the single methodological con-
text of the findings only provide indirect evidence with respect
to morphological representations in English-learners. Thus, the
question of whether English-learning 15-month-olds treat -ing as
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a distinct form [and, thus, their apparent insensitivity to the vio-
lation in (1b)] remains open. The present study provides a more
direct assessment of English-learning 15-month-olds’ morpho-
logical representations. Experiments 1–3 use multiple designs and
stimuli sets to provide converging evidence that English-learning
15-month-olds treat -ing as a distinct unit. Evidence for a dis-
crete representation is inferred from infants’ ability to segment
-ing, in contrast to non-morpheme suffixes, from the ends of novel
words. Motivated by the formal similarities of sub-lexical segmen-
tation and word segmentation, Experiment 4 goes on to test for
evidence of sub-lexical segmentation in 8-month-olds, who have
been shown to segment words from continuous speech (Jusczyk
and Aslin, 1995; Saffran et al., 1996; Jusczyk et al., 1999; Pelucchi
et al., 2009).

EXPERIMENT 1
This experiment tested the hypothesis that English-learning 15-
month-olds represent the suffix -ing as a distinct entity, and that
the representation as a distinct form influences infants’ parsing
and representation of words.

Infants were familiarized to novel words, spoken in isolation.
Some of the words ended in the English morpheme, -ing (e.g.,
lerjoving ), and others ended with the phoneme sequence /At/ (-ot,
e.g., jemontot ), while others did not systematically share an ending.
The prediction was that if 15-month-olds represented the suffix
-ing as a distinct entity, then they would be more likely to seg-
ment -ing from the ends of the novel words than they would the
pseudo-suffix -ot. As a consequence of the segmentation process,
infants would then store a representation of the resulting isolated
novel “stems” (-ing stems, e.g., lerjov, in the example above). Since,
by hypothesis, infants would not perform this kind of sub-lexical
segmentation with words ending in -ot (or would be considerably
less likely to), they should not form sub-lexical representations of
the stems of words ending in -ot (-ot stems). As a result, infants
should find -ing stems more familiar than -ot stems after famil-
iarization. Differences in responses were tested using a version of
the Head-turn Preference Procedure (HPP; Kemler Nelson et al.,
1995).

MATERIALS AND METHODS
Subjects
All experiments reported in this paper were approved by the
University of Southern California’s Institutional Review Board.
Subjects were recruited by telephone from a database of parents
who had expressed interest in having their infant participate in
research in our lab. At least one parent of each infant provided
informed consent before the infant participated in the experi-
ment. At the conclusion of each test session, we gave the parent
a t-shirt for their child that read, “Graduate of the University of
Southern California Language Development Lab,” as a token of
our appreciation.

Data for 24 English-learning 15-month-olds were analyzed
(mean age 14:25, range 14:15–15:10). An additional 15 infants
were tested but were excluded from the data analysis due to fail-
ure to complete the experiment (6), failure to attend for more
than 1 s to at least three test trials per block (5), excessive fussi-
ness (2), parental interference (1), infant moved out of view

(1). Twelve subjects were randomly assigned to familiarization
group A; the remaining 12 were assigned to familiarization
group B.

Stimuli and design
Familiarization and test stimuli were recorded by a female, native
American English speaker, who was blind to the purpose of the
study. Recordings were made in a sound attenuating booth, using
a Shure SM58 microphone. Stimuli were digitized directly to a
computer, at a sampling rate of 44.1 kHz. Three instances of each
of the familiarization and test items were recorded. All stimuli were
recorded during the same recording session.

Familiarization stimuli. Familiarization stimuli consisted of two
sets, A and B, each consisting of 16 nonce words. In each set, five
words ended in the English suffix -ing, five ended in the non-
morphological ending -ot (/At/), and the remaining six words were
“uninflected” – that is, ending in a phoneme sequence that was not
shared by other familiarization words. The goal in including the
uninflected fillers was to add some variety to the familiarization
material to help maintain infants’ engagement in the experiment.
With respect to the design of the experiment, words ending in -ing
and -ot were treated as a pseudo-stem plus an -ing or -ot suffix.
Pseudo-stems in -ing words are called-ing stems and pseudo-stems
in -ot words are called -ot stems. Sets A and B were designed to
counterbalance stems and endings, such that -ing stems in one set
were -ot stems in the other set. The“uninflected”words in both sets
were the same. Table 1 shows the complete set of familiarization
stimuli for Experiment 1.

Four of the pseudo-stems were bisyllabic and the remainder
were monosyllabic. Stem length was included as a variable in order
to increase the variety of the familiarization material, and also to
investigate the influence of word complexity on infants’ ability to
detect suffixes. For bisyllabic stems, stress was controlled such that
trochaic and iambic stems occurred equally often with -ing and
-ot endings (see Table 1).

Test stimuli. Test stimuli consisted of the 10 pseudo-stems that
were “inflected” in the familiarization sets, but now without the
suffixes (e.g., gorp, rimp, gemónt, etc.). There were four unique test
stem types, characterized by their value on two dimensions: num-
ber of syllables, and stem status. Stems were either monosyllabic
or bisyllabic (derived from bisyllabic and trisyllabic familiarization

Table 1 | Familiarization material for experiment 1.

Set A Set B

Gorping Rimpot Choon Gorpot Rimping Choon

Feming Genot Wug Femot Gening Wug

Fejing Sibot Zimp Fejot Sibbing Zimp

Gemónting Jivántot Pux Gemóntot Jivánting Pux

Lérjoving Káfteeot Grífdon Lérjovot Káfteeing Grífdon

Bincáde Bincáde

Half the subjects heard Set A, half heard Set B. For bisyllabic words, the stressed

syllable is indicated with the accent mark.
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words, respectively), and were either -ing stems or -ot stems. While
the test stimuli were identical for all infants, the status of the stem –
that is, whether it was an -ing stem or -ot stem – depended on
the infant’s familiarization set. This design feature counterbal-
anced stem status for each test stem. Table 2 shows the test stems,
organized by number of syllables and stem status.

Acoustic properties. To ensure that any differences in infants’
ability to segment -ing and -ot could not be due to acoustic dif-
ferences between the endings, the mean amplitude and duration
of -ing and -ot in tokens of the familiarization materials were
measured using Praat (Boersma and Weenink, 2009). Since each
word was realized in three tokens, acoustic measures were aver-
aged across the three tokens for each word. Table 3 presents the
mean values for each suffix, organized by word stem. Figure 1
depicts these means graphically, indicating the affix type. As the
table and figure show, the endings are not systematically differ-
ent as a function of either dimension nor simple combination of
dimensions.

Procedure and apparatus
Each infant was tested separately while seated on a caretaker’s lap
in the center of a sound-attenuated room. The caretaker listened to
masking music over close-fitting headphones, in order not to hear

Table 2 |Test stimuli for experiment 1.

MONOSYLLABICTRIALS

-ing stems for group A Gorp, fem, fej -ot stems for group B

-ot stems for group A Rimp, gen, sib -ing stems for group B

BISYLLABICTRIALS

-ing stems for group A Gemónt, lérjov -ot stems for group B

-ot stems for group A Jivánt, káftee -ing stems for group B

Each row specifies the stems used in one test trial.

Table 3 | Measurements of duration and intensity of the English affix

and pseudo-affix used in Experiment 1.

Duration (s) Amplitude (dB sones)

Stem -ing -ot -ing -ot

Fej 0.36 0.27 63.44 67.34

Fem 0.39 0.45 64.50 61.35

Gemont 0.31 0.32 63.28 68.26

Gen 0.31 0.38 66.24 55.69

Gorp 0.38 0.33 66.89 66.92

Jivant 0.38 0.43 64.39 60.32

Kaftee 0.38 0.43 62.81 60.52

Lerjov 0.30 0.40 62.55 66.77

Rimp 0.40 0.35 66.80 59.63

Sib 0.40 0.38 66.68 62.54

Mean 0.36 0.38 64.76 62.93

For each row, measurements were averaged from the three recorded tokens of

the relevant word form (ending in -ing or -ot).

the experimental material. An experimenter observed the infant’s
looking behavior through a closed-circuit television monitor in
an adjacent room. The experimenter registered the infant’s head-
turn responses into a computer that controlled all aspects of the
experiment.

At the start of the familiarization phase, a red light positioned
at eye level on the wall directly in front of the infant flashed repeat-
edly. When the infant oriented toward the light, the familiarization
material was played on two loudspeakers mounted on the walls to
the left and right of the infant. When the familiarization stream
started, the center light was extinguished and a light mounted
above one of the loudspeakers flashed. It continued to flash until
the infant first looked toward it, then looked away for two consec-
utive seconds. The side light was then extinguished and the center
light flashed again until the infant oriented to the neutral center
position. This process was repeated for the duration of this phase,
randomizing the side on which the light flashed. The interactions
with the lights kept the infants engaged, and established the con-
tingency between their looking behavior and the activation of the
lights.

The familiarization material played continuously, during the
entire familiarization phase, and was not dependent on the infants’
orientation once the trial began. The 16 familiarization words
were presented in five blocks, with the order of words randomized
within each block, and with a different random order for each
infant. There was a 300 ms silence between each word. Since there
were three recorded versions of each word (see section Stimuli and
Design), the computer randomly selected one of the three tokens
on each presentation. Half the subjects heard word set A words,
and the other half heard set B words. The total familiarization
period lasted approximately 80 s.

FIGURE 1 | Plot of duration (s) by amplitude (dB sones) for suffixes in
Experiment 1. Each data point represents the mean of the duration and
amplitude of the affix, averaged across the three tokens of a familiarization
word.
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A brief contingency training phase immediately followed the
familiarization phase. Here, presentation of the auditory stimuli
was also contingent on the infant orienting to the flashing side
light. The auditory stimulus was always a 440 Hz pure tone lasting
1 s. Presentation started when the infant oriented toward the flash-
ing side light, and the tone was repeated until the infant looked
away for two contiguous seconds. This phase consisted of four such
trials. Its purpose was to prepare the infant for the test phase that
immediately followed, in which auditory stimulus presentation
was similarly contingent on orienting to the flashing light.

The test phase was similar to the contingency training phase
except that in each test trial, a sequence of stems was played.
Table 2 shows the four trial types that determined which particu-
lar sequences of stems was played. Trial types were defined by the
length in syllables of the stems, and the ending that was associated
with the stems during familiarization. Stems were played in the
order shown, with and ISI of 300 ms. The sequence was repeated
within a test trial until the infant looked away for two consecutive
seconds, or after 15 repetitions of the sequence. Test trials were pre-
sented in two blocks, with trial order randomized within blocks,
for a total of eight test trials per infant. The computer recorded
the duration of each trial. The progression from one trial to the
next was no different for trials within a block compared to the
transitions from the first to the second block.

In all phases of the experiment the stimulus presentation side
on a given trial was randomly selected. However, the selection was
constrained such that stimuli would not be presented to the same
side in more than three consecutive trials.

If infants segment the suffix -ing from familiarization words,
then the -ing stems should be relatively familiar to them, as they
are an outcome of the segmentation process. If infants do not seg-
ment the pseudo-suffix, -ot, then the -ot stems should be relatively
less familiar. Differences in familiarity are predicted to result in
differences in listening times to the two types of stimuli.

RESULTS
Listening times under 1 s were replaced with the listening time for
the same stimuli in the alternate block. This criterion was used to
identify trials in which infants looked away before they heard at
least one entire stem in the trial, as such trials were not thought to
be informative about the representations of interest. This resulted
in one replacement for a bisyllabic -ot stem trial, and one replace-
ment for a monosyllabic -ing stem trial. However, as described in
the subject selection section, infants who maintained a head-turn
for less than 1 s on more than one trial per block were not included
in the data analysis.

The data were first submitted to an analysis of variance
(ANOVA) with stem type (-ing or -ot ) and length in syllables
(1 or 2) as within-subjects factors, and familiarization group (A
or B) as a between subjects factor. Since there were no significant
main effect or interactions involving familiarization group, all fur-
ther analyses combined group A and B, to increase power. In the
resulting 2× 2 ANOVA, there were no main effects, but there was a
significant interaction between stem type and number of syllables
in the stem [F(1,23)= 4.47, p= 0.046].

In order to understand this interaction, infants’ mean listening
times to -ing stems and -ot stems were compared separately for

FIGURE 2 | Mean listening times for Experiment 1, organized by stem
length in syllables and stem status. Error bars show standard errors.

monosyllabic and bisyllabic stems. For the monosyllabic stems,
infants’ mean listening times to -ing and -ot stems were 12.70 s
(SE= 1.18) and 11.60 s (SE= 1.27) respectively. A paired t -test
showed that these listening times were not significantly different
[t (23)= 0.79, p= 0.44]. However, for bisyllabic stems, infants lis-
tening significantly longer to -ot stems (M= 14.1s, SE= 1.3) com-
pared to -ing stems [M= 10.9s, SE= 1.1;t (23)= 2.42, p= 0.024,
d= 0.56]. Sixteen out of the 24 infants listened longer to bisyl-
labic -ot stems. Figure 2 depicts listening times to each stem type,
organized by length in syllables.

DISCUSSION
Overall, this experiment provides evidence that by 15 months,
English-learning infants treat-ing in a special way, such that when
they hear a word that ends in that sequence, they segment it from
the rest of the word. The evidence comes from comparing test tri-
als in which subjects heard stems to which they were familiarized
in words ending in -ing vs. words ending in -ot. When the stems
were bisyllabic, subjects listened longer to the -ot stems. Under
the assumption that infants had segmented the morphemic stems
many times during familiarization, and thus experienced them as
an entity distinct from the larger word, the listening differences
are consistent with a novelty preference for the -ot stems, which,
by hypothesis, the subjects had not previously segmented from the
familiarization words.

It is not clear why such a difference was not observed for mono-
syllabic stems. One possibility is that the longer words were more
salient in the familiarization phase, and were fore grounded against
a background of shorter words. Infants may not have processed
the words with monosyllabic stems to the same degree as the
words with bisyllabic stems, and therefore may not have segmented
either -ing or -ot from those words. In general, the variable length
of the novel words might have disrupted infants ability to seg-
ment morphemes across all words (Johnson and Tyler, 2010), and
the longer, trisyllabic words (i.e., with bisyllabic stems) may have
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been more effective in capturing infants’ attention1. Infants’ ability
to segment -ing from monosyllabic stems is explored further in
Experiment 3.

As the measurements graphed and shown in Figure 1 and
Table 3 indicate, there are no obvious differences in acoustic
salience could have influenced sub-lexical segmentation in a way
that would have given rise to the observed results in Experiment
1. Nevertheless, it is worth replicating the finding with different
stimuli. With this in mind, Experiment 2 replicates the general
finding from Experiment 1 with a different pseudo-affix and a
slightly modified design.

EXPERIMENT 2
Experiment 1 provided evidence that is consistent with the inter-
pretation that 15-month-olds preferentially segment -ing (as
opposed to non-morphemic endings) from words, indicating that
they represent -ing as a distinct entity. However, the experiment
contrasted -ing with just one pseudo-affix, -ot. It is possible that
-ing was intrinsically easier for infants to segment than -ot,
although the acoustic measures do not support this possibility (see
Table 3). Nevertheless, in order to be confident that the results were
not due to some idiosyncratic property of -ot. Experiment 2 repli-
cated the general design, but with the pseudo-affix -dut. The most
obvious difference between the two pseudo-affixes is that -dut
begins with a stop consonant, whereas -ot (like -ing ) begins with
a vowel. At a phonological level, the presence of an onset makes
-dut more complete as a syllable, compared to -ot (and -ing ), and
therefore might increase the chances that the pseudo-suffix will be
segmented from the rest of the word (Hayes, 2009). The acoustic
properties of -dut and -ing in Experiment 2 are presented and
discussed below.

To make the infants’ experience more like one in a normal lan-
guage context, the familiarization material presented the novel
words in English sentences – e.g., I see you lérjoving! – rather
than in isolation as in Experiment 1. Situating the novel words
in simple sentences made the familiarization stimuli more nat-
ural than a list of isolated words. The natural contexts could
lead to a greater engagement of language processing mechanisms,
for example, those involving word segmentation, syntactic and
semantic processing. Detecting and segmenting sub-lexical forms
might then be enhanced by greater overall linguistic processing.
On the other hand, the natural contexts are also more complex,
with more material to process in a given utterance, and a greater
demand on resources (assuming that subjects are carrying out pro-
cessing at these other linguistic levels to some degree). We might,
hence, observe an advantage for sub-lexical segmentation of forms
that are more familiar to infants based on their experience with
English, such as the suffix -ing.

MATERIALS AND METHODS
Subjects
Subject recruitment procedures were identical to those used in
Experiment 1.

Thirty infants averaging 15 months of age participated in the
experiment (mean age 15 months 3 days, range 14:15–15:18).

1I am grateful to an anonymous reviewer for suggesting this interpretation.

Fifteen were randomly assigned to familiarization group A and
the remaining subjects were assigned to familiarization group B.
An additional 28 subjects were tested, but were excluded from the
study due to failure to complete the experiment (15), failure to
orient for at least 2 s in at least three trials per block (2), parental
interference (3), excessive fussiness (6), equipment failure (1), and
experimenter error (1).

Stimuli and design
The nonsense words were the trisyllabic words from Experiment
1. Each nonce word occurred in two different sentences, yielding
a total of eight unique familiarization sentences. In all sentences,
the nonce word was the final word in the sentence and was in the
syntactic position of a verb. Two counterbalanced sets of familiar-
ization sentences (set A and set B) were created. The sentences in
set A are given in Table 4. Set B was created from set A by exchang-
ing -dut and -ing endings on the nonce words in the sentences
in Table 4. For example, the sentence I see you lérjoving in set A
corresponded to I see you lérjovdut in set B.

The familiarization sentences were recorded by a female native
English speaker, who was blind to the predictions of the exper-
iment. The speaker was trained to produce the sentences with
normal prosody that was appropriate for a simple declarative
sentence or a question. The sentences were compiled into three
lists, each listing the sentences in a different random order. The
speaker was recorded reading each list, resulting in three separate
instances of each familiarization sentence, from which the most
natural sounding version was selected for use in the experiment.

Test items were the four bare nonce stems: lérjov, gemónt, káftee,
jivánt. For a given subject, half the test stems were -ing stems, and
half the stems were -dut stems. Due to the counterbalancing pro-
cedure, the -ing stems for subjects in group A were the -dut stems
for subject in group B, and vice versa. Hence, any overall differ-
ences in infants’ responses to -ing stems and-dut stems could not
to be due to idiosyncrasies of the test items themselves, but rather
must be related to differences in the test items’ distribution in the
familiarization strings.

Recall that the stress pattern was trochaic (strong-weak) for
half of the nonce stems and iambic (weak-strong) for the other.
Stress is known to be a factor in infant speech processing (Jusczyk
et al., 1993; Echols et al., 1997; Thiessen and Saffran, 2003; Curtin
et al., 2005; among others), and hence could influence sub-lexical
segmentation. Consequently, stress pattern was incorporated as a
controlled variable in the experimental design. The stress pattern

Table 4 | Familiarization sentences for subjects in group A, in

Experiment 2.

Sentences with -ing words Sentences with -dut words

I see you lérjoving! Does Sam want to go káfteedut?

Johny likes gemónting! I want to go jivántdut!

Do you want to go lérjoving? Harold likes káfteedut!

Can you see me gemónting? Can you see Sally jivántdut?

Familiarization sentences for subjects in group B were identical, except that -ing

stems and -dut stems were switched.
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for one nonce stem from each stem category (-ing and -dut ) was
trochaic and the other was iambic.

Test items were recorded by the same trained speaker who
recorded the familiarization sentences. The stems were produced
with list intonation, and each word was recorded three times and
digitized onto the computer that controlled the experiment. When
playing test items, the computer randomly selected one of the three
instances of the item to play.

Acoustic properties. Although instances of -ot and -ing in Exper-
iment 1 did not differ, overall, in the dimensions of intensity and
duration (see Table 3), it is possible that some other factors made
-ot particularly resistant to segmentation. The pseudo-affix used
here, -dut, is more well-formed as a syllable than -ot due to the
presence of an onset (Hayes, 2009), and should not be resistant
to segmentation on phonological grounds. To compare acoustic
intensity of -dut and -ing, the mean intensity for the two endings
was measured in each familiarization sentence using the Praat
software package (Boersma and Weenink, 2009). Each novel word
occurred in two familiarization sentences, so measurements for
each word were averaged across its two tokens. Table 5 reports
these means for each word, and Figure 3 plots the endings on
the two dimensions. (Items from Experiment 3 are also shown.)
Clearly, on these acoustic measures, -ing and -dut are not sys-
tematically different. Thus, not only is the pseudo-suffix a CVC
syllable, it is matched with -ing in duration and intensity. Thus,
on acoustic-phonetic grounds, the pseudo-suffix should be just as
easy to segment from the pseudo-stem as the actual English suffix.

Procedure and apparatus
The apparatus that was used in Experiment 1 was used in Exper-
iment 2, however the procedure varied in several ways. First, the
familiarization stimuli were presented in six blocks, rather than
five. Subjects thus heard an additional repetition of each novel
word in this experiment. The total duration of the familiariza-
tion phase was approximately 90 s. Familiarization utterances were
presented with an ISI of 200 ms.

Table 5 | Duration and intensity measurements for -ing and

pseudo-suffixes on target words in Experiments 2–4.

Duration (s) Amplitude (dB sones)

Stem -ing -dut -ing -dut

Gemont 0.25 0.28 64.58 64.89

Jivant 0.26 0.33 64.78 64.22

Kaftee 0.33 0.34 64.72 61.61

Lerjov 0.27 0.29 65.27 47.98

Fem 0.20 0.25 62.96 72.72

Gorp 0.27 0.22 67.22 70.50

Riz 0.27 0.23 69.34 73.02

Mean 0.27 0.23 65.91 65.30

Bisyllabic stems were used in Experiment 2 and 4, and monosyllabic stems were

used in experiment 3. Values are averaged across the two tokens of each word.

The test phase also differed from Experiment 1 in that here,
each test trial repeated only one stem, rather than multiple stems
of the same type. Thus, there were four unique test trials, together
constituting every combination of stem type (-ing vs. -dut ) and
stress pattern (trochaic vs. iambic). Due to the counterbalanced
design, -ing stems for group A subjects were -ot stems for group
B subjects, and vice versa. As in Experiment 1, test trials were
presented in two blocks, with order randomized within blocks.

All other aspects of the procedure were identical to Experi-
ment 1.

RESULTS AND DISCUSSION
Test trials with a listening time under 1 s were replaced with the
listening time for the same stimulus in the other block. Data for
one -ing stem trial and one -dut stem trial were modified in this
way.

The data were first submitted to a 2× 2× 2 ANOVA with stem
type (-ing or -dut ) and stem stress pattern (trochaic or iambic)
as within-subjects factors, and counterbalance group (A or B) as a
between subjects factor. Since the group variable did not interact
with any other variable, data from the two groups were combined
in subsequent analyses, to increase power. A 2× 2 ANOVA was per-
formed, with stem type (-ing or -dut ) and stress pattern (trochaic
or iambic) as within-subject variables. As predicted, there was a
main effect of stem type, with infants listening on average for 9.02 s
(SE= 0.34) to -ing stems compared to 8.04 s (SE= 0.33) to -dut
stems [F(1,29)= 5.30, p= 0.029, η2

p = 0.154]2. Twenty two out

2In this and subsequent experiments, the number of subjects that contributed to
the data analyses was greater than in Experiment 1. This is because we anticipated
relatively high dropout rates based on piloting, so the research assistants were given
a high quota for the number of subjects to test in a given experiment. As a result,

FIGURE 3 | Plot of duration (s) by amplitude (dB sones) for suffixes in
Experiments 2–4. Each data point represents the two measurements of
the affix (of the type designated by the label) of a token of a familiarization
word.
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FIGURE 4 | Mean listening times to -ing stem and -dut stems in
Experiments 2–4.

of the 30 infants showed this pattern. There was no other signifi-
cant main effect or interaction. Figure 4 graphs the mean listening
times to -ing stems and -dut stems.

As in Experiment 1, infants responded differently to stems to
which they were familiarized in words that ended in the English
suffix, -ing, compared to stems to which they were familiarized
in words that ended in a pseudo-suffix. However, here infants lis-
tening longer to -ing stems compared to the pseudo-suffix stems,
whereas in Experiment 1 infants listened longer to the pseudo-
suffix stems. The preference for familiarity here vs. novelty in
Experiment 1 is not surprising when one considers the differences
in design across the two experiments. In Experiment 1, infants
were familiarized to the inflected words in isolation, whereas in
this experiment, the words were embedded in English sentences.
It is a reasonable assumption that 15-month-olds processed the
additional rich structure in the familiarization input to some
degree – segmenting words (Aslin et al., 1998), categorizing words
(Höhle et al., 2004; Gerken et al., 2005; Mintz, 2006; Shi and
Melançon, 2010), and accessing word meanings. Stimulus com-
plexity has been proposed as an important influence on infants’
preference for novelty or familiarity in experimental paradigms
such as the HPP: Higher complexity during familiarization and
learning phases is associated with a preference for more familiar
test material, as long as that complexity is within the domain of
what infants can process and represent (Hunter et al., 1983; Hunter
and Ames, 1988; Kidd et al., 2012). Hence, the increase in complex-
ity and variety in the familiarization material from Experiment 1
to Experiment 2 is consistent with a shift from a novelty preference
in Experiment 1 to a familiarity preference in Experiment 2.

The results of Experiment 2 thus provide further support for
the hypothesis that 15-month-olds treat the suffix -ing as a distinct
element. Experiments 1 and 2 compared sub-lexical segmentation
with -ing and two different pseudo-suffixes. In both cases, the
results indicated that infants segmented stems and endings differ-
ently when the ending was the English suffix vs. the non-English
pseudo-suffixes.

we ended up with more subjects than in the initial study. However, restricting the
data analysis to the first 12 subjects per counterbalance condition in Experiments
2–4 (as in Experiment 1) yields an identical pattern of results to the reported ones
that include additional infants.

Table 6 | Familiarization sentences for subjects in group A, in

Experiment 3.

Sentences With -ing Words Sentences with -dut Words

I see you feming! Does Sam want to go sibdut?

Johny likes gorping! I want to go rizdut!

Do you want to go feming? Harold likes sibdut!

Can you see me gorping? Can you see Sally rizdut?

Familiarization sentences for subjects in group B were identical, except that -ing

stems and -dut stems were switched.

In Experiment 1, however, the segmentation differences were
only found for bisyllabic stems. Infants did not show evidence of
a different pattern of sub-lexical segmentation with monosyllabic
stems. One explanation was that when listening to a list of iso-
lated words, the trisyllabic words (with bisyllabic stems) may have
stood out against a background of mono- and bisyllabic words,
and captured infants attention more than the bisyllabic words.
In contrast to the relatively unnatural familiarization scenario in
Experiment 1 (a long list of isolated words), Experiment 2 exposed
infants to the novel words in a much more natural context, which
might more fully engage language processing mechanisms and in
turn facilitate the detection of familiar suffixes in bisyllabic words.
Experiment 3 tests this prediction by exposing 15-month-olds to
bisyllabic nonsense words in an experimental design that is similar
to Experiment 2.

EXPERIMENT 3
MATERIALS AND METHODS
Subjects
Subject recruitment procedures were identical to those used in the
previous experiments.

Data for 34 infants averaging 15 months of age (mean age
15 months 1 day, range 14 months 13 days to 15 months 14 days)
were analyzed. Data from 19 additional infants were excluded due
to failure to complete the experiment (13), excessive fussiness (3),
parental interference (2), and experimenter error (1).

Stimuli and design
The familiarization and test stimuli were prepared in the same
manner as in Experiment 2. The structure of the familiarization
material conformed to the structure in Experiment 2, except the
nonce words were bisyllabic rather than trisyllabic, and the stress
pattern for all nonce words was trochaic. As in Experiment 2,
there were two counterbalanced familiarization sets, A and B,
such that the -ing stems inset A were the -dut stems inset B,
and vice versa. The familiarization items for set A are given in
Table 6. The test items were the four nonce stems alone: fem,
gorp, sib, and riz. Fem, and gorp were -ing stems for group A sub-
jects, and -dut stems for group B subjects. Likewise, sib and riz,
were -ing stems for group B subjects, but -dut stems for group A
subjects.

Procedure
The procedure was identical to the procedure in Experiment 2,
except that there were seven, rather than six familiarization blocks.
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This is because the familiarization sentences were slightly shorter
in duration, and the total duration of the familiarization period
was kept to approximately 90 s.

RESULTS AND DISCUSSION
As in the prior studies, test trials with orientation times under
1 s were replaced with the subject’s orientation time for the same
stimulus in the other block. Data for three -ing stem trials were
modified in this way.

For each subject, a mean orientation time for -ing stems was
calculated by averaging orientation times to all -ing stem trials,
across test blocks. An average orientation times to -dut stems was
calculated in the analogous way, resulting in two data points per
subject.

Subjects in the A and B familiarization groups did not dif-
fer in their overall response patterns to -ing vs. -dut stems
[t (32)= 1.33, p= 0.19], so scores for the two groups were pooled.
As in Experiment 2, infants listened significantly longer to -ing
stems compared to -dut stems. Mean listening times were 8.7 s
(SE= 0.35) and 7.7 s (SE= 0.334) for -ing and -dut stems, respec-
tively [t (33)= 2.34, p= 0.026 two-tailed, d= 0.47]. Twenty two
out of the 34 infants showed this pattern. Figure 4 graphs the
mean listening times to the two stem types.

Infants thus behaved similarly here when tested on monosyl-
labic stems as they did in Experiment 2 when tested on bisyllabic
stems: They listened reliably longer to the -ing stems compared to
the -dut stems. Thus, as in Experiments 1 and 2, infants segmented
stems out of familiarized words that had the English suffix, but
not stems that carried the pseudo-suffix. Here, however, infants
showed this segmentation difference for bisyllabic words, whereas
in Experiment 1 they did not. As discussed earlier, the structure
of the familiarization material could have focused infants’ atten-
tion on the more distinctive trisyllabic words, so that they were
less likely to detect and segment -ing from monosyllabic stems.
In addition, familiarizing infants to the nonce words in otherwise
normal English sentences may have resulted in a greater engage-
ment and activation of normal language processing mechanisms
and representations, including the processing of familiar affixes
such as -ing.

This experiment thus lends further support to the hypothesis
that 15-month-old English-learners treat the English suffix -ing
in a privileged way when processing speech. These findings are in
accord with those of Marquis and Shi (2012), who showed that
infants learning French represent elements of bound morphology
by as early as 11 months. Marquis and Shi suggested that infants
form distinct representations of bound morphemes, at least ini-
tially, simply because the forms are very frequent in their input.
This explanation may be sufficient to account for the difference
in segmentation between -ing and the pseudo-suffixes used here.
However, a mechanism that considers the internal predictability
of forms, perhaps in addition to their frequency, is also consistent
with the present findings. For example, the word segmentation
mechanism proposed by Saffran et al. (1996) segments sequences
at junctures of low transitional probability between syllables.
Sequences with high transitional probability may also be relatively
high in frequency, but two sequences could be equal in frequency
yet differ in internal transitional probabilities. Infants as young as

8-months appear to be sensitive to transitional probabilities, not
just frequency (Aslin et al., 1998).

The functional similarity between word segmentation and the
sub-lexical segmentation of bound morphemes – that is, extracting
predictable sequences from larger sequences – could be mirrored
by similarities in processing mechanisms. Since 8-month-old
infants show evidence of statistically based word segmentation,
it is thus possible that they also can detect highly regular patterns
within words. Experiment 4 investigates this question by repli-
cating the procedures and design of Experiment 2, but testing
8-month-old infants.

EXPERIMENT 4
MATERIALS AND METHODS
Subjects
Subject recruitment procedures were identical to those used in the
previous experiments.

Thirty-six infants averaging 8 months of age (mean age
8 months 3 days, range 7 months 18 days to 8 months 20 days) were
tested. Infants were randomly assigned to one of two familiariza-
tion groups, A or B, consisting of 18 infants each. Data from all 36
infants were analyzed.

Stimuli and design
The stimuli and design of the experiment was identical to
Experiment 2.

Procedure and apparatus
The apparatus and testing procedure was identical to Experi-
ment 2.

RESULTS AND DISCUSSION
As in the prior experiments, any test trial with an orientation times
under 1 s was replaced with the subject’s orientation time for the
same stimulus in the other block. Data for one-ing stem test trial
was modified in this way.

The data were first submitted to a 2× 2× 2 ANOVA with stem
type (-ing or -dut ) and stem stress pattern (trochaic or iambic)
as within-subjects factors, and counterbalance group (A or B) as a
between subjects factor. Since the group variable did not interact
with any other variable, data from the two groups were com-
bined to increase power. A 2× 2 ANOVA was performed, with
stem type (-ing or -dut ) and stress pattern (trochaic or iambic) as
within-subject variables. Neither main effect was significant, nor
was the interaction (all Fs < 1). As shown in Figure 4, infants’ lis-
tening times to -ing and -dut stems was 9.0 s (SE= 0.37) and 9.0 s
(SE= 0.26), respectively.

Unlike in the previous experiments with 15-month-olds, there
was no evidence that 8-month-olds treated -ing in a special
way when processing the familiarization material. In principle,
the mechanisms that are engaged in laboratory demonstrations
of word segmentation in 7.5–8-month-olds could segment pre-
dictable sub-lexical patterns such as bound morphemes. However,
this experiment provides no evidence that 8-month-olds are car-
rying out these kind of analyses. Of course, the design of the
experiment assesses segmentation of suffixes indirectly, by measur-
ing infants’ responses to stems. It could be that infants segmented
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-ing (but not -dut ) during familiarization, but did not have suffi-
cient exposure to the resulting stems to be able to recognize them
during the test phase. Compared to word segmentation experi-
ments, infants’ exposure to individual test items is much less in the
experiments reported here. For example, in Saffran et al.’s (1996)
study, infants were tested on words they had heard 45 times. The
number of exposures in the present study may have been sufficient
for 15-month-olds, but not for 8-month-olds. On the other hand,
it also is possible that 8-month-olds have not yet begun to form
long-term representations of sub-lexical forms.

The design of this experiment could be modified to increase
exposure to nonce words. However, this runs the risk of provid-
ing infants with distributional evidence that the pseudo-affixes
are also affixes, and infants may then start segmenting pseudo-
affixes as well. Indeed, in one experiment, Marquis and Shi (2012)
demonstrated that with sufficient exposure to a pseudo-suffix,
/u/, French-learning 11-month-olds started treating the ending
similarly to the actual French suffix, /e/, in their experimental task.

GENERAL DISCUSSION
Taken together, the experiments in this study demonstrate that
English-learning 15-month-olds represent the suffix -ing as a dis-
crete unit. Thus, although previous experiments failed to find evi-
dence that 15-month-olds have acquired morphosyntactic depen-
dencies involving -ing (Santelmann and Jusczyk, 1998), infants
may nevertheless be in the process of learning these dependencies
at this age. Specifically, having a discrete representation of an affix
allows infants to notice dependencies between that affix and other
forms.

It is important to note that while this study supports the
hypothesis that infants treat -ing as a discrete entity at 15 months,
it would be premature to conclude that they have acquired the
form qua suffix of English. That is, there is no evidence that these
forms are fully morphological, in the sense that infants represent
them as elements that participate in dependencies and that are
associated with certain semantic properties. (Indeed, Santelmann
and Juscyk’s results suggest that infants have not yet learned basic
patterns and dependencies involving -ing.) Initially, infants might
represent bound morphemes as distinct entities simply by virtue
of the fact that they occur frequently within words, as suggested
by Marquis and Shi (2012). The results from the present study are
entirely consistent with that proposal. In an examination of the
input to the child Peter, in the Bloom corpus (Bloom et al., 1974,
1975) of the CHILDES database (MacWhinney, 2000), 2.2% of
word tokens and 6.9% of word types spoken by adults to Peter
ended in /IN/ (regardless of whether the ending was a morpheme
or not, as in sing ). In contrast, only 0.6% of tokens and 0.5% of
word types ended in /At/, and there were no words that ended in
the sequence /d2t/3.

Although Marquis and Shi (2012) discuss infants’ early rep-
resentations of bound morphemes in terms of the frequency of
sub-lexical patterns, it is reasonable to conjecture that the detection

3The CMU pronouncing dictionary (http://www.speech.cs.cmu.edu/cgi-
bin/cmudict) was used to identify orthographic forms corresponding to words that
ended in the relevant phoneme sequences. The combined frequency of those forms
was then tallied in the corpus of child-directed speech.

of sub-lexical forms may also depend on transitional probabilities.
That is, when a frequent form occurs in many different contexts, it
might be more likely to be identified as a distinct form than a form
of equal frequency that occurs in a more restricted set of contexts.
The mechanisms for segmenting sub-lexical forms would then be
computationally similar to mechanisms that have been proposed
for detecting words in fluent speech (Saffran et al., 1996; Aslin et al.,
1998; Pelucchi et al., 2009). While this may be so, Experiment 4 did
not find evidence that 8-month-olds detected and segmented -ing
from nonsense words, although infants had relatively few expo-
sures to the novel forms compared to other experiments in word
segmentation. Future research, using different methods, can fur-
ther probe how early infants start to segment and represent bound
morphemes as distinct forms.

Beyond distributional properties such as frequency and tran-
sitional probabilities, phonological factors could also influence
infants’early representation of affixes. To the degree that affixes in a
given language have phonotactic tendencies that infants can detect,
once infants have segmented enough affixes to detect the patterns,
they could use the tendencies as cues to guide further segmentation
and the discovery of new affixes. This possibility raises a potential
concern in this study: Although, as just reported, the frequency
of /At/ and /d2t/ at the ends of words in children’s input is very
low or virtually absent, the two pseudo-affixes are not parallel in
comparison to real English affixes when analyzed at a more general
level. Specifically, no English inflectional suffix has a CVC struc-
ture, like /d2t/ (although some derivational affixes do, e.g., -tion),
but there are frequent affixes with a VC structure, like /At/ (e.g.,
/IN/, /@z/, /@d/). In principle, if infants are sensitive to these broader
phonotactic properties of English inflectional affixes, the atypical
structure of -dut could have caused infants to reject -dut as a pos-
sible suffix in Experiments 2 and 3.4 This possibility offers another
explanation for the differing results with respect to monosyllabic
stems in Experiment 1 compared to Experiment 3: Infants may be
relatively more likely to treat -ot as a possible suffix because of its
phonological structure, and given the simpler overall structure of
bisyllabic words, segmented both -ing and -ot from the shorter
words in Experiment 1. Of course, this study was not designed
to test these broader generalizations of phonological form. Never-
theless, to address this possibility, a followup study with adults was
carried out; the experiment was designed to assess whether experi-
enced English users show an advantage in segmenting -ot – which
conforms to English inflection structure – from nonce word forms,
compared to -dut, which does not. Fifteen native English speakers
listened to the same nonce words that ended in -dut and -ot that
were used in these studies, but the words were presented in a rapid
sequence, with 1.1 s between word onsets. From time to time, two
words in a row both ended in -dut or both in -ot. Participants had
to press a key whenever they heard a word that rhymed with the
word before it. The question of interest was whether participants
differed in their accuracy in detecting rhymes with -ot compared
to rhymes with -dut. A logistic regression with the ending (-dut
vs. -ot ) as a within-subjects variable did not reveal any differ-
ence in accuracy in detecting rhymes with -dut (on average 78%

4This possibility was suggested by an anonymous reviewer.
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detected) compared to rhymes with -ot (on average 68% detected;
p= 0.336). So for adults, there is apparently no advantage for one
form or the other with respect to ease of detection. Interestingly,
there was a slight reaction time advantage for -dut rhymes (607 ms,
measured from suffix onset) compared to -ot rhymes [653 ms;
t (14)= 2.20, p < 0.05]. Although these findings from adults are
hardly conclusive concerning infants’ knowledge of inflections,
they at least suggest that infants would not be biased against seg-
menting -dut compared to -ot from pseudo-stems, despite the fact
that the former is atypical with respect to inflectional suffixes in
English.

The modest but reliable speed advantage for detecting -dut over
-ot in adults could be related to the fact that -dut is a complete
syllable, whereas ot lacks an onset and is subject to resyllabification
with segments at the end of the stem. Indeed, the motivating factor
for using -dut in Experiments 2–4 was to use a pseudo-affix that
was relatively easy to segment on structural grounds, thus pro-
viding a stronger test of infants’ treatment of -ing as a privileged
form. However, going beyond the methodological considerations
of this study, perceptual factors relating to affix syllable structure
is another way in which phonological variables could play a role
in infants’ acquisition of affixes: All else being equal, affixes that
are subject to resyllabification might be harder to detect and take
longer to acquire than affixes that are not. Cross-linguistically,
there is some support for this notion. For example, Turkish mor-
phemes are generally syllabic and contain unreduced vowels, and
many have onsets. Children learning Turkish show productive use
of morphemes somewhat in advance of children learning English
(Aksu Koç and Ketrez, 2003). In the present study, although -ing
lacks an onset, it stands out from most other inflectional mor-
phemes in English in that it has a full vowel. It is also typically the
first inflectional morpheme to be reliably produced when required
by children learning English. It is possible, then, that while 15-
month-olds have identified this “robust” morpheme as a distinct
form, they have not yet formed independent representations of
other English morphemes. Exploring this question by testing dif-
ferent morphemes will clarify the role of the perceptual properties
of suffixes that may influence how bound morphemes are first
represented.

Finally, in addition to the potential role of frequency in infants’
acquisition of affixes (Marquis and Shi, 2012), more general dis-
tributional properties of a language’s inflectional system may
influence infants’ detection of bound morphemes. As alluded to

earlier, one might expect the developmental timing of the first
representations of morphemes to depend on the richness of a lan-
guage’s overt morphological marking. Learners of languages with
rich morphological marking (such as French) may begin to detect
and represent sub-lexical forms in advance of their peers learning
languages that are morphologically more “impoverished” (such as
English). The acquisition of Turkish, again, provides some evi-
dence for this view. Turkish makes extensive use of morphological
marking, and children show productive use of morphemes as early
as 17 months (Aksu Koç and Ketrez, 2003). However, such compar-
isons are complicated by the phonological and perceptual factors
discussed earlier.

CONCLUSION
A significant component of language, both in structure and in
content, resides in the sub-lexical combinatorial units – the bound
morphemes. In acquiring a language, learners must acquire the
semantic and structural properties of bound morphemes, but
before doing so, they must identify what the relevant sub-lexical
units are in their language. The experiments reported here demon-
strate that English-learning 15-month-olds represent -ing as a
distinct form. When processing novel words that end in -ing,
they segment the suffix from the stem. This allows them to notice
morphosyntactic and morphosemantic patterns that involve that
form, and that will form a part of their acquired grammatical
knowledge. In addition, by representing word stems as distinct
forms, infants can then detect morphosyntactic patterns involv-
ing the stem, such as other inflectional paradigms. Thus, at an
age where many learners are not yet combining words in their
own speech, and before they use bound morphemes productively,
infants have started to develop representations of the morphology
of their language.
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The acoustic variation in language presents learners with a substantial challenge. To learn
by tracking statistical regularities in speech, infants must recognize words across tokens
that differ based on characteristics such as the speaker’s voice, affect, or the sentence
context. Previous statistical learning studies have not investigated how these types of
non-phonemic surface form variation affect learning. The present experiments used tasks
tailored to two distinct developmental levels to investigate the robustness of statistical
learning to variation. Experiment 1 examined statistical word segmentation in 11-month-
olds and found that infants can recognize statistically segmented words across a change
in the speaker’s voice from segmentation to testing. The direction of infants’ preferences
suggests that recognizing words across a voice change is more difficult than recognizing
them in a consistent voice. Experiment 2 tested whether 17-month-olds can generalize
the output of statistical learning across variation to support word learning. The infants
were successful in their generalization; they associated referents with statistically defined
words despite a change in voice from segmentation to label learning. Infants’ learning pat-
terns also indicate that they formed representations of across word syllable sequences
during segmentation. Thus, low probability sequences can act as object labels in some
conditions. The findings of these experiments suggest that the units that emerge during
statistical learning are not perceptually constrained, but rather are robust to naturalistic
acoustic variation.

Keywords: statistical learning, word segmentation, language acquisition, word learning, speech perception,
generalization

INTRODUCTION
Very early in development, infants perform impressive feats of
learning. Investigations of statistical learning have revealed that
infants rapidly detect distributional patterns that are present in
novel visual and auditory input (e.g., Saffran et al., 1996, 1999;
Kirkham et al., 2002, 2007). Within the domain of language, sta-
tistical learning is hypothesized to support the acquisition of many
levels of linguistic structure, from sounds (e.g., Maye et al., 2002),
to words (e.g., Saffran et al., 1996; Graf Estes et al., 2007), to syntax
(e.g., Gomez, 2002; Mintz, 2003; see recent reviews by Romberg
and Saffran, 2010; Thiessen et al., in press). The experimental
evidence leaves little doubt that infants can detect statistical reg-
ularities in linguistic input. However, there is much less evidence
regarding the degree to which the mechanisms at work in sta-
tistical learning experiments can contribute to development. A
crucial question remains: is statistical learning useful for language
acquisition? It is not yet clear whether the representations that
emerge from statistical learning possess the characteristics that are
necessary to support language acquisition and processing.

Effective language processing requires that representations of
words be appropriately abstract. They must not be limited to the
specific perceptual details of a given word token. Rather, phono-
logical representations must be flexible and generalizable across
variation in how words sound because each token of a word

varies based on characteristics such as the speaker’s vocal tract,
articulatory patterns, accent, speaking rate, and speaking regis-
ter, as well as the surrounding words and prosodic patterns of
the utterance (e.g., Peterson and Barney, 1952; see also reviews
in K. Johnson, 2008; Luce and McLennan, 2008; Nygaard, 2008).
This presents a significant challenge to young language learners
who do not yet know which acoustic variations signify meaning-
ful differences between words and which do not. The ubiquitous
variation in speech also presents a challenge to statistical learning
accounts of language acquisition. Recognizing sound sequences
across acoustically distinct tokens is necessary in statistical learn-
ing. In order to track distributional information, infants must
detect when the same phonemes, syllables, and/or words occur in
different utterances. In addition, to take advantage of prior statis-
tical learning, infants must identify previously discovered patterns
when they occur in different contexts or voices. Generalizing from
statistical learning experience is crucial for infants to build future
learning from prior learning.

The present experiments investigate infants’ ability to gener-
alize statistical learning experience by examining statistical word
segmentation, the process of using statistical cues to detect words
in fluent speech. Infants were given the opportunity to segment
words from a continuous speech stream based on patterns of syl-
lable co-occurrences (i.e., transitional probabilities). Testing then
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probed whether representations of statistically segmented words
are robust to the challenges presented by acoustic variation.

For adults, word recognition is quite resilient to variations in
the surface form characteristics of words, which are acoustic vari-
ations that do not signal differences in word meaning, such as
voice, affect, and accent. These characteristics are encoded during
speech processing, but adults adapt quickly (reviewed in Johnson,
2008; Luce and McLennan, 2008; Nygaard, 2008). However, rec-
ognizing words across surface form changes is difficult for infants.
Houston and Jusczyk (2000) found that 7.5-month-olds failed to
recognize words embedded in native language (English) passages
of continuous speech when the voice during familiarization dif-
fered in gender from the voice used in testing. Infants successfully
detected the words when the gender of the voice was consistent.
Singh et al. (2004) reported that 7.5-month-olds failed to recognize
words across variation in the speaker’s affect. For example, infants
familiarized with words in a happy voice recognized them when
they were embedded in passages produced with happy affect, but
not with neutral affect. Singh et al. (2008b) found that changes in
voice pitch (but not amplitude) had a similar effect. Bortfeld and
Morgan (2010) also reported that 7.5-month-olds have difficulty
detecting familiarized words in passages when stress characteristics
of the words change (i.e., from emphatic to non-emphatic stress,
or vice versa) between familiarization and testing. These studies
indicate that early native language word recognition is inhibited by
many acoustic variations that are irrelevant to lexical identity, vari-
ations that would have little effect on mature speech processing.

Several factors influence infants’ability to generalize lexical rep-
resentations across surface form variation. One important factor
is the type of experience that infants have had with the words.
When infants hear variable word tokens during familiarization,
even 7.5-month-olds can detect those words in sentences across
surface form changes (Houston, 2000; Singh, 2008). Infants’ prior
word knowledge also matters. Singh et al. (2008a) showed that
young infants recognize words across changes in voice pitch if the
words are highly familiar items like Mommy and Daddy, but not
when words are unfamiliar. There are also developmental changes
in the resilience of infant word recognition, so that by 10.5 months
of age, infants can recognize words across changes in voice, pitch,
and affective styles (Houston and Jusczyk, 2000; Singh et al., 2004,
2008b; see also Schmale and Seidl, 2009; Schmale et al., 2010
for effects of accent on infant word recognition). This increased
sophistication is likely tied to infants’ accumulation of varied expe-
riences and increased word knowledge. By the end of the first year
of life, infants’ ability to recognize native language words expands;
they are no longer misled by many surface form variations. This
expansion occurs at around the same age that infants’ speech
perception narrows to focus on sound categories that are mean-
ingfully distinct in their native language (e.g., Werker and Tees,
1984; Werker and Lalonde, 1988; reviewed in Saffran et al., 2006).

The studies investigating how infants cope with surface form
variation during word recognition highlight a crucial process in
language acquisition. To recognize words, infants must develop
lexical representations that are abstract and flexible. They must
attend to differences that make meaningful distinctions between
words and generalize across irrelevant surface form variants. How-
ever, studies of the mechanisms that underlie word segmentation,

such as statistical learning, have not explored the effects of acoustic
variation.

Many statistical learning experiments present listeners with
highly controlled speech streams, produced in a consistent voice
throughout learning and testing (e.g., Aslin et al., 1998; Johnson
and Jusczyk, 2001; Thiessen and Saffran, 2003). Learners are not
required to perform the acoustic generalizations that are neces-
sary in natural language processing, so it remains unclear whether
infants can generalize statistical learning experience. During statis-
tical word segmentation, infants may form rigid representations
that are constrained by the perceptual details of the input. This
would suggest that statistical learning tasks measure lab-based
mechanisms with little potential for the flexibility that language
acquisition requires. Alternatively, infants may form representa-
tions of statistically defined words that are robust to acoustic
variation. By the age that infants readily recognize native language
words across changes in surface form (Houston and Jusczyk, 2000;
Singh et al., 2004, 2008b), they may also readily recognize newly
segmented words across variation. This finding would support the
hypothesis that statistical learning can meet naturalistic language
processing challenges. If statistical learning is a viable contrib-
utor to language acquisition, learners must form generalizable
representations of the units they extract.

The present experiments investigate whether infants can gen-
eralize the representations that emerge during statistical learning.
Across two experiments, infants heard the same statistical word
segmentation experience. However, two different age groups were
tested, 11- and 17-month-olds, with distinct methods designed to
tap key learning processes occurring at each age.

During the first year of life, infants’ability to detect words in flu-
ent speech develops substantially (e.g., Jusczyk, 1997). Therefore,
Experiment 1 examined generalization in a traditional statistical
word segmentation task with 11-month-olds. During the segmen-
tation phase, infants listened to an artificial language in which the
only reliable word boundary cue was transitional probability infor-
mation. Transitional probability is a conditional probability statis-
tic that indicates the predictive association between two elements.
It is calculated based on the frequency of occurrence of a sequence
XY divided by the frequency of X alone. When the sequence XY
occurs reliably (as occurs within words), transitional probably
is high, but when the sequence is inconsistent (as occurs across
word boundaries), transitional probability is low. The artificial
language exaggerated the pattern that occurs in natural languages
(Harris, 1955): within words, syllable co-occurred consistently
(i.e., perfect transitional probability); across word boundaries,
transitional probability was substantially lower. Similar to prior
statistical learning experiments (e.g., Saffran et al., 1996; Aslin
et al., 1998), to demonstrate successful learning, infants must dis-
criminate between the high probability words from the language
and the low probability sequences that crossed word bound-
aries, termed part-words. In the present experiment, infants were
required to generalize beyond the perceptual details of the segmen-
tation speech stream. Specifically, the infants must segment the
words from a language produced by a female voice, then recognize
the words in a male voice during testing. If infants form generaliz-
able representations, they should recognize the statistically defined
words when they are presented in a new, acoustically distinct voice.
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During the second year, a major developmental task is for
infants to associate the sounds of words with their meanings.
Therefore Experiment 2 tested 17-month-olds in a statistical word
segmentation task integrated with a word learning task. Infants
listened to an artificial language segmentation phase followed by a
label-object association task. Integrating word segmentation and
word learning presents an opportunity to investigate the nature of
the representations that infants form during statistical learning. It
is possible to examine how infants use the units that they discover.
In a previous study employing this method, Graf Estes et al. (2007)
found that infants took advantage of prior statistical learning to
associate novel objects with their labels. They readily learned high
probability words from the artificial language as object labels, but
failed to learn low probability part-words as labels. Graf Estes et
al. proposed that during statistical learning infants form candidate
words that are ready to be associated with meanings.

In Graf Estes et al.’s (2007) study, the same female voice pre-
sented the segmentation phase and the object labels. Thus, it is not
clear whether infants’ representations of candidate words possess
the flexibility necessary to facilitate word learning when surface
form characteristics change. To investigate this process, the seg-
mentation phase in Experiment 2 was presented in a female voice,
but the labels were presented in a male voice. For one group of
infants, the object labels were words from the language that the
infants had prior opportunity to segment. Alternatively, the labels
were part-word sequences that spanned word boundaries in the
language (Experiment 2A). If statistical segmentation yields gener-
alizable word like representations, these units should subsequently
be available to support lexical functions, such as labeling objects.
A follow-up experiment also tested infants’ learning of the labels
with no segmentation phase and therefore no prior exposure to
the sequences (Experiment 2B).

The variation inherent to speech presents a substantial chal-
lenge to learning that learning theories must explain. The present
experiments explore whether infants’ statistical learning can meet
this challenge. They present two approaches to investigating the
abstractness of statistical learning. Experiment 1 tested whether
during word segmentation, infants form generalizable acoustic
representations of the units they detect. Experiment 2 addressed
the underlying representations of statistically defined words,
examining whether infants extract and store flexible word like
representations that support learning of new object labels.

EXPERIMENT 1
Experiment 1 examined whether infants form generalizable
representations during statistical word segmentation. In the incon-
sistent voice condition, infants listened to an artificial language
produced in a female voice during the segmentation phase of the
task. During the test phase, a male voice produced the test items. In
the consistent voice condition, the segmentation phase was identical
to the inconsistent voice condition. However, the test items were
produced by the same female voice as infants heard during seg-
mentation. The purpose of the consistent voice condition was to
establish 11-month-olds’ learning pattern for these stimuli when
the voice is consistent from segmentation to testing. If infants
learn the structure of the artificial language, they should show a

difference in listening time between the low transitional probabil-
ity part-words versus the high transitional probability words. In
statistical learning experiments, infants typically display a novelty
preference for the part-words (e.g., Saffran et al., 1996; Aslin et al.,
1998).

MATERIALS AND METHODS
Participants
Fifty-six infants were randomly assigned to the consistent and
inconsistent voice conditions (28 infants per condition; 35 males
and 21 females). The average age was 11.1 months (SD= 0.23;
range 10.2–11.5 months). The infants were born full term and
were free of vision and hearing problems, according to parental
report. The infants all came from homes in which English was the
predominant language spoken. Based on parental interviews, 15
of the infants had some exposure to a second language, 20 h per
week or less (n= 5 in the consistent voice condition, n= 10 in
the inconsistent voice condition). The results of the experiment
are unchanged if the infants with second language exposure are
excluded from the analyses. In the consistent voice condition, two
additional infants were identified as outliers based on listening
time differences to words versus part-words that were over 2.5 SD
from the mean. These infants were excluded from analyses. An
additional 17 infants were excluded because of fussiness (n= 8
in the consistent voice and n= 9 in the inconsistent voice con-
ditions). The University of California, Davis Institutional Review
Board approved the research protocol for Experiments 1 and 2.
The parents of our participants gave informed consent.

Stimuli
The artificial language used in the segmentation phase was origi-
nally developed by Graf Estes et al. (2007). To control for infants’
arbitrary listening preferences, there were two counterbalanced
versions of the artificial language. The words in Language 1 were
timay, dobu, gapi, and moku; the words in Language 2 were pimo,
kuga, buti, and maydo. As shown in Table 1, the counterbalancing
resulted in syllable sequences that acted as word test items in Lan-
guage 1 and part-word test items in Language 2, and vice versa. The
artificial language was recorded using a method that approximates
the actions of a speech synthesizer. A female speaker recorded 3-
syllable sequences, of which the medial syllables were excised and
spliced to form the final speech stream (i.e., the recorded sequences
timaydo, maydobu, dobuga were spliced to form the sequence may-
dobu). Recording 3-syllable sequences allowed for natural coartic-
ulation of each syllable. Splicing the medial syllables to form a
fluent sequence reduced the chance for the speaker to inadver-
tently introduce additional word boundary indicators. The speech
stream contained no pauses or other reliable acoustic cues to
word boundaries. The only reliable word boundary cues were the
transitional probabilities of syllable sequences. The within-word

Table 1 | Word and part-word test items for Experiments 1 and 2.

Words Part-words

Language 1 timay, dobu pimo, kuga

Language 2 pimo, kuga timay, dobu
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transitional probabilities were 1.0 (i.e., the syllables within each
word always occurred together) and the across word probabilities
ranged from 0 to 0.5. The duration of each speech stream was
5.5 min.

The artificial language was designed to equate the frequency
of the word and part-word test items, but maintain the differ-
ence in their transitional probabilities. Using this design, it is
possible to determine whether infants discriminate words from
sequences that occur with equal frequency in the artificial lan-
guage, but differ in their internal statistical structure (Aslin et al.,
1998). To balance the frequency of the test items, the language
contained two high frequency words that occurred 180 times in
the speech stream (Language 1: gapi and moku; Language 2: buti
and maydo) and two low frequency words that occurred 90 times
(Language 1: timay and dobu, Language 2: pimo and kuga). This
design yielded two part-words that occurred 90 times in the speech
stream, occurring at the conjunction of the two high frequency
words. For example, in Language 1, gapi preceded moku 90 times.
Therefore, the part-word sequence pimo occurred the same num-
ber of times as the low frequency words (e.g., timay). The test
items were the low frequency words and the part-words formed
from the high frequency words (see Table 1). All occurred 90 times
during the segmentation phase. However, the words had perfect
transitional probability (transitional probability= 1.0) and the
part-word sequences contained a dip in transitional probability
between syllables (transitional probability= 0.5).

In the consistent voice condition, the same female speaker
recorded the artificial language and the test items. In the incon-
sistent voice condition, a male speaker recorded the test items.
The average fundamental frequency (F0, a measure of pitch) of
the male voice test items was 121 Hz, which was substantially
lower than the fundamental frequency of the artificial language
(224 Hz) and the female voice test items (234 Hz). The test items
were recorded in citation form, with a monotone speaking style
in order to maintain similarity with the speech from the seg-
mentation phase. Repetitions of the test items were separated by
750 ms of silence. All sounds were played at a level approximating
conversational speech, around 65 dB.

Procedure
During the segmentation phase, each infant and his or her par-
ent were allowed to move around a sound attenuated booth while
playing quietly. The parent was instructed not to refer to the arti-
ficial language and to remain as quiet as possible. Following the
segmentation phase, the parent and child were moved to a sec-
ond sound attenuated booth. In the test booth, a television at
the front of the room displayed visual animations and attention-
getting stimuli and broadcast the sound sequences. The infant sat
on the parent’s lap approximately 1 m from the screen. A camera
mounted below the television screen enabled the observer, located
outside the booth, to monitor looking behavior. When the parent
and child entered the test booth, the parent heard a brief reminder
about the instructions for the test phase of the experiment. Because
of this delay, the infant received a 30 s refamiliarization with the
artificial language before testing. The refamiliarization was paired
with a silent cartoon clip to maintain the infant’s interest.

The program Habit X (Cohen et al., 2004) was used to present
infants with the test items in an auditory preference procedure. As
a protection against bias, the experimenter was blind to the iden-
tity of the materials being presented, and the parent listened to
masking music over headphones. Test trials immediately followed
the refamiliarization. Each trial consisted of repetitions of a word
test item or a part-word test item. There were 16 test trials. The
four test items (two words, two part-words) were presented in four
randomized blocks.

To measure infants’ listening time to the auditory test items,
all items were paired with a visual animation of an orange oval
turning in a circle on the screen. The presentation of the test trials
was contingent on the infant’s looking at the visual animation.
Using a button press, the experimenter indicated how long the
infant’s attention remained fixated on the audio-visual item. The
test item repeated until the infant looked away for 1 s or after a
maximum listening time of 20 s. To regain the infant’s interest, a
cartoon played between trials.

The program Habit X tallied listening time to each test item.
The dependent measure was based on listening time (indicated by
attention to the audio-visual stimuli) to the word and part-word
test items. The measure of listening time used here is similar to
the central fixation procedure used by Shi and Werker (2001; Shi
et al., 2006) and the visual fixation-based auditory preference pro-
cedure used by Cooper and Aslin (1990, 1994). It is also similar
to the head turn preference procedure frequently used in statis-
tical learning experiments (Saffran et al., 1996; Aslin et al., 1998;
Johnson and Jusczyk, 2001).

RESULTS AND DISCUSSION
Preliminary analyses revealed that there were no differences in
performance based on sex or artificial language version (Language
1 versus Language 2). Therefore, subsequent analyses collapsed
across these variables.

Infants’ learning was analyzed in a 2 (Condition: consistent
voice vs. inconsistent voice; between subjects)× 2 (Trial type:
word vs. part-word; within subjects) mixed ANOVA. There was no
main effect of condition and no main effect of trial type, F ’s < 1.
There was a significant interaction of condition by trial type, F(1,
54)= 12.4, p= 0.001, η2

p = 0.19 To explore the interaction, each
condition was analyzed separately with a paired samples t -test
comparing looking time to word versus part-word test trials. In
the consistent voice condition, infants listened significantly longer
to the part-words, t (27)= 2.56, p= 0.016, d = 0.31. In the incon-
sistent voice condition, infants listened significantly longer to the
words, t (27)=−2.41, p= 0.023, d = 0.25. Listening time perfor-
mance is illustrated in Figure 1. In the consistent voice condition,
20 of 28 infants showed the novelty preference for part-words.
In the inconsistent voice condition, 17 of 28 infants showed the
familiarity preference for words.

In both conditions, infants discriminated the word versus part-
word test items, indicating that they learned the structure of the
artificial language, and recognized the words from the speech
stream. However, the infants showed different directions of pref-
erence. The part-word preference in the consistent voice condition
follows the pattern of many statistical learning experiments (Saf-
fran et al., 1996; Aslin et al., 1998; Johnson and Jusczyk, 2001;
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FIGURE 1 | Mean looking time (in seconds) to word versus part-word
test trials. Error bars represent standard errors.

Thiessen et al., 2005; Experiment 2) and is typically interpreted as
a novelty preference for the items that were not previously detected
in the segmentation phase. The preference for word test items has
been demonstrated in some experiments (Saffran, 2001; Thiessen
et al., 2005, Experiment 1; Thiessen and Saffran, 2003, Experi-
ment 1). According to Hunter and Ames’s (1988) model of infants’
attentional preferences, infants display novelty preferences when
information has been thoroughly processed (see also Houston-
Price and Nakai, 2004). Infants are likely to display familiarity
preferences when a task is difficult. One characteristic that affects
task difficulty is the match between the familiarization stimuli and
test items (Hunter and Ames, 1988; Thiessen and Saffran, 2003).
When test items are similar to the familiarization stimuli, the task
is easier than when the test items differ from familiarization. The
novelty preference displayed in the consistent voice condition and
the familiarity preference displayed in the inconsistent voice con-
dition suggest that recognizing the words in the familiar voice
was easier for infants than recognizing the words in the novel
voice.

In Experiment 1, 11-month-olds performed a linguistically rel-
evant generalization across acoustic variation in a statistical learn-
ing task. The infants’ representations of the statistically segmented
word forms were sufficiently abstract to recognize the words when
they were produced in a novel, acoustically distinct voice dur-
ing testing. This is very close to the age at which infants readily
recognize native language words across changes in affect (Singh
et al., 2004) and speaker’s voice (Houston and Jusczyk, 2000),
10.5 months. The similar age across experiments highlights the
notion that infants are processing speech in a similar way when it
is produced in their native language or an artificial language. In
addition, our findings are consistent with a recent experiment by
Vouloumanos et al. (2012), who found that adults readily iden-
tify statistically defined words across a change in voice. For highly
experienced adult language processors, performance was not dif-
ferent when recognizing the words in the same voice or a different
voice. For infants, the change in direction of preference suggests
that generalizing across voices is more difficult than recognizing
words when the voice is consistent. Yet the infants’ representations
of statistically segmented units are not limited by the perceptual
details of their learning experience.

EXPERIMENT 2
Experiment 1 demonstrated that statistically segmented units are
robust to surface form variation. Such generalization is necessary
for recognizing words and accumulating information about the
meanings and uses of words. However, the listening time measure
used in Experiment 1, and in many other statistical learning exper-
iments, is limited in what it can reveal about the representations
that infants form during statistical learning. Listening preference
measures are highly valuable tools. Infants’ discrimination of high
and low transitional probability sequences demonstrates that they
are powerful learners, able to rapidly detect structure in linguistic
input based on limited information. But infants’ discrimination
performance alone cannot tell us whether the representations
formed during statistical learning are mere sounds, or whether
they have any linguistic status (Saffran, 2001). To directly explore
the nature of the representations that infants form during statis-
tical learning, it is necessary to design tasks that test how infants
apply the output of statistical learning to other linguistic processes.
If the output of statistical word segmentation is word like units,
infants should be able to use those units to perform the kinds of
tasks that real words perform.

To address this issue, Graf Estes et al. (2007) designed a task
that integrates statistical word segmentation with word learning.
Infants first participated in a segmentation phase during which
they heard an artificial language. The segmentation phase was
immediately followed by a label-object association task, rather
than a listening preference measure. The same (female) voice
presented the segmentation phase and labeling task. The label-
object association task presented a simplified word learning event
(Werker et al., 1998). Infants habituated to two label-object pairs.
After habituation, infants’ learning was measured by the duration
of their looking time on test trials in which they viewed the orig-
inal label-object pairs or trials in which the original associations
were violated. If infants have learned the labels, they should look
longer on the trials in which the learned pairings were violated.

Using this method, Graf Estes et al. found that 17-month-
olds readily learned statistically defined words as object labels.
However, infants failed to learn labels that were part-words or
non-words (novel sequences of syllables from the language). As in
Experiment 1, the word and part-word test items occurred with
equal frequency during the segmentation phase. Therefore, before
they occurred as labels infants heard the words and part-words
equally often, but the items differed in their internal transitional
probabilities. Graf Estes et al. (2007) concluded that transitional
probability information was weighted more heavily than frequency
information in determining whether a sound sequence was a good
potential object label. The findings also indicate that infants can
use statistical learning to extract candidate words that are then
available to be associated with meanings (for related findings with
adults see Mirman et al., 2008 and Endress and Mehler, 2009 for a
counterargument).

Experiment 2 used the method designed by Graf Estes et al.
(2007) to examine infants’ ability to use the output of statistical
learning in a word learning task when infants must generalize
across acoustic variability in order to do so. The participants
were 17-month-olds because at this age, the process of associating
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sounds with meanings is a major focus of language acquisition.
This age group also allows for a direct comparison with previous
experiments examining the connection between statistical word
segmentation and word learning (Graf Estes et al., 2007; Hay et al.,
2011).

The stimuli in Experiment 2 came from the inconsistent voice
condition of Experiment 1. The segmentation phase was presented
in a female voice and the label-object associations were presented
in a male voice. For half of the infants, the labels were words
from the artificial language. For the other half of the infants,
the labels were part-words. If infants form generalizable repre-
sentations of candidate words, Experiment 2 should replicate the
findings from Graf Estes et al. (2007) when the voice changes
from segmentation to label learning. Statistical word segmenta-
tion should support infants’ learning of novel object labels when
the labels are newly segmented words, but not when the labels are
part-word sequences.

EXPERIMENT 2A
MATERIALS AND METHODS
Participants
Forty-four infants were randomly assigned to the word and part-
word label conditions (22 infants per condition; 22 males, 22
females). The average age of the participants was 17.3 months
(SD= 0.34; range 16.6–17.8 months). All infants were born full
term and had no history of hearing or vision impairments. Based
on parental interviews, eight infants had some exposure to a sec-
ond language, 20 h per week or less (n= 5 in the word condition
and n= 3 in the part-word condition). The results of the experi-
ment are unchanged if infants with second language exposure are
excluded from the analyses. Twenty-three additional infants were
excluded because of fussiness (n= 19), moving out of the video
frame (n= 3), and experimenter error (n= 1). In the part-word
condition, one additional infant was identified as an outlier based
on a looking time difference to same versus switch test trials that
was greater than 2.5 SD from the mean. The infant was excluded
from the analyses.

Stimuli
Word Segmentation Task. The artificial language was the same
as the language used in Experiment 1. It was presented in a female
voice. The test items were identical to the word and part-word
sequences presented in the inconsistent voice condition (male
voice) of Experiment 1.

Object Labeling Task. The novel objects, shown in Figure 2, were
two computerized 3-D images designed to be visually complex and
discriminable in shape and color. Each object was paired with an
object label. For all infants, the labels were presented in a male
voice. For half of the infants, the object labels were words from
the artificial language (e.g., timay in Language 1). For the other
half of the infants the object labels were part-words (e.g., kuga
for Language 1). Because of the artificial language design (see
Experiment 1), the word and part-word labels occurred equally
frequently during the segmentation phase, but differed in their
internal transitional probabilities.

Each infant participated in one of four testing conditions:
half of the infants exposed to Language 1 received two word test

FIGURE 2 | Novel objects that received labels.

items, and half received two part-word test items. Half the infants
exposed to Language 2 received two word test items, and half
received two part-word test items. The test items are shown in
Table 1.

Procedure
The method for presenting the artificial language in the word
segmentation phase was identical to the method described in
Experiment 1. The infant listened to the language in a sound atten-
uated booth and heard a 30 s refamiliarization after being moved
to the testing booth. Instead of measuring infants’ discrimination
of word and part-word test items, the infants immediately partici-
pated in a label-object association task. A version of the Switch task
was used to test infants’ learning of label-object pairings (Werker
et al., 1998). It is a popular measure of early word learning with low
task demands. Although the Switch task lacks the social referential
context that is present in interactive word learning tasks, it retains
a fundamental component of the word learning process – linking
a sound sequence representation with a meaning representation
(here, object identity). The measure has been used recently in
several studies to investigate factors affecting early word learning
(Fennell et al., 2007; Curtin, 2009; Rost and McMurray, 2009).

The program Habit X was used to present the label-object
combinations in the Switch task. As a protection against bias,
the experimenter was blind to the identity of the materials being
presented, and the parent listened to masking music over head-
phones. The infant started the task with a familiarization trial
that allowed the infant to become accustomed to the audio-visual
stimuli presentation before the first habituation trial. The infant
viewed a rotating gray screen presented on a black background
accompanied by repetitions of the syllable “neem.”

During the habituation phase, the infants viewed two label-
object combinations. Each label-object combination was pre-
sented one at a time, with the order randomized by blocks. The
object moved from side to side while its associated label played.
Each label repetition was separated by 750 ms of silence. Presen-
tation of the stimulus continued as long as the infant remained
fixated on it. Trials terminated when the infant looked away for
1 s, or for a maximum of 20 s. A cartoon played between trials to
guide the infant’s attention back to the screen. The habituation
criterion was satisfied when the infant’s average looking time on
three consecutive trials decreased to 50% of the average looking
time on the first three habituation trials.

Test trials began immediately after the infant reached the habit-
uation criterion or viewed a maximum of 25 habituation trials.
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There were two types of test trials: on same test trials, the original
label-object associations from habituation were maintained. On
switch test trials, the label-object pairings were violated (e.g., object
1 was presented with label 2). There were four same and four
switch test trials, organized in two counterbalanced testing orders.
In both orders, the switch test trials occurred first, which provides
infants with the best opportunity to display learning in case infants’
attention wanes throughout testing. These test orders replicate the
orders that Graf Estes et al. (2007) used. When the label voice
matched the segmentation voice, they found that infants learned
the word object labels,but not the part-word labels. Thus,although
the test orders give infants the strongest chance to display learn-
ing, it is possible for infants to fail to display learning of the labels
using test orders in which switch trials are presented first (see also
Experiment 2B).

RESULTS AND DISCUSSION
Preliminary analyses revealed no significant differences in perfor-
mance based on sex or language version (Language 1 versus 2).
Therefore, subsequent analyses collapsed across these variables.

In the word label condition, infants reached the habitu-
ation criterion in a mean of 11.5 trials (SD= 5.8). In the
part-word condition, infants reached the habituation criterion
in a mean of 11.2 trials (SD= 5.3). There was no signifi-
cant difference in the number of trials to reach habituation,
t (42)= 0.163, p= 0.872, d = 0.05. One infant in the word label
group and one in the part-word label group failed to habitu-
ate. The results of the analyses are unchanged if these infants are
excluded.

Infants’ learning was analyzed in a 2 (Label condition: word
versus part-word; between subjects)× 2 (Trial type: same ver-
sus switch; within subjects) mixed ANOVA. There was no main
effect of label condition, F(1, 42)= 1.64, p= 0.207, η2

p =

0.04 and no interaction of label condition by trial type,
F < 1. There was a main effect of trial type, F(1, 42)= 13.46,
p= 0.001, η2

p = 0.24. Follow-up paired samples t -tests con-
firmed that infants in the word label condition showed sig-
nificantly longer looking on the switch test trials, t (21)= 2.47,
p= 0.022, d = 0.64. Infants in the part-word label condition
showed the same pattern, t (21)= 2.94, p= 0.008, d = 0.69. Fif-
teen of 22 infants in the word label condition and 17 of 22
infants in the part-word label condition looked longer on the
switch test trials than the same trials. Looking time is illustrated
in Figure 3.

The analyses of the same and switch test trials indicate that
infants learned both the word and part-word labels; they detected
when the label-object pairings were switched. In a previous exper-
iment using a consistent voice, but the same task and test orders,
infants who heard word labels showed significantly longer look-
ing on switch trials, but infants who heard part-word labels did
not (Graf Estes et al., 2007). However, it is theoretically possi-
ble that the difference in looking time to the same and switch
trials occurred here because the test phase began with switch
trials and a general decline in attention produced the effect.
If the present findings occurred because of declining attention,
looking time should also decline from habituation to the first
block of test trials. In contrast, if infants learned the label-
object pairings during habituation, they should dishabituate to
the first switch trials even though the trials occurred later in the
experiment. Similar to the analyses above, a 2 (Label condition:
word vs. part-word)× 2 (Trial type: habituation versus first two
switch trials) ANOVA was performed (Two infants who did not
habituate were excluded, but the pattern is the same with these
infants included.). Figure 4 shows that across the word and part-
word label conditions, infants dishabituated to the switch trials
(main effect of trial type: F(1, 40)= 8.3, p= 0.006; no effect of
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FIGURE 3 | Mean looking time (in seconds) to word and part-word labels (Experiment 2A), and labels with no prior segmentation phase exposure
(Experiment 2B) to the same and switch test trials. Error bars represent standard errors.
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FIGURE 4 | Mean looking time (in seconds) to word and part-word labels (Experiment 2A), and labels with no prior segmentation phase exposure
(Experiment 2B) during the final three habituation trials and the first block of switch and same test trials. Error bars represent standard errors.

label condition and no interaction, p’s > 0.63). The analysis was
repeated for the first block of same test trials versus habituation
trials. There were no main effects of trial type or label condi-
tion, and no interaction (all p’s > 0.35), indicating that looking
time between habituation and the first same trials did not differ.
This analysis suggests that infants looked longer on switch trials
than same trials during testing because they detected that switch
test trials differed from the label-object pairings shown during
habituation.

EXPERIMENT 2B
Infants displayed evidence of learning both the word and
part-word labels in Experiment 2A. This conflicts with previ-
ous evidence that infants learn word, but not part-word labels
when the same voice presents the segmentation phase and the
object labels (Graf Estes et al., 2007). Given the design of Exper-
iment 2A, it is possible that infants learned more effectively
from the male test voice than the female test voice that Graf
Estes et al. (2007) used. The difference in performance could
be unrelated to infants’ statistical segmentation experience. Graf
Estes et al. (2007) and Graf Estes and Hurley (in press) also
reported that infants failed to learn these labels when they were
presented in a monotone or adult-directed female voice with
no segmentation phase. Experiment 2B tested whether infants
readily learned the labels when they were presented in a male
voice, without any prior segmentation experience. Infants only
participated in the label-object association task, which should
minimize any effects of fatigue during testing, thereby giving
infants the best opportunity to display learning. If the male
voice labels are simply easy to learn on their own, infants
should look longer on the switch test trials than the same tri-
als. However, if exposure to the speech stream before label

exposure is important, infants should have difficulty learning the
labels.

MATERIALS AND METHODS
Participants
Twenty-two infants participated in this task (10 females, 12
males). The average age was 17.1 months (SD= 0.31; range 16.7–
17.9 months). Seven infants had some exposure to a second lan-
guage. The results of this experiment are unchanged with these
participants excluded. An additional seven infants were excluded
because of fussiness (n= 5), moving out of the camera view
(n= 1), or equipment or experimenter error (n= 1).

Stimuli and Procedure
The stimuli and procedure were identical to Experiment 2A, except
that infants did not participate in the segmentation phase. They
went directly to the test booth and participated in the label-object
association task. Infants were randomly assigned to hear the labels
timay and dobu or gapi and moku.

RESULTS AND DISCUSSION
Preliminary analyses revealed no significant differences in
performance based on sex or labels versions (timay and dobu vs.
gapi and moku). Therefore, subsequent analyses collapsed across
these variables.

Infants reached the habituation criterion in a mean of 10.2 tri-
als (SD= 4.5). All infants met the habituation criterion. A paired
samples t -test revealed that there was no difference in looking
time on same versus switch test trials, t (21)= 0.051, p= 0.960,
d = 0.01. Thirteen of 22 infants showed a switch test trial prefer-
ence. There is no evidence that infants learned the labels in the
absence of the opportunity to segment them from fluent speech
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before they occurred as labels. They failed to display learning even
though conditions were designed to minimize fatigue effects.

In contrast to Experiment 2A, Figure 4 shows that infants in
Experiment 2B did not look longer during the first block of switch
trials compared to the final habituation trials. There was also no
difference in looking time between the first block of same trials
and the final habituation trials (p’s > 0.61). This result further
supports the argument that infants’ differential attention to same
and switch test trials for the word and part-word labels was not
merely due to the test orders combined with a general decline in
attention throughout testing.

Across Experiments 2A and 2B, infants learned the statistically
defined words and part-words as labels, but failed to learn the same
labels in the absence of prior exposure. Infants transferred statisti-
cal segmentation experience to support object label learning when
it required generalizing beyond the acoustic characteristics of their
input. The output of statistical learning is not bound by the percep-
tual details of the original familiarization stimuli. Rather, infants
can perform this naturalistic generalization in service of a real lan-
guage acquisition task, associating the sounds of words with their
referents.

The results also show that infants form and store represen-
tations of sequences that are not word units, but rather occur
across word boundaries. Although the part-word test items had
low transitional probability relative to the words, several charac-
teristics may have facilitated their use in the label learning task.
Infants had ample opportunity to hear the part-words before they
appeared as object labels; they occurred in segmentation phase 90
times across 5.5 min. In addition, the transitional probability of
the part-word labels was 0.5, whereas other word boundary prob-
abilities ranged from 0 to 0.26. These lower transitional probability
sequences may have produced clearer word boundaries than the
across word sequences that occurred as labels. In natural languages,
word-internal transitional probabilities are rarely perfect. Some
real words may contain probabilities closer to the 0.5 value of the
part-words than the 1.0 value of the words examined here. Based
on their frequency and transitional probability patterns, the part-
words may have formed relatively coherent sequences, available
to support label learning. However, this rationale and the present
results conflict with Graf Estes et al.’s (2007) findings when the
voice presenting the object labels matched the voice during seg-
mentation. The General Discussion proposes an explanation for
the divergent results. Nonetheless, the present findings demon-
strate that infants form and retain representation of the sequences
that cross word boundaries in addition to representations of the
coherent, high transitional probability word units.

GENERAL DISCUSSION
In this series of experiments, infants participated in tasks tailored
to investigate two different stages of language acquisition. Experi-
ment 1 examined statistical word segmentation in 11-month-olds
and found that infants can recognize statistically segmented words
across variation in a speaker’s voice. Experiment 2 examined
whether 17-month-olds can generalize the output of statistical
word segmentation across variation to support object label learn-
ing. The infants were successful; they associated referents with
statistically defined words, as well as with frequently occurring

sequences that spanned word boundaries in the speech stream.
Across Experiments 1 and 2, infants heard the same stimuli,
but testing tapped different language acquisition processes. Each
experiment has an independent contribution to understanding the
representations infants form during statistical learning. In addi-
tion, combining the methods of testing word segmentation and
label learning following segmentation has revealed characteris-
tics of learning that would not have been apparent from either
experiment alone (see also Pelucchi et al., 2009; Hay et al., 2011).

In Experiment 1, infants’ discrimination performance showed
that they could recognize the statistically segmented words across
a change in voice. Similar to many previous statistical word seg-
mentation experiments, infants presented with a consistent voice
attended longer to novel part-words than to words (Saffran et al.,
1996; Aslin et al., 1998; Johnson and Jusczyk, 2001; Thiessen et al.,
2005; Experiment 2). In contrast, infants who heard an incon-
sistent voice across segmentation and testing showed a familiarity
preference for the words. Models of infants’attentional preferences
explain that when a task is relatively easy, or infants have become
highly familiar with the training stimuli, novel stimuli elicit greater
attention than familiar stimuli. When a task is difficult, there is a
greater likelihood that infants will demonstrate a familiarity pref-
erence for patterns that are consistent with their training stimuli
(Hunter and Ames, 1988). A mismatch between familiarization
and test (such as the change in voice in the inconsistent voice con-
dition) is one characteristic that can make a task difficult. Thus,
a conclusion from the segmentation task in Experiment 1 is that
infants can generalize across statistical segmentation experience,
but it is more difficult than recognizing words when the voice is
consistent. The label learning measure in Experiment 2 did not
reveal this difference in the ease of processing.

Around 11 months of age, infants can recognize native lan-
guage words across variation in characteristics such as affect, pitch,
and voice (Houston and Jusczyk, 2000, 2003; Singh et al., 2004,
2008b). Thus, in Experiment 1, infants showed flexibility in word
recognition in statistical learning at around the same age as in
their native language. It is not yet clear whether the full develop-
mental trajectory of word recognition across variation is similar
in native language word segmentation and statistical word seg-
mentation of artificial languages. It remains to be tested whether
younger infants (e.g., 7.5-month-olds) have difficulty recognizing
statistically segmented words across variation, as they do for native
language words (Houston and Jusczyk, 2000; Singh et al., 2004,
2008a,b; Bortfeld and Morgan, 2010). In addition, future experi-
ments will be necessary to explore the range of flexibility of infants’
representations of statistically segmented words. Vouloumanos
et al. (2012) found that adults’ representations are abstract, but
within limits. In a statistical learning task, adults recognized words
across a change in the speaker’s voice and across some types of dis-
tortion. While adult native language word recognition withstands
many forms of unnatural variation, such as distortion (Remez
et al., 1981; Pisoni, 1996; Saberi and Perrott, 1999), it greatly dis-
rupts infant word recognition (Zangl and Mills, 2007). The effects
of unnatural variation on recognizing segmented words may be
stronger than the effects of natural variation because infants lack
experience with experimentally manipulated unnatural variations
(e.g., time reversals or low-pass filtering). By 11 months of age,
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infants may succeed in recognizing statistically segmented words
across the change in voice because native language experience leads
them to expect that the same word can sound different depending
on who says it.

Experiment 2 combined statistical word segmentation with a
label learning task in order to capture a more nuanced picture of
statistical learning than the segmentation task alone can provide.
This integration yields an understanding of the linguistic status
of the representations that infants form by showing how the out-
put of statistical learning can be used to support word learning.
In this case, it revealed an unexpected pattern. In contrast to pre-
vious findings (Graf Estes et al., 2007), 17-month-olds learned
low transitional probability part-word sequences as object labels
in addition to statistically coherent, high transitional probability
words. Infants’ learning of the part-word labels suggests that they
develop and store representations of syllable sequences that cross
word boundaries in fluent speech in addition to the sequences that
form words.

It is not yet clear why part-word sequences support label learn-
ing when infants must generalize their statistical segmentation
experience across voices, but not when the voice is consistent
throughout segmentation and label learning. One possible expla-
nation is motivated by models of word segmentation and memory
(see Thiessen et al., in press, for a more thorough discussion of the
integration of memory and statistical learning models). In Per-
ruchet and Vinter’s (1998) Parser model of word segmentation,
one process that contributes to learners’ extraction of word units
is interference. In Parser, sequences, or chunks, that occur together
frequently build up activation. The reliability of a chunk also con-
tributes to its strength of activation. Chunks that occur frequently,
but unreliably (like part-words) will not emerge as units because
of interference from learning the reliably occurring, high proba-
bility units (words). Part-words consist of syllables that belong to
the words, so knowledge of the words inhibits learners from seg-
menting out the part-word sequences (see also Giroux and Rey,
2009). This helps to frame the prior finding that infants learn word
labels, but not part-word labels (Graf Estes et al., 2007).

To consider why the change in voice affects label learning, one
must also consider memory models that posit that each experience
with a word affects its stored lexical representation. In episodic
memory models, each exemplar (e.g., each token of a word) is
stored as a memory trace and exemplars accumulate over time.
When a retrieval cue is presented and the stored exemplars overlap
greatly with it (e.g., a word is repeatedly produced in a consistent
voice), there is a stronger activation than when the retrieval cue
is dissimilar from previous experience (e.g., a word produced in a
new voice; Hintzman, 1986; Goldinger, 1996, 1998).

Integrating the episodic memory and word segmentation mod-
els suggests the following hypothesis. When the voice is consistent
from segmentation to labeling, infants activate detailed represen-
tations of the segmentation speech stream because of the high
overlap between the retrieval cue (i.e., the label) and prior expe-
rience. Infants’ representations of the highly reliable and frequent
words are strong; these units can act as object labels. The part-
words, although frequent, conflict with the word representations
and are therefore not stored as units available for further pro-
cessing. However, when the voice changes from segmentation to

labeling, the mismatch means that activation of prior learning
is weaker. Building from the role of interference in Parser, the
reduced activation caused by the change in voice could free infants
from the inhibition caused by the conflicting representations of the
words and part-words. This could then allow infants to use their
experience hearing other frequently occurring syllable sequences,
like part-words, to promote label learning. This hypothesis leads
to the prediction that other conditions that produce weak acti-
vation of statistical learning, such as introducing a delay between
segmentation and labeling, should reveal stored representations of
part-words.

Further consideration of word segmentation models provides
additional context for the findings from Experiment 2 and offers
new predictions. Clustering and bracketing models present two
broad categories of word segmentation strategies that have been
explored (Goodsitt et al., 1993; Brent, 1999). Clustering (or chunk-
ing) models share the concept that tracking probabilistic informa-
tion leads learners to extract sequences that occur reliably, yielding
statistically coherent word like units (see various instantiations by
Perruchet and Vinter, 1998; Swingley, 2005; Giroux and Rey, 2009;
Frank et al., 2010). In contrast, bracketing (or boundary-finding)
models propose that learners track the relations between elements
and infer boundaries between them at points of low probability
(e.g., Elman, 1990; Cairns et al., 1997; Christiansen et al., 1998).
Learners do not extract cohesive units, but detect areas of low pre-
dictability. Evidence that infants readily associate meanings with
statistically defined words supports clustering accounts. It suggests
that infants extract and store candidate words that are available to
feed other linguistic processes.

Clustering models also shed light on why the part-words acted
as good object labels. Giroux and Rey (2009) explained that
according to clustering models, increased experience with a speech
stream should lead to stronger differentiation of items that are and
are not words because learning about words should interfere with
representations of other frequently occurring sequences. With suf-
ficient experience, words will become the units that are available
in memory, not part-word sequences, or sublexical sequences (i.e.,
syllable pairs within trisyllabic words). Accordingly, they found
that after a brief exposure to an artificial language, adults did not
differ in their ability to distinguish words and sublexical sequences
from part-words. However, after a long exposure, participants
identified words more accurately than sublexical units. In contrast,
bracketing models predict that increased duration of exposure
should not produce stronger differentiation of words and sublex-
ical units because the exposure to and representation strength of
words and sublexical units are tightly linked.

Giroux and Rey’s (2009) account raises the possibility that
infants in Experiment 2 were still learning about the frequency
and reliability of the words in the language. The learning was
not sufficiently complete to produce full inhibition of the part-
word sequences, at least not when the sequences changed in
voice from segmentation to labeling, thereby reducing interference
from the word sequences. With greater exposure, the clustering
account suggests that infants should show stronger differentia-
tion between word and part-word labels, as well as word and
sublexical sequences. Bracketing models would not predict this
change.
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There is an apparent contrast between infants’ performance in
the segmentation task alone (Experiment 1) and in the segmen-
tation task followed by the label learning task (Experiment 2).
In the segmentation task, infants differentiated the word and part-
word test items, but in the label learning task they did not. It seems
unlikely that the age difference across experiments, 11 months ver-
sus 17 months, produced the contrasting patterns of performance.
Previous studies suggest that children do not lose the ability to per-
form statistical word segmentation (Saffran et al., 1997; Graf Estes
et al., 2007). Rather, the different patterns of learning across exper-
iments reveal that while infants can generalize representations
of statistically segmented words, generalization depends on con-
text. Differences in the demands and goals of each task may have
encouraged infants to interpret the same stimuli in different ways.
The auditory preference task from Experiment 1 is well-suited
to measuring infants’ ability to discriminate sound sequences. It
presents a within subjects comparison of attention to each test
trial type. Hearing the test items in close succession may promote
infants’ attention to the differences between them. The auditory
preference task revealed a rapid learning and generalization capa-
bility, evidenced by infants’ differentiation of items with high and
low transitional probability. However, the preference task was not
equipped to explore whether the items that infants perceive to be
different also differ in their linguistic status (but see Saffran, 2001).
Integrating the segmentation and label learning tasks can show
whether infants form representations during statistical learning
that feed forward to support label learning. However, the design
of the label learning task is not well-suited to a direct comparison
of the ease or strength of learning because infants hear only one
label type (words or part-words). Infants cannot compare the high
and low probability test items as they can in the auditory prefer-
ence task. In addition, the Switch task does not typically indicate
precise differences in the strength learning. Infants either show a
significant difference in attention to same versus switch test trials
or they do not. Thus, it is possible that words and part-words do
not serve as equally good object labels, but more sensitive methods
(e.g., Yoshida et al., 2009) will be necessary to reveal the difference.
This possibility is currently being tested.

The present experiments highlight the importance of using
multiple methodologies to investigate a construct. Experiments
1 and 2 examined two interrelated aspects of statistical learn-
ing: statistical word segmentation and the representational status
of statistically segmented sequences. The combination of find-
ings from these experiments show that generalization in statistical
learning is affected by the demands of the problem that infants
must solve. The experiments also illustrate limitations of the
methods used in each experiment. The auditory preference mea-
sure yielded two different statistically significant directions of
preference. Although there are precedents for both novelty and

familiarity preferences in statistical learning tasks, making the
same conclusions (i.e., successful learning) from opposite results
can present interpretational challenges. In addition, as discussed
above, auditory preference tasks can reveal that infants success-
fully discriminate sound sequences, but cannot specify the nature
of those representations. Integrating statistical word segmenta-
tion and word learning, as in Experiment 2, takes a significant step
toward understanding the output of statistical learning. It revealed
that infants detect and store generalizable representations of words
and cross word sequences that can serve as object labels. How-
ever, the Switch task is limited in its ability to detect fine-grained
differences in learners’ representations of novel word forms.

Advances in infant testing methodologies may help to address
some of the limitations of these behavioral methods and present
additional means of exploring questions about statistical word seg-
mentation. Neurophysiological measures have potential to reveal
characteristics of learning that may be masked by behavioral
methodologies. Recent studies indicate that measures of brain
activity, event-related potentials (ERPs), can provide more sen-
sitive measures of infant word segmentation than listening time
measures (Kooijman et al., 2005, 2009; Goyet et al., 2010). ERPs
have also provided some evidence that newborns can track tran-
sitional probabilities in speech streams (Teinonen et al., 2009).
Furthermore, Cunillera et al. (2006) recorded ERPs during statis-
tical word segmentation in adults. They concluded that the timing
of adults’ neural activity was consistent with the hypothesis that
adults extract possible lexical units. Similar ERP evidence with
infants would help to strengthen the claim that infants discover
candidate words during statistical learning.

In conclusion, the results of the present experiments indi-
cate that during statistical learning, infants form representations
that are sufficiently abstract and flexible to recognize them across
acoustic variation. Infants can perform this generalization to rec-
ognize words and to support other linguistic processes, in this case,
associating the sounds of words with meanings. These findings
suggest that statistical learning can withstand acoustic challenges
present in infants’ language environments, which support the
case for statistical learning as a viable contributor to language
acquisition.

ACKNOWLEDGMENTS
This research was supported by a grant from the National Science
Foundation (BCS0847379). I would like to thank Carolina Bas-
tos, Stephanie Chen-Wu Gluck, and the members of the Language
Learning Lab at the University of California, Davis for their assis-
tance with this research. I would also like to thank Erik Thiessen for
helpful comments on an earlier draft of this manuscript. Thanks
also the parents and infants who generously contributed their
time.

REFERENCES
Aslin, R. N., Saffran, J. R., and

Newport, E. L. (1998). Computation
of conditional probability statistics
by 8-month-old infants. Psychol. Sci.
9, 321–324.

Bortfeld, H., and Morgan, J. L.
(2010). Is early word-form pro-
cessing stress-full? How natural

variability supports recognition.
Cogn. Psychol. 60, 241–266.

Brent, M. R. (1999). Speech seg-
mentation and word discovery:
a computational perspective.
Trends Cogn. Sci. (Regul. Ed.) 3,
294–301.

Cairns, P., Shillcock, R., Chater, N.,
and Levy, J. (1997). Bootstrapping

word boundaries: a bottom-up
corpus-based approach to speech
segmentation. Cogn. Psychol. 33,
111–153.

Christiansen, M. H., Allen, J., and Sei-
denberg, M. S. (1998). Learning to
segment speech using multiple cues:
a connectionist model. Lang. Cogn.
Process. 13, 221–268.

Cohen, L. B., Atkinson, D. J., and
Chaput, H. J. (2004). Habit X: A
New Program for Obtaining and
Organizing Data in Infant Percep-
tion and Cognition Studies (Ver-
sion 1.0). Austin: University of
Texas.

Cooper, R. P., and Aslin, R. N. (1990).
Preference for infant-directed

www.frontiersin.org October 2012 | Volume 3 | Article 447 | 144

http://www.frontiersin.org
http://www.frontiersin.org/Language_Sciences/archive


Graf Estes Infants generalize representations

speech in the first month after birth.
Child Dev. 61, 1584–1595.

Cooper, R. P., and Aslin, R. N. (1994).
Developmental differences in infant
attention to the spectral properties
of infant-directed speech. Child Dev.
65, 1663–1677.

Cunillera, T., Toro, J. M., Sebastián-
Gallés, N., and Rodríguez-Fornells,
A. (2006). The effects of stress
and statistical cues on continu-
ous speech segmentation: an event-
related brain potential study. Brain
Res. 1123, 168–178.

Curtin, S. (2009). Twelve-month-olds
learn novel word-object pairings dif-
fering only in stress pattern. J. Child
Lang. 36, 1157–1165.

Elman, J. L. (1990). Finding structure in
time. Cogn. Sci. 14, 179–211.

Endress, A. D., and Mehler, J. (2009).
The surprising power of statistical
learning: when fragment knowledge
leads to false memories of unheard
words. J. Mem. Lang. 60, 351–367.

Fennell, C. T., Byers-Heinlein, K., and
Werker, J. F. (2007). Using speech
sounds to guide word learning: the
case of bilingual infants. Child Dev.
78, 1510–1525.

Frank, M. C., Goldwater, S., Griffiths,
T. L., and Tenenbaum, J. B. (2010).
Modeling human performance in
statistical word segmentation. Cog-
nition 117, 107–125.

Giroux, I., and Rey, A. (2009). Lexi-
cal and sublexical units in speech
perception. Cogn. Sci. 33, 260–272.

Goldinger, S. D. (1996). Words and
voices: episodic traces in spoken
word identification and recogni-
tion memory. J. Exp. Psychol. Learn.
Mem. Cogn. 22, 1166–1183.

Goldinger, S. D. (1998). Echoes of
echoes? An episodic theory of lexical
access. Psychol. Rev. 105, 251–279.

Gomez, R. L. (2002). Variability and
detection of invariant structure. Psy-
chol. Sci. 13, 431–436.

Goodsitt, J. V., Morgan, J. L., and Kuhl,
P. K. (1993). Perceptual strategies in
prelingual speech segmentation. J.
Child Lang. 20, 229–252.

Goyet, L., de Schonen, S., and Nazzi, T.
(2010). Words and syllables in flu-
ent speech segmentation by French-
learning infants: an ERP study. Brain
Res. 1332, 75–89.

Graf Estes, K., Evans, J. L., Alibali,
M. W., and Saffran, J. R. (2007).
Can infants map meaning to newly
segmented words? Statistical seg-
mentation and word learning. Psy-
chol. Sci. 18, 254–260.

Graf Estes, K., and Hurley, K. (in press).
Infant-directed prosody helps
infants map sounds to meanings.
Infancy.

Harris, Z. S. (1955). From phoneme to
morpheme. Language 31, 190–222.

Hay, J., Pelucchi, B., Graf Estes, K., and
Saffran, J. R. (2011). Linking sounds
to meanings: infant statistical learn-
ing in a natural language. Cogn.
Psychol. 63, 93–106.

Hintzman, D. L. (1986). “Schema abst-
raction” in a multiple-trace memory
model. Psychol. Rev. 93, 411–428.

Houston, D. M., and Jusczyk, P. W.
(2000). The role of talker-specific
information in word segmentation
by infants. J. Exp. Psychol. Hum.
Percept. Perform. 26, 1570–1582.

Houston, D. M., and Jusczyk, P. W.
(2003). Infants’ long-term memory
for the sound patterns of words and
voices. J. Exp. Psychol. Hum. Percept.
Perform. 29, 1143–1154.

Houston-Price, C., and Nakai, S. (2004).
Distinguishing novelty and famil-
iarity effects in infants preference
procedures. Infant Child Dev. 13,
341–348.

Hunter, M. A., and Ames, E. W. (1988).
A multifactor model of infant prefer-
ences for novel and familiar stimuli.
Adv. Infancy Res. 5, 69–95.

Johnson, E. K., and Jusczyk, P. W.
(2001). Word segmentation by 8-
month-olds: when speech cues
count more than statistics. J. Mem.
Lang. 44, 548–567.

Johnson, K. (2008). Speaker Normaliza-
tion in Speech Perception. Malden:
Blackwell Publishing.

Jusczyk, J. (1997). The Discovery of Spo-
ken Language. Cambridge, MA: MIT
Press.

Kirkham, N. Z., Slemmer, J. A., and
Johnson, S. P. (2002). Visual statisti-
cal learning in infancy: evidence of
a domain general learning mecha-
nism. Cognition 83, B35–B42.

Kirkham, N. Z., Slemmer, J. A., Richard-
son, D. C., and Johnson, S. P. (2007).
Location, location, location: devel-
opment of spatiotemporal sequence
learning in infancy. Child Dev. 78,
1559–1571.

Kooijman, V., Hagoort, P., and Cutler,
A. (2005). Electrophysiological evi-
dence for prelinguistic infants’ word
recognition in continuous speech.
Cogn. Brain Res. 24, 109–116.

Kooijman, V., Hagoort, P., and Cut-
ler, A. (2009). Prosodic structure in
early word segmentation: ERP evi-
dence from Dutch ten-month-olds.
Infancy 14, 591–612.

Luce, P. A., and McLennan, C. T. (2008).
Spoken Word Recognition: The Chal-
lenge of Variation. Malden: Blackwell
Publishing.

Maye, J., Werker, J. F., and Gerken,
L. (2002). Infant sensitivity to
distributional information can affect

phonetic discrimination. Cognition
82, B101–B111.

Mintz, T. H. (2003). Frequent frames as
a cue for grammatical categories in
child directed speech. Cognition 90,
91–117.

Mirman, D., Magnuson, J. S., Graf Estes,
K., and Dixon, J. A. (2008). The link
between statistical segmentation and
word learning in adults. Cognition
108, 271–280.

Nygaard, L. C. (2008). Perceptual Inte-
gration of Linguistic and Nonlin-
guistic Properties of Speech. Malden:
Blackwell Publishing.

Pelucchi, B., Hay, J. F., and Saffran,
J. R. (2009). Statistical learning in
a natural language by 8-month-old
infants. Child Dev. 80, 674–685.

Perruchet, P., and Vinter, A. (1998).
PARSER: a model of word segmen-
tation. J. Mem. Lang. 39, 246–263.

Peterson, G. E., and Barney, H. L.
(1952). Control methods used in a
study of the vowels. J. Acoust. Soc.
Am. 24, 175–184.

Pisoni, D. B. (1996). Word identifica-
tion in noise. Lang. Cogn. Process. 11,
681–687.

Remez, R. E., Rubin, P. E., Pisoni, D. B.,
and Carrell, T. D. (1981). Speech per-
ception without traditional speech
cues. Science 212, 947–950.

Romberg, A. R., and Saffran, J. R.
(2010). Statistical learning and lan-
guage acquisition. Wiley Interdisci-
plinary Reviews. Cogn. Sci. 1, 906–
914.

Rost, G. C., and McMurray, B.
(2009). Speaker variability augments
phonological processing in early
word learning. Dev. Sci. 12, 339–349.

Saberi, K., and Perrott, D. R. (1999).
Cognitive restoration of reversed
speech. Nature 398, 760–760.

Saffran, J. R. (2001). Words in a sea of
sounds: the output of infant statisti-
cal learning. Cognition 81, 149–169.

Saffran, J. R., Aslin, R. N., and New-
port, E. L. (1996). Statistical learning
by 8-month-old infants. Science 274,
1926–1928.

Saffran, J. R., Johnson, E. K., Aslin, R.
N., and Newport, E. L. (1999). Sta-
tistical learning of tone sequences by
human infants and adults. Cognition
70, 27–52.

Saffran, J. R., Newport, E. L.,Aslin, R. N.,
and Tunick, R. A. (1997). Inciden-
tal language learning: listening (and
learning) out of the corner of your
ear. Psychol. Sci. 8, 101–105.

Saffran, J. R., Werker, J. F., and Werner,
L. A. (2006). “The infant’s audi-
tory world: hearing, speech, and the
beginnings of language,” in Hand-
book of Child Psychology, Vol 2, Cog-
nition, Perception, and Language, 6th

Edn, eds D. Kuhn, R. S. Siegler, W.
Damon, and R. M. Lerner (Hobo-
ken, NJ: John Wiley & Sons Inc.),
xxvii, 1042, 2058–2108.

Schmale, R., Cristia, A., Seidl, A., and
Johnson, E. K. (2010). Develop-
mental changes in infants’ abil-
ity to cope with dialect variation
in word recognition. Infancy 15,
650–662.

Schmale, R., and Seidl, A. (2009).
Accommodating variability in voice
and foreign accent: flexibility of early
word representations. Dev. Sci. 12,
583–601.

Shi, R., and Werker, J. F. (2001).
Six-month old infants’ preference
for lexical words. Psychol. Sci. 12,
70–75.

Shi, R., Werker, J. F., and Cutler,
A. (2006). Recognition and rep-
resentation of function words in
english-learning infants. Infancy 10,
187–198.

Singh, L. (2008). Influences of high
and low variability on infant
word recognition. Cognition 106,
833–870.

Singh, L., Morgan, J. L., and White, K.
S. (2004). Preference and processing:
the role of speech affect in early spo-
ken word recognition. J. Mem. Lang.
51, 173–189.

Singh, L., Nestor, S. S., and Bortfeld, H.
(2008a). Overcoming the effects of
variation in infant speech segmenta-
tion: influences of word familiarity.
Infancy 13, 57–74.

Singh, L., White, K. S., and Morgan, J. L.
(2008b). Building a word-form lex-
icon in the face of variable input:
influences of pitch and amplitude
on early spoken word recognition.
Lang. Learn. Dev. 4, 157–178.

Swingley, D. (2005). Statistical clus-
tering and the contents of the
infant vocabulary. Cogn. Psychol. 50,
86–132.

Teinonen, T., Fellman, V., Näätänen,
R., Alku, P., and Huotilainen, M.
(2009). Statistical language learning
in neonates revealed by event-related
brain potentials. BMC Neurosci. 10,
21. doi:10.1186/1471-2202-10-21

Thiessen, E. D., Hill, E. A., and Saf-
fran, J. R. (2005). Infant-directed
speech facilitates word segmenta-
tion. Infancy 7, 53–71.

Thiessen, E. D., Kronstein, A. T., and
Hufnagle, D. G. (in press). The
extraction and integration frame-
work: a two-process account of sta-
tistical learning. Psychol. Bull.

Thiessen, E. D., and Saffran, J. R. (2003).
When cues collide: use of stress and
statistical cues to word boundaries
by 7- to 9-month-old infants. Dev.
Psychol. 39, 706–716.

Frontiers in Psychology | Language Sciences October 2012 | Volume 3 | Article 447 | 145

http://dx.doi.org/10.1186/1471-2202-10-21
http://www.frontiersin.org/Language_Sciences
http://www.frontiersin.org/Language_Sciences/archive


Graf Estes Infants generalize representations

Vouloumanos, A., Brosseau-Liard,
P. E., Balaban, E., and Hager, A.
D. (2012). Are the products of
statistical learning abstract or
stimulus-specific? Front. Lang. Sci.
3:70. doi:10.3389/fpsyg.2012.00070

Werker, J. F., Cohen, L. B., Lloyd,
V. L., Casasola, M., and Stager,
C. L. (1998). Acquisition of
word-object associations by 14-
month-old infants. Dev. Psychol. 34,
1289–1309.

Werker, J. F., and Lalonde, C. E.
(1988). Cross-language speech per-
ception: initial capabilities and

developmental change. Dev. Psychol.
24, 672–683.

Werker, J. F., and Tees, R. C. (1984).
Cross-language speech perception:
evidence for perceptual reorganiza-
tion during the first year of life.
Infant Behav. Dev. 7, 49–63.

Yoshida, K. A., Fennell, C. T., Swing-
ley, D., and Werker, J. F. (2009).
Fourteen-month-old infants learn
similar-sounding words. Dev. Sci. 12,
412–418.

Zangl, R., and Mills, D. L. (2007).
Increased brain activity to
infant-directed speech in 6-and

13-month-old infants. Infancy 11,
31–62.

Conflict of Interest Statement: The
author declares that the research was
conducted in the absence of any com-
mercial or financial relationships that
could be construed as a potential con-
flict of interest.

Received: 01 August 2012; accepted: 05
October 2012; published online: 29 Octo-
ber 2012.
Citation: Graf Estes K (2012) Infants
generalize representations of statistically

segmented words. Front. Psychology
3:447. doi: 10.3389/fpsyg.2012.00447
This article was submitted to Frontiers in
Language Sciences, a specialty of Frontiers
in Psychology.
Copyright © 2012 Graf Estes. This
is an open-access article distributed
under the terms of the Creative Com-
mons Attribution License, which per-
mits use, distribution and reproduc-
tion in other forums, provided the orig-
inal authors and source are credited
and subject to any copyright notices
concerning any third-party graphics
etc.

www.frontiersin.org October 2012 | Volume 3 | Article 447 | 146

http://dx.doi.org/10.3389/fpsyg.2012.00070
http://dx.doi.org/10.3389/fpsyg.2012.00447
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
http://www.frontiersin.org
http://www.frontiersin.org/Language_Sciences/archive


ORIGINAL RESEARCH ARTICLE
published: 28 February 2013

doi: 10.3389/fpsyg.2013.00057

Acoustic analyses of speech sounds and rhythms in
Japanese- and English-learning infants
YukoYamashita1*,Yoshitaka Nakajima2*, Kazuo Ueda2,Yohko Shimada3, David Hirsh4,Takeharu Seno5 and
Benjamin Alexander Smith6

1 Graduate School of Design, Kyushu University, Fukuoka, Japan
2 Department of Human Science, Center for Applied Perceptual Research, Kyushu University, Fukuoka, Japan
3 Graduate School of Asian and African Studies, Kyoto University, Kyoto, Japan
4 Faculty of Education and Social Work, University of Sydney, Sydney, NSW, Australia
5 Faculty of Design, Institute for Advanced Study, Kyushu University, Fukuoka, Japan
6 Department of Design, Architecture and Planning, University of Sydney, Sydney, NSW, Australia

Edited by:
Claudia Männel, Max-Planck-Institute
for Human Cognitive and Brain
Sciences, Germany

Reviewed by:
Yang Zhang, University of Minnesota,
USA
Josiane Bertoncini, CNRS – Université
Paris Descartes, France
Ryoko Mugitani, Nippon Telegraph
and Telephone Corporation, Japan

*Correspondence:
Yuko Yamashita, Graduate School of
Design, Kyushu University, 4-9-1
Shiobaru Minami-ku, Fukuoka
815-0032, Japan.
e-mail: yukoy6633@gmail.com;
Yoshitaka Nakajima, Department of
Human Science, Kyushu University,
4-9-1 Shiobaru Minami-ku, Fukuoka
815-0032, Japan.
e-mail: nakajima@design.kyushu-u.
ac.jp

The purpose of this study was to explore developmental changes, in terms of spectral fluc-
tuations and temporal periodicity with Japanese- and English-learning infants. Three age
groups (15, 20, and 24 months) were selected, because infants diversify phonetic invento-
ries with age. Natural speech of the infants was recorded. We utilized a critical-band-filter
bank, which simulated the frequency resolution in adults’ auditory periphery. First, the
correlations between the power fluctuations of the critical-band outputs represented by
factor analysis were observed in order to see how the critical bands should be connected
to each other, if a listener is to differentiate sounds in infants’ speech. In the following
analysis, we analyzed the temporal fluctuations of factor scores by calculating autocorre-
lations.The present analysis identified three factors as had been observed in adult speech
at 24 months of age in both linguistic environments. These three factors were shifted to
a higher frequency range corresponding to the smaller vocal tract size of the infants. The
results suggest that the vocal tract structures of the infants had developed to become
adult-like configuration by 24 months of age in both language environments. The amount
of utterances with periodic nature of shorter time increased with age in both environments.
This trend was clearer in the Japanese environment.

Keywords: infant vocalization, speech development, spectral fluctuations, factor analysis, speech rhythm

INTRODUCTION
During the first 2 years of age, the human speech production
mechanism develops rapidly. Various anatomic structures of the
vocal tract grow to 55–80% of adult size by 18 months of age (Vor-
perian et al., 2005). Corresponding to the growth of the vocal tract
as well as the control of places and manners of articulation, infant
vocalization changes from cooing (vowel-like sounds) to babbling
(e.g., da-da or ma-ma), and then to words similar to adult speech
during the first 2 years of life.

A number of studies have explored the acoustic characteristics
in infant speech spectra, such as formants or spectral peaks of vow-
els (e.g., Buhr, 1980; Lieberman, 1980; Bond et al., 1982; Kent and
Murray, 1982; Gilbert et al., 1997; Rvachew et al., 2006; Ishizuka
et al., 2007); these acoustic characteristics reflect the development
of the vocal tract and the acquisition of places and manners of
articulation. For example, Gilbert et al. (1997) explored devel-
opmental characteristics of formant 1 (F1) and formant 2 (F2)
produced by four young English-learning children between 15 and
36 months of age. The results revealed that F1 and F2 were rela-
tively stable during the period of 15–21 months and their frequen-
cies decreased significantly between 24 and 36 months. Gilbert
et al. (1997) suggested that the vocal tract length and pharyngeal

space increased whereas nasal cavity influence decreased, which
would probably result in relatively stable F1 and F2 during the
period of 15–21 months. Bond et al. (1982) analyzed F1 and F2
of English front and back vowels between 17 and 29 months, and
showed that vowel formants shifted in accordance with vowel space
expansion with age. Ishizuka et al. (2007) also explored longitudi-
nal developmental changes (4–60 months of age) in spectral peaks
of vowels with two Japanese-learning infants. The results showed
that a categorically separated vowel space is formed by around
20 months of age, and that the speed of vowel space expansions
is rapid by around 24 months of age. These studies supported
the view that there are rapid developmental changes in acoustic
characteristics during the first 2 years of age corresponding to
anatomical development of the vocal tract and manners and places
of articulation.

In addition to the acoustic characteristics in infant speech,
increasing attention has been devoted to temporal periodicity
(e.g., Oller, 1986; Davis and MacNeilage, 1995; Davis et al., 2000;
Kouno, 2001; Nathani et al., 2003; Petitto et al., 2004; Dolata
et al., 2008). This interest has been caused by the statement that
consonant-vowel (CV) sequences in babblings are simply deter-
mined by open-close mandibular oscillation, which gives listeners
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the perceptual impression of temporal regularity (e.g., Davis and
MacNeilage, 1995; Oller, 2000). Dolata et al. (2008) explored the
repetition of CV forms in reduplicative vocal babblings obtained
from English-learning infants (7–16 months of age) and redupli-
cated syllables from adult speakers. The results showed that the
mean syllable duration in vocal babblings was 329.5 ms and 95%
of total durations were between 250 and 425 ms. For adult speak-
ers, the mean syllable duration was 189 ms, which was shorter
than that of infant utterances. Nathani et al. (2003) investigated
normally hearing and deaf infants at prelinguistic vocal develop-
ment. For normally hearing infants, the mean nonfinal syllable
durations decreased from 378 to 316 ms, and final syllable dura-
tions decreased from 527 to 355 ms. Final syllable length ratios
for normally hearing infants decreased across age whereas it was
relatively stable for deaf infants. The results suggested that the
rhythmic organization was influenced by the auditory status and
the level of vocal development. Kouno (2001) reported that sylla-
ble duration of two- or three-syllable words gradually decreased to
be less than 420 ms in babbling forms and less than 330 ms in word
forms in Japanese-learning infants by around 20 months of age.
Both studies (Kouno, 2001; Nathani et al., 2003) showed gradual
development in that the syllable duration in infant vocalizations
became shorter across age.

Some studies attempted to find language-related aspects of
temporal periodicity in early word production period. A represen-
tative series of Vihman (1991), Vihman et al., 1998, 2006, Vihman
and de Boysson-Bardies (1994) explored speech rhythm in infant
production from different language backgrounds. For example,
Hallé et al. (1991) investigated duration patterns in disyllabic
vocalization in either word or babbling forms with Japanese- and
French-learning infants by around 18 months of age. Final syllable
lengthening, which reflected duration characteristics in French,
was found in French-learning infants, whereas it was absent for
Japanese-learning infants: Language-related aspects of prosodic
patterns were already found in infant utterances in these lin-
guistic environments. Vihman et al. (1998) examined disyllables
obtained from English- and French-learning infants in the late
single-word period (13–20 months of age). The tendency that the
second vowel duration was longer than the first vowel duration
was adult-like in French-learning infants, whereas each syllable
was at considerably higher level of variability, which less closely
matched to prosodic patterns in adult speech, in English-learning
infants. There was also individual variability for English-learning
infants. Vihman et al. (1998) considered children’s differing learn-
ing strategies, and argued that each child filtered the input of lan-
guage, and attempted to reproduce words based on their favored
word production templates. Language-related aspects were found
while there was variability of syllable duration in the early word
production period.

Although these studies shed light on the developmental changes
in acoustic characteristics and temporal periodicity, they had the
following problems: (1) Formant frequency analysis (e.g., Buhr,
1980; Lieberman, 1980; Bond et al., 1982; Kent and Murray, 1982;
Gilbert et al., 1997; Ishizuka et al., 2007), which was most fre-
quently used, is employed basically to detect only vowel sounds in
order to obtain knowledge for linguistic development. There has
been a lack of acoustic analysis which measures the whole pattern

of spectral fluctuations. (2) Speech samples to observe tempo-
ral periodicity were limited to disyllabic vocalizations (e.g., Hallé
et al., 1991; Vihman et al., 1998; Davis et al., 2000). There was no
automatic measurement to identify temporal periodicity, and thus
phoneticians judged duration by looking at speech waveforms,
which might have be subjective.

In the present study, a critical-band-filter bank was used to ana-
lyze the spectral fluctuations and temporal periodicity in infants’
utterances. A practical way to analyze speech signals is to separate
them into a certain number of narrow frequency bands as in a
historical (traditional) vocoder system, and to observe the tem-
poral power fluctuation in each frequency band. The notion of
critical bands, which reflects basic characteristics of the auditory
system (see, e.g., Fletcher, 1940; Zwicker and Terhardt, 1980; Pat-
terson and Moore, 1986; Unoki et al., 2006; Fastl and Zwicker,
2007; Moore, 2012), seemed convenient for our present purpose,
because the power fluctuations in 15–22 critical bands contain
enough information to make speech almost fully intelligible. Ueda
and Nakajima (2008) performed factor analyses of the spectral
fluctuations in speech sounds of different languages, utilizing
a critical-band-filter bank. The same three factors appeared in
Japanese and English, which were replicated for a far smaller
number of speech samples (see Figure A1 in Appendix). The
critical-band-filter bank analysis seemed applicable to Japanese-
and English-learning infant speech in order to detect the whole
pattern of spectral fluctuations. We were particularly interested in
what age of life the factors as in adults’ speech would appear in
infant speech.

As a next step, we explored the temporal periodicity in infant
speech obtained from Japanese- and English-learning infants. The
speech samples in the current study were not limited to disyllabic
vocalization. We used all the speech samples (≥1.5 s) in order
to explore the whole pattern of developmental changes. We uti-
lized the temporal periodicity of the factor scores that summarizes
power fluctuations of speech sounds in the outputs of critical-
band filters, instead of measuring temporal intervals in speech
waveforms by the eye. Japanese and English adult speech samples
in a database were first analyzed, and the validity of this method
was proved (see Figure A2 in Appendix). Thus, we applied this
method to identify the temporal periodicity in infant speech.

Three ages, 15, 20, and 24 months, were selected for the fol-
lowing reasons. The various vocal tract structures, predominantly
pharyngeal/posterior structure, achieve 55–80% of the adult size
by 18 months of age (Vorperian et al., 2005). In addition to
the development of vocal tract, lexical development is in rapid
progress from 12 to 18 months of age. Many infants over this
period become capable of producing at least 50 meaningful words,
which is so called “50-word stage” (MacNeilage et al., 2000). After
“50-word stage,” there is an explosion of phonetic diversification
due to the better control of manners and places of articulations to
produce a variety of consonant sounds, and expansion of the vowel
spaces to include diverse vowel types (Kern et al., 2010). Thus,
around the age of 15 months, the vocal tract is in the process of
rapid development and this corresponds to a period of rapid lexical
development (12–18 months), while infants from 20 to 24 months
of age become capable of diversifying phonetic inventories and
form some sentences to convey more complex messages. Thus,
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the period of 15–24 months of age seemed appropriate to explore
significant changes in infant speech development.

The questions of infant speech development were addressed as
follows:

(1) How do spectral fluctuation and temporal periodicity in infant
speech change between 15 and 24 months of age?

(2) Are the developmental changes of speech in the acoustic
domain similar in Japanese- and English-learning infants?

MATERIALS AND METHODS
INFANT PARTICIPANTS
Participants included five typically developing infants at
15 months of age (three girls and two boys), five infants at
20 months of age (three girls and two boys), and five infants
at 24 months of age (three girls and two boys) from Japanese-
speaking families. Five typically developing infants at 15 months
of age (three girls and two boys), five infants at 20 months of age
(two girls and three boys), and four infants at 24 months of age
(three girls and one boy) were from English-speaking families.
The Japanese-learning infants were being raised by monolingual
Japanese adult speakers. The English-learning infants were being
raised by monolingual English adult speakers or adult speakers
whose first language is English. For all Japanese-learning infants,
their weight was over 8, 10, and 9 kg and height was over 76, 83, and
82 cm at 15, 20, and 24 months of age, respectively. For all English-
learning infants, their weight was over 10, 11, and 10 kg and their
height was over 78, 84, and 84 cm at 15, 20, and 24 months of age,
respectively. This showed that all infants exhibited normal physical
development. Parental consent forms and information sheets were
provided to a parent of each infant. The procedures required for
the project and the time involved were explained. Parental consent
forms from each parent were received.

RECORDINGS
Utterances were recorded in a quiet room in each infant’s home for
about 2 h a month. Special care was taken to keep each infant in a
normal environment at home. A digital sound recorder (Roland,
R-09HR or TEAC, DR-07) was set to 44.1-kHz sampling and 16-
bit linear quantization. The recorder was placed on a pillow in
order to prevent vibration and reverberation. It was kept at least
1 m away from the infant in order to stabilize the recording level.
The parent or parents were instructed to behave in a usual manner
and to do daily activities during the recording process. No specific
procedures to elicit infant vocalization were utilized.

SPEECH SAMPLES
One of the authors and two students in the Department of Acoustic
Design and Human Science course at Kyushu University extracted
utterances from each 2-h recording, using audio software (Syntril-
lium, Cool Edit 2000, or Adobe, Audition) based on the following
criteria:

1. Silent parts of 75 ms before and after each utterance were
included.

2. If a silent part between two potential utterances was shorter
than 1200 ms, the whole pattern was considered a single utter-
ance. Since we were particularly interested in rhythmic patterns

in speech, we calculated autocorrelations of factor scores up to
1 s. This prohibited us from discarding silent intervals shorter
than 1 s. For assurance, we included all silent intervals shorter
than 1200 ms as part of the utterances to be analyzed.

3. If a single utterance was separated by adult speech or back-
ground noise, the separated parts were analyzed as different
utterances.

4. If an utterance was overlapped by adult speech or background
noise from toys or other objects, it was excluded from analysis.

5. Anomalous vocal signals, such as laughter, crying, squeals,
growls, and shrieking were excluded.

We constructed a database consisting of utterances of Japanese-
and English-learning infants. Speech samples longer than 1.5 s in
this database represented 25, 30, and 54% of all utterances for
Japanese-learning infants at 15, 20, and 24 months of age, respec-
tively, and 23, 27, and 59% of all utterances for English-learning
infants at 15, 20, and 24 months, respectively.

Table 1 presents information regarding the number of utter-
ances and the average duration of utterances obtained for each
infant. In total, 484, 474, and 586 utterances were collected from
Japanese-learning infants at 15, 20, and 24 months, respectively;
529, 465, and 426 utterances were collected from English-learning
infants at 15, 20, and 24 months, respectively.

SPEECH ANALYSIS
All the speech signals were analyzed using the same approach as
in Ueda and Nakajima (2008). A bank of critical-band filters was
constructed. The total passband of the filter bank ranged from
100 to 12,000 Hz, and the center frequencies of the filters ranged
from 150 to 10,500 Hz. The cutoff frequencies of the critical-band
filters were based on Zwicker and Terhardt (1980). Each filter was
constructed as concatenate convolutions of an upward frequency
glide and its temporal reversal. Both sides of the filters had slopes
steeper than 90 dB/oct. Each filter output was squared, smoothed
with a Gaussian window of σ= 20 ms, and sampled at every 1 ms.
Factor analyses were performed based on the correlation matri-
ces between the power fluctuations of the 22 critical-band filters.
In each age/language group, the average levels of all the speech
samples were adjusted to be equal to each other, and the adjusted
samples were connected in time for factor analysis. The total dura-
tion of the connected signals was 667, 626, and 897 s for the
Japanese-learning infants and 630, 512, and 763 s for the English-
learning infants, at 15, 20, and 24 months of age, respectively.
Correlation-based (normalized) analysis was performed; varimax
rotation followed principal component analysis. The number of
factors was set at two or three in order to compare the present
results with Ueda and Nakajima’s (2008) results.

In the following analysis, the autocorrelation functions were
obtained in order to observe temporal periodicity in the factor
scores. The correlation between the nth and the (n+ k)th sample
in a time series of N samples was calculated as follows:

r(k) =

∑N−k
n=1 (xn − x̄1)

(
xn+k − x̄k+1

)√∑N−k
n=1 (xn − x̄1)

2
·

√∑N
n=κ+1

(
xn − x̄k+1

)2
,
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Table 1 | Number and average duration of utterances.

Months

of age

Number of

utterances

Average

duration of

utterances (s)

Standard

deviation (SD)

JAPANESE-LEARNING INFANTS

JF2 15 98 1.98 1.67

JF6 15 132 1.08 1.03

JM3 15 111 0.99 0.64

JM4 15 69 1.18 0.78

JM7 15 74 1.67 1.36

Overall 484 1.38 1.07

JM1 20 90 1.15 0.96

JF2 20 102 1.22 0.86

JF3 20 95 1.16 1.14

JM3 20 85 1.79 1.26

JF1 20 102 1.30 1.10

Overall 474 1.32 1.06

JF2 24 101 1.83 0.9

JF3 24 130 1.49 0.74

JF6 24 124 1.39 0.67

JM1 24 123 1.52 0.8

JM3 24 108 1.45 0.65

Overall 586 1.53 0.75

ENGLISH-LEARNING INFANTS

EF1 15 99 1.71 1.98

EF3 15 105 1.16 1.03

EM3 15 114 1.09 0.93

EF2 15 120 0.98 0.77

EM1 15 91 0.75 0.52

Overall 529 1.19 1.05

EF1 20 107 1.17 0.62

EF2 20 78 1.26 0.93

EM2 20 73 1.18 0.84

EM4 20 121 0.9 0.69

EM1 20 86 0.99 0.67

Overall 465 1.10 0.73

EF1 24 96 1.71 0.79

EF2 24 85 2.30 0.91

EF07 24 107 1.41 0.74

EM06 24 138 1.73 0.82

Overall 426 1.79 0.81

where x̄1 =

∑N−k
n=1 xn

N − k
, and

x̄k+1 =

∑N
n=k+1 xn

N − k
.

The autocorrelation function of the temporal distance τ was
defined as

R (τ) = r
(
τ · fs

)
,

where fs represents the sampling frequency; R(τ) was defined only
when τ ·fs was an integer.

In the factor analysis, factor scores were sampled at every 1 ms.
We used speech samples≥1.5 s and observed temporal periodicity
in factor scores by calculating autocorrelations up to 1 s. There was
always a factor including a frequency range of 1000–1600 Hz, and
this factor seemed to be related to vowel-like sounds (Nakajima
et al., 2012); the autocorrelation of this factor (factor scores as
a function of time) was calculated for each utterance in order to
observe a global pattern of temporal periodicity, if any. The ampli-
tude of the first peak above zero was taken as the representative
of an autocorrelation score. If there was no peak above zero, the
autocorrelation function was considered to be without a peak.

RESULTS
FACTOR ANALYSES
Figures 1A–F show the results obtained from Japanese- and
English-learning infants at 15, 20, and 24 months of age. Fac-
tor 1 related to a frequency range around 1600 Hz, factor 2 was
bimodal surrounding factor 1, and was related to frequency ranges
around 350 Hz and around 4000 Hz, and factor 3 was related to
high frequency ranges.

The factor loadings of factors 1–7 or 1–8 whose original prin-
cipal components always exhibited eigenvalues greater than 1,
were observed. The cumulative contributions obtained from the
data for each language/age group were 50–57% for the seven or
eight components. For comparison with adult speech, two or
three factors were chosen. The Cumulative contributions were 30–
32% for the first three components. The first three components
showed clear correspondence with the adults’ results for Japanese-
learning infants at 20 and 24 months, and English-learning infants
at 24 months. The second or third factor did not show clear
correspondence with any particular frequency ranges for Japanese-
learning infants at 15 months or with English-learning infants at
15 and 20 months. For older infants, factor 1 was surrounded by
factor 2, which was bimodal, and factor 3 was specifically related
to the highest frequency range. If factor loadings are indicated
against frequency represented logarithmically, the configurations
of the three factors in the infant speech at 24 months of age are well
in correspondence with those in the adult speech in both linguistic
environments (see Figure A3 in Appendix).

Peaks of the curves represented relatively high factor loadings,
and we considered the crossover frequency of two adjacent curves
as an indication of the boundary between the corresponding fac-
tors. Table 2 shows the obtained boundaries as represented by the
closest center frequencies. The first and second crossover points
between factors 1 and 2 are indicated as the first and second
boundary frequencies; the crossover points between factors 2 and
3 are indicated as the third boundary frequencies. If the boundary
frequencies are difficult to observe, they are indicated as unclear.

It appears that the same factors as in the infant speech shifted
downward (leftward) in logarithmic frequency in the adult speech
(Figure A3 in Appendix): The boundary frequencies (represented
logarithmically) in the infant speech at 24 months were higher
than those in the adult speech by a factor around 1.7 times. This
indicates that the 24-month-old infants and the adult speakers
used the articulation organs basically in the same way, and that the
differences between the factor configurations were caused simply
by the size differences – if the articulation organs are doubled in
size, the frequencies indicating the factor locations are halved.
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FIGURE 1 | Factor analyses. Japanese-learning infants at 15 months of age
(A), English-learning infants at 15 months (B), Japanese-learning infants at
20 months (C), English-learning infants at 20 months (D), Japanese-learning

infants at 24 months (E), and English-learning infants at 24 months (F). The
solid lines, dashed lines, and dotted lines represent factors 1, 2, and 3,
respectively.

AUTOCORRELATION ANALYSES
We adopted the two-factor analysis, which produced visually clear
results in most cases. The cumulative contributions were 23–
27% for the two principal components. There was always a factor
including a frequency range around 1600 Hz, which was similar to
one of the factors in the three-factor analysis. Infants’ utterances
≥1.5 s were selected from speech samples so that at least 1500

factor scores, sampled at every 1 ms (as exactly as possible), were
used for each autocorrelation analysis. Figure 2 shows an example
of an autocorrelation function from a Japanese-learning female
infant at 24 months of age. The amplitude of the first peak above
zero (0.36 s in Figure 2) was taken as the representative autocorre-
lation score. If there was no peak above zero, the autocorrelation
score was considered as without a peak. For Japanese-learning
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Table 2 | Boundary frequencies of the factor-related frequency bands

observed in infants and adults.

Language Months of age Boundaries (Hz)

First Second Third

Japanese 15 Unclear Unclear Unclear

20 840 2900 5800

24 840 2500 5800

English 15 Unclear Unclear Unclear

20 Unclear Unclear Unclear

24 840 2500 4800

Japanese Adult 450 1850 3400

English Adult 450 1600 2500

FIGURE 2 | An example of an autocorrelation graph for a Japanese-
learning female infant at 24 months of age.

infants, the total numbers of utterances ≥1.5 s were 157, 141, and
311 at 15, 20, and 24 months of age, respectively. For English-
learning infants, the total numbers of utterances ≥1.5 s were 118,
126, and 251 at 15, 20, and 24 months of age, respectively.

Figures 3A–C show the relative frequency distributions (%) of
the first peaks for the Japanese- and English-learning infants at 15,
20, and 24 months of age. We focused on the first peaks located
above 0.10 up to 0.40 s to explore the temporal periodicity, which
was observed in previous studies (see, e.g., Kouno, 2001; Nathani
et al., 2003; Dolata et al., 2008). As shown in Figure 4, 15.9, 22.7,
and 29.9% of the first peaks were located in this range at 15, 20,
and 24 months of age for the Japanese-learning infants, compared
with 13.6, 15.9, and 23.1% for the English-learning infants. A chi-
square test was carried out. For the Japanese-learning infants, the
results showed that the relative frequency of the first peaks located
above 0.10 up to 0.40 s increased across age, and the change was

FIGURE 3 | Relative frequency distributions of the first peaks of
autocorrelation in time for Japanese- and English-learning infants at
15 (A), 20 (B), and 24 (C) months of age. The range 0.2–0.4 s, for example,
does not include 0.2, but includes 0.4.

statistically significant (15, 20, and 24 months of age; χ2
= 11.35,

df= 2, p < 0.01). There was a similar trend in the English-learning
infants, but it was not statistically significant.
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FIGURE 4 | Relative frequencies of the first peaks of autocorrelation
located above 0.10 up to 0.40 s for Japanese- and English-learning
infants across age (15, 20, and 24 months of age).

DISCUSSION
The purpose of the present investigation was to explore how the
spectral fluctuations and the temporal periodicity of infant speech
changed in Japanese- and English-learning infants between 15
and 24 months of age. The factor analyses of spectral fluctuations
showed that three factors observed in adult speech appeared by
24 months of age in both linguistic environments. Those three
factors were shifted to a higher range corresponding to the smaller
vocal tract size of the infants (e.g., Goldstein, 1980; Vorperian
et al., 2005). It is probable that the vocal tract structures of the
infants had developed to adult-like configuration, but the whole
vocal tract was still shorter than that of an adult. This corresponds
to the vocal development study by Vorperian et al. (2005), which
showed that the sizes of the various vocal tract structures grew
rapidly to achieve 55–80% of that of the adult’s by 18 months of
age. The results also agree with previous studies (e.g., Bond et al.,
1982; Ishizuka et al., 2007), which showed there were rapid vowel
space expansions during the first 2 years of age.

Autocorrelations were calculated from temporal fluctuations
of the factor scores. It should be pointed out that the present

study included a variety of utterances; it differs from previous
studies, in which speech samples were limited to disyllabic vocal-
izations (e.g., Hallé et al., 1991; Vihman et al., 1998; Davis et al.,
2000). One of the reasons that the previous analyses were limited
to disyllabic vocalizations was the difficulty of measuring tem-
poral periodicity. Conventional methods for adult speech, which
are based on phonological properties, such as syllable structure
and vowel reductions (e.g., Ramus et al., 1999; Low et al., 2000;
Deterding, 2001; Grabe and Low, 2002; White and Mattys, 2007),
were not applicable to infants. Since phonological properties in
infant utterances are obscure. Thus, measuring duration was a
common way to explore temporal periodicity in infant utterances.
As Roach (1982) pointed out, there was no automatic measure-
ment to identify stressed syllables: Phoneticians needed to judge
stressed syllables by looking at speech waveforms, which might
be influenced by incidental characteristics such as vowel length
or pitch. The present authors employed an automatic method
to identify temporal periodicity; it is based on temporal fluc-
tuations of factor scores (by calculating autocorrelations). This
method made it possible to explore the whole patterns of tem-
poral periodicity in infant utterances. The amount of utterances
with periodic nature of shorter time (up to 0.4 s) increased with
age. The result corresponds to syllable durations observed in pre-
vious studies (e.g., Kouno, 2001; Nathani et al., 2003; Dolata et al.,
2008). It needs to be examined whether this trend reflects ambient
language rhythm.

In conclusion, the present analysis of spectral fluctuation
showed that three factors observed in adult speech appeared
by 24 months of age in both linguistic environments. Those
three factors were shifted to a higher frequency range corre-
sponding to the smaller vocal tract size. The amount of utter-
ances with periodic nature of shorter time increased with age in
both linguistic environments. This trend seemed clearer in the
Japanese environment, which should be examined further in the
future.
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APPENDIX

FIGURE A1 |The graph in (A) shows the results of factor analysis
from adult Japanese speakers (N = 10), and the graph in (B)
shows the results from adult English speakers (N = 10). The total

number of sentences was 20 for each language group. The solid lines,
dashed lines, and dotted lines represent factors 1, 2, and 3,
respectively.

FIGURE A2 |The graph shows the autocorrelation score and time of
the first peak for each sample of adult Japanese speakers (black
square) and adult English speakers (white square). The acoustic method
clarified difference in temporal periodicity between Japanese and English.

www.frontiersin.org February 2013 | Volume 4 | Article 57 | 155

http://www.frontiersin.org
http://www.frontiersin.org/Language_Sciences/archive


Yamashita et al. Acoustic analyses of speech sounds and rhythms

FIGURE A3 |The graphs in (A) show the results from
Japanese-learning infants at 24 months (upper) and adult Japanese
speakers (lower), and the graphs in (B) show the results from
English-learning infants at 24 months (upper) and adult English
speakers (lower). The solid lines, dashed lines, and dotted lines
represent factors 1, 2, and 3, respectively. Adult speakers’ data are from
Figure A1. The use of logarithmic frequency scales is helpful to compare
the configurations of the factors in infant and adult speech. The horizontal
axis in the graph of adult speech was shifted by 1.7 times. If a point in an

upper graph and another point in a lower graph agreed with each other
on the horizontal location, the frequency in the upper graph is 1.7 times
as high as that in the lower graph. The graphs showed that the
configurations of the three factors in infant speech were in
correspondence with those in adult speech. Roughly speaking, the
frequency boundaries for the infant data were higher by a factor around
1.7 times. This tolerably corresponds to the fact that infants’ articulation
organs at this age are 55–80% in size compared with the adults’
articulation organs (Vorperian et al., 2005).
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