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Editorial on the Research Topic

Recent Advances in Doppler Signal Processing and Modeling Techniques for Fetal Monitoring

The intersection of perinatal medicine and biomedical engineering is an emerging scientific
research area. Understanding pathophysiological process of fetal development and improving the
technologies used in perinatal diagnosis and intervention in clinical settings are vital formonitoring
fetal well-being reliably. The major challenges in fetal Doppler, acoustic and electrical signal
processing techniques which are often used in obstetrical instrumentations are poor specificity with
high false positive rates and strong non-stationarities in abdominal derived signals. Therefore, more
research is needed to explore the untapped potentials of abdominal sensor or lead based fetal signal
(Doppler, ECG, Phonogram etc.) analyses and modeling.

In this research topic, selected emerging technologies in abdominal derived fetal signal
processing for screening of fetal development and well-being are published. These papers include
reviews, commentaries and technical contributions on: (1) challenges in fetal cardiac signal
processing techniques; (2) nonlinear signal processing techniques in fetal Doppler signals; (3)
novel techniques for detection of fetal heart sounds; (4) quality assessment of Doppler signals;
(5) abdominal fetal electrocardiography technique and its application on growth restricted fetuses;
(6) comparative study on fetal heart rates; (7) application of fetal Doppler ultrasound and fetal
electrocardiography in pregnant animal model (mouse).

The guest editors of this research topic have accepted 10 very high-quality submissions for
inclusion in this special issue. The key difference between this issue and contemporary fetal
physiology related literature is that this research topic summarizes additional insights into the
physiological link between physiologically understandable mathematical indices of fetal signals
and the developing cardiovascular functions in fetal health and compromises. The summary of
the research papers published in this topic is given below within three main categories.

FETAL CARDIOGENIC SIGNALS

Cardiogenic such as mechanical, auscultation and electrical activities of fetal heart are acquired by
abdominal Doppler, Phonogram and ECG technologies.

Frasch et al. (2017) in a general commentary shared the experience from a randomized
controlled trial with computerized interpretation of fetal heart rate during labor (INFANT)
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collaborative group. They proposed the importance of new
modalities of direct acquisition of predictive information about
the fetal brain and heart so that a variety of fetal compromises
could be prevented.

Alnuaimi et al. reviewed the most recent progress in
fetal cardiac Doppler signal processing research. The review
focuses on the shortcomings and advantages, which helps
in understanding fetal Doppler cardiogram signal processing
methods, and the related Doppler signal analysis procedures,
by providing valuable clinical information, with a set of
recommendations for future research directions.

One of the challenges of fetal monitoring techniques, such
as Doppler ultrasound, is the susceptibility to noise affecting
the signal quality, and subsequently the accuracy and reliability
of the derived metrics (Stroux and Clifford, 2014; Marzbanrad
et al., 2015; Valderrama et al., 2018). Valderrama et al.
proposed an interesting study on how to assess the quality
of Doppler signals, which are inherently non-stationary, and
highly movement sensitive signals. The proposed template based
method introduced a new signal quality index, which is validated
on recordings from a low cost Doppler probe. This novel method
might be useful in resource-poor settings or when operated by
non-skilled operators.

Koutsiana et al. demonstrated a Wavelet Transform-based
method combined with the Fractal Dimension to detect
fetal heart sounds from abdominal phonogram signals.
Fetal phonography is popular with low-cost option in many
developing countries in the world.

Li et al. (2017) demonstrated an efficient method of extracting
fetal and maternal ECG signals from two channels, which are
attached on abdominal leads. The proposed method was then
validated on a non-invasive fECG database in PhysioNet. The
proposed technique might be useful in ambulatory monitoring
of fetal vital signals at home.

Velayo et al. then showed a real application of abdominal
lead based fetal ECG in growth-restricted fetuses. The results
of the study confirmed that both QT and QTc intervals were
significantly prolonged in growth-restricted fetuses as compared
to a control group. It clearly highlights the potential of fetal
ECG as a potential clinical screening tool to aid diagnosis and
management of compromised fetuses.

FETAL HEART RATES AND VALVE TIMING

INTERVALS

Fetal heart rate (FHR) monitoring by Doppler based
Cardiotocography (CTG) in the third trimester is a commonly
established method to identify fetal compromises (Sandmire
and DeMott, 1998). However, sometimes abnormal variability in
FHR may not necessarily represent the fetus in distress (Murphy
et al., 1991; Vincent et al., 1991). Doppler Ultrasound can provide
more information on fetal wellbeing and development beyond
the FHR. Using FECG as a reference, automated techniques
were proposed in order to identify fetal cardiac valve motion
from Doppler signals, providing new measures of mechanical
and electromechanical activity of the fetal heart (Marzbanrad

et al., 2014, 2016). It provides systolic time intervals (STI) of the
fetal cardiac cycle, which have been analyzed by several authors
in the past and showed differentiation of fetuses with a variety
of perinatal problems (Organ et al., 1980; Koga et al., 2001;
Khandoker et al., 2009).

Al-Angari et al. presented a hybrid Empirical Mode
Decomposition-Kurtosis method to estimate beat-to-beat fetal
heart rate from continuous Doppler signals and then compare
with the same from abdominal lead fetal ECG signals.

Jezewski et al. then showed the evidence of equivalence of
those two methods (Doppler signals and fetal ECG signals) in
terms of recognition of classical FHR patterns such as baseline,
accelerations/decelerations, short- and long-term variabilities.
These findings might be very useful in clinical settings, as
Doppler based FHR monitors are commonly used in routine
obstetrics check-ups.

Marzbanrad et al. explained the method on how to estimate
fetal cardiac valves’ timing intervals from Doppler signals and
how those parameters are correlated with fetal gestational
development. The proposedmethod could provide newmeasures
for fetal physiological development.

ANIMAL MODEL IN PERINATAL

MONITORING RESEARCH

Funamoto et al. demonstrated how a fetal mouse model
could be utilized to investigate the fetal brain hemorrhage in
an ischemia/reperfusion model by using ultrasound B-mode
imaging. The use of fetal mice is a novel model for future
perinatal research in a variety of fetal stress and compromise.

CONCLUDING REMARKS

Effective prediction and prevention of fetal stress, compromise
or anomalies have now become an emerging research priority.
Traditional methods of screening fetal well-being are still popular
within the clinical community, however, they demonstrate clear
limitations. This research topic briefly presents an overview
of original and relevant contributions covering the areas of
emerging new signal processing techniques and algorithms
enabling early diagnosis of fetal compromises. It is hoped that
the proposed technologies and systems could result in improved
fetal health management and treatment at the point of need,
reduced unnecessary C-section, and the associated economic
burden, offering a better quality of early start of life in this world.
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A commentary on

Computerised interpretation of fetal heart rate during labour (INFANT): a randomised

controlled trial

by The INFANT Collaborative Group (2017). Lancet 389, 1719–1729. doi: 10.1016/S0140-6736(17)
30568-8

The recent study by the INFANT group reported no evidence of benefit on neonatal outcomes
associated with the use of decision-support software in conjunction with cardiotocography (CTG)
compared with CTG alone (The INFANT Collaborative Group, 2017). Concerns about the study
design have been voiced (Keith, 2017).

Earlier studies comparing continuous CTG with intermittent auscultation during labor have
shown CTG during labor to be associated with reduced rates of neonatal seizures, largely of
unknown long term consequence, but no clear differences in other measures of neonatal mortality
and morbidity. However, continuous CTG is associated with increased operative delivery rates
(Alfirevic et al., 2017). We now know that supplementing CTG with decision-support software
is unlikely to improve outcomes. Yet, given the absence of any alternative to CTG, for high risk
women, it is likely that conventional CTG will retain a firm grip in labor wards.

Efforts should now be directed toward interrogating fetal heart rate variability (fHRV) more
deeply and/or measuring and evaluating different physiological parameters of intrapartum fetal
well-being. For example, the true predictive ability of fetal ECG can only be determined once it
is collected at a sampling rate that preserves more of the underlying physiological information.
We have demonstrated this approach to assess the severity of hypoxic ischaemic encephalopathy
(HIE) in the immediate newborn period (Goulding et al., 2017). Animal and human studies show
that the current mode of ECG acquisition is outdated, imprecise, and discards important predictive
information (Durosier et al., 2014; Li et al., 2015). To address this challenge, we recently developed
and validated an algorithm for low-cost, portable high quality maternal, and fetal ECG monitoring
capable of working with one or two maternal abdominal ECG channels to extract the fetal ECG (Li
andWu, 2017;Wu et al., 2017).While we need at least two channels for the algorithm introduced in
(Wu et al., 2017), it could be applied to handle the single channel maternal abdominal ECG signal
as generalized in (Li and Wu, 2017). An important challenge is refining the algorithm to perform
well in the case of twin pregnancies. Also, for the wide acceptance of the technology, it will have to
be considerably less expensive than the currently available fetal ECG monitors.

Surprisingly little research has been done on what is perhaps the most obvious and direct source
of predictive information about fetal brain health, the Electroencephalogram (EEG), even though it
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is very sensitive to hypoxia-ischaemia (Murray et al., 2016; Finn
et al., 2017). Using animal models, we have developed and
validated a new algorithm for fetal EEG as predictor of academia
(Frasch et al., 2015) and are beginning a clinical study using a
fetal EEG prototype device (NCT03013569). Our data shows that
pathognomonic EEG changes emerge at a pH ≤ 7.20, which the
INFANT study reported in at least 12% of all babies.

We expect that direct acquisition of fetal EEG during labor
and a more precise acquisition of fetal ECG (and fHRV)
offers potential in preventing acidosis and brain injury due to
intrapartum hypoxia-ischaemia. Fetal infection is an important
contributor to perinatal brain injury and fHRV has been shown
to reflect fetal inflammatory response systematically and in
an organ-specific manner (Durosier et al., 2015; Frasch et al.,
2016; Liu et al., 2016). Prospective studies in large ante-
and intrapartum cohorts of pregnant women and fetuses are
now needed to validate the utility of fetal ECG and EEG

monitors. Such studies will not only yield biomarkers to predict
complications during delivery due to underlying infection,
hypoxia or acidemia, but also pinpoint the risks for abnormal
postnatal developmental trajectories. Knowing on which babies
to focus will provide a foundation upon which to build the
therapeutic strategies to correct early deviations from healthy
developmental trajectories.
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The fetal Doppler Ultrasound (DUS) is commonly used for monitoring fetal heart rate 
and can also be used for identifying the event timings of fetal cardiac valve motions. In 
early-stage fetuses, the detected Doppler signal suffers from noise and signal loss due 
to the fetal movements and changing fetal location during the measurement procedure. 
The fetal cardiac intervals, which can be estimated by measuring the fetal cardiac event 
timings, are the most important markers of fetal development and well-being. To advance 
DUS-based fetal monitoring methods, several powerful and well-advanced signal 
processing and machine learning methods have recently been developed. This review 
provides an overview of the existing techniques used in fetal cardiac activity monitoring 
and a comprehensive survey on fetal cardiac Doppler signal processing frameworks. 
The review is structured with a focus on their shortcomings and advantages, which helps 
in understanding fetal Doppler cardiogram signal processing methods and the related 
Doppler signal analysis procedures by providing valuable clinical information. Finally, a 
set of recommendations are suggested for future research directions and the use of fetal 
cardiac Doppler signal analysis, processing, and modeling to address the underlying 
challenges.

Keywords: fetal Doppler, signal processing, fetal cardiac intervals, fetal monitoring, fetal heart rate, fetal cardiology

iNTRODUCTiON

Fetal heart rate (FHR) monitoring has been extensively used to assess fetal well-being. The process 
of FHR monitoring is commonly used during prenatal screening to detect possible fetal health 
problems that may result in neurological damage or in some cases fetal death during labor. Statistics 
have shown that 1 out of every 125 babies is born with some kind of congenital cardiac defect 
(Anisha et  al., 2014). When certain pregnancy risk factors have been identified, the FHR must 
be monitored during labor as a routine physiological measurement (Elmansouri et  al., 2014). 
Cardiotocography (CTG) is the standard methodology in hospitals to monitor fetal well-being 
and is based on the recording of FHR using a special device. This methodology is popular and 
commonly used because it is easy to use, is a non-invasive technique, has no contraindications, and 
can be used frequently. The main disadvantage of CTG is its high sensitivity to fetal movement, as 
the detection of FHR mostly relies on the correct positioning of the ultrasound probe. This probe 
therefore needs to be adjusted in the case of fetal movement to afford accurate measurements. 
Furthermore, the Doppler ultrasound (DUS) transducer is uncomfortable, and the FHR monitor-
ing procedure involves sending a 2 MHz signal toward the fetus. Consequently, it is considered 

9

www.frontiersin.org/Bioengineering_and_Biotechnology
http://crossmark.crossref.org/dialog/?doi=10.3389/fbioe.2017.00082&domain=pdf&date_stamp=2017-12-22
http://www.frontiersin.org/Bioengineering_and_Biotechnology/archive
http://www.frontiersin.org/Bioengineering_and_Biotechnology/editorialboard
http://www.frontiersin.org/Bioengineering_and_Biotechnology/editorialboard
https://doi.org/10.3389/fbioe.2017.00082
www.frontiersin.org/Bioengineering_and_Biotechnology
http://www.frontiersin.org
https://creativecommons.org/licenses/by/4.0/
mailto:saeed.alnuaimi@kustar.ac.ae
https://doi.org/10.3389/fbioe.2017.00082
https://www.frontiersin.org/Journal/10.3389/fbioe.2017.00082/full
https://www.frontiersin.org/Journal/10.3389/fbioe.2017.00082/full
https://www.frontiersin.org/Journal/10.3389/fbioe.2017.00082/full
http://loop.frontiersin.org/people/395619
http://loop.frontiersin.org/people/460520
http://loop.frontiersin.org/people/75268


FiGURe 1 | Available fetal cardiac DUS literature in the Institute of Electrical and Electronics Engineers, ScienceDirect, and PubMed databases.
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an invasive method and it is not recommended, especially for 
recordings over long periods under severe conditions (Maeda, 
1990; Elmansouri et al., 2014).

In this review paper, the fetal electrocardiogram (FECG) is 
mentioned many times as a reference to compare and verify 
the results of the latest fetal cardiac Doppler signal processing 
techniques. The FECG carries essential information about the 
fetal heart function. The characteristics or features of the FECG 
are vital for revealing the fetal development, as well as the exist-
ence of fetal distress or congenital heart defects. The FECG is 
considered to be an effective tool for diagnosing specific struc-
tural defects. Currently, there are two methods for recording the 
FECG: indirect and direct measurements. ST analysis is consid-
ered to be a direct method and is performed by directly attaching 
an electrode to the scalp of the fetus to provide a clean ECG 
signal. However, this method is not used extensively because of 
its inherent danger to both the mother and fetus and it can be 
used in clinical practice only after 36 weeks of gestation. Indirect 
measurement involves non-invasive FECG recordings that are 
obtained by placing a skin electrode on the mother’s abdomen. 
Fetal monitoring is based entirely on the FHR because there is no 
available technology to reliably measure FECG (Chandraharan, 
2010; Anisha et al., 2014; Bsoul, 2015).

Most fetal cardiac defects have some variation in their mor-
phology, which reflects the health status of the fetus, although 
morphological analysis is lacking in other conventional meth-
ods. Most of the clinically essential data in the FECG signal are 
embedded in the amplitude and duration of its waveforms. Fetal 
cardiac waveforms help doctors to diagnose fetal arrhythmias 
such as bradycardia, tachycardia, asphyxia, and congenital heart 
disease (Voicu et al., 2010; Anisha et al., 2014).

This paper is organized as follows: Section “Introduction” 
discusses the principles of Doppler-based fetal monitoring, the 
challenges of fetal cardiac Doppler monitoring, and its biomedi-
cal applications. Section “Fetal Heart Rate Monitoring” provides 
an overview about FHR monitoring and a comprehensive survey 

of the fetal cardiac Doppler methods based on signal processing 
techniques. Section “Future Work” provides a summary of the 
existing challenges and suggests potential directions for future 
research.

Fetal Cardiac Doppler Ultrasound
Although fetal DUS was discovered many years ago, research 
interest in this field has only arisen over the last few years. 
Figure 1 shows the number of articles published in the Institute 
of Electrical and Electronics Engineers (IEEE), ScienceDirect, 
and the National Institutes of Health (PubMed) databases. The 
search was focused on both fetal cardiac Doppler and CTG 
specifically. Figure  2 shows a simultaneously captured fetal 
cardiac DUS and FECG. The high-frequency component of 
the DUS signal allows the manual identification of the fetal 
cardiac valve movements. These sensitive markers can be 
used for assessing the fetal cardiac performance (Merz, 2004; 
Marzbanrad et al., 2014).

The form of the fetal cardiac Doppler signal changes over 
time, as a result of the changes in the transducer location in 
relation to the moving signal source. This non-stationary nature 
results in changes in the fetal cardiac Doppler signal on a beat-
to-beat basis, in addition to alteration of the spectral charac-
teristics and signal content over time. The resulting complexity 
makes precise measurement of time intervals in the cardiac 
cycle quite challenging. The accuracy of calculating the FHR 
using DUS is very low, and the manual identification of beat-to-
beat opening and closing of valves is time consuming, requires 
special expertise, and is subject to inter- and intra-observer and 
visual errors. This challenge can be solved by the automated 
identification of valve movement. Furthermore, DUS signal 
quality is crucial for the reliable estimation of the fetal cardiac 
valve timings and also to provide real-time feedback to the 
operator during data collection; this issue can be solved using 
automated DUS quality assessment (Wrobel, 2004; Marzbanrad 
et al., 2015a, 2016).
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FiGURe 2 | Simultaneously captured DUS and fetal electrocardiogram 
signals over a period of 2.5 s. The arrows indicate the high-frequency 
component of the DUS signal.
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Biomedical Applications of Doppler 
Ultrasound
Echocardiography
An echocardiogram, often known as a cardiac echo, is a sonogram 
of the heart. It allows the visualization of the internal structure 
of the fetal heart by creating images using the standard 2D, 3D, 
and Doppler ultrasound. This technique is used routinely during 
pregnancy in the diagnosis, management, and follow-up of preg-
nant women carrying a fetus with any suspected or known heart 
abnormality. This advanced method can provide a significant 
amount of helpful information, such as pumping capacity, the 
shape of the heart, and the presence and location of any cardiac 
tissue damage. Furthermore, it can also allow physicians and 
researchers to perform a wealth of helpful calculations to estimate 
the heart function, including the calculation of the cardiac output 
and heart diastolic function, which indicates how well the heart 
relaxes.

The most important advantage of echocardiography is that 
it is a non-invasive technique without any major side effects, 
except being exposed many times to its high-frequency sound 
waves which might harm the patient. Pulsed-wave Doppler 
ultrasound can be used to generate an accurate assessment of 
the blood flowing through the heart. To visualize any abnormali-
ties, color Doppler and spectral Doppler can be used. Moreover, 
these methods can be used for discovering any valve-related 
issues, such as blood leaking through the valves and estimating 
how well the valves open (Kwon and Park, 2016; Michelfelder 
et al., 2016).

Doppler Fetal Monitor
In 1964, Callagan developed the Doppler ultrasound monitor. 
A Doppler FHR monitor is a handheld ultrasound transducer 
used to detect the fetal heart beat during prenatal care. This 
device uses the Doppler effect to provide an audible simulation 
of the heartbeat. The use of this monitor is sometimes known 
as Doppler auscultation. To enhance the sonography, Doppler 
measurements can be made by employing the Doppler effect to 
assess the movement of the cardiac structures toward or away 

from the probe and the corresponding velocity of this movement. 
For example, the speed and direction of the blood flow in a fetal 
heart valve can be determined and visualized by calculating 
the frequency shift of a particular sample volume. The current 
advanced ultrasound transducers use pulsed Doppler ultrasound 
for the velocity measurements. The pulsed-wave scanners operate 
by transmitting and receiving a series of pulses, and the frequency 
shift can be obtained using the relative phase changes of the 
pulses. The most important advantage of pulsed Doppler over 
continuous-wave Doppler is that it permits distance information 
to be obtained and gain correction to be applied. However, the 
disadvantage is that the Doppler measurements can be affected 
by aliasing (Feinstein et al., 1993; Jezewski et al., 2008).

FHR MONiTORiNG

Fetal heart rate monitoring provides important information 
regarding fetal cardiac conditions and is a standard clinical 
procedure that is widely used during pregnancy and labor to 
assess the well-being of the fetus. FHR monitoring has become a 
common clinical practice since its introduction at Yale University 
in 1958. FHR tracing can be performed automatically using 
electrocardiograms and CTG, whereas FHR monitoring and its 
interpretation are conducted manually by obstetricians, which 
can lead to substantial inter-observer and intra-observer differ-
ences. In order to allow accurate and consistent clinical practice, 
automated FHR monitoring and interpretation is recommended 
(Hon, 1958).

A number of methods have been developed to address vari-
ous issues in computerized automatic FHR monitoring and 
inter pretation, including FHR signal modeling and representa-
tion, feature extraction, and pattern classification. In FHR 
monitoring devices, the Doppler effect is the preferred technique. 
Furthermore, a reliable fetal heart simulator becomes essential for 
testing Doppler FHR monitoring devices (Liu et al., 2008).

Developing a Doppler FHR Testing  
Device and Generating the Doppler 
Frequency Shift
A number of authors have designed a device that can simulate the 
fetal heart valves and cardiac wall motion in air. This device can be 
used to test Doppler FHR monitoring in a clinical environment 
by using a modified electrical relay in air and generating a similar 
Doppler frequency shift to the fetal heart activity. Accordingly, 
by modifying the opening and closing velocities of the relay, 
similar Doppler frequency shifts to the fetal heart activity in soft 
tissue detected by the ultrasound probe can be produced. The 
authors tested the functionality and accuracy of the new device 
with current commercially available Doppler FHR monitors 
by focusing on the effect of the relay on the frequency range of 
the Doppler shift. A band-pass filter was used to eliminate the 
effects of fetal breathing movement, hiccup movement, global 
movement, and maternal activity, to allow calculation of the 
periodicity of the frequency reflected by fetal cardiac activity. The 
authors provided a comparison between the Doppler frequency 
shifts of this device and the measurements from previous studies 
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FiGURe 3 | The opening and closing timings of the fetal aortic and mitral 
valves in relation to the fetal electrocardiogram (Khandoker et al., 2010).
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and its applied filters to describe the Doppler frequency shift by 
fetal cardiac activity given in Table S3 in Supplementary Material 
(Mert et al., 2015).

After comparing the estimated Doppler frequency shifts of 
the new device with the previously proposed techniques, both 
the Doppler shift of the fetal cardiac valve and the wall in the 
same period could be simulated by determining the difference 
between the opening and closing velocities of the relay armature. 
The proposed method was tested with commercially available 
Doppler FHR monitors and the authors claimed that only 4 tests 
out of 10 displayed a trivial error. Therefore, the proposed device 
functionality and precision have been proved, demonstrating 
the potential accuracy of Doppler FHR monitoring devices and 
the possibility of avoiding any errors in the clinical diagnosis 
procedures. The authors also claimed that the easy and low-cost 
implementation could make this device a good candidate for 
further applications in the future (Mert et al., 2015).

Real-Time Signal Processing  
for FHR Monitoring
A new algorithm has been developed based on adaptive thresh-
olding, differencing of local maxima and minima, digital filtering, 
and statistical properties in the time domain. This algorithm can 
be used to simultaneously measure the FHR and maternal heart 
rate from the maternal abdominal electrocardiogram during both 
pregnancy and labor for ambulatory monitoring. The researchers 
used a microcontroller-based system to implement the proposed 
algorithm in the real-time domain. For statistical comparison, 
a Doppler ultrasound fetal monitor was used on five volunteers 
with low-risk pregnancies at a gestational age of 35–40 weeks. The 
proposed algorithm was reported to deliver an average percent 
root-mean-square difference of 5.32% and a linear correlation 
coefficient of 0.84–0.93 (Ibrahimy et  al., 2003). Furthermore, 
the FHR curves remained inside a ±5 beats per minute limit 
relative to the reference ultrasound method for 84.1% of the time 
(Ibrahimy et al., 2003).

A Novel Technique for FHR estimation 
from the DUS Signal
A new method was recently proposed based on providing 
accurate beat-to-beat cardiac cycle values of the FHR through 
multiple measurements of a given fetal cardiac cycle in the DUS 
signal. The proposed algorithm involves three stages: (i) the  
dynamic adjustment of the autocorrelation window, (ii) the adap-
tive autocorrelation Doppler signal peak detection, and (iii) the 
determination of beat-to-beat time durations. The researchers 
compared the estimated FHR values and the calculated indices 
describing the variability of FHR to the reference data obtained 
from the direct fetal ECG, as well as to another method for 
FHR estimation. The authors claimed that the results showed 
that the proposed method increases the estimation precision in 
comparison to the conventionally used FHR monitoring devices, 
and this enabled them to calculate reliable parameters describing 
the FHR variability. Furthermore, according to a comparison of 
the results of the proposed method to those of the other FHR esti-
mation methods applied, the former technique rejected a much 

lower number of measured cardiac cycles as being unacceptable 
(Jezewski et al., 2011).

The proposed technique for the FHR estimation on a beat-to-
beat basis provided a high accuracy for the fetal heart interval 
measurement and enabled a reliable, accurate, and quantitative 
assessment of the FHR variability, while reducing the number 
of invalid cardiac cycle measurements. Comparing the proposed 
method with Peters’ method (CHL et  al., 2004), the authors 
noted a very similar accuracy for the measured intervals and 
slightly superior findings in terms of the variability indices of 
the single-measurement method (mean relative error: −5.1%). 
The authors also mentioned the requirement for assessing the 
short-term variability for reliable evaluation of FHR signals 
because it does not depend directly on the accuracy of the fetal 
cardiac interval measurement. However, in the case of both the 
proposed method and Peters’ method, the mean relative errors 
of the short-term variability did not exceed −7%, which might 
be a satisfactory result (Jezewski et al., 2011).

Fetal Cardiac Systolic Time intervals (STis)
Several antenatal fetal cardiac assessment techniques have been 
developed to evaluate antepartum fetal cardiac risks. These rep-
resent sensitive markers for assessing fetal cardiac performance 
and permit the evaluation of the fetal cardiac electromechanical 
coupling. This evaluation process is a fundamental and clinically 
significant aspect of determining the heart physiology (Weissler 
et al., 1968; Lewis et al., 1977; Marzbanrad et al., 2014, 2015a).

The main basis for estimating these electromechanical mark-
ers are the opening and closing timings of the fetal cardiac valves. 
Figure 3 shows the STIs, which are one of the markers that have 
received considerable attention as an indicator of myocardial 
function. From a clinical perspective, the most convenient of 
the STIs are the pre-ejection period (PEP), the isovolumetric 
contraction time (ICT), and the left ventricular ejection time. 
The PEP is a sensitive sign of the functional state of the fetal 
myocardium and becomes prolonged early in the development 
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of hypoxemia and acidosis. The ICT has also been suggested as 
a reliable index to represent fetal cardiac contractility. To obtain 
and analyze the STIs, several non-invasive methods have been 
proposed such as DUS and abdominal ECG. The cardiac timings 
were identified manually after filtering the DUS signal using a 
band-pass filter. The poor quality of the abdominal ECG and the 
high variability of the fetal cardiac Doppler signal over time are 
the main limitations of this technique (Murata and Martin, 1974; 
Murata et al., 1978; Koga et al., 2001; Shakespeare et al., 2001; 
Yumoto et al., 2005; Marzbanrad et al., 2014).

The DUS signal was divided into different frequency shift 
ranges by using a digital narrow band-pass filter. From the peaks 
in one of the filtered signals, the mitral and aortic valve motions 
were identified. In contrast, other researchers used the short-time 
Fourier transform method (STFT) to analyze the DUS signal. 
Correspondingly, the high-frequency component of the DUS sig-
nal is related to the valve movements, whereas the low-frequency 
component is linked with the cardiac wall motion (Koga et al., 
2001; Shakespeare et al., 2001).

The DUS Signal Multiresolution  
wavelet Analysis
In another study (Khandoker et  al., 2009a), the multiresolu-
tion wavelet analysis technique was applied to the fetal cardiac 
Doppler signal (Marzbanrad et al., 2016). Wavelet analysis is a 
powerful technique to decompose non-stationary signals with 
variable spectral characteristics over time. Using this technique, 
the fetal cardiac DUS signal is first decomposed into different 
scales with corresponding resolution levels. From the results, 
it is clear that the multiresolution wavelet analysis enabled 
the frequency contents of the fetal cardiac Doppler signals to 
be linked to the opening (o) and closing (c) of the fetal heart 
valves [aortic (A) and mitral (M)]. This technique was tested 
on DUS signal samples at a gestational age of 28–36 weeks. The 
valve movements were visualized as peaks in the detailed DUS 
signal at level 2 wavelet decomposition. The next stage is to 
assign each peak manually to the opening and closing of the 
cardiac valves.

Blind Source Separation (BSS) Method
The BSS method was used to extract the fetal ECG from the 
abdominal ECG mixture, because the abdominal ECG is noisy 
and observing the fetal cardiac R wave is very difficult. Moreover, 
the correlation of the fetal cardiac cycle R–R interval with the 
interval of the R wave to each valve motion was examined, 
which has potential clinical applications. This correlation was 
introduced as a criterion for diagnosing fetal cardiac abnor-
malities. Previous researchers have investigated the automatic 
identification of these abnormalities as stated above (Sato et al., 
2007; Khandoker et al., 2009b, 2010; Marzbanrad et al., 2014).

A non-invasive and automated method using an integrated 
fetal transabdominal ECG system and Doppler cardiogram was 
developed for the identification of fetal cardiac abnormalities 
(Khandoker et al., 2010). The authors used both the multireso-
lution wavelet analysis method and the Jensen–Shannon diver-
gence method for the identification of the frequency contents 

of the Doppler signals for subsequent linking to the opening 
and closing of the fetal heart valves (aortic and mitral). Until 
recently, these cardiac time intervals have mostly been measured 
by ultrasound with manual identification of the fetal cardiac 
valve motion events. The potential for automated non-invasive 
assessment without obstetric ultrasonography expertise allows 
the development of integrated fetal ECG and cardiac Doppler 
signals from heart valve and wall motion events. Various appli-
cations of this technology may be feasible, enabling assessment 
of its value in antenatal monitoring of the fetal heart well-being 
(Khandoker et al., 2010; Marzbanrad et al., 2015a).

Automated estimation of Fetal Cardiac 
Timing events from the DUS Signal Using 
the Hybrid Support vector Machine (SvM)/
Hidden Markov Model (HMM) Model
An automated methodology has been proposed to identify the 
occurrence of the cardiac events based on the sequence of the 
movements, timings, and patterns of both the valve and the wall 
in the fetal DUS signal components. These researchers proposed 
using the empirical mode decomposition (EMD) instead of 
STFT or wavelet analysis. This technique has been widely used 
for many applications, such as image processing, speech process-
ing, and biomedical signal processing. The authors introduced 
three approaches to be combined with the EMD method for 
automated identification: the HMM, SVM, and hybrid SVM/
HMM. In this case, the changes of the cardiac intervals were 
evaluated from the 16th to the 41st week of gestation (Echeverria 
et al., 2010; Mijovic et al., 2010; Marzbanrad et al., 2014, 2015a; 
Springer et al., 2016).

By comparing the results by Marzbanrad et  al. (2014) with 
the pulsed Doppler image by Khandoker et  al. (2009a), it can 
be concluded that the proposed hybrid algorithm afforded better 
results in terms of identification of the cardiac events. Moreover, 
compared to the conventional manual identification method 
by Khandoker et  al. (2009a), a higher percentage of the fetal 
cardiac valve movement events was identified. In the study by 
Marzbanrad et al. (2014), the FECG was used as a reference for 
segmentation to facilitate the estimation of the timing of cardiac 
events. The proposed algorithm results provide a continuous 
and beat-to-beat identification of the fetal cardiac intervals, 
which can be used later for clinical purposes. Moreover, the 
authors noted a limitation in the proposed algorithm, in that a 
quantitative comparison with the pulsed-wave Doppler image-
based valve motion timings was not provided. The more accurate 
method of trans-vaginal pulsed Doppler imaging can be used 
for fetuses in the first trimester. However, the authors claimed 
that the proposed method is compatible with wide continuous 
FHR monitoring during the second to third trimesters. The 
authors also stated that the need for more precise quantitative 
comparison of the proposed method results with pulsed Doppler 
images will require advanced research, such as image processing 
and recognition processes, which are beyond the scope of this 
study. Moreover, the authors suggested using the quantitative 
comparison in future studies (Kikallio et al., 2005; Marzbanrad 
et al., 2014).
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identifying the Cardiac events 
Automatically Using Machine Learning 
Techniques
In the conventional technique for identifying fetal cardiac events, 
the fetal cardiac timing events were manually assigned to the sig-
nal peaks and the time intervals were calculated. According to a 
previous study (Marzbanrad et al., 2014), the aim is to identify the 
cardiac events automatically using machine learning techniques. 
In this regard, each peak in the DUS signal should be classified as 
an indicator of one of the fetal cardiac valve timing events or none 
of them. The aforementioned researchers (Marzbanrad et  al., 
2014) used the HMM; this statistical model can allow the fetal 
cardiac events to be determined based on the probabilistic model 
of their occurrence sequence and timings in the DUS signal. 
However, the authors claimed that the amplitude as well as the 
timing of the peaks can also be used for the event classification.

Moreover, the authors used a powerful classifier, namely, 
SVM, for the classification of the fetal cardiac events. The authors 
noted certain limitations of SVM, including not considering the 
temporal dependence of the occurrence of events, faults in peak 
classification in some cardiac cycles, or an incorrect order of 
cardiac events. Furthermore, they proposed the hybrid HMM-
SVM method as a solution to overcome the limitations of SVM 
and HMM. Each fetal cardiac cycle was segmented with refer-
ence to the FECG. The results of the proposed method showed 
the following achievements: 94.5% of mitral opening, 91.1% 
of mitral closing, 95.3% of aortic valve opening, and 98.8% of 
aortic valve closing. The authors analyzed the changes of the fetal 
cardiac intervals for three fetal age groups: 16–29, 30–35, and 
36–41 weeks. These timings were identified using the proposed 
hybrid HMM-SVM technique, which provided more accurate 
results than the conventional manual approaches. The pulsed 
Doppler images were then used to verify the identified timings.

The K-means clustering method was also used to find the fetal 
DUS cardiac component patterns and match the DUS compo-
nents of each cardiac cycle beat-to-beat to one of the models. 
To decompose the non-stationary signals with variable spectral 
characteristics over time, the authors proposed a multiresolution 
wavelet analysis method to apply to the DUS signal. The fetal 
cardiac valve movements were visualized as peaks in the detailed 
signal by using the wavelet analysis at level 2 wavelet decomposi-
tion. Subsequently, the hybrid SVM-HMM was used to identify 
the fetal cardiac valve motion events from the peaks of the DUS 
component and the model was trained specifically for its cor-
responding cluster (Marzbanrad et al., 2016).

Hybrid eMD-Kurtosis Method
A new method has been proposed to estimate FHR and its 
variability from fetal DUS based on EMD and kurtosis statistics 
(Al-Angari et al., 2017). This method relies on computing the kur-
tosis function on the intrinsic mode functions extracted from the 
DUS signal to estimate cardiac beat-to-beat intervals. The authors 
also provided a comparison between the estimated beat-to-beat 
intervals using the proposed method and the autocorrelation 
function (AF) with respect to the R–R intervals computed from 
FECG. This method was tested on DUS signals from 44 pregnant 

mothers in the early (20 cases) and late (24 cases) gestational 
weeks. The authors reported that the EMD-kurtosis method 
showed superior performance for estimating the mean beat-to-
beat intervals, with an average difference of 1.6 ms from the true 
mean R–R intervals, compared with the value of 19.3 ms obtained 
using the AF method. The EMD-kurtosis method is more robust 
than AF for low SNR cases and can be used in a hybrid system 
to estimate the beat-to-beat intervals from the fetal DUS signal. 
A limitation of this method is that the collected data were 1 min 
in length, which is insufficient to control the fetal states. This 
method can be easily implemented in a microprocessor in the 
same DUS machine or in a separate device for practical clini-
cal use (The Society for Research in Child Development, 2015; 
Apostolidis and Hadjileontiadis, 2016).

In this study, the authors detected six different patterns for 
the DUS component. Two major findings were obtained. First, 
the generated patterns 1 and 6 occurred with significantly higher 
rates for the age group after 36  weeks than for the age group 
before 32 weeks. Second, the remaining patterns 3, 4, and 5 were 
observed with significantly higher rates for the early gestation 
group, whereas the percentage difference between the two age 
groups was not significant for pattern 2. The authors claimed that 
by comparing the proposed method with the technique in which 
clustering was not performed, the former allowed better precision 
and recall to be achieved. It was reported that the occurrence rates 
of five of the cardiac patterns differed between the fetuses older 
than 36 weeks and those under 32 weeks. Moreover, each cardiac 
pattern exhibited its own characteristics, such as amplitude range 
and timing of the peaks linked to the aortic and mitral valve 
motion. The authors compared the clustering method results to 
improve the identification of opening and closing of the mitral 
valve by the SVM-HMM method to the method without cluster-
ing, as verified using pulsed-wave Doppler images. The average 
precision and recall of the proposed technique with clustering 
were higher than those of the method without clustering by 83.4 
and 84.2%, respectively (Marzbanrad et al., 2016).

In this review paper, several techniques have been discussed to 
address the challenges in fetal cardiac Doppler signal processing. 
These techniques facilitate the DUS signal analysis and clas-
sification, linear decomposition, and automated identification 
of the fetal cardiac events using machine learning techniques. 
Multiresolution wavelet analysis and BSS are techniques used 
to decompose non-stationary signals with variable spectral 
characteristics over time. This analysis has enabled the frequency 
contents of the fetal cardiac Doppler signals to be linked to the 
opening (o) and closing (c) of the fetal heart valves (aortic and 
mitral). These techniques have not yet been automated in terms 
of assigning each peak to the opening and closing of the cardiac 
valves.

Conventionally, fetal cardiac timing events are manually 
assigned to the signal peaks and the time intervals are calculated. 
This process requires experts and consumes time. The latest 
approach in fetal Doppler signal processing is the automated 
identification of the occurrence of the cardiac events based on 
the sequence of the movements, timings, and patterns of both 
the valve and the wall in the fetal DUS signal components.  
This technique consists of three approaches to be combined with 
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the EMD method for automated identification: the HMM, SVM, 
and the hybrid SVM/HMM method. The technique was used to 
analyze the changes in the fetal cardiac intervals for three fetal age 
groups: 16–29, 30–35, and 36–41 weeks. Although this technique 
led to an improvement in the estimation of fetal cardiac timing 
events, more precise quantitative comparison of the results is 
required. In addition, the K-means clustering method has been 
used to ascertain the fetal DUS cardiac component patterns and 
match the DUS components of each cardiac cycle “beat-to-beat” 
to one of the models. Six different patterns for the DUS com-
ponent were found. The use of the clustering method improved 
the identification of the opening and closing of the mitral valve 
by the SVM-HMM method compared with the method without 
clustering. The key limitation of the current automated estima-
tion of fetal cardiac intervals from DUS signals is the complexity 
of these systems.

FUTURe wORK

Several issues concerning fetal cardiac Doppler signal process-
ing still need to be resolved. First, one limitation of the latest 
new technique for computerized estimation of fetal cardiac time 
intervals from DUS signals is that the quantitative comparison 
with the pulsed-wave Doppler image-based valve motion 
timings has not yet been achieved (Marzbanrad et al., 2015a). 
Trans-vaginal pulsed Doppler imaging is considered one of the 
most accurate techniques, yet it can only be performed in the 
first trimester. The latest computerized estimation of fetal car-
diac time intervals from the fetal cardiac DUS signal will help in 
continuing with the same accuracy during the remainder of the 
pregnancy. As for future studies, previous researchers suggested 
the application of image recognition processes on the pulsed 
Doppler images to enhance the quantitative comparison of the 
result accuracy (Marzbanrad et al., 2014).

In order to measure the correctness of the automated identi-
fication of the fetal cardiac valve motion by hybrid SVM-HMM 
methods, M-mode and pulsed-wave Doppler images were used 
(Marzbanrad et  al., 2014, 2016). The findings suggested that 
more quantitative comparisons should be performed in future 
investigations. As the fetus grows in the late gestation period, 
its movement increases, which results in the non-stationary 
nature of the fetal cardiac Doppler signal. Longer fetal cardiac 
Doppler recordings are required to evaluate the non-stationary 
nature and improve the FHR accuracy. The advanced analysis 
of the fetal cardiac non-stationary Doppler signal and its influ-
ence on the FHR monitoring remains a topic for future studies 
(Marzbanrad et  al., 2015b). The variation of cardiac features is 
a limitation for the predefined range of the valve motions in the 

proposed method (Marzbanrad et al., 2015a). The recommenda-
tion of these researchers for future studies is to assess the validity 
of the measurements on the abnormal cases. Finally, reducing 
the complexity of the current automated estimation of fetal 
cardiac intervals from DUS signals should be subject to future 
investigation.

CONCLUSiON

The current survey has discussed the importance of clinical 
FHR monitoring and provided a critical overview of the existing 
techniques. Several solutions have been proposed to overcome 
the effect of the non-stationary nature of the fetal cardiac Doppler 
signal on a beat-to-beat basis, in addition to the variation of the 
spectral characteristics and signal content over time. These solu-
tions include band-pass filters, STFT, and wavelet analysis. With 
respect to DUS signal analysis and classification, linear decompo-
sition techniques such as BSS for source separation have shown 
promising results in the isolation of fetal cardiac Doppler signal 
components. Furthermore, several automated techniques for the 
identification of valve movements using fetal cardiac Doppler 
signals have been discussed to overcome the shortcomings of 
manual techniques, including their time-consuming nature, 
and to increase the FHR measurement accuracy. It is important 
to mention that using machine learning techniques within the 
context of FHR monitoring can potentially open up new research 
areas that have so far gone unexplored. Furthermore, potential 
directions for future research have been suggested to improve 
current fetal cardiac Doppler signal processing and analysis 
techniques. Finally, the growing interest in fetal cardiac DUS is 
set to provide new opportunities for reliable and accurate FHR 
monitoring.
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One dimensional Doppler Ultrasound (DUS) is a low cost method for fetal auscultation.

However, accuracy of any metrics derived from the DUS signals depends on their quality,

which relies heavily on operator skills. In low resource settings, where skill levels are

sparse, it is important for the device to provide real time signal quality feedback to allow

the re-recording of data. Retrospectively, signal quality assessment can help remove low

quality recordings when processing large amounts of data. To this end, we proposed a

novel template-based method, to assess DUS signal quality. Data used in this study were

collected from 17 pregnant women using a low-cost transducer connected to a smart

phone. Recordings were split into 1990 segments of 3.75 s duration, and hand labeled

for quality by three independent annotators. The proposed template-based method uses

Empirical Mode Decomposition (EMD) to allow detection of the fetal heart beats and

segmentation into short, time-aligned temporal windows. Templates were derived for

each 15 s window of the recordings. The DUS signal quality index (SQI) was calculated by

correlating the segments in each window with the corresponding running template using

four different pre-processing steps: (i) no additional preprocessing, (ii) linear resampling

of each beat, (iii) dynamic time warping (DTW) of each beat and (iv) weighted DTW of

each beat. The template-based SQIs were combined with additional features based on

sample entropy and power spectral density. To assess the performance of the method,

the dataset was split into training and test subsets. The training set was used to obtain

the best combination of features for predicting the DUS quality using cross validation, and

the test set was used to estimate the classification accuracy using bootstrap resampling.

A median out of sample classification accuracy on the test set of 85.8% was found using

three features; template-based SQI, sample entropy and the relative power in the 160 to

660 Hz range. The results suggest that the new automated method can reliably assess

the DUS quality, thereby helping users to consistently record DUS signals with acceptable

quality for fetal monitoring.

Keywords: doppler ultrasound, empirical mode decomposition, fetal monitoring, dynamic time warping, sample

entropy, signal quality

17

http://www.frontiersin.org/Physiology
http://www.frontiersin.org/Physiology/editorialboard
http://www.frontiersin.org/Physiology/editorialboard
http://www.frontiersin.org/Physiology/editorialboard
http://www.frontiersin.org/Physiology/editorialboard
https://doi.org/10.3389/fphys.2017.00511
http://crossmark.crossref.org/dialog/?doi=10.3389/fphys.2017.00511&domain=pdf&date_stamp=2017-07-18
http://www.frontiersin.org/Physiology
http://www.frontiersin.org
http://www.frontiersin.org/Physiology/archive
https://creativecommons.org/licenses/by/4.0/
mailto:cvalder@emory.edu
mailto:faezeh.marzbanrad@monash.edu
https://doi.org/10.3389/fphys.2017.00511
http://journal.frontiersin.org/article/10.3389/fphys.2017.00511/abstract
http://loop.frontiersin.org/people/431886/overview
http://loop.frontiersin.org/people/381412/overview
http://loop.frontiersin.org/people/459126/overview
http://loop.frontiersin.org/people/266185/overview


Valderrama et al. SQI of DUS in Fetal Monitoring

1. INTRODUCTION

Although medical care has reduced mortality rates across
the globe, birth has still remained an event of extreme risk.
Approximately 2.6 million stillbirths and 2.8 million early
neonatal deaths occur each year (World Health Organization,
2016a,b). Different factors contribute to this high burden,
such as the lack of specialized medical professionals and the
high cost of the medical devices, mainly affecting low and
middle income countries (LMICs). Leading causes for perinatal
mortality include Intrauterine Growth Restriction (IUGR) and
congenital abnormalities of which, Congenital Heart Disease
(CHD) is the most common (van der Linde et al., 2011;
Gardosi et al., 2013; Lawn et al., 2016). These abnormalities
are currently being detected using ultrasound imaging and
more specifically, fetal echocardiography is performed for CHD
diagnosis. However, these techniques are expensive and can only
be performed by trained sonographers or physicians; hence, their
use is limited in LMICs (McClure et al., 2014).

Due to the high incidence and fatal consequences of these
abnormalities in low-resource settings, affordable perinatal
monitoring solutions are required. One of the most widely used,
yet affordable methods for perinatal screening is fetal heart rate
(FHR) monitoring. This technique has contributed to reduce
perinatal and maternal risks through identification of non-
reassuring fetal status (Ayres-de Campos and Bernardes, 2010).
Moreover, FHR has the potential for detecting IUGR (Nijhuis
et al., 2000; Ferrario et al., 2009), as well as CHD complications
(Cullen et al., 1992; Berghella et al., 2001).

FHR monitoring is commonly performed through
Cardiotocography (CTG) based on one dimensional Doppler
Ultrasound (DUS), that is also used in low cost (under $17)
hand-held devices which can be operated by non-experts. This
DUS-based low-cost device has been used to develop affordable
perinatal monitoring systems, thus facilitating screening in
LMICs. Stroux et al. introduced a mobile-health monitoring
system, based on a low-cost transducer and operated by illiterate
birth attendants, to detect fetal compromise, such as IUGR, in
rural Guatemala (Stroux, 2016; Stroux et al., 2016). DUS can also
provide more information beyond the FHR, such as the cardiac
valve function, which can further facilitate detection of CHDs
and assessment of the fetal development (Marzbanrad, 2015;
Marzbanrad et al., 2016b).

Despite the benefits of 1D-DUS, it is susceptible to noise
affecting its quality, and it is non-stationary due to the fetal
movements, which can complicate the FHR monitoring. Since
the quality of the recorded signals is critical to properly detect
FHR abnormalities, the assessment of the signal quality is an
essential part of the recording process. Stroux and Clifford
reported that the accuracy of FHR analysis depends on the
signal quality, hence the quality should be ensured during the
data collection (Stroux and Clifford, 2013). Magenes et al. also
showed the necessity of removing CTG signals with low quality
before applying methods for detecting fetal anomalies (Magenes
et al., 2001). The quality assessment process, enables providing
feedback to the operator during data collection, allowing them to
retake or exclude the low-quality signals.

To date, little work has been published concerning the quality
assessment of the DUS signals. Stroux and Clifford proposed a
method to validate the quality of DUS signals recorded using
a hand-held device connected to a smart phone (Stroux and
Clifford, 2014; Stroux, 2016). For this purpose, they extracted
features based on sample entropy, wavelet decomposition
coefficients, and the phone’s triaxial accelerometer output. To
assess the quality, a logistic regression and a support vector
machine (SVM) were trained to classify the recordings into noisy
and clean categories. The logistic regression model was able to
classify the signal quality with an accuracy of 95.14% on test
data, while the SVM achieved an accuracy of 94.44%.Marzbanrad
et al. proposed an automated method to assess the DUS signal
quality for the application of fetal valve motion identification
(Marzbanrad, 2015; Marzbanrad et al., 2015). In their method,
DUS signals were segmented into cardiac cycles using non-
invasive fetal electrocardiogram (fECG) as reference. Then, 12
features including power, statistical and entropy-based measures,
were extracted from a frequency range associated with the fetal
cardiac valve motion. Using these features, the signals collected
from 57 fetuses were classified as good and poor quality, using
a na ive Bayes model. The accuracy of the classification was 86%
using 10-fold cross validation.

In the current paper, to improve the quality assessment
for perinatal monitoring, we propose a simpler template-based
method using only the DUS signal recorded by a low cost device,
thus facilitating its implementation in LMICs.

2. METHODS

2.1. Database
The DUS database used in this paper was collected at the John
Radcliffe Hospital in Oxford as a part of the study presented in
Stroux and Clifford (2014) and Stroux (2016). The study was
approved by the NHSHealth Research Authority, REC reference:
12/SC/0147 and written consent was obtained from each study
subject prior to data collection. Each subject received detailed
information on the study protocol and their right to withdraw
from the study at any stage of the recording session. This
database contained 1D-DUS signals recorded from 17 subjects at
a sampling frequency of 44.1 KHz using a hand held transducer
(AngelSounds Fetal Heart Detector, Jumper Medical Co., Ltd.)
with an ultrasound frequency of 3.3 MHz. Subjects were women
with singleton pregnancy, over the age of 18, who were scheduled
for a routine CTG. The duration of recording per subject is shown
in Figure 1.

2.2. Segment selection
Each of the 1 min-length DUS signals were labeled by
three different annotators who had relevant experience in
analyzing cardiac audio recordings for quality. Each reviewer
independently labeled each second of the record as good or poor
quality. After labeling, each record was split into segments of 3.75
with a 3 s sliding window (i.e., a 0.75 s overlap). The duration
of 3.75 was fixed since it is the usual length for computerized
analysis of fetal non-stress tests based on the Dawes/Redman
criteria (Dawes et al., 1981; Pardey et al., 2002). To ensure that
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FIGURE 1 | Duration in minutes of the total number of records per subject.

each segment belongs to only one class, only the segments with
all their samples of the same class were kept. These segments were
assigned to 4 different classes as follows:

• Good Quality: Three annotators labeled all the segment as
good quality.

• Mostly clean: Two annotators labeled all the segment as good
and one labeled all the segment as poor quality.

• Mostly noisy: One annotator labeled all the segment as good
and two labeled all the segment as poor quality.

• Poor Quality: Three annotators labeled all the segment poor
quality.

A total of 1,990 segments (430 good, 1,062 poor, 292mostly clean,
and 206 mostly noisy quality) were identified. Figure 2 illustrates
the balance of segments across patients. Note that the quality
of the recorded signals varies from one patient to another and
may change over a single recording session because we observed
that for some recordings there are both good and bad quality
segments.

The classifier in this work was only trained using poor and
good quality segments. The rationale behind this stems from the
fact that segments on which one or more experts cannot agree are
not meaningful in reporting statistics, since we cannot categorize
them in a single class. However, after training the classifiers,
the optimal classifier was also evaluated with the mostly clean
and mostly noisy segments to determine its capacity for detect
intermediate quality segments.

2.3. Preprocessing
The DUS signals were resampled at 4,000Hz using a least-
square linear phase anti-aliasing filter. This downsampling does
not affect the information content of the signal, since the fetal
heart activity corresponds to the DUS signal frequencies below
1,650 Hz for a transducer of 3.3 MHz (Shakespeare et al., 2001).
Hence, the Nyquist-Shannon sampling criterion was satisfied
after downsampling.

FIGURE 2 | Number of poor and good quality 3.75 s segments for each of the

subjects for which all three annotators agreed on labels.

2.4. Template-based quality assessment of
1-D Doppler Ultrasound
To assess the quality of the DUS segment, a template-based
algorithm was developed. This method consists of 4 stages
(Figure 3). First, the beats of the DUS signals were estimated
using Empirical Mode Decomposition (EMD). Then, using the
estimated beats, templates for windows of 15 s were derived.
These templates were then optimized in stage 3, and finally, the
quality index of the DUS segment was calculated in stage 4. These
stages are illustrated in Figure 3 and explained in the following
sections.

This method, as all the remaining methods of this work,
were implemented in Matlab and executed in a machine with
a standard processor (Intel(R) Xeon(R) CPU E5-2660 v2 @
2.20GHz).

2.4.1. Beat Detection
Individual cardiac cycles (or beats) were detected using EMD,
based on amethod presented inMarzbanrad et al. (2014). EMD is
an empirical method for decomposing non-stationary and non-
linear signals into a set of components called Intrinsic Mode
Functions (IMFs). It is a data-driven method that is able to adapt
to the signal properties without requiring a basis function, unlike
other time-frequency decomposition methods (Huang, 2014).
This characteristic allows EMD to properly analyze non-linear
and non-stationary natural processes.

Each extracted IMF satisfies 2 properties: firstly, the number
of maxima and minima and the number of zero crossing should
differ at most by 1; secondly, the mean value between the
envelope of the local maxima and the envelope of the local
minima must be zero at any point. To obtain the IMFs, EMD
uses an intuitive algorithm called “sifting procedure.” It is an
iterative procedure, which finds all the IMFs of the signal until the
difference between output and the input of the sifting procedure
becomes a monotonic function. More details of the method can
be found in Huang et al. (1998).
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FIGURE 3 | Overview of the template-based quality method for the Doppler signal.

To find the beats from the DUS signals an algorithm was
developed to allow switching between the first four IMFs, which
were obtained over 4 s windows. For each of these IMFs, the
peaks were detected based on the positive first derivative and
negative second derivative criteria. Then, using the identified
peaks, the IMFs were enveloped to obtain four IMF envelopes
for each window. To detect the best envelope for segmentation,
a metric based on the standard deviation of the peak to peak
intervals (PPIs) was applied. Namely, the IMF with the minimum
average of the standard deviation of PPIs was selected as the

optimum IMF. To deal with the possible mismatching of the
selected IMFs in adjacent windows, a short overlapping window
of 1 s was used to correct missing or double identified peaks.
The peaks of the optimum IMFs were selected as possible beat
locations. These peak locations were further corrected through
a moving windows of 5 PPIs, replacing the middle PPI by the
average of the rest in the window, if they differed by more than
20% (Marzbanrad et al., 2016a). The corrected peaks were set as
beat location, and were used to segment the 1D-DUS signal into
Beat to Beat Intervals (BTBI).
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Continuous Wavelet transform (CWT) was then applied to
the DUS signal over 25 s windows. In this work, the CWT
was applied using second order complex Gaussian function as
Wavelet mother. Moreover, only the signal decomposed at scale
3 was selected since it was found that the 3rd level is the most
relevant for detecting value movement. This scale contained
frequencies below 1,000 Hz, which mainly reflect the fetal heart
activity; valve motion is around 990 Hz for a transducer of 3.3
MHz (Murata and Martin Jr, 1977), and wall velocities between
257 and 429 Hz for a transducer of 3.3 MHz (Shakespeare et al.,
2001).

After applying the CWT, the envelope of the absolute value
of the decomposed signal was estimated by interpolating the
maxima. This envelope was then smoothed using a low pass
filter and segmented into cardiac cycles using the estimated
beat locations. Each segment was normalized by subtracting its
mean and dividing by its standard deviation. These normalized
segment were used to generate the templates for the signal quality
assessment.

2.4.2. Initial Template Generation
Using the normalized cardiac cycle segments, the initial templates
were calculated using a window of 15 s. The length (L) of the
template was calculated as the average of BTBIs in each 15 s
window. The initial template of the window was determined by
averaging the segments starting at the beat location and lasting at
length L. This procedure was repeated for each window, thereby
obtaining an initial template for each window of 15 s.

2.4.3. Updating Templates
The initial template of each window was updated based on the
correlation function. For each window, the correlation of the
template and the segments starting in a beat location and lasting
at length L was calculated. The window template was updated
by averaging only the segments with a correlation (r) greater
than or equal to 0.6. In case the initial template of a window
did not have a correlation of r ≥ 0.6 for at least 20% of the
beats, the template was assumed as invalid, and replaced by the
one from the previous window. If the initial template of the
previous window was invalid, the one from the next window was
selected.

2.4.4. Signal Quality Metrics
After updating templates for each window, the quality indices
were calculated as the correlation of the segments with the
template in their corresponding window. The correlations was
calculated in four ways:

• Direct matching SQI. The segments of each 15 s window,
beginning at the beat location and ending at the length of the
template (L) were used to calculate the correlation coefficient
with the template and this was denoted as SQI1. If the segment
was shorter than L, it was padded by zeros.

• Linear resampling SQI. Each estimated beat of the window
was linearly stretched or compressed, if the length of the
beat was shorter or longer than L, respectively. Then, the
correlation coefficient with the template was denoted as SQI2.

• Dynamic time warping SQI. Using Dynamic Time Warping
(DTW), the segments were transformed to the length L [as
performed in our earlier work (Li and Clifford, 2012)] and the
correlation with templates was denoted as SQI3.

• Weighted dynamic time warping SQI. One drawback of
DTW is that it gives too much freedom to the segment to
adapt to the template. This was addressed by Jeong et al. who
introduced the weighted DTW (wDTW) (Jeong et al., 2011).
This method penalizes points with higher phase from the
reference template by applying weights, thereby minimizing
the distortion caused by outliers. In the current work, the
parameter controlling the penalty was optimized through
cross-validation to achieve the highest accuracy. The best value
was found to be 0.02. The correlation of the transformed
segments in the window with the corresponding template, was
denoted SQI4.

For all methods, any negative values of these SQI (negative
correlation) were set to zero.

2.5. Sample Entropy and Power Spectrum
Density (PSD)
In addition to the Template-based SQIs, two other key features
were estimated from the DUS signals. The first one was sample
entropy (Hs), which has shown a promising potential for
discriminating between good and poor quality DUS segments
(Stroux and Clifford, 2014). Sample entropy measures the
regularity of a signal by finding reoccurring patterns in it. To this
end, three parameters are defined: the length of the signal N, the
pattern length m and the matching tolerance r. Sample entropy
is defined as the negative logarithm of the probability that a time
series of length N with reoccurring pattern of length m within a
set tolerance of r, also has reoccurring patterns of length m + 1
under the same tolerance constraint. In this work, the sample
entropy was calculated setting the parametersm = 2, and r as 0.1
times the standard deviation of the input time series. The entropy
was calculated using the procedure described in Richman and
Moorman (2000).

The second additional feature extracted was the Power
Spectrum Density (PSD) ratio. This feature was used in order to
the evaluate the power of the DUS signals at different frequency
ranges. The range for calculating the ratio was determined using
a grid search. Since cardiac movements are associated with a
Doppler frequency range of 100 to 600 Hz using a 2 MHz
transducer (Wheeler et al., 1987), which translate to a scaled
range of 165 to 990Hz for 3.3MHz transducer, the ranges of
values of the grid search were fixed from 80 to 400Hz and from
580 to 900Hz for the low and high frequency interval limits,
respectively. For each possible pair of values, the capacity for
discriminating between good and poor quality segments was
measured using the earth mover’s distance. The range with the
highest earth mover’s distance between the distribution of the
ratios of good and poor classes was found to fall in the range 160–
660Hz. Thus, the PSD ratio of each DUS segment was calculated
by dividing the power spectrum contained in the interval [160 −

660 Hz] by the total power, thereby measuring the percentage of
power associated with cardiac movements.
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2.6. Feature Vectors
Applying the template-based method resulted in four different
SQIs for each estimated beat of the segment, thus obtaining a
total of 4Nb indices by segment, where Nb is the number of beats
of the segment. As the number of beats varied for each segment,
we selected the median value of each quality index of the segment
as the final SQI. Thus, each segment had only one value for SQI1,
SQI2, SQI3, and SQI4. Finally, the sample entropy and the PSD
ratio were added to the feature vector, thereby obtaining a total
of six features for each segment.

2.7. Classification
The above features were used to train an SVM classifier. SVM
is a classifier that finds the best hyperplane that maximizes the
margin between two classes. When the data are not linearly
separable, a kernel function is used to transform the data to a
different space in which the data can be separated. In this work, a
Gaussian radial basis function kernel was used:

k(xi, xj) = exp

(

−|xi − xj|
2

2σ 2

)

, (1)

where xi and xj are feature vectors, and σ is a free parameter
of the kernel. A large value of σ increases the bias but reduces
the variance of the classifier and a small value causes the
opposite effect. To find the best value for a given training set,
σ is usually tunned using heuristic methods or a brute force
search.

The class prediction, y, of a given feature vector, x, is calculated
using the dual representation of SVM as:

y = sgn

(

N
∑

i= 1

αiyik(xi, x)+ b

)

, (2)

where xi is the i-th feature vector of the training set and yi =

[−1, 1] is its class; α ≥ 0 are Lagrange coefficients obtained
by quadratic optimization; b is the intercept of the margin; and
k(xi, xj) is the kernel function (Equation 1). The α coefficient is
only greater than 0 for those points that are in the margin. These
points are called support vectors. In addition to the parameters
of Equation 2, SVM has a hyperparameter called the soft margin
constraint (C). This parameter regularizes the margin allowing
the cost function to ignore some points to establish an adequate
margin for the training set. More details concerning the SVM
can be found in Abe (2005). In this work, the SVM parameters
C and σ were optimized using five-fold cross-validation and a
grid search on the training set. The grid search was defined by
C ∈ {2−3, 2−1, ..., 25} and σ ∈ {2−5, 2−2, ..., 22}.

2.8. Method performance assessment
To assess the performance of the method proposed here, the
dataset was split into two equal subsets; the training and test sets.
The the training set was used to determine the combination of
features most relevant for assessing the quality of DUS segments.
The test set provides an assessment of the accuracy on an
independent dataset.

To split the dataset into two equal subsets (training and test
sets), the subjects were ranked based on their number of good

segments in descending order. Then, the data of each of the
subjects were alternately assigned to the subsets. In other words,
the first subject’s samples were assigned to the training subset,
the second ones to the test subset, the third one to the training
subset, and so on. As the number of patients was odd (17), the
samples of the last subject were assigned to the subset with the
lowest number of segments.

The best combination of features was found by calculating
the accuracy of all possible feature combinations on the training
set. Since the dataset presented an imbalance among classes
(Figure 2), the accuracy was calculated using stratified five-fold
cross validation with bootstrapping. Specifically, the accuracy of
each feature combination was determined as follows: subjects of
the training set were split into 5 folds. For each fold, 120 signals
(60 per class) samples from the subjects of the fold were randomly
selected using sampling with replacement (bootstrapping). The
selection was performed in proportion to the subjects’ sample
quantity in each fold. The rationale behind this validation process
is that the bootstrap applied to the cross validation folds adjusts
the class imbalances, which is a critical factor for SVM classifiers
(Chawla et al., 2004). Moreover, as the cross validation did not
assign samples of the same subject to different folds, it provided
an unbiased accuracy estimation. To obtain a more reliable
accuracy, the described validation process was repeated 100
times, assigning subjects into different folds at each repetition.

For each iteration of the five-fold cross validation, the training
set was normalized by subtracting the mean of the respective
feature vector and dividing by its standard deviation. The test
set was normalized using both mean and standard deviation
derived from the training data. The cross validation accuracy
of each iteration was averaged by selecting the median of the 5
accuracy values of the folds. Likewise, the accuracy of the 100
repetitions was selected as the median of the 100 accuracy values.
This procedure was performed for each combination of features.

In addition to the overall accuracy of the classifiers, the
sensitivity and specificity were also estimated. Sensitivity was
defined as the proportion of good quality segments properly
classified, whereas specificity denoted the portion of poor quality
segments correctly classified.

To determine the capacity of the method for predicting
intermediate quality segments, a SVM classifier was trained with
the good and poor segments of the test set using the most
common parameters C and σ for the 100 bootstrap repetitions.
Once the best combination of features was determined
(maximizing accuracy, then specificity), the classifier was fixed
and assessed on the test using the same bootstrap cross-validation
validation procedure used for the training set. Finally, the
probability of belonging to good class was also estimated for the
mostly noisy, and mostly clean segments without retraining to
assess the performance of the classifier on all data.

3. RESULTS

3.1. Feature Selection
Table 1 presents the median accuracy, sensitivity and specificity
of the best combination of input features for up to 6 possible
features. As can be seen, the classifier was able to classify
the quality of a DUS segments with up to 85.8% accuracy
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using either the combination SQI2 and sample Entropy (HS),
or the combination SQI2, PSD ratio and HS. The accuracy of
these two combinations of features resulted in a statistically
significant improvement over the use of only one feature, HS (p
<0.05, one-sided Wilcoxon rank-sum test). The results for all
possible combination of features are presented in the appendix
(Table A1).

It can also be seen from Table 1 that the sensitivity tended
to decrease with an increase in the number of features, whereas
specificity steadily increase until three features were used.
Since the combination of both two and three features leads to
equivalent accuracy, the combination SQI2, PSD ratio and HS

was chosen to be evaluated on the test set, since this maximizes
specificity, and reduces the chances that a poor quality segment
is labeled as good quality.

3.2. Test Set Performance
Table 2 displays the accuracy, sensitivity and specificity of the
combination of the SQI2, PSD ratio andHS features. The median
accuracy of this classifier using this combination was similar
to the highest median accuracy achieved on the training set.
However, the interquartile range for the test set was almost twice
than that for the training set, indicating that the test set may
exhibit a higher heterogeneity of features. Both sensitivity and
specificity exceeded 90%.

3.3. Performance of classifier on
intermediate quality segments
The classes of the mostly clean and mostly noise segments of
the test set were also predicted using the same classifier [using

TABLE 1 | Median classification performance of the 100 five-fold cross validation

balanced with bootstrapping.

Feature combination Median Median Median

accuracy ± IQR

(%)

sensitivity

(%)

specificity

(%)

Hs 84.2 ± 5.8 100.0 78.3

SQI2,Hs ‡ 85.8 ± 5.0 93.3 80.0

SQI2,PSD,Hs 85.8 ± 5.0 83.3 90.0

SQI2,SQI4,PSD,Hs 85.0 ± 8.3 85.8 88.3

SQI1,SQI2,SQI4,PSD,Hs 84.7 ± 5.0 85.0 86.7

SQI1,SQI2,SQI3,SQI4,PSD,Hs 83.8 ± 6.7 81.7 86.7

IQR indicates inter-quartile range; ‡ indicates a significant improvement (Wilcoxon rank-

sum test, P<0.05) of a given feature combination compared to using a combination with

one less feature.

TABLE 2 | Performance of the classifier averaged over 100 five-fold cross

validation runs balanced with bootstrapping for the test set (with ) using SQI2,

PSD ratio, and sample entropy (SQI2,PSD,Hs) as features.

Measure Minimum 1st Quantile Median 3rd Quantile Maximum

(%) (%) (%) (%) (%)

Accuracy 65.8 79.2 85.8 90.0 96.7

Sensitivity 71.7 85.0 91.7 96.7 100.0

Specificity 61.7 89.3 91.7 95.0 98.3

SQI2, PSD ratio and sample entropy (HS) as features]. Note that
these segments were not used in training. Figure 4 shows the
relative distribution of output probabilities from the classifier of
belonging to the good quality class for all four types of segments.
The classifier established a probability threshold of 0.5575 for
distinguishing between good quality and poor quality segments.
The percentage of segments which lay above the threshold for
good quality and mostly clean segments were 86.53 and 69.06%,
respectively. On the other hand, the percentage of segments
that lay below the threshold for poor quality and mostly noise
segments were 96.50 and 63.69%, respectively.

4. DISCUSSION

The results presented here suggest that it is possible to
accurately classify the DUS quality using SQIs derived from
DUS signals alone. Among the extracted features, sample
entropy and PSD ratio provided suitable discrimination between
good and poor quality segments, which is consistent with
previous works (Stroux and Clifford, 2014; Marzbanrad et al.,
2015). However, the addition of our proposed template-based
method, particularly after linear resampling of the beats to
match the running template (SQI2), provided a statistically
significant improvement in accuracy (see Table 1). Either
combinations SQI2 and Hs or SQI2, PSD ratio and Hs resulted
in a statistically significant accuracy; nevertheless, in order to
maximize specificity, the combination of SQI2, PSD ratio and Hs

was selected for assessing the classifier on the test set.
The selected features achieved an accuracy of 85.8% on the

test set, thus suggesting that this metric is suitable for quality
assessment based only on DUS signals. Although this feature
combination exhibited more variance on the test set than on
the train set, the achieved accuracy indicates that the model
was not overfitted, and its complexity of three features is viable
for assessing DUS quality. Furthermore, the balance toward
specificity provided by the three chosen features (SQI2, PSD

FIGURE 4 | Distributions of classifier probability outputs for DUS segments of

test set for each of the four classes (n.u. stands for normalized units). The

threshold of belonging to the Good class was fixed at 0.56 for the classifier.

The majority of the distribution of the Good and Mostly Clean classes lies

above this threshold, whereas the majority of Poor and Mostly Noise classes

lies below this threshold, as was expected. The probability distributions were

smoothed using a normal kernel function (Bowman and Azzalini, 1997).
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ratio, and sample entropy) ensures a high number of good quality
segments is preserved, as well as small number of false-positive
segments.

The best combination of features also showed an adequate
capacity for classifying segments associated with intermediate
quality zones (mostly noisy and moistly clean segments).
Although both mostly clean segments and mostly noisy segments
exhibited a mostly flat distribution, their centers where more
closer to the good quality center and poor quality centers,
respectively as it was expected. Specifically, almost 70% of
the mostly clean probabilities laid above the SVM prediction
threshold, whereas higher than 63% of the mostly noise
probabilities laid below the SVM prediction threshold. This
discrimination ability for the two ambiguous classes indicates the
potential of the approach outlined in this work.

Regarding the template-based SQIs, the EMD-based approach
appeared to facilitate identification of beat intervals, since the
correlation with each template was generally high. Small offsets
in the relative start and end point of each beat were mitigated
by the use of resampling prior to correlation. The segmentation
facilitated beat-by-beat quality assessment, which is the first
step toward detecting fetal abnormalities from DUS signals. The
template optimization process obtained representative templates
for quality assessment since the initial template was only averaged
with those segments which exhibited a moderate or strong
correlation (r ≥ 0.6) with the initial template (average of first
N beats).

Although Stroux and Clifford reported a higher accuracy
(95.14%) on the same database (Stroux and Clifford, 2014),
their work cannot directly compared to the current work since
different statistical validation approaches were used. Specifically,
Stroux and Clifford trained on two thirds of the data set and held
out one third for testing, with no cross validation. In this work,
stratified five-fold cross validation was used with bootstrapping
(repeated 100 times), with subject stratification across different
folds in each repetition. The accuracy obtained in this work
cannot directly compared to that of Marzbanrad et al. (2015)
since they tested their method with a different dataset. However,
our method can be compared to the aforementioned previous
works by analyzing the effect of adding the index SQI2 to
common features of the other works, namely, sample entropy.
As was previously showed in Table 1, by using the SQI2 feature
in addition to sample entropy, the accuracy statically significantly
increased.

Another advantage of our method over previous works is that
the proposed method does not need additional sources, such
as accelerometer data (Stroux and Clifford, 2014) or an fECG
signal (Marzbanrad et al., 2015) to assess the DUS quality. A key
advantage of using only DUS signal is that the recording process
is simple, facilitating the use of this technology by non-experts in
low-resource settings. Finally, using only one source for quality
assessment reduces health screening costs, facilitating its use in
LMICs.

Despite the promising results, one limitation of the current
method is that it was only tested using DUS signals recorded
by professional midwives in hospital settings. The LMIC context
is often severely resource constrained and there is a lack of

widespread training for midwives, particularly in the use of
technology. Consequently, signal quality is likely to be lower
in recordings taken in LMICs. The noise content may also
be different if the audio cable is not incorrectly inserted,
introducing ambient sounds such as animals, extreme weather,
and interference from non-hospital electronics. Nevertheless,
the template-based method proposed here could be adjusted to
specific conditions with a relevant training set.

Another possible limitation may be that the introduced
method was only tested using one database labeled by three
annotators. As DUS quality annotation is prone to inter-
observer variability, testing the method with datasets annotated
by different experts may reduce the accuracy. However, the high
accuracy achieved by the combination of sample entropy, PSD
ratio and SQI2 used in this work, provides optimism for the use of
the template-based method for different datasets, especially with
retraining.

5. CONCLUSION

The work presented in this article proposed a template-based
method to assess the quality of 1D-DUS signals recorded by a
low cost device. The introduced template-based indices provided
a simpler method based on only DUS signals, thus facilitating
its implementation in LMICs. The approach described in this
work can provide the operator with an accurate and timely
feedback on the quality of the recordings, to allow discarding
the low quality signals in real time and prompt users to re-
record data. Therefore, this quality assessment technique could
potentially facilitate reliable fetal monitoring by non-experts
toward reducing perinatal health burdens.
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APPENDIX

TABLE A1 | Median classification performance of the 100 five-fold cross

validation balanced with bootstrapping for all the possible feature combinations.

Feature combination Median Interquartile

accuracy (%) range (%)

Hs 84.17 5.83

PSD 84.17 6.67

SQI4 64.17 11.25

SQI3 67.92 5.00

SQI2 74.17 6.67

SQI1 61.67 10.42

PSD,Hs 85.06 5.00

SQI4,Hs 84.58 5.00

SQI4,PSD 78.42 15.42

SQI3,Hs 83.33 6.67

SQI3,PSD 84.17 12.92

SQI3,SQI4 65.00 9.58

SQI2,Hs 85.83 5.00

SQI2,PSD 84.65 10.83

SQI2,SQI4 69.17 5.83

SQI2,SQI3 73.33 7.50

SQI1,Hs 85.83 5.46

SQI1,PSD 81.67 8.33

SQI1,SQI4 61.67 9.17

SQI1,SQI3 62.50 7.22

SQI1,SQI2 71.67 8.75

SQI4,PSD,Hs 81.67 8.75

SQI3,PSD,Hs 85.00 7.50

SQI3,SQI4,Hs 81.67 5.83

SQI3,SQI4,PSD 80.83 10.83

SQI2,PSD,Hs 85.83 5.00

SQI2,SQI4,Hs 84.17 5.00

SQI2,SQI4,PSD 83.33 8.33

SQI2,SQI3,Hs 84.17 5.47

SQI2,SQI3,PSD 80.00 9.58

SQI2,SQI3,SQI4 67.50 8.33

SQI1,PSD,Hs 85.00 6.67

SQI1,SQI4,Hs 82.50 6.25

SQI1,SQI4,PSD 78.33 12.92

SQI1,SQI3,Hs 83.33 5.00

SQI1,SQI3,PSD 82.50 14.58

SQI1,SQI3,SQI4 65.00 7.08

SQI1,SQI2,Hs 85.00 5.83

SQI1,SQI2,PSD 84.17 8.33

SQI1,SQI2,SQI4 69.17 5.83

SQI1,SQI2,SQI3 72.50 6.67

(Continued)

TABLE A1 | Continued

Feature combination Median Interquartile

accuracy (%) range (%)

SQI3,SQI4,PSD,Hs 80.83 7.50

SQI2,SQI4,PSD,Hs 85.00 8.33

SQI2,SQI3,PSD,Hs 82.92 5.83

SQI2,SQI3,SQI4,Hs 83.33 5.83

SQI2,SQI3,SQI4,PSD 77.08 9.17

SQI1,SQI4,PSD,Hs 82.50 7.83

SQI1,SQI3,PSD,Hs 85.00 10.83

SQI1,SQI3,SQI4,Hs 79.17 5.00

SQI1,SQI3,SQI4,PSD 79.17 12.50

SQI1,SQI2,PSD,Hs 84.17 6.25

SQI1,SQI2,SQI4,Hs 82.50 5.83

SQI1,SQI2,SQI4,PSD 80.83 7.15

SQI1,SQI2,SQI3,Hs 82.92 6.67

SQI1,SQI2,SQI3,PSD 79.17 8.75

SQI1,SQI2,SQI3,SQI4 68.33 7.08

SQI2,SQI3,SQI4,PSD,Hs 80.83 10.00

SQI1,SQI3,SQI4,PSD,Hs 77.50 10.83

SQI1,SQI2,SQI4,PSD,Hs 84.65 5.00

SQI1,SQI2,SQI3,PSD,Hs 84.17 6.67

SQI1,SQI2,SQI3,SQI4,Hs 82.50 5.00

SQI1,SQI2,SQI3,SQI4,PSD 77.50 8.33

SQI1,SQI2,SQI3,SQI4,PSD,Hs 83.75 6.67

The table is grouped for feature vectors of the same length. For each combination of

features, the median and interquartile range of the accuracy rate of the 100 repetitions

are shown.
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Phonocardiography is a non-invasive technique for the detection of fetal heart sounds
(fHSs). In this study, analysis of fetal phonocardiograph (fPCG) signals, in order to achieve
fetal heartbeat segmentation, is proposed. The proposed approach (namely WT–FD) is
a wavelet transform (WT)-based method that combines fractal dimension (FD) analysis
in the WT domain for the extraction of fHSs from the underlying noise. Its adoption in
this field stems from its successful use in the fields of lung and bowel sounds de-noising
analysis. The efficiency of the WT–FD method in fHS extraction has been evaluated with
19 simulated fHS signals, created for the present study, with additive noise up to (3 dB),
along with the simulated fPCGs database available at PhysioBank. Results have shown
promising performance in the identification of the correct location and morphology of
the fHSs, reaching an overall accuracy of 89% justifying the efficacy of the method. The
WT–FD approach effectively extracts the fHS signals from the noisy background, paving
the way for testing it in real fHSs and clearly contributing to better evaluation of the fetal
heart functionality.

Keywords: fetal heart rate, fetal heart sound, fetal phonocardiogram, wavelet transform, fractal dimension
thresholding

INTRODUCTION

Fetal heart rate (fHR) observation is important for proper fetal well-being assessment during the
period of pregnancy. Electronic fetal monitoring (EFM) is a significant tool for the obstetrician,
in order to perform various tests at different stages of gestation to estimate the fetal health. The
typical examination until the 28th week of pregnancy is composed of continuous measurements
of the fetus growth, while at the stage of 29–40weeks, the monitoring of fetal movement, fetal
respiration, fHR, and others (Adithya et al., 2017) are included. In current practice, the examination
of the fetus is performed by means of ultrasonic-based equipment such as Doppler ultrasound and
cardiotocogram (Nassit and Berbia, 2015).

Although Doppler ultrasound and cardiotocogram are the typical fetal observation devices, these
techniques present some limitations, mainly because of the cost of the monitoring devices and the
complexity of their use, demanding an expert during data acquisition. Moreover, it has not been
established that the frequent and long-term exposure to ultrasound energy has no effect on either
the fetus or the mother (Salvesen, 2002).

Existing standards of fetal monitoring estimate the fetus and the mother physiology with
repetitive examinations. However, complications may occur during pregnancy, i.e., fetal deaths,
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preterm delivery, hypoxia, and other, which have no specific pre-
vision. Even though the literature is not robust about the risks and
their relation to the EFM, long-term fHR monitoring has proven
to be an effective approach for better accuracy in the clinical
examination of the fetus (Martin, 1998).

A passive alternative for long-term monitoring of the fetus
is the fetal heart auscultation. It is a non-invasive method that
records the vibroacoustic signals from the abdominal surface. The
acoustic signal produced by the fetal heart sound (fHS) can be
visually depicted in the fetal phonocardiograph (fPCG). We can
separate the fetal heartbeat into two sub-beats, the systolic beat S1
and the diastolic beat S2, which follows S1. The S1 and the S2 sub-
beats are generated by the vibratory components of the fetal heart
valves closure. The S2 sub-beats present smoother morphology
than the S1, making harder the detection of their location. A heart
cycle consists of the S1 and S2 sub-beats.

The research of fPCG signals aims to segment the S1 and S2
sub-beats, in order to study the wavelet morphology of the fHSs
and the fHR variability. Long-termmonitoring of the fHSs reveals
information about the fetus growth and functionality. Although
there is not enough knowledge about fHSmorphology, in order to
indicate any pathological conditions, the study of the fPCG signals
have shown promising results to the extension of the EFM and the
physical examination of the fetus (Adithya et al., 2017).

Auscultation is a low-cost and non-invasive method as it cap-
tures the acoustic signal of the fHSs. Moreover, the phonocardio-
gram device is a flexible method that does not need an expert
to record the signals. The mother can take long-term recordings
during the day or night and afterward, the doctor can exam-
ine the signals and have a more complete overview of the fetus
functionality.

Nevertheless, fetal auscultation hasmany challenges. Because of
the place of the fetus in the maternal abdominal, the fPCG signals
are loaded with noise from various sources such as maternal heart
sounds, digestive sounds, maternal and fetus respiration move-
ments, external noise, and others (Várady et al., 2003; Cesarelli
et al., 2012). In the noisy fPCG signals, the fetal heartbeats are
often masked by other components, consequently it is difficult to
detect without applying robust signal processing methods.

Throughout the years, various signal processing approaches for
de-noising the fPCG signal have been examined and proposed
(Unser and Aldroubi, 1996; Messer et al., 2001; Várady et al.,
2003; Xiu-Min and Gui-Tao, 2009; Chourasia and Mittra, 2010;
Chourasia et al., 2011, 2014). Among them, Khadra et al. (1991)
were the first to suggest the wavelet transform (WT) as a useful
tool for the analysis of heart sounds. Following, many researchers
concentrated on the study of wavelet-based techniques for these
signals. Vaisman et al. (2012) proposed the WT as a de-noising
tool for the determination of the fHR. At the same time, Kovács
et al. (2011) used autocorrelation technique, WT, and matching
pursuit for the evaluation of fHS. Recently, Chourasia and Tiwari
(2013) designed a new wavelet basis function for de-noising the
fPCG signals.

The present study was motivated from a previously proposed
method of Hadjileontiadis for the separation of lung and bowel
sounds from the background noise (Hadjileontiadis, 2005). The
latter technique uses a scheme of WT for de-noising the signals

and also fractal dimension (FD) analysis for the detection of
lung and bowel sounds. The so-called WT–FD filter introduces
an alternative way to the enhancement of bioacoustic signals,
applicable to any separation problem involving non-stationary
transient signals mixed with uncorrelated stationary background
noise (Hadjileontiadis, 2005).

In this study, the WT–FD method is suggested for the case of
fPCG signals, to effectively locate and extract the fetal heartbeat
from the underlying noise. Due to the highly noisy environment
and the low acoustic energy of the fetal heartbeat, WT is an effi-
cient method that decomposes the signal into multiple levels for
the subtraction of the unwanted stationary noise. Moreover, the
method is flexible since it uses short windows at high frequencies
and long windows at low frequencies making the wavelet function
more similar to the waveforms of the signal. Furthermore, FD
analysis is frequently used in biomedical signal processing. There
are studies of FD performance at electroencephalograms for the
detection of the onset of epileptic seizures and also at electrocar-
diogram signals for the classification of arrhythmia with satisfying
results (Mishra and Raghav, 2010; Polychronaki et al., 2010).

The rest of the paper is formed as follows. Section “Mathe-
matical Background” describes the mathematical background of
WT and FD definitions, while Section “The WT-FD Method”
presents the proposed method. Section “Implementation and
Evaluation Issues” describes the databases that the method was
tested and the general indices that used for its evaluation.
Finally, Section “Results” confers some experimental results,
which evaluate the efficiency of WT-FD algorithm in fPCG sig-
nals, and Section “Concluding Remarks” concludes the paper with
suggestions for future work.

MATHEMATICAL BACKGROUND

Wavelet Transform
Wavelets are families of functions ψa ,b(t) generated from a single-
base wavelet ψ(t) called the “mother wavelet,” by dilations and
translations (Hadjileontiadis and Panas, 1998; Olkkonen, 2011),
i.e.,

ψa,b (t) =
1√
a

ψ
(
t − b
a

)
, a > 0, b ∈ R, (1)

where a is the dilation (scale) parameter and b is the translation
parameter.

In the past few decades, wavelet analysis has been proved to be
an important tool in biomedical engineering. The use of WT in
fPCG signals is driven by the nature of the signals itself. Explosive
peaks in the time domain produce large coefficients over the
wavelet scales, while the noisy background dies out swiftly with
increasing scale. In WT, the signal is decomposed into coarse and
detail information using a pair of finite impulse response filters
(and their adjoins), which are low-pass and high-pass, respectively
(Hadjileontiadis, 2005). The process can be described as a tree,
which at each step decomposes the low-pass filter into further
lower and higher frequency coefficients. Thus, the original signal
is decomposed into coefficients of lower resolution, and the high
frequency coefficients are not analyzed any further. This scheme
is a wavelet-basedmultiresolution decomposition, and it is known
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as Mallat algorithm (Mallat and Peyré, 2009). The procedure that
uses the coarse and the detail coefficients and yields back to the
original signal is multiresolution reconstruction.

In the proposed de-noising method, the decomposition–
reconstruction scheme was based on the orthonormal bases and
the quadrature mirror filters introduced by Daubechies (1988).
This wavelet family was chosen because of the morphology of the
mother wavelet, comparatively the waveforms of the fPCG and the
testing of other wavelet families.

Fractal Dimension
Fractals are mathematical sets, which describe many natural
phenomena with geometrical complexity (Mandelbrot, 1982;
Esteller et al., 2001). The term “fractal dimension” can more
generally refer to any of the dimensions commonly used for
fractals characterization (e.g., capacity dimension, correlation
dimension, information dimension, Lyapunov dimension, and
Minkowski–Bouligand dimension) (Hadjileontiadis, 2005). More
accurately, the FD is a priceless tool that reflects the signal com-
plexity in the time domain. Here, FD was adopted as a means to
detect the most important WT coefficients that correspond to the
fetal heartbeat in the WT domain, resulting, simultaneously, in
significant computational savings.

The FD technique is performed using a sliding window of
W= int(0.05·Fs) samples length, where int(·) indicates the integer
part of the argument, the constant is empirically set at 0.05 justi-
fying the efficient performance of the algorithm, and Fs denotes
the sampling frequency of the signal. It is noticed that when theW
window is small, toomany false FD peaks are generated and when
it is big, the estimated FD is smoothed so the algorithm chooses
the false peaks.

Let the processing signal be an N-sample vector. Then, theW-
sample window is one-sample shifted along the N-sample input
vector in order to obtain point-to-point values of the estimated
FD. Every estimated FD obtained with the sliding window is
assigned to its midpoint. In this way, the length of the final
sequence of the FD(i) is lower than N. This length is extended
to comply with the N-sample length of the original input vector,
assigning the FD(1) and FD(N −W + 1) estimated values to the
first and last half of theW − 1 missing values, respectively. In this
study, we used the Katz’s definition of FD as it is proposed by
Hadjileontiadis and Rekanos (2003) for the detection of explosive
lung and bowel sounds.

According to Katz (1988), the FD of a curve defined by a
sequence of N points is estimated by

FD =
log10(n)

log10
(

d
Lc

)
+log10(n)

, (2)

where Lc is the total length of the curve, realized as the sum of
distances between successive points, i.e.,

Lc =
N−1∑
i=1

dist(i,i+1), (3)

where dist(i,j) is the distance between the i and j points of the
curve; d is the diameter estimated as

d = max[dist(i,j)], i ̸= j, i, j ∈ [1,N], (4)

for curves that do not cross themselves; usually, the d diameter is
estimated as the distance between the first point of the sequence
and the point of the sequence that provides the farthest distance,
i.e.,

d = max[dist(1, i)], i, j ∈ [2,N], (5)

and ns is the number of steps in the curve, defined as

ns =
Lc
α

, (6)

where α denotes the average step, i.e., the average distance
between successive points.

THE WT–FD METHOD

WT–FD Iterative Procedure
The WT–FD method is an iterative procedure performed in
order to achieve the best separation of fetal heartbeat from the
superimposed noise. The amplitude normalized N-sample input
vector X[n] (n= 1, . . .,N), is subjected to the WT–FD technique
and is separated into two parts, i.e., Xk

S [n] and Xk
U [n], the non-

stationary desired signal and the stationary background noise,
respectively. After that, the process continues iteratively with the
vector Xk

U [n] serving as a new X[n] input signal to the next iter-
ation, and the resulted vectors across all L iterations, i.e., X[n]1:L,
are used for the final reconstruction (Hadjileontiadis, 2005). The
iterative procedure stops when the following stopping criterion is
satisfied:

STC =
∣∣∣E{

Xk−1
U [n]2

}
− E

{
Xk
U[n]2

}∣∣∣ < ε,

k-th iteration, n = 1, . . . ,N, (7)

where E{·} denotes the expected value. The parameter ε is a small
positive number (0 < ε ≪ 1.0) that corresponds to the desired
accuracy in procedure. The initial value of X0

U [n] is considered to
be equal to 0.When the STC criterion is satisfied after L iterations,
the final reconstruction of the signal is achieved with the Xk

S [n]
vectors as follows:

XREC [n] =
L∑

k=1

Xk
S[n], n = 1, . . . ,N, (8)

A schematic representation and further details about the
WT–FD filter can be found in Hadjileontiadis (2005).

WT Coefficient Estimation and Selection
In this study, the Daubechies 4 wavelet family (Daubechies,
1988) has been chosen for de-noising the signal. As described in
Section “Wavelet Transform,” WT decomposes the input fPCG
signal X[n] (n= 1, . . .,N) into R detail coefficients WTm[n]
(m= 1, . . .,R). The number R of the adjustment resolution scales
is estimated by log2 N. An example of an fPCG signal is presented
in Figures 1A–H, where the original signal is decomposed into
seven levels. It is clearly depicted that the first WT level contains
only noise and the last three do not contain any important com-
ponents of the signal. Hence, from the R estimated coefficients
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FIGURE 1 | Wavelet transform (WT) decomposition on a simulated fetal
phonocardiograph signal. (A) The original signal X [n]. (B–H) The seven
decomposed levels of the input signal.

the algorithm selects those including important information and
leaves out those including background noise, as described next.

First, from theR estimatedWTresolution levels, the firstD ones
are discarded according to the following criterion:

D = min
{

λ : η′
1 − η′

λ+1 ≤ 0.4
}
, (9)

and from the J= (R−D) coefficients, the firstM ones are selected
according to the following criterion (Hadjileontiadis, 2007):

M = min
{

λ :
∣∣η′

λ
∣∣ > p∧ ∣∣η′

λ+1
∣∣ ≤ p∧ η′′

λ > 0
}
, (10)

with

ηλ = 1−
∑λ

i=1E{WTi(n)2}∑J
i=1E{WTi(n)2}

, λ = 1, 2, . . . , J n = 1, 2, . . . ,N,

(11)

where η′
λ and η′′

λ denote, respectively, the first and second
derivatives of ηλ with respect to λ, p is a small number close to
0 that serves as a threshold, which accounts for the fluctuation of
the first derivative around 0, and E{·} denotes the expected value;
here, p was empirically set equal to 0.01.

FD-Based S1 and S2 Selection
The fHS segmentation is performing using the FD method across
the selectedWTj[n] (j= 1, . . .,M)WT level. Specifically, the win-
dowing Katz definition of FD as it is described in Section “Fractal
Dimension” is performed at every selected coefficient. Then, the
estimated FDi

j [n] (i-th iteration, j-th selected coefficient) are
fed to the FD-peak peeling algorithm (FD-PPA), as it is proposed
by Hadjileontiadis (2005), in order to automatically detect the FDi

j
peaks. Through a self-adjusted iterative procedure, the FD-PPA
iteratively “peels” the estimated FD signal, gradually gathering
those parts that construct its peaks, resulting in the FDPPij [n]
sequence as it is shown in Figures 2A–C. Hence, the algorithm
aims to search for the lower peaks, such as the S2 fetus heartbeats,
which correspond to the low amplitude coefficients.

In the present study, each WTj[n] (j= 1, . . .,M) coefficient is
separated in smaller epochs for better FD assessment. Therefore,
the FD estimation is more accurate considering the lower peaks.
The normal duration of a fetal heart cycle is 430ms and, con-
sequently, a mean value for each epoch is at 430ms in order to
contain at least one S1 and one S2 heartbeat. Every epoch is fed in
the FD-PPA iteration procedure and then reunited in the WTj[n]
(j= 1, . . .,M) coefficient estimation.

The FD-PPA iteration procedure starts with a threshold opera-
tion based on the SD of the vector FDi

j [n] as follows:

pFDi
j =

{
FDi

j, FDi
j > μi + σi

1.0, elsewhere
, i = 1, . . . , L1; j = 1, . . . ,M,

(12)
where μi = mean(FDi

j) is the mean value of the FDi
j vector,

σi = std(FDi
j) is the SD of the FDi

j vector, and L1 is the number of
the self-adjusted iterations. Thus, the vector zi = FDi

j − pFDi
j +

μi is created, and 1.0 is the minimum value of the estimated
FD sequence. The iterative procedure stops when the following
stopping criterion is satisfied:

SCi =
∣∣∣∣E{(

zi
)2

}
− E

{(
zi−1

)2
}∣∣∣∣ < acc, i = 1, ..., L1, (13)

where E{·}, as in the former stopping criterion, denotes the
expected value, the parameter acc is a small positive number
(0< acc≪ 1.0) that corresponds to the desired accuracy in the
procedure, and the initial value of z0 is equal to 0. When the
stopping criterion is not satisfied, the vector FDi

j is replaced by
the vector zi, and it continues the iterative procedure. When the
stopping criterion is satisfied, the FD-PPA generates the FDPPkj
sequence of the j-th WT coefficient as follows:

FDPPk
j =

L1∑
i=1

pFDi − (L1 − 1), k = 1, ..., L; j = 1, ...,M, (14)
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FIGURE 2 | A working example of the production procedure of the binary
thresholds SBTH1

3 and NBTH1
3 derived from the application of the wavelet

transform (WT)–fractal dimension (FD) filter to a case of fetal
phonocardiograph recording. These results refer to scale j= 3 and iteration
k= 1 during the application of the WT–FD filter to the input signal. (A) WT3,
the third WT coefficient, (B) FD1

3, the estimated FD using Katz’s definition by
Eq. 2, (C) FDPP1

3, the output of the FD-peak peeling algorithm, (D) SBTH1
3,

the signal binary threshold, and (E) NBTH1
3, the noise binary threshold.

where L is the iteration number of the procedure that is described
in Section “WT–FD Iterative Procedure.” After the FD-PPA
implementation, the small peaks that do not correspond to any
sound and their duration is less than int(0.015Fs), and their nor-
malized amplitude less than 0.25 are removed. Again, int(·) indi-
cates the integer part of the argument, the constant is empirically
set at 0.015, and Fs denotes the sampling frequency of the signal.
Subsequently, the FDPPkj sequence is generated and thereafter two
binary thresholds are constructed, as shown in Figures 2D,E. The
first binary threshold, i.e., SBTHk

j is used for segmenting the WT
coefficients that are related to the desired signal, while the second
one, i.e., NBTHk

j is used for segmenting the WT coefficients that
are related to the background noise. These two binary thresholds
are defined as follows:

SBTHk
j =

{
1, FDPPkj ̸= 1
0, FDPPkj = 1

, (15)

NBTHk
j =

[
1 − SBTHk

j

]
, k = 1, ..., L; j = 1, ...,M, (16)

The multiplication of the SBTHk
j with the WT coefficient gives

a set of de-noised signals that create the Xk
S [n] vectors as defined

in Section “WT–FD Iterative Procedure,” while the multiplication
of the NBTHk

j with the WT coefficients gives the set of the
Xk
U [n]. Figures 2A–E gives an example where a working scheme

of the proposed method is presented on the third WT level of an
input signal. It shows that the FD method successfully detects the
location of the sounds by using the binary sequences, and it sep-
arates the non-stationary bioacoustics signal from the stationary
background noise.

In this study, the final goal is to segment the fHS and separate
the S1 from the S2 beats. The decision between S1 and S2 is based
on the fact that in a cardiac cycle the diastolic duration is longer
than the systolic one (Papadaniil and Hadjileontiadis, 2014). For
that reason, the following inequality is checked:

S(2i + 1) − S(2i) < S(2i + 3) − S(2i + 2), (17)

where S(l) is a vector that is created by the binary threshold
SBTHk

j , and it contains the locations of the start and the end
of every fetal heartbeat. Moreover, i= 1, . . ., (N1/2)− 2, where
N1 is the length of the S(l) vector. If Eq. 17 is true, the inter-
val [S(2i+ 1):S(2i+ 2)] corresponds to S2, otherwise, it corre-
sponds to S1. The first and the last heartbeat of the signal are
not determined from this inequality. Hence, they need to be
separately defending. For i= 1, if Eq. 17 is true, then the sec-
ond sound [S(4):S(5)] is S2 and the first sound [S(1):S(2)] is S1.
Respectively, for i= (N1/2)− 2, if Eq. 17 is true, the last sound
[S(N1 − 1):S(N1)] is defined as S1.

A criterion of each estimated fetal heartbeat amplitude and the
distance between fetal heart cycles is also considered for better
decision between S1 and S2 beat. In the literature, the mean
amplitude of a fetal S1 beat is equal to 0.7 (Cesarelli et al., 2012),
and the distance between fetal heart cycles, i.e., between S2 and the
following S1, depends on the fHR. The smaller distance between
fetal heart cycles is in case of tachycardia and is about 140ms.
Thus, for the decision between S1 and S2 beat, the S1 estimated
beat must surpass the 0.5 normalized amplitude and the S2, S1
inter-distance must be outdistance within 130ms.

IMPLEMENTATION AND EVALUATION
ISSUES

The analysis of this study was applied on a personal computer
using Matlab R2015a and tested on simulated databases. Every
input signal was tested for 10 s considering Fs = 1,000Hz, i.e.,
10,000 samples.

For the purposes of this research and the algorithmic develop-
ment of the WT–FD method, a database with fPCG signals was
created. Each signal contains simulated S1 and S2 auscultation
sounds created by Hadjileontiadis using the model of Chen et al.
(1997) and Xu et al. (2001) and adjusted to the duration of fetal
heartbeat. The inter-distance between S1 and S2 heart sounds
is given by the expression SSID= 210− 0.5 ·fHR according to
Kovacs et al. (2000). Moreover, in order to represent the noise
presence, additive white Gaussian noise was used, resulting in
signal-to-noise-ratio (SNR) within the range of SNR= [8, 3] dB.
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The SNR values were computed according to the following steps;
measure the power of the signal (Ps), convert the given SNR in
decibels (SNRdB) to linear scale according to SNRlinear = 10

SNRdB
10 ,

and finally create the noise vector from Gaussian distribution of
specific noise variance according to noise =

√
PS

SNRlinear
· random,

where random is a vector of normally distributed random num-
bers with the signal length.

The database consists of signals with different heart condi-
tions corresponding to cases such as tachycardia, bradycardia,
and arrhythmia. Specifically, after the 20th week of gestation, the
fHR is stabilized between the 110 and the 160 bpm. Thus, for
the normal heartbeat signals, the fHR was set at 140 bpm, for
the bradycardia signals at 110 bpm, for the tachycardia signals at
180 bpm, and for cases of arrhythmia a range of 80–200 bpm was
considered. Hence, many signals with different conditions and
different values of additive white Gaussian noise were created and
used for testing the present study.

Furthermore, for better assessment of the WT–FD technique,
the method was tested on the simulated fPCGs database avail-
able via PhysioBank.1 PhysioBank is a large archive of digital
recordings of physiological signals and related data for use by the
biomedical research community (Goldberger et al., 2000). The
simulated fPCG database was created by Cesarelli et al. (2012)
and Ruffo et al. (2010). This data set is a series of synthetic
fPCG signals related to different fetal states and recording con-
ditions. Simulated fPCG were generated as a sequence of frames,
each of which includes simulated S1 and S2 signals, corrupted
by noise. These signals are qualified by a range of SNR val-
ues that were computed in decibels according to the following
formula:

SNR = 10log10

(
Ps
Pn

)
, (18)

where Ps and Pn are the power of fHS and the power of the
noise, respectively. The noise source was simulated by generating
maternal and fetal noise, maternal first heart sound, white Gaus-
sian noise, environmental noises, and limited duration impulses
considering as sensor noises. The epoch lengths were set equal to
430 and 400ms for the analysis of the PCG drawn from the two

1https://physionet.org/physiobank/database/simfpcgdb/.

databases, respectively, using in both databases a window length
of 50 samples.

General Evaluation Indices
The effectiveness of the WT–FD technique was tested via three
general evaluation indices. The first QP index calculates the effi-
ciency of the algorithm in the correct detection of the S1 and S2
fetal heartbeat and its performance in the detection of locations
that are not related with existing sounds. The QP index is defined
as follows:

QP = 100
√

SC
SO

SC
SP

, (19)

where SO is the number of sounds that every record contains,
SP is the number of sounds that the proposed algorithm detects,
and SC is the number of the SP sounds matching the SO sounds.
Since the signals are simulated, the location of the existing sounds
is specific, i.e., the SO number. For the SC number, the fHS was
assumed to have been correctly detectedwhen the estimated peaks
lied in the intervals [S(2i+ 1):S(2i+ 2)], i.e., the start and end of
each existing heart sound.

Furthermore, the second DR index indicates the percentage of
the sounds that theWT–FD algorithm correctly detects out of the
total number of sounds that it detects. The DR index is defined as
follows:

DR =
SC
SP

100. (20)

Conclusively, the third SF index indicates the percentage of the
sounds that the algorithm detects correctly out of the real fHS that
every record contains. The SF index is defined as follows:

SF =
SC
SO

100. (21)

The above three indices were calculated for the evaluation of
the testing WT–FD method, and the results are presented in
Section “Results”.

RESULTS

As mentioned in Section “General Evaluation Indices,” the WT–
FD technique was tested on two simulated databases of fPCG sig-
nals. The results of this assessment are presented inTables 1 and 2

TABLE 1 | Performance of the wavelet transform–fractal dimension filter for cases of simulated fetal phonocardiograph signals created by Hadjileontiadis.

Fetal heart rate Signal-to-noise-ratio S1, S2 S1 S2

QP% DR% SF% QP% DR% SF% QP% DR% SF%

140 8 100 100 100 100 100 100 100 100 100
5 100 100 100 100 100 100 100 100 100
3 100 100 100 100 100 100 100 100 100

110 8 97.3 100 94.7 100 100 100 94.6 100 89.5
5 97.3 100 94.7 100 100 100 94.6 100 89.5
3 98.7 100 97.3 100 100 100 97.3 100 94.7

180 8 97.5 100 95 98.3 100 96.7 96.6 100 93.3
5 97.5 100 95 98.3 100 96.7 96.6 100 93.3
3 95.6 98.2 93.3 96.7 96.7 96.7 94.9 100 90

Arrhythmia 8 92.8 100 86.4 97.7 100 95.5 87.9 100 77.3
5 94.1 100 88.6 97.7 100 95.5 90.5 100 81.8
3 92 100 84.1 97.7 100 95.5 85.3 100 72.7
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TABLE 2 | Performance of the wavelet transform–fractal dimension filter for signals of PhysioBank.

Signal-to-noise-ratio S1, S2 S1 S2

10log10

(
Ps
Pn

)
QP% DR% SF% QP% DR% SF% QP% DR% SF%

−6.6 94.9 100 90 100 100 100 89.4 100 80
−11.3 96.6 100 93.3 100 100 100 93 100 86.7
−15.7 87.8 92.6 83.3 93 100 86.7 82.8 85.7 80
−17.2 88.1 89.7 86.7 93 100 86.7 83.9 81.2 86.7
−22.1 68.9 67.7 70 89.4 100 80 53.3 47.4 60
−24.4 66 93.3 46.7 85.6 100 73.3 38.7 75 20
−26.3 62 82.4 46.7 77.5 100 60 45.6 62.5 33.3

where theQP,DR, and SF indices are tabulated, providing a means
for the evaluation of the performance of the WT–FD algorithm
for the detection of the fetal S1 and S2 heartbeat and also each
fHS separately.

In particular, Table 1 presents the cases of 12 simulated fPCG
signals created for the present study and consists 4 different fHRs
and 3 different SNR values (white Gaussian noise). From Table 1
it is clear that the WT–FD method is efficient for multiple condi-
tions. The QP index indicates that in all cases of fHR the WT–FD
correctly predicts almost all the observed sounds in different SNR
values up to 3 dB. Specifically, in cases of normal fHR (140 bpm),
the algorithm has mean performance 100%. In cases of tachy-
cardia (180 bpm), bradycardia (110 bpm), and arrhythmia, the
efficiency of the method is slightly lower although it is sufficiently
effective in the detection of the S1 beat locations.

Moreover, Table 2 presents the cases of seven simulated fPCG
signals fromPhysioBankwith different SNR values. Results for the
cases of normal fHR with a range of SNR noise lying in [−26.3,
−6.6 dB] demonstrate that the WT–FD algorithm segments and
detects almost all the observed heart sounds and has a mean
accuracy 81%. However, it is clear that the lower the SNR value,
the harder it is for the WT–FD to segment and select the correct
S2 fetal heartbeat. Very low SNR (less than −22.1 dB) makes the
S2 sound difficult to distinguish from the noise. The DR index
declares that, despite the fact that the algorithm misses a few
heartbeats, it does not detect false locations. Most of the detected
sounds are assigned to real fetal heartbeat locations. Furthermore,
it is notable that all the detected S1 beat locations refer to real
sounds.

Figure 3 shows the efficiency of the WT–FD technique to
recognize the fHS in signals with unexpected noise presence.
Figure 3A corresponds to the X[n] unprocessed signal, and
Figure 3B corresponds to the XREC[n] segmented reconstructed
signal. In X[n] signal it is obvious that there is a noisy segment,
which ismarkedwith an arrow, thatmasked the S2 heart sound. In
the XREC[n] signal it is clear that theWT–FD successfully extracts
the sound.

The proposed WT–FD approach was also tested in real fPCG
signals from a small pilot study, involving recordings from three
pregnant women. The fPCG signals were recorded using vibra-
tion sensors (cost $1 each) embedded in high definition 3D-
printed plastic harnesses. Each harness holds a ceramic piezo
vibration sensor (35mm diameter) on the maternal abdomen
with rubber-made cushion to minimize the shear noise. The 3D-
printed harness is designed with precise parameters that rigidly

FIGURE 3 | Experimental result from the application of the wavelet
transform–fractal dimension scheme to simulated fetal phonocardiograph
signal. (A) X [n] represents a section of 5,000 samples of a normal heart rate
case with unexpected robust noise. (B) XREC[n] corresponds to the
normalized treated signal without the overlap of noise. The arrows indicate the
location of the S2 sound that the algorithm efficiently reveals.

mount the piezo sensor. Each sensor picks fPCG signals through
a coaxial cable having very high insulating resistance. Power lab
data acquisition system by AD instrument2 was used to record the
abdominal phonograms at a sampling frequency of fs = 1,000Hz.

A characteristic example of one channel fPCG recording (time
section of 3 s) with maternal heart rate of 96 bpm and fHR of
145 bpm is shown in Figure 4A. From the latter, it is clear that the
fPCG signal is modulated by noise from various sources, and the
most intense interferences are the mother’s respiratory and heart
sounds. Figure 4B shows the fourth level of the estimated WT
coefficients from the eight level WT decomposition. TheWT–FD
method selects these WT coefficients that include information
regarding the signal of interest, i.e., fHSs, based on the criterion
(Eq. 9). For the real fPCG data processing, the constant of the

2http://www.adinstruments.com.
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FIGURE 4 | Analysis results when wavelet transform (WT)–fractal dimension
(FD) filter is applied to a part of real data. (A) A time section of 3 s of the real
fetal phonocardiograph recording, with maternal heart rate of 96 bpm and
fetal heart rate of 145 bpm. (B) The fourth level of the estimated WT
coefficients selected for the detection of the fetal heart sounds (fHSs). (C) The
result of the de-noised fHS signal after the final WT–FD analysis with S1 and
S2 denoting the first and second fHS, respectively.

criterionwas set at 0.001, leaving out the first three decomposition
levels and including only those with embedded fHSs. Finally,
Figure 4C depicts the estimated fHS signal, i.e., the detected S1
and S2 fHSs, marked with (S1) and (S2), respectively, as the final
output from the proposed WT–FD method. Note that, in some
cases [Figure 4C around (0.5–1.5 s)], three S2 fHSs were missed
by the WT–FD filter due to their lower intensity, compared to the
neighboring S1 ones and the local background noise. Neverthe-
less, when comparing the original recording of Figure 4Awith the
outputted fHS signal from the WT–FD approach in Figure 4C, a
clear contribution to the enhancement of the fHS signal from its
original recording is evident.

It should be noted that the fHSs are not perfectly periodic due
to the heart rate variability. It can be seen that, despite the noisy
signal, the WT–FD method successfully identifies the fHSs and
their time location and duration, giving the physicians the means

to estimate the fHSs and the fHR. The wavelet morphology of
the sounds could vary with different pathophysiological condi-
tions. This is of great importance when the fHSs are continuously
recorded for long-term analysis.

CONCLUDING REMARKS

The fPCG signals are of low amplitude and loaded with heavy
noise. The sources of the noise, i.e., maternal sounds, fetal move-
ment, sound produced by the transducer, and other, are overlap-
ping the main fHS. The literature in the area of fetal auscultation
is not strict about the intensity of background noise and the inten-
sities of S1 and S2 heartbeat, because of the different auscultation
devices but also due to the different gestation age. Nevertheless,
it is possible to argue that the amplitude of the stationary back-
groundnoise did not fully overlap the fHS, and that the SNRvalues
that have been tested in the present study were sufficient samples
of heavily loaded signals. However, as it was shown by the testing
results, the WT–FD scheme is quite satisfactory in the analysis
of the fHS. This first approach of the research in fPCG signals
reveals sufficient information, which indicates that this technique
can be a promising fHS segmentation tool. Furthermore, there are
perspectives for low-cost and continuous recordings in homecare
setups and diagnosis of conditions related, for example, to fetus
maturation or specific abnormalities.

Future work will focus upon the extension of WT–FD to real
recorded signals for a better review of fetal functionality and
the fetal heart cycle. Moreover, multichannel recordings could
be considered, taking into account the spatial orientation of the
fetus and the proximity to the mother’s heart sound noise. As
phonocardiography has been an important field in the research
area related to the fetus for some time, efficient characterization of
fetal heartbeat could contribute to the automated determination
of fetus parameters. In this vein, the determination of multiple
fetus health datamay reveal new aspects, which could improve the
safety of pregnancies.
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There is a need for affordable, widely deployable maternal-fetal ECG monitors to improve

maternal and fetal health during pregnancy and delivery. Based on the diffusion-based

channel selection, here we present the mathematical formalism and clinical validation

of an algorithm capable of accurate separation of maternal and fetal ECG from a

two channel signal acquired over maternal abdomen. The proposed algorithm is the

first algorithm, to the best of the authors’ knowledge, focusing on the fetal ECG

analysis based on two channel maternal abdominal ECG signal, and we apply it to

two publicly available databases, the PhysioNet non-invasive fECG database (adfecgdb)

and the 2013 PhysioNet/Computing in Cardiology Challenge (CinC2013), to validate the

algorithm. The state-of-the-art results are achieved when compared with other available

algorithms. Particularly, the F1 score for the R peak detection achieves 99.3% for the

adfecgdb and 87.93% for the CinC2013, and the mean absolute error for the estimated

R peak locations is 4.53 ms for the adfecgdb and 6.21 ms for the CinC2013. The method

has the potential to be applied to other fetal cardiogenic signals, including cardiac doppler

signals.

Keywords: de-shape short time Fourier transform, fetal electrocardiogram, maternal abdominal

electrocardiogram, nonlocal median, diffusion maps

1. INTRODUCTION

Fetal electrocardiogram (ECG) and the fetal heart rate (HR) provide enormous information about
fetal health. For example, the fetal distress monitoring (Jenkins, 1989) or the potential risk for fetal
hypoxia detection and alert by the ST analysis monitor (Belfort et al., 2015). Moreover, from clinical
studies and animal models, evidence is accumulating that perinatal brain injury originates in utero,
yet no means exist to detect its onset early, reliably and with simple, widely accessible means
(Anblagan et al., 2016). A harbinger of brain injury is the fetal inflammatory response (Hagberg
et al., 2015). There is an urgent need for early antenatal detection of fetal inflammatory response to
prevent or at least mitigate the developing perinatal brain injury. In adults and neonates, complex
mathematical features of heart rate fluctuations have proven promising as early diagnostic tools
(Bravi et al., 2013; Fairchild et al., 2014). For the fetal monitoring, our team addressed the challenge
by developing a series of biomarkers relying on non-invasively obtainable fetal HR. Our fetal
inflammatory index tracks inflammation along with the fetal plasma IL-6 temporal profile in a fetal
sheep model of subclinical chorioamnionitis (Durosier et al., 2015). We also derived a set of fetal
HR features that is specific to brain or gut inflammation (Liu et al., 2016). Such systemic and organ-
specific tracking of inflammation via fetal HR is possible due to the brain-innate immune system
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communication reflected in the fetal HR fluctuations, commonly
referred to as the cholinergic anti-inflammatory pathway
(Fairchild et al., 2011; Olofsson et al., 2012; Garzoni et al., 2013).

In spite of its broad usefulness in the fetal health, it is fair to
state that in the fetal HR monitoring realm, the technological
progress has been coming more gradually. This has been not
due to the plethora of studies attempting and testing various
approaches, but, rather, due to the intrinsic limitations of the
currently used fetal HR monitoring technology. This technology
is outdated, as it deploys the traditionally set low sampling rate
of heart rate or ECG signal. In animal model and human cohorts,
we showed that such sampling rate is bound to miss the faster
temporal fluctuations of vagal modulations of fetal HR variability
and leads to inaccuracies in detection of early fetal acidemia
(Durosier et al., 2014; Li et al., 2015). A sampling rate of the
ECG signal around 1,000 Hz is required to capture these vagal
influences and this is the commonly used sampling rate for
the postnatal studies and our above-cited studies on the fetal
inflammatory index.

Postnatal clinical studies are typically based on multi-lead
ECG recordings which, even in newborns, and certainly in adults,
poses no technical challenge to attach and record from. In fetuses,
however, this is not the case. Since the fetal cardiac electric field
strength is order of magnitude weaker than maternal ECG’s, and
the lack of clinical motivation in higher quality fetal HR data,
little development had been done to focus on fetal ECG (fECG)
signal in the clinical monitoring until today, except the Doppler-
based fetal HR extraction techniques that dominate the market.
The Doppler-based fetal HR extraction techniques, however,
suffer from low fetal HR sampling rates, largely due to the auto-
correlation algorithms deployed in the devices (Durosier et al.,
2014). Transabdominal ECG (aECG) machines overcome this
limitation by capturing the actual cardiac electric field and have
returned to the market during the last decade. However, their
arrival has been slower than we would have hoped. Perhaps this
is in part due to the general acceptance speed of new technology
in medicine (related to regulatory and safety testing as well as
the specific cultures), due to the high cost for each device to
upgrade a hospital’s delivery unit, or, more likely, the technical
limitation of the fetal ECG extraction from the aECG signals.
To make the technology of high quality and low-cost fetal ECG
widely accessible, we need algorithms for fetal ECG extraction
from easily deployable aECG devices. We refer the readers to
the up-to-date guidance (Behar et al., 2016) for more information
about the non-invasive fetal ECG extraction and analysis.

The current study addresses this challenge by proposing
an algorithm capable of working with only two composite
(maternal and fetal) aECG channels to derive the fetal signal
from it. It is based on the currently developed single-lead
fECG algorithm based on the modern time-frequency analysis
and manifold learning technique (Su and Wu, 2017) and a
novel proposed diffusion-based channel selection criteria. All
the proposed methods have rigorous mathematical backups, and
numerically they can be efficiently implemented to handle long
signal. We call the proposed algorithm SAVER, which stands
for Smart AdaptiVe Ecg Recognition. To validate SAVER, we
report the analysis results of two publicly available databases,

and compare the algorithm with other available algorithms in the
literature.

The paper is organized in the following way. In Section 2, we
detail our proposed algorithm, describe the algorithms we will
compare, and describe the databases we validate the algorithm.
The results are shown in Section 3, and the discussions with the
future works are provided in Section 4. The paper closes with
the conclusion shown in Section 5. The necessary theoretical
background is provided in SAVER Section SI.1 in appendix,
particularly the diffusion-based channel selection criteria. We
refer the readers to Su and Wu (2017) for the details of the de-
shape short time Fourier transform (dsSTFT), beat tracking and
the nonlocal median.

2. METHODS

2.1. Two-Lead fECG Algorithm – SAVER
We now describe the proposed two-channel fECG algorithm,
which the authors coined as SAVER. The overall algorithm is
illustrated in Figure 1.

Denote two simultaneously recorded aECG signals as
x0, y0 ∈ R

N with the sampling rate ξ0Hz over the interval from
the 0-th second to the N/ξ0-th second. If the signal is sampled
more slowly than 1,000 Hz, to enhance the R peak detection
and the the nonlocal median (Su and Wu, 2017), the signal is
upsampled to 1,000Hz (Laguna and Sörnmo, 2000). We use the
same notations to denote the upsampled signal.

Step 0: pre-processing

To suppress the noise, the signal is low-pass filtered below 100
Hz. Then, subtract the estimated trend from x0, y0, where the
trends are estimated using median filter with window length
LMF > 0 s. If needed, the power-line interference is suppressed
by two notch-filters at 50 and 60 Hz, since the origin of the
tested database in this paper is unknown (if the resource of the
database is known, the notch-filter will be designed according
to the power system of that region). Denote the pre-processed
signal as x and y. Take a discrete finite subset I ⊂ (−1, 1].
Define zθ = θx +

√

1− θ
2y, where θ ∈ I; that is, zθ is a linear

combination of two aECG signals. This linear combination could
be viewed as a generalization of the augmentation technique
considered in Andreotti et al. (2014, Section 2.3.3).

Step 1: maternal ECG estimation

We iterate the dsSTFT and nonlocal median algorithms proposed
in Su and Wu (2017) to decompose the maECG from each linear
combination in {zθ }θ∈I . The algorithm is summarized below. For
each θ we run the following three sub-steps.

1. (step 1-1) Apply the dsSTFT to zθ and extract the dominant
curve in the dsSTFT (Su and Wu, 2017, Section 3.1.2), which
represents the estimated maternal IHR.

2. (step 1-2) Compute the polarity of zθ , where the polarity is
either positive or negative. If the polarity of zθ is negative,
multiply zθ by −1; that is, flip the sign of zθ . We use the same
notation zθ to denote the polarity-corrected ECG signal. With
the estimated maternal IHR and the polarity-corrected ECG
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FIGURE 1 | The flow chart of the proposed two-channel fECG algorithm, SAVER. The x-axis of all figures are of the unit second. The data is the a2 recording

from the database used in the 2013 PhysioNet/Computing in Cardiology Challenge, and channel 1 and channel 4 are shown in this illustration. Only three linear

combinations are shown for the illustration purpose. The signal quality index for the channel selection is shown on the third block.
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signal, apply the beat tracking algorithm (Su and Wu, 2017,
Section 3.1.3) to zθ to compute the locations of maternal R-
peaks. Denote the timestamps of estimated maternal R peaks
as rm

θ
= (rm

θ ,1, . . . , r
m
θ ,kθ ,m

), where kθ ,m ∈ N is the number of

estimated maternal R peaks.
3. (step 1-3) Adjust the estimated maternal R-peak locations by

searching the maximum of zθ over a small window around rm
θ
.

We use the same notation rm
θ
to denote the adjusted estimated

maternal R-peak locations. Apply the nonlocal median (Su
and Wu, 2017, Section 3.1.4) to estimate the maECG in
zθ based on the estimated R-peak locations rm

θ
. Denote the

estimated maECG as z̃θ ,m.

Step 2: channel selection

For each linear combination in {zθ }θ∈I , with the estimated
maECG, we obtain a rough fECG by a simple subtraction:

z̃
θ ,f : = zθ − z̃θ ,m. (2.1)

Denote {z̃
θ ,f }θ∈I to be the set of rough fECG signals estimated

from Step 1. We apply the lag map and the diffusion map (DM)
to each rough fECG in {z̃

θ ,f }θ∈I and select the optimal linear
combination by the following procedure. See Section SI.1 in the
Appendix for the theoretical background of this approach.

For each rough fECG, say z̃
θ ,f , we evaluate the signal quality

index (SQI) for the channel selection purpose in the following
way. Apply the L-step lag map to embed the interval [2,TCS + 2]
seconds of z̃

θ ,f into R
L, where TCS > 0 is chosen by the user

and 2 is chosen to avoid the boundary effect associated with the
window in the dsSTFT approach. Here TCS is chosen to be short
enough to guarantee the computational efficiency and to avoid
the possibility non-stationarity inherited in the fECG signal, and
long enough to capture the periodicity of the fECG. Denote the
embedded point cloud as X

θ ,f ⊂ R
L. Apply the 1-normalization

DM to X
θ ,f , where the bandwidth of the kernel is chosen in the

following way suggested in Keller et al. (2010). We first set ǫ0

to be the smallest value such that each data point has at least
one neighbor within the distance ǫ0. Then we set the bandwidth
to be 2ǫ0. Denote φθ ,1 be the first nontrivial eigenvector of the
corresponding graph Laplacian. Compute the power spectrum of
φθ ,1, denoted as |φ̂θ ,1|

2. Denote ξθ ,1, ξθ ,2, . . . , ξθ ,nCS > 0, where
nCS ∈ N is the number of peaks chosen by the user, to be the
frequencies associated with the highest nCS peaks in |φ̂θ ,1|

2. Fix
LCS > 0 and denote Jθ : = ∪

nCS
j=1[ξθ ,i − LCS, ξθ ,i + LCS]. The SQI

for the channel selection purpose is thus defined as

Sθ =

∫

[0,ξ0/4)∩Jθ

|φ̂θ ,1(ξ )|
2dξ

∫

[0,ξ0/2)\Jθ

|φ̂θ ,1(ξ )|2dξ
. (2.2)

Under the assumption that the better the quality of the rough
fECG is, the closer the embedded point cloud is to the one-
dimensional circle, we know that the higher the SQI, the better
the rough fECG is. More precisely, if the embedded point
cloud is close to the one-dimensional circle, the first non-trivial
eigenvector should behave like an oscillatory function. With the
designed SQI, we could choose the optimal rough fECG as the
one with the highest SQI. Denote z̃∗

f
to be the optimal rough

fECG with the highest signal quality index we can obtain from
the given two channels.

Step 3: fetal R peaks estimation

With the rough fECG z̃∗
f
obtained from the optimal linear

combination, we finish the algorithm by estimating the fetal R
peaks and fECG by again applying the dsSTFT and the nonlocal
median algorithm. This part of the algorithm is essentially the
same as that for the maternal ECG estimation, and we repeat the
three sub-steps below for the sake of completeness.

1. (step 3-1) Apply the dsSTFT to z̃∗
f
and extract the dominant

curve in the dsSTFT, which represents the estimated fetal IHR.
2. (step 3-2) Compute the polarity of z̃∗

f
. If the polarity of z̃∗

f
is

negative, multiply z̃∗
f
by −1, and use the same notation z∗

f
to

denote the polarity-corrected ECG signal. With the estimated
fetal IHR and the polarity-corrected ECG signal, apply the beat
tracking algorithm to z̃∗

f
to compute the locations of maternal

R-peaks. Denote the timestamps of estimated fetal R peaks as

rf = (r
f
1, . . . , r

f

kf
), where kf ∈ N is the number of estimated

fetal R peaks.
3. (step 3-3) Adjust the estimated fetal R-peak locations by

searching the maximum of z̃∗
f
over a small window around rf ,

and use the same notation rf to denote the adjusted estimated
fetal R-peak locations. Finally, output the fetal R peaks.

Remark 2.1. We mention that by applying the nonlocal median
again based on rf , we could denoise the optimal rough fECG
waveform z̃∗

f
and obtain a clean fetal waveform. However, since

the result is similar to that shown in Su and Wu (2017), and
the focus of this paper is the fetal R peak detection, we skip the
details of the fECG reconstruction in this study, and leave the
fetal waveform reconstruction in the future work.

2.2. Comparison with Benchmark
Algorithms
There have been several algorithms proposed in the field suitable
for analyzing fECG from multiple channel aECG signals. Note
that the two-channel aECG signals fall in the category of the
blind source separation (BSS) (De Lathauwer et al., 2000; Akhbari
et al., 2013; Di Maria et al., 2014; Varanini et al., 2014) and
its variations (Sameni et al., 2008; Haghpanahi and Borkholder,
2013; Akbari et al., 2015). It is well known that usually we need
more than 4 channels to have a reasonable result (Andreotti et al.,
2016). Due to the stationarity assumption of the ICA, the input
signal should be truncated to be short enough, like 30 s long. An
important step in the BSS approach is channel selection, which
is critical to identify the decomposed channel that contains the
maternal or fetal ECG. Although we only have two channels,
for the comparison purpose, we still show the results of the BSS
approaches, including the joint approximation diagonalization of
eigen-matrices (JADE) for the independent component analysis
(ICA) and the principal component analysis (PCA). Since there
are only two decomposed signals, we do not carry out the channel
selection algorithms proposed in, for example, Andreotti et al.
(2014); instead, we take the ground truth annotation to select the
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optimal channel that is more likely to be the fECG, and report
the detected R peaks from this detected channel. Note that we do
not take the ground truth annotation into account in any other
algorithms considered in this paper except this BSS approach,
due to the limited number of channels. We apply the publicly
available codes provided in http://www.fecgsyn.com, and call the
PCA method BSSPCA and the ICA method BSSICA following the
terminologies suggested in Andreotti et al. (2016).

Another set of algorithms allow us to take only single mECG
signal, but need to simultaneously acquire the maternal thoracic-
lead ECG signal (tECG). Examples include adaptive methods
(AM) based on the least mean square (LMS) (Widrow et al.,
1975) or the recursive least square (RLS) (Behar et al., 2014a)
and its variations, like the echo state neural network (ESN)
(Behar et al., 2014a), blind adaptive filtering (Graupe et al.,
2008), extended Kalman filter (EKF) (Sameni, 2008; Niknazar
et al., 2013; Andreotti et al., 2014), etc. In these algorithms, the
maternal thoracic ECG signal (mtECG) is needed and is viewed as
the reference channel. The mtECG contains the maternal cardiac
activity information that we want to remove from the aECG.
Based on the assumption that the mtECG and the maternal
cardiac activity in the aECG are linearly related, the LMS or
RLS helps to extract the fECG from the aECG by removing
the maternal cardiac activity in the aECG. If the relationship
between the tECG and the maternal cardiac activity in the aECG
is nonlinear, then ESN could help. However, it is not always the
case that we could get the mtECG, particularly in our setup, so
these algorithms could not be directly applied for our purpose.
Since it has been shown in Su and Wu (2017) that by combining
the dsSTFT and nonlocal median, we are able to estimate the
maECG signal accurately, we could thus view the estimated
maECG signal as the reference. This consideration can also be
found in, for example, Rodrigues (2014). For the LMS or ESN,
we take the publicly available code from http://www.fecgsyn.com,
and call the LMS method AMLMS and the ESN method AMESN

following the terminologies suggested in Andreotti et al. (2016).
We thus consider the following combinations of the proposed
two channel fECG algorithm and the LMS or ESN. Precisely, in
our proposed algorithm, we replace the direct subtraction (2.1)
in Step 2 by the LMS or ESN, by taking the estimated maECG
as the reference channel to get the rough fECG. We call the
combined algorithm ds-AMLMS or ds-AMESN. Note that under
the assumption that the nonlocal median does a good job to
recover the maECG, the reference channel should be the same as,
or linearly related to, the maternal cardiac activity in the aECG,
so the LMS could be applied. The same idea could be applied
to other algorithms, like RLS, but to keep the discussion simple,
we focus on the above-mentioned two typical algorithms, LMS
and ESN.

We could also consider the EKF algorithm. In the EKF
algorithm, the information of the maternal R peak location is
needed to cancel the maternal cardiac activity. Again, since it has
been shown that by combining the dsSTFT and nonlocal median,
we are able to estimate the maternal R peaks location accurately
(Su and Wu, 2017), we could use the estimated maternal R
peaks as the input to the EKF algorithm, and replace the direct
subtraction (2.1) in Step 2 by the EKF. For the EKF, we take the

publicly available code from http://www.fecgsyn.com, and call
the EKF method TSEKF following the terminologies suggested
in Andreotti et al. (2016). The combined algorithm is called the
ds-TSEKF.

To have a complete comparison, we also consider the template
subtraction (TS) algorithm, which is suitable for the single lead
mECG signal, and replace the direct subtraction (2.1) in Step 2
by the TS algorithm. In this work, the TS method we apply is the
singular value decomposition approach proposed in Kanjilal et al.
(1997) and nominated in Behar et al. (2014b) and Andreotti et al.
(2016) as TSPCA. For TSPCA, we take the publicly available code
from http://www.fecgsyn.com. We call the combined algorithm
ds-TSPCA. Other TSmethods could be combined in the same way
and we do not report the results to simplify the discussion.

We follow the suggested optimized parameters accompanying
the code without any modification; for example, the input signal
to the AM algorithms, like LMS or ESN, is resampled to 250 Hz1,
the input signal to the TSEKF and TSPCA algorithms is resampled
to 1000Hz, and we do not change the suggested initialization of
the TSEKF code.

2.3. Materials
We validate the proposed two-channel algorithm on two publicly
available databases of aECG signals.

The first database is the PhysioNet non-invasive fECG
database (adfecgdb), where the aECG signals with the annotation
provided by experts are publicly available https://www.physionet.
org/physiobank/database/adfecgdb/ (Goldberger et al., 2000;
Kotas et al., 2010). There are five pregnant women between
38 and 40 weeks of pregnancy in this database. Each has 4
aECG channels and one direct fECG signal recorded from the
Komporel system (ITAM Institute, Zabrze, Poland)2. The four
abdominal leads are placed around the navel, a reference lead
is placed above the pubic symphysis, and a common mode
reference electrode with active-ground signal is placed on the
left leg. See Figure 2 for an illustration of the leads placement.
The signal lasts for 5 min and is sampled at a fixed rate
1,000 Hz with the 16 bit resolution. The R peak annotation is
determined from the direct fECG recorded from the fetal scalp
lead.

The second database is the 2013 PhysioNet/Computing
in Cardiology Challenge (https://physionet.org/challenge/2013/#
data-sets), abbreviated as CinC2013. We focus on the set A
composed of 75 recordings for an assessment of our proposed
algorithm since it is the only one with the provided the R peak
annotation with reference to a direct FECG signal, acquired from
a fetal scalp electrode. Each recording includes four noninvasive
mECG channels that were obtained from multiple sources using
a variety of instrumentations with differing frequency response,
resolution, and configurations. Although they are from different
resources, all recordings are resampled at the sampling rate 1,000
Hz and last for 1 min. There is no publicly available information

1We mention that the publicly available code for AM algorithms is optimized

for the 250 Hz signal, and it is likely that the results would be improved if the

corresponding parameters had been optimized for 1,000Hz.
2http://www.itam.zabrze.pl/developments-english-version-233/665-komporel.
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FIGURE 2 | The lead placement for the adfecgdb.

about where the leads are placed on the maternal abdomen.
Note that some recordings come from the adfecgdb database,
but no detail is available publicly. More details about these two
databases can be found on the website. We follow the suggestion
in Andreotti et al. (2014) to disregard the recording a54 since
it was discarded by the Challenge’s organizers, and focus on the
remaining 74 recordings.

2.4. Evaluation Metrics
In the whole analysis, the R peak detection result is evaluated
by beat-to-beat comparisons between the detected beats and
the provided annotations. We follow the criterion in Guerrero-
Martinez et al. (2006) and choose a matching window of
50 ms. Denote TP, FP, and FN to be true positive rate,
false positive rate, and false negative rate, where TP means
correctly detected peaks, FP means nonexistent peaks that were
falsely detected, and FN means existing peaks that were not
detected.

We report the sensitivity (SE) and the positive predictive value
(PPV) defined as

SE: =
TP

TP + FN
, PPV =

TP

TP + FP
, (2.3)

and the F1 score, which is the harmonic mean of PPV and SE,

F1: =
2TP

2TP + FN + FP
. (2.4)

We also report the mean absolute error (MAE) of the estimated
R peak locations. We follow the suggestion in Andreotti et al.
(2016) to report the MAE only on true positive annotations to
make the evaluation independent of the detection accuracy. Thus,
the MAE is defined as

MAE: =
1

nTP

nTP
∑

j= 1

|r
f
i − r̃

f
i |, (2.5)

where nTP is the number of true positive annotations, and r̃
f
i and

r
f
i are the temporal location of the i-th true positive reference R-
peak and temporal location of the i-th true positive detected R
peak.

For each database, we will report two sets of statistics. First,
for each subject, we record the best F1 result among all pairs
of available channels, denoted as F1(1) and report the mean
and median of the F1(1) of all subjects, and the corresponding
summary statistics of the MAE, denoted as MAE(1). To see how
stable the algorithm is, we also record the median F1 result
among all pairs of available channels, called F1(0.5), and report
the mean and median of the F1(0.5) of all subjects, as well as
the corresponding summary statistics of the MAE, denoted as
MAE(0.5). Second, to evaluate the lead placement issue, for each
pair of available channels, we report the the mean and median of
the F1 of all subjects, and the corresponding summary statistics of
the MAE. To avoid the boundary effect inevitable in the dsSTFT
algorithm due to the window length, the first and last 2 s in every
recording are not evaluated. The notation a ± b indicates the
mean a with the standard deviation b.

2.5. Parameters
For a fair comparison and the reproducibility purposes, here we
summarize the parameters for SAVER. The parameters are fixed
for all signals throughout the paper unless otherwise stated. For
the linear combination of two channels, we fix I = {−1 +

k/6}12
k = 1

. The window length LMF of the median filter for the
baseline wandering removal is chosen to be 0.1 s. For the dsSTFT,
the beat tracking, and the nonlocal median, the parameters are
set to be the same as those reported in Su and Wu (2017).

For the channel selection, we set the lag to L = 7 for the lag
map; we choose the Gaussian kernel and α = 1 normalization
for the DM; we choose TCS = 40, nCS = 6 and LCS = 0.1375
Hz for the adfecgdb database, and TCS = 10, nCS = 6 and
LCS = 0.25 Hz for the CinC database. We mention that the
above parameters are chosen in the ad-hoc fashion without any
optimization pursue. Those parameters could be optimized based
on the application field and the environment.

The algorithms are tested on MacBook Air (13-inch,
Mid 2013) with Processor 1.3GHz Intel Core i5, Memory 4
GB1600MHz DDR3, Mac OS Sierra (Version 10.12.2), and
Matlab R2015b without implementing the parallel computation.

3. RESULTS

For the adfecgdb database, the direct fECG measurement was
lost between 187 and 191 s and between 203 and 211 s in the
r10 record, and these two segments were discarded in the
evaluation. The evaluation results of our proposed algorithm for
each combination of two channels out of four available channels
of all subjects in the adfecgdb database are shown in Table 1 for a
clear comparison purpose. Except the combination of Channel
2 and Channel 3 in r01 and r08, all the other combinations
have the F1 consistently greater than 94%. For the MAE, the
result is always smaller than 9ms except the combination of
Channel 2 and Channel 3 in r08. Table 2 shows the comparison
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TABLE 1 | The results of SAVER: F1 score, mean absolute error (MAE),

positive predictive value (PPV), and sensitivity (SE) of all pairs of two

channels out of four available channels and all subjects over the whole 5

min signals in the adfecgdb database.

Subject Channel F1 (%) MAE (ms) PPV (%) SE (%)

r01 1 and 2 99.45 1.35 99.22 99.69

1 and 3 99.69 1.98 99.53 99.84

1 and 4 99.37 2.44 99.22 99.53

2 and 3 86.94 4.44 85.87 88.03

2 and 4 98.74 2.13 98.59 98.9

3 and 4 99.21 2.17 99.06 99.37

r04 1 and 2 97.68 8.08 97.44 97.91

1 and 3 97.52 8.18 97.28 97.75

1 and 4 98.72 7.42 98.56 98.88

2 and 3 98.4 7.78 98.24 98.56

2 and 4 98.4 8.4 98.09 98.72

3 and 4 98.72 7.42 98.56 98.88

r07 1 and 2 98.38 8.68 98.23 98.54

1 and 3 99.03 7.47 99.03 99.03

1 and 4 99.84 8.06 99.84 99.84

2 and 3 99.11 8.55 99.03 99.19

2 and 4 99.27 8.59 99.19 99.35

3 and 4 99.84 8.44 99.84 99.84

r08 1 and 2 97.6 2.18 96.78 98.44

1 and 3 99.3 2.22 98.92 99.69

1 and 4 99.69 1.87 99.38 100

2 and 3 28.55 10.63 34.83 24.18

2 and 4 97.05 2.01 96.46 97.66

3 and 4 94.36 4.87 93.43 95.32

r10 1 and 2 98.88 2.85 98.41 99.36

1 and 3 98.88 2.85 98.41 99.36

1 and 4 98.88 2.85 98.41 99.36

2 and 3 98 3.37 97.46 98.55

2 and 4 94.67 4.51 93.7 95.66

3 and 4 94.67 4.51 93.7 95.66

of the proposed method with other available algorithms. The
F1(1) and F1(0.5) of all 6 pairs for each subject are recorded,
and the summary statistics of all subjects are shown. It is clear
that SAVER is consistently better than the other algorithms.
The average running time is 141.55 s for SAVER, 194.44 s for
the ds-AMLMS, 589.83 s for the ds-AMESN, 308.93 s for ds-
TSEKF, 78.30 s for ds-TSPCA, 10.01 s for BSSICA, and 10.98 s for
BSSPCA.

For the CinC2013 database, in Table 3 we compare SAVER
with the other available algorithms in the CinC2013 database.
The F1(1) of all recordings of our method is 92.99 ± 16.0% and
the corresponding MAE(1) is 5.38 ± 4.52 ms, which are both
better than the other compared methods. The median F1(0.5) of
all recordings of our method is 85.44±22.42% and the MAE(0.5)
of our method is 6.54 ± 4.92 ms, which are both better than the
best result determined by other methods. It should be noted that

TABLE 2 | The summary statistics of different methods’ performance,

including F1 and mean absolute error (MAE), evaluated in the adfecgdb

database.

Method Mean Std Q1 Median Q3

SAVER 99.36 0.52 98.84 99.69 99.73

ds-AMLMS 99.55 0.74 99.44 99.84 99.88

F1(1) (%) ds-AMESN 99.00 1.21 98.36 99.36 99.88

ds-TSEKF 96.85 3.71 95.00 98.61 99.01

ds-TSPCA 98.52 1.55 97.57 99.36 99.55

Over 6 pairs BSSICA 39.34 34.90 17.30 18.64 58.85

BSSPCA 50.14 41.98 18.54 22.08 95.11

SAVER 4.44 3.05 1.96 2.85 7.58

ds-AMLMS 4.42 3.02 2.12 2.49 7.64

MAE(1) (ms) ds-AMESN 4.85 2.68 2.61 4.18 7.62

ds-TSEKF 12.98 4.19 8.65 13.61 16.92

ds-TSPCA 4.53 2.82 2.46 2.52 7.60

Over 6 pairs BSSICA 16.54 10.49 6.33 23.41 24.43

BSSPCA 14.24 10.50 3.51 16.32 24.01

SAVER 98.53 0.79 98.13 98.44 99.22

ds-AMLMS 98.46 1.69 98.01 98.91 99.40

F1(0.5) (%) ds-AMESN 96.66 3.99 95.03 98.41 99.00

ds-TSEKF 94.51 6.23 90.14 97.98 98.67

ds-TSPCA 95.33 2.83 93.89 96.15 97.02

Over 6 pairs BSSICA 21.95 7.54 16.54 17.81 28.11

BSSPCA 21.41 8.40 17.55 17.90 22.69

SAVER 4.78 3.16 2.19 3.11 8.07

ds-AMLMS 5.09 2.57 3.18 3.93 7.80

MAE(0.5) (ms) ds-AMESN 5.64 2.30 3.74 4.94 7.97

ds-TSEKF 13.02 4.04 8.96 13.17 16.97

ds-TSPCA 5.35 2.03 3.90 4.04 7.43

Over 6 pairs BSSICA 21.58 5.64 16.48 24.39 25.76

BSSPCA 20.52 4.94 17.74 19.60 25.18

The F1 (1) result from the six pairs of two channels is recorded for each subject, and the

summary statistics of all subjects is reported in the top half rows; the F1 (0.5) result from

the six pairs of two channels is recorded for each subject, and the summary statistics of

all subjects are reported from the bottom half rows. For the adaptive method (AM) part of

ds-AMLMS or ds-AMESN, the TSEKF part of ds-TSEKF, and the TSPCA part of ds-TSPCA, we

take the publicly available code from http://www.fecgsyn.com, and follow the suggested

optimized parameters accompanying the code without any modification; for example, the

input signal to the AM algorithms is resampled to 250 Hz, the input signal to the TSEKF

and TSPCA algorithms is resampled to 1,000 Hz, and we do not change the suggested

initialization of the TSEKF code. std, standard deviation; Q1, the first quartile; Q3, the third

quartile.

the median of F1(0.5) over 6 pairs of our proposed algorithm is
still as high as 96.32%, while other methods decline dramatically
to less than 60%3. This result suggests the stability of the proposed

3It is suggested in Behar et al. (2014b) that the TSPCA algorithm performs better

if we applied the 10 Hz high pass filter to remove the baseline wandering before

applying the TSPCA algorithm. If we replace the median filter in Step 0 by the

10 Hz high pass filter to remove the baseline wandering, over all subjects except

a54, we have F1(1) = 93.19 ± 14.19%, MAE(1)= 5.16 ± 3.85 ms, F1(0.5) =

74.79±27.74%, andMAE(0.5)= 9.26±6.34ms. Note that while the results of F1(1)

and MAE(1) are both better than all algorithms under comparison, the results of

F1(0.5) and MAE(0.5) are worse. This discrepancy might be caused by the carried

out optimization in Behar et al. (2014b). Since the baseline wandering algorithm

is out of the scope of this paper, in all tables we only report the results with the

median filter as mentioned in Step 0.
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TABLE 3 | The summary statistics of different methods’ performance,

including F1 and mean absolute error (MAE), evaluated in the CinC2013

database.

Method Mean Std Q1 Median Q3

SAVER 92.99 16.00 95.39 99.21 100

ds-AMLMS 72.77 27.52 51.56 85.50 98.92

F1(1) (%) ds-AMESN 72.04 27.61 50.88 82.54 99.20

ds-TSEKF 86.67 23.70 89.66 99.24 100

ds-TSPCA 91.72 16.84 94.20 99.28 100

Over 6 pairs BSSICA 36.13 23.74 20.73 26.11 43.81

BSSPCA 35.35 23.89 20.16 24.00 37.97

SAVER 5.38 4.52 1.96 4.03 7.82

ds-AMLMS 7.06 6.13 2.93 5.36 7.62

MAE(1) (ms) ds-AMESN 6.18 4.59 2.86 5.54 7.42

ds-TSEKF 8.96 6.43 3.88 6.75 12.25

ds-TSPCA 5.81 4.36 2.73 4.48 7.32

Over 6 pairs BSSICA 15.22 7.18 8.42 15.82 21.93

BSSPCA 16.04 7.19 9.59 18.00 21.75

SAVER 85.43 22.42 83.27 96.32 99.57

ds-AMLMS 56.34 30.51 25.69 51.55 90.38

F1(0.5) (%) ds-AMESN 58.22 30.85 36.69 54.55 89.54

ds-TSEKF 73.21 29.27 44.51 88.23 99.15

ds-TSPCA 79.70 25.74 63.56 93.42 99.59

Over 6 pairs BSSICA 26.67 20.52 16.88 19.51 24.74

BSSPCA 26.59 21.31 15.96 19.24 25.19

SAVER 6.54 4.92 2.55 5.70 5.53

ds-AMLMS 11.63 8.03 5.70 8.50 18.66

MAE(0.5) (ms) ds-AMESN 9.85 6.57 4.67 7.88 13.96

ds-TSEKF 12.18 7.34 6.22 9.93 17.86

ds-TSPCA 9.14 7.26 3.71 6.94 13.16

Over 6 pairs BSSICA 20.44 6.46 16.80 22.17 24.97

BSSPCA 20.59 7.07 15.64 22.61 25.24

The subject a54 is removed from the datasets. The F1 (1) result from the six pairs of

two channels is recorded for each subject, and the summary statistics of all subjects

is reported in the top half rows; the F1 (0.5) result from the six pairs of two channels is

recorded for each subject, and the summary statistics of all subjects are reported from

the bottom half rows. For the adaptive method (AM) part of ds-AMLMS or ds-AMESN, the

TSEKF part of ds-TSEKF, and the TSPCA part of ds-TSPCA, we take the publicly available

code from http://www.fecgsyn.com, and follow the suggested optimized parameters

accompanying the code without any modification; for example, the input signal to the AM

algorithms is resampled to 250Hz, the input signal to the TSEKF and TSPCA algorithms is

resampled to 1,000Hz, and we do not change the suggested initialization of the TSEKF

code. std, standard deviation; Q1, the first quartile; Q3, the third quartile.

method4. The average running time is 20.29 s for SAVER, 27.26
s for the ds-AMLMS, 100.35 s for the ds-AMESN, 75.83 s for
ds-TSEKF, 17.52 s for ds-TSPCA, 3.29 s for BSSICA, and 3.20 s for
BSSPCA.

To further evaluate the influence of the lead placement, or
to answer if we could design the best lead placement scheme

4It is suggested in Behar et al. (2014b, p. 1569) to remove six more recordings, a33,

a38, a47, a52, a71, and a74, in addition to a54, because of some inaccurate reference

annotations identified by the visual inspection of authors in Behar et al. (2014b).

The F1(1) of all recordings of our method is 94.80 ± 13.17% and the MAE(1) is

5.04± 3.88 ms, and the F1(0.5) of all recordings of our method is 87.04± 21.27%

and the MAE(0.5) of our method is 6.29± 4.56 ms.

for the proposed two-channel algorithm, we report the summary
statistics of all pairs of two channels for the adfecgdb database in
Table 4 and the CinC2013 database in Table 5. It is interesting
to see that for the adfecgdb database, except for the combination
of channel 2 and channel 3, the mean F1 accuracy is great than
97%. The outlier of the combination of channel 2 and channel 3
comes from the fact that the fECG is strong in case r08, which
confuses the channel selection step. As a result, SAVER extracts
the maternal ECG as the fECG, which leads to a wrong fECG
estimation5. While determining the role of each component is a
common issue for the fetal-maternal ECG separation algorithms
and commonly we need more information to handle it, we leave
this open problem for the future work.

Compared with the result of the adfecgdb database, the
performance of SAVER in the CinC2013 database is not uniform
cross different combinations of channels. Note that the lead
placement scheme is unknown for the CinC2013 database, so
it is not possible to conclude which pair of channels is the
best. However, if we assume that the lead placement scheme
for all recordings in the CinC2013 database is the same as the
lead placement scheme shown in Figure 2, then the CinC2013
database results suggest that the best combination is channel 1
and channel 4; the F1 has the mean of 87.93% with the standard
deviation 22.64%, and the median 97.60% with the interquartile
range 6.92%; the MAE has the mean of 6.21 ms with the standard
deviation 6.03 ms, and the median 4.34 ms with the interquartile
range 5.62 ms6. Another finding deserves a discussion is that
unlike the adfecgdb database, we can see the discrepancy between
the best F1 out of the 6 pairs reported in Table 3 and the average
F1 of each pair reported in Table 5. This might suggest that the
lead system applied in the CinC2013 database is heterogenous
across the recordings.

4. DISCUSSION

The encouraging results of SAVER indicate the possibility to
design a “two-lead system” for the noninvasive, and long term
fECG monitoring purpose. To the best of our knowledge, less
is published about two aECG channels approach (for example,
in Rodrigues, 2014, the considered algorithm can be applied to
the two channel aECG), and our proposed method focuses on
this direction. The main innovation of our approach, compared
with other methods, is twofold. First, based on the geometry
of the inherited oscillatory structure of the cardiac activity, the
diffusion-based manifold learning technique is applied to do the

5If we are allowed to use the physiological information that both the fetus and the

mother are healthy so that the fetal IHR is on average higher than maternal IHR,

then we could correct this confusion by swapping the fetal IHR and maternal IHR.

This leads to the mean F1 of the combination of channel 2 and channel 3 93.44%

with the standard deviation 6.99% and the mean MAE 5.57 ms with the standard

deviation 2.41 ms, and the results of other combinations unchanged.
6If we remove a33, a38, a47, a52, a54, a71, and a74 from the CinC2013 database

(Behar et al., 2014b), for the combination of channel 1 and channel 4, the F1 has the

mean 89.81%with the standard deviation 20.84%, and themedian becomes 98.41%

with the interquartile range 5.10%; the MAE has the mean of 5.74 ms with the

standard deviation 5.33 ms, and the median 4.20 ms with the interquartile range

5.48 ms.
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TABLE 4 | The summary statistics of SAVER, including F1 and mean

absolute error (MAE), for six pairs of four available channels in the

adfecgdb database.

Channels Mean Std Q1 Median Q3

F1 (%) 1 and 2 98.40 0.79 97.66 98.38 99.02

1 and 3 98.88 0.82 98.54 99.03 99.40

1 and 4 99.30 0.49 98.84 99.37 99.73

2 and 3 82.20 30.41 72.34 98.00 98.58

2 and 4 97.63 1.85 96.46 98.4 98.88

3 and 4 97.36 2.63 94.59 98.72 99.37

MAE (ms) 1 and 2 4.63 3.47 1.98 2.85 8.23

1 and 3 4.54 3.02 2.16 2.85 7.64

1 and 4 4.53 2.96 2.30 2.85 7.58

2 and 3 6.95 3.00 4.17 7.78 9.07

2 and 4 5.13 3.23 2.10 4.51 8.45

3 and 4 5.48 2.49 3.93 4.87 7.67

std, standard deviation; Q1, the first quartile; Q3, the third quartile.

TABLE 5 | The summary statistics of SAVER, including F1 and mean

absolute error (MAE), for six pairs of four available channels in the

CinC2013 database.

Channels Mean Std Q1 Median Q3

F1 (%) 1 and 2 81.69 25.82 72.60 95.62 99.36

1 and 3 82.93 26.28 83.27 96.24 99.36

1 and 4 87.93 22.64 93.08 97.60 1

2 and 3 74.40 30.63 36.10 93.33 99.67

2 and 4 81.50 26.64 66.95 96.51 99.36

3 and 4 79.83 28.49 58.78 96.96 99.67

MAE (ms) 1 and 2 7.72 7.03 2.53 5.04 9.32

1 and 3 7.83 7.45 2.42 6.08 8.74

1 and 4 6.21 6.03 2.04 4.34 7.66

2 and 3 9.44 6.88 4.12 8.05 12.97

2 and 4 7.93 6.62 3.61 6.28 9.67

3 and 4 7.85 6.85 2.31 5.92 9.97

The subject a54 is removed from the datasets. std, standard deviation; Q1, the first

quartile; Q3, the third quartile.

channel section. While other channel selection criteria mainly
are based on the power spectral distribution, wave morphology
entropy, root mean square error, etc, to find the clearest and
most enhanced QRS complexes (Di Maria et al., 2014; Ghaffari
et al., 2015), our approach is different since we carefully examine
the nontrivial underlying geometric structure hosting the cardiac
activity by the DM and look for the linear combination that is
most like a simple closed curve. Second, we apply the modern
time-frequency analysis technique, the dsSTFT, and the beat
tracking algorithms detailed in Su and Wu (2017) to obtain
an accurate R peak locations, and the nonlocal median, to
better estimate the maternal ECG morphology and fetal ECG
morphology. Compared with other available algorithms, we use
more information hidden in the aECG, including decomposing
the non-sinusoidal oscillatory pattern from the time-varying
frequency, and the low dimensional parametrization of all

possible cardiac oscillations. We mention that an important
advantage of the approach in Su and Wu (2017) is the ability to
separate mECG and fECG with temporal overlap by the nonlocal
median. Furthermore, due to its nonlocal nature, it can directly
handle a long signal without dividing it into small fragments.
Notice that unlike the traditional AF-like methods, SAVER does
not cancel the maternal ECG in one channel by designing a filter
from another channel; instead, it directly cancels the maternal
ECG in a single linear combination, as is mentioned in Step 1.

Our results deserve a discussion and comparison with the
previous reported findings. For the adfecgdb database, our result
is overall compatible with, or better than, the state-of-art result
reported in the field. For example, if we choose the pair of channel
1 and channel 2, our result is better than the best channel result
based on the continuous wavelet transform based single-channel
algorithm (Table 5, Castillo et al., 2013). However, it is not a fair
comparison since the algorithm used in Castillo et al. (2013) is a
single-channel algorithm. On the other hand, if we compare with
the methods based on ICA on four channels (Table 1, Poian et al.,
2015), our result is compatible. The MAE, which is less reported
in the literature, is as small as 10 ms, which indicates the potential
of applying the SAVER to do the fetal heart rate variability (HRV)
analysis.

For the CinC2013 database, our result is compatible, or better
than, the reported results. At the first glance, it is not the case,
since by the ICA-based algorithms (Andreotti et al., 2014; Behar
et al., 2014b), the accuracy could be as high as have the mean
F1 = 96%, under the same setup that a detected R-peak was
labeled as TP if within 50 ms of a reference R-peak. However,
we mention that unlike SAVER, these algorithms are ICA-based
and four channels are simultaneously used. Specifically, in Behar
et al. (2014b, Table 3), among different combinations of different
algorithms, the algorithm FUSE-SMOOTH achieved the best
result – the mean F1 over all recordings is 96%, after removing
a33, a38, a47, a52, a54, a71, and a74; in Andreotti et al. (2014,
Table 1), the augmentation, the ICA, the template adaptation
or TSEKF, and other techniques are applied, and the result with
the mean F1 = 97.3% over all recordings with the standard
deviation 0.108 is reported based on the template adaptation,
after removing a54. Our proposed algorithm, on the other hand,
outperforms the algorithm based on four channels and the
BSSPCA, for example, Di Maria et al. (2014). In Di Maria et al.
(2014, Section 3.2), the accuracy of the proposed algorithm in
detecting the fetal heart beats gives the mean F1 = 89.8% over
all recordings, under the setup that a detected R-peak was labeled
as TP if within 100 ms of a reference R-peak and removing 9
recordings, including a29, a38, a54, a56, a33, a47, a52, a71, and
a74. Another novel method based on the channel selection over 4
channels followed by the sequential total variation denoising (Lee
and Lee, 2016,Table 5) leads to the accuracy with F1 = 89.9% and
the MAE = 9.3 ms7 under the setup that a detected R-peak was

7In a private communication, the authors confirmed that this F1 is the “overall F1,”

which is evaluated by collecting all beats from all recordings, and evaluate the F1
on all collected beats. If we follow the same procedure and remove a33, a38, a47,

a52, a54, a71, and a74, the overall F1 of SAVER for the combination of channel 1

and channel 4 is 89.77% and the MAE is 4.91 ms.
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labeled as TP if within 50 ms of a reference R-peak and removing
a33, a38, a47, a52, a54, a71, and a74. We emphasize that while
our algorithm does not outperform some of the above-mentioned
algorithms, based on two channels, SAVER leads to the MAE
as small as 6.21 ms in channel 1 and channel 4 combination in
the CinC2013 database, which again indicates the potential of
applying the SAVER to do the fetal HRV analysis.

As discussed above, theoretically, the chance is low that the
fetal cardiac axis orientation would be so much orthogonal
to the 2-dim affine subspace spanned by the two leads that
no fECG shape can be reconstructed. This is a big advantage
compared with the single-lead system, as the chance that the
fetal cardiac axis orientation is orthogonal to the 1-dim affine
subspace spanned by the single lead is much higher. Thus, while
there have been several successful algorithms for the one aECG
channel, like (Castillo et al., 2013; Behar et al., 2014a; Su andWu,
2017) and the citations inside, if the recorded one channel signal
does not have fECG information, there is nothing the algorithm
can do. From the practical viewpoint, since only two leads are
needed, the corresponding hardware could be lighter and more
deployable than the currently available four-lead or multiple-
lead systems. While it is certainly possible to generalize our
algorithm to a three-lead or four-lead system (and the algorithm
can be changed directly according to the setup), to have a better
balance between the prediction accuracy, the hardware design,
and practical purposes, we focus on the two-lead system in our
research.

Despite of the above-mentioned benefits, there are several
challenges we need to solve until this possible system is clinically
usable. As is shown above, the performance of SAVER depends
on how the two leads are put on the abdomen. The fECG
situation is clearly different from the adult ECG system, like
the widely applied 12 lead ECG system. Since fetus does move
and rotate inside the uterus, the uterus differs from female
to female, and the maternal body profile varies, we may not
expect to have a two-lead system universal for all women.
Therefore, for the practical purpose, particularly for the long
term monitoring purpose and the future digital health, like the
wearable biosensors (Li et al., 2017), it is important to ask if
we could adaptively find the best lead placement scheme for
different females. For the practical purpose, due to the inevitable
non-stationary noise of different types, like the motion artifact
and uterine contraction, an automatic system providing a SQI
to alarm/warn the low quality of the lead system, and hence
improve the overall fECG extraction quality, is urgently needed.
We leave this important engineering problem to the future work.
Another interesting question naturally raises from the current
work is if we could generalize the current algorithm to study
the twin dataset. Theoretically it is possible, if we take the fact
that geometrically the twin will locate in different positions.
We would expect to study this problem when the dataset is
available.

From the algorithmic viewpoint, there are several directions
we could improve the proposed two-channel fECG algorithm.
The main ingredient in SAVER is the diffusion geometry.
Since we have more than one aECG channel, we could
consider modern diffusion-based manifold learning techniques
to extract information common in two channels, like the

alternating diffusion (Papyan and Talmon, 2016; Talmon and
Wu, 2016; Lederman and Talmon, in press). The non-stationary
nature of the fECG signal, which often presents itself as a
time-varying frequency, might jeopardize the diffusion-based
approach. We could consider to entangle the nontrivial time-
varying frequency nature of the signal by further applying the
modern nonlinear-type time-frequency analysis technique, like
the synchrosqueezing transform or concentration of frequency
and time (see Daubechies et al., 2016 and the citations inside). In
this work, the parameters for the channel selection are chosen in
the ad hoc fashion and are fixed across different algorithms for
a fair comparison. For the practical purpose, we may optimize
these parameters to improve the results. A systematic survey of
this issue will be reported in the future work.

Another important algorithmic question left unanswered in
this paper is how to improve the nonlocal median algorithm
so that the reconstructed fECG could provide more accurate
electrophysiological information about the heart, for example,
the ECG morphology like the Q wave and ST-segment section
information (Amer-Wåhlin et al., 2001). The main difficulty
encountered in this problem is the lack of the “ground truth,” and
a careful design of the clinical trial to acquire a reliable ground
truth for the morphological study of the fetal cardiac activity is
needed. As important as this clinical information could be, we
will focus on it as an independent research and report the result
in the future work.

Last but not the least, the databases we tested are small and not
specifically designed for our purpose. We thus need a large scale
and well designed prospective study to confirm the result.

5. CONCLUSION

A novel two-channel fetal-maternal ECG signal separation
algorithm, SAVER, is proposed. The potential of the proposed
algorithm is supported by the positive validation results
on two publicly available databases. The algorithm is both
computationally efficient and is supported by the underlying
rigorous mathematical model and theory. Its clinical applicability
will be evaluated in the future work.
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Objectives: This descriptive study was performed to evaluate the capability of

a non-invasive transabdominal electrocardiographic system to extract clear fetal

electrocardiographic (FECG) measurements from intrauterine growth restricted (IUGR)

fetuses and to assess whether abdominal FECG parameters can be developed as

markers for evaluating the fetal cardiac status in IUGR.

Methods: Transabdominal FECG was attempted in 20 controls and 15 IUGR

singleton pregnancies at 20+0−33+6 weeks gestation. Standard ECG parameters were

compared between the study groups and evaluated for their correlation. Accuracy for

the prediction of IUGR by cut off values of the different FECG parameters was also

determined.

Results: Clear P-QRST complexes were recognized in all cases. In the IUGR fetuses,

the QT and QTc intervals were significantly prolonged (p = 0.017 and p = 0.002,

respectively). There was no correlation between ECG parameters and Doppler or

other indices to predict IUGR. The generation of cut off values for detecting IUGR

showed increasing sensitivities but decreasing specificities with the prolongation of ECG

parameters.

Conclusion: The study of fetal electrocardiophysiology is now feasible through a

non-invasive transabdominal route. This study confirms the potential of FECG as a clinical

screening tool to aid diagnosis and management of fetuses after key limitations are

addressed. In the case of IUGR, both QT and QTc intervals were significantly prolonged

and thus validate earlier study findings where both these parameters were found to be

markers of diastolic dysfunction. This research is a useful prelude to a test of accuracy

and Receiver Operating Characteristics (ROC) study.

Keywords: fetal electrocardiography, intrauterine growth restriction, prenatal screening, fetal cardiophysiology,

fetal monitoring
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INTRODUCTION

Intrauterine growth restriction (IUGR) affects 3–10% of all
pregnancies and has been associated with the development of
adult cardiovascular diseases.(Barker et al., 1989; Bahtiyar and
Copel, 2008) Recent studies suggest that cardiovascular changes
may be present during the prenatal period with evidence of
cardiac remodeling in the form of increased transverse diameters
and more globular cardiac ventricles (Crispi et al., 2010). These
corroborate with earlier descriptions of fetal hemodynamic
adaptive changes in IUGR (Verburg et al., 2008) wherein
the standard assessment of cardiac function utilizes various
biochemical and ultrasound indices in relation to disease severity
(Crispi et al., 2008). Until now, very few studies have successfully
utilized electrocardiographic parameters to elucidate ongoing
fetal cardiac dysfunction.

Our study is based on the intimate relationship between the
electrical conduction system and the overall structure of the
heart. Since IUGR induced cardiovascular remodeling affects
both cardiac structure and function, and electrocardiographic
parameters are established indicators of cardiac function as
well, a thorough investigation of fetal electrocardiography may
help us understand the pathophysiology behind fetal growth
restriction.

In 1906, Cremer inadvertently discovered transabdominal
fetal electrocardiographic (FECG) extraction (Skillern et al.,
2005). Many physicians since then have affirmed its potential
clinical value. However, non-homogenous tissue conduction,
insulating effects of the vernix caseosa, poor signal noise
reduction and its inability to pinpoint the exact cardiac
structural changes prevented its acceptance for clinical use. The
progress in the development of abdominal FECG systems then
lagged most especially after the development of transcervical
extraction techniques that addressed the issues raised with the
transabdominal route. The transcervical route through fetal ECG
ST segment analysis (STAN) is currently being used in intrapartal
monitoring. The S-T interval on ECG represents myocardial
repolarization. Its use in conjunction with cardiotocography was
found to significantly reduce the number of fetal scalp blood
sampling, operative vaginal deliveries and Cesarean section for
the indication of fetal distress. European and North American
trials (Vayssiere et al., 2007) showed good correlation between
STAN and fetal cord blood pH. One study reported that a
significant ST event for screening pH < or = 7.15 (21.9%)
was with sensitivity 38% (41/108), specificity 83% (252/303),
PPV 45% (41/92) and NPV 79% (252/319), and for pH <

or = 7.05, it was (3.4%), 62.5% (10/16), 79% (313/395), 11%
(10/92), and 98% (313/319), respectively. In another study, a
negative predictive value of 95.2% was achieved (Devoe et al.,
2006). Other studies have found FECG useful in: (a) evaluating
atrioventricular block (AVB) in Anti-RO positive pregnancies,
(b) monitoring drug therapy, or (c) monitoring fetal anemia
(Gardiner et al., 2007).

Recent advances in the technology of abdominal
FECG addressed previous limitations thus prompting the
reintroduction of transabdominal FECG (Sato et al., 2007). A
novel system developed in Sendai, Japan was used in this study.

The basic advantages of this system over other techniques were:
(1) it was non-invasive, lead electrodes were applied on the
maternal abdomen using an adhesive pad; (2) it eliminated
interference from maternal cardiac signals and fetal movement
thus producing clear ECG recordings; and (3) it compared
well with the gold standard, magnetocardiography, in terms of
gestational age-dependent ECG parameters, such as the QRS, PQ
and QT intervals (Horigome et al., 2000). A minimum recording
time of 20 min was usually needed from which the fetal heart
rate could be detected in real time and online in more than 70%
of patients. In about 30%, 5–30–min off line calculations were
required. For this study, all results were calculated off line to
ensure good resolution of signals. Moreover, the inclusion of
simultaneous Doppler studies increased the resolution of the
FECG extraction process.

Fetal ECG (FECG) has a voltage of 5–20µV and signal
amplitude of 1/50 of the maternal ECG (MECG) complex which
averages 1,000µV. For this study, the method used was blind
source separation with reference signals (BSSR) wherein the
FECG was isolated from the surrounding noise by bouncing
the signal through various transfer points. From a mathematical
point of view, FECG is derived from the following linear
equations:

ChA = a1 • FECG + a2 •MECG + noise1

ChB = b1 • FECG + b2 •MECG + noise2

ChC = c1 • FECG + c2 •MECG + noise3

where Ch = channel

FECG = fetal electrocardiography

MECG = maternal electrocardiography

Measured signals like ChA, ChB, and ChC are mixed signals
that include FECG, MECG and other sources of noise (Kimura
et al., 2012). In the presence of large noise, reference signals, such
as continuous Doppler recordings or adaptation of a lead ECG
waveform allows for shapemimicry of FECG and for detection by
imitating signal timing. Moreover, our method differs from other
systems because it is non-invasive and mobile. It is non-invasive
since it merely necessitates placement of adhesive electrodes on
the maternal abdomen. In contrast ST analysis (STAN) (Ross
et al., 2004), requires rupturing the amniotic membranes and
transcervically attaching needles into the fetal scalp. Mobility is
achieved using a simple ensemble of portable equipment, laptop
and signal extractor, unlike other immobile complex systems,
such as in fetal magnetocardiography (FMCG) (Leuthold et al.,
1999; Kähler et al., 2002; Grimm et al., 2003).

The cardiac conduction system and the structural
morphology of the heart are intimately related thus making
fetal electrocardiography a possible means to assess alterations in
cardiac structure and performance. Cardiac overload or increases
in peripheral resistance (McDade et al., 2001; Mari et al., 2007;
Romo et al., 2009; Bolin et al., 2016) are known to occur in cases
of fetal growth restriction. The objective of this study was to
assess whether abdominal FECG parameters can be developed as
markers for evaluating the fetal cardiac status in IUGR.
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TABLE 1 | Study criteria.

INCLUSION CRITERIA EXCLUSION CRITERIA

1. Control group-singleton pregnancies from 20 weeks up to 33 weeks and 6 days of gestation with fetuses

whose sonographic estimated fetal weight and abdominal circumference falls within the 10 to 90th

percentile for gestational age.

2. IUGR group-singleton pregnancies from 20 weeks up to 33 weeks and 6 days of gestation with fetuses

whose sonographic estimated fetal weight and abdominal circumference falls below the 10th percentile for

gestational age. IUGR staging will be based on the following Doppler findings:

A. Stage 0 includes fetuses with normal umbilical artery and middle cerebral artery Doppler indices.

B. Stage I includes fetuses with abnormal Doppler indices of the umbilical artery (increased resistance

indices) or middle cerebral artery (cerebroplacental ratio of < 1).

C. Stage II includes fetuses with absent or reversed Doppler flow of the umbilical artery.

D. Stage III includes fetuses with absent or reversed Doppler flow of the a-wave of the ductus venosus.

The presence of any of the following:

1. Chromosomal anomalies

2. Congenital anomalies

3. Premature labor

4. Maternal medical contraindications to the use of

electronic devices, such as pacemakers

5. Maternal mental disability, coma or sensorial

changes

6. Severe maternal illness

MATERIALS AND METHODS

In the Philippines andUnited Kingdom, all pregnant womenwho
consulted or were admitted in the participating institutions, and
were referred for fetal wellbeing studies, had met the inclusion
criteria, and who did not have any of the exclusion criteria
were included in the study (Table 1). The principal investigator
obtained informed consent only after a thorough explanation
and discussion of the study with the patient. Each patient
then underwent a physical examination and interview prior to
FECG recording and standard ultrasonographic and Doppler
evaluation.

FECG was recorded using a novel extraction method from
composite abdominal signals involving cancellation of the
maternal ECG and blind source separation with a reference
signal (BSSR). The method of abdominal FECG was as follows
(Kimura et al., 2006): A standardized placement of 14 adhesive
electrodes was utilized:12 placed on the maternal abdomen,
inclusive of one reference electrode; one placed at the right
maternal thoracic position; and one placed on the maternal back.
Bipolarly recorded data of channels were sampled every 1 ms
at 1 kHz with a 16-bit resolution which was subjected to 1–100
Hz band-pass filtering. Simultaneous fetal cardiotocography was
performed to identify the opening and closing of fetal cardiac
valves.

Each FECG recording lasted 20 min. All recordings were
anonymized and sent to Sendai, Japan for fetal ECG extraction.
For each recording, an averaged ECG waveform was used as
a reference signal for the BSSR algorithm to seek fetal QRST
components in the orthogonal signals from the first and second
channel after the BSSR. This is followed by fast non-linear state
space projection (FNSSP) within the time domain to precisely
separate noise from the fetal ECG. Also, the simultaneous
Doppler signals measured represented the opening and closing
of aortic valves and were used to distinguish the end of
the T wave. The fetal ECG standard parameters evaluated
included the following: QT, RR, QRS, ST, PR, and PQ intervals,
height of P wave, QTc, PR/RR and heart rate. Raw data was
returned to the principal investigator for statistical analysis.
The correlation of these standard fetal ECG parameters with
other ultrasound [amniotic fluid deepest pocket (AF DP) or
index (AFI), head circumference to abdominal circumference
ratio (HC/AC), femoral length to abdominal circumference ratio

TABLE 2 | Comparison of patients’ demographics between CONTROL and IUGR

groups.

Patients’

demographics

CONTROL IUGR Total p-value

n = 20 n = 15 n = 35

MATERNAL AGE, YEARS

Mean(SD) 30.85 5.44 30.87 6.33 30.86 5.75 0.993

ETHNICITY, n (%)

Asian 7 35% 12 80% 19 54% 0.018*

Black 5 25% 0 0% 5 14%

White 8 40% 3 20% 11 31%

p < 0.05 alpha *(significant).

SD, standard deviation.

(FL/AC)] and Doppler markers [middle cerebral artery (MCA),
umbilical artery (Umb A), uterine arteries (UA), and ductus
venosus (DV)] were analyzed.

Data were collated and encoded in MSEXCEL 2013.
Categorical data in the demographics, the maternal
characteristics, and the diagnostic tests were described using
frequency and percentages. Moreover, the continuous types of
data were expressed in mean and standard deviation.

In comparing the mean and variances between control and
FGR groups, the unpaired t-test was utilized to check the equality
of variances as well as differences of means. Moreover, in testing
associations among categorical types of data and groupings, the
Chi Square test of independence and the 2 × 2 Fisher exact test
were performed. Any associated p < 0.05 alpha were considered
significant.

Furthermore, all the abdominal fetal electrocardiography
parameters were tested for accuracy, such as sensitivity,
specificity, negative, and positive predictive values. Any cut off
values found to produce accuracy indices were presented.

The accuracy of computations was ensured through careful
data processing and aided by IBMSPSS version 21 andNCSSPASS
2000 statistical software.

RESULTS

A total of 46 fetal ECG recordings were collected throughout
the study period, 16 from the Philippines (RP) and 30 from the
United Kingdom (UK). Out of the 46, only 20 Control and 15
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IUGR fetuses were eligible after the final exclusion of patients
with incomplete clinical data or poor ECG recordings.

Patients’ demographics, maternal characteristics and clinical
profiles were summarized in Tables 2–4. The mean age of
patients was 30.86 ± 5.75 years (range: 17–40 years) where a
majority (54%) of the study subjects were Asian (p = 0.018).
All pregnancies (100%) were achieved through spontaneous
conception in women with a mean gravidity score of 2.26± 1.52
and only 10 (28.6%) of these women reported a previous
fetal loss. This evaluation revealed that there was a significant
difference between the maternal weights of Control (C) and

TABLE 3 | Comparison of maternal characteristics between CONTROL and IUGR

groups.

Maternal

characteristics

CONTROL IUGR Total p-value

n = 20 n = 15 n = 35

Spontaneous

Conception, n (%)

20 100% 15 100% 35 100% 1.000

HT, mean(SD) 160.0 9.0 156.1 8.2 158.3 8.7 0.196

WT, mean(SD) 62.9 13.5 54.1 8.0 59.0 12.1 0.034*

BMI, mean(SD) 24.5 4.4 22.4 4.5 23.6 4.5 0.191

SMOKER, n (%) 0 0% 2 13% 2 6% 0.093

GA, mean(SD) 25.84 3.93 26.33 4.32 26.05 4.05 0.726

Gravidity,

mean(SD)

2.25 1.55 2.27 1.53 2.26 1.52 0.975

Parity, mean(SD) 0.95 1.32 0.80 0.94 0.89 1.16 0.710

p < 0.05 alpha *(significant).

HT, height; WT, weight; BMI, body mass index, GA, gestational age.

TABLE 4 | Comparison of clinical profiles between CONTROL and IUGR groups.

Clinical

profiles

CONTROL IUGR Total p-value

n = 20 n = 15 n = 35

EFW,

mean(SD)

926.80 490.21 657.20 442.21 811.26 482.84 0.103

EFW parameters, mean(SD)

HC 233.58 38.43 219.79 41.78 227.67 39.90 0.319

AC 210.22 41.44 180.97 46.00 197.68 45.24 0.057

FL 46.33 9.32 39.38 11.12 43.35 10.56 0.053

HC/AC 1.12 0.06 1.24 0.11 1.17 0.10 <0.01*

FL/AC 0.22 0.01 0.22 0.01 0.22 0.01 0.301

GA 25.84 3.93 26.33 4.32 26.05 4.05 0.726

Presentation, n (%)

Breech 6 30% 4 27% 10 29% 0.961

Cephalic 13 65% 10 67% 23 66%

Transverse 1 5% 1 7% 2 6%

IUGR stage, n (%)

0 – – 4 27% 4 11%

1 – – 4 27% 4 11%

2 – – 6 40% 6 17%

3 – – 1 7% 1 3%

p < 0.05 alpha *(significant).

EFW, estimated fetal weight; HC, head circumference; AC, abdominal circumference; FL,

femoral length.

IUGR fetuses wherein mothers of the latter, on the average,
weighed less (p= 0.034). Of all the indices of IUGR, HC/AC ratio
alone was significant in predicting IUGR (p < 0.01). Moreover,
for the IUGR sample population studied, there was an even
distribution among the various stages of IUGR (11–17%) except
in Stage III (3%).

Diagnostic Test Results (Table 5) showed significant
differences between the C and IUGR groups. The most relevant
changes were seen in the umbilical artery pulsatility index (Umb
A PI), right and left uterine artery PI (UA PI) measurements and
amniotic fluid deepest pool (AF DP) whose p-values were equal
to 0.001, 0.001, < 0.01, and 0.040, respectively.

TABLE 5 | Comparison of diagnostic test results between CONTROL & IUGR

groups.

Diagnostic test

results

CONTROL IUGR Total p-value

n = 20 n = 15 n = 35

Umbilical artery PI,

mean(SD)

1.00 0.11 1.73 0.63 1.42 0.60 0.001*

Umbilical artery EDF n (%)

Negative 0 0% 6 40.0% 6 17% 0.030*

Positive 11 55% 8 53.3% 19 54%

Reversed 0 0% 1 6.7% 1 3%

Middle cerebral

artery PI, mean(SD)

1.54 0.26 1.49 0.34 1.50 0.31 0.698

MCA Vmax,

mean(SD)

38.30 5.85 38.06 9.92 38.14 8.68 0.954

MCA EDF, n (%)

Negative 13 65% 0 0% 13 37% <0.01*

Positive 7 35% 15 100% 21 60%

CP RATIO,

mean(SD)

– – 1.00 0.55 1.00 0.55

DV PI, mean(SD) 0.45 0.08 0.74 0.40 0.67 0.37 0.180

DV EDF n (%)

Negative 0 0% 1 7% 1 3% 0.582

Positive 4 20% 13 87% 17 49%

RT UT, mean(SD) 0.85 0.19 1.74 0.79 1.26 0.70 0.001*

EDN n (%)

Absent 13 65% 7 47% 20 57% 0.017*

Present 0 0% 4 27% 4 11%

LT UT, mean(SD) 1.02 0.42 2.00 0.65 1.47 0.72 <0.01*

EDN n (%)

Absent 12 60% 1 7% 13 37% <0.01*

Present 1 5% 10 67% 11 31%

Amniotic fluid

index, mean(SD)

13.83 2.03 12.77 5.49 13.18 4.41 0.635

Amniotic fluid

deepest pool,

mean(SD)

5.09 0.95 3.95 1.45 4.41 1.37 0.040*

Placental Grade n (%)

1 9 45% 7 47% 16 46% 0.922

2 11 55% 8 53% 19 54%

p < 0.05 alpha *(significant).

PI, pulsatility index; EDF, end diastolic flow; MCA, middle cerebral artery; Vmax, maximum

velocity; CP, cerebroplacental ratio; DV, ductus venosus; RT UT, right uterine artery; LT UT,

left uterine artery.
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Clear P-QRST complexes were recognized in all cases (Table 6,
Figure 1). In the IUGR fetuses, both the QT and QTc parameters
were significantly prolonged (p = 0.017 and p = 0.002,
respectively). There was no correlation between significant ECG
parameters and Doppler or other indices to predict IUGR
(Tables 7, 8). A detailed table matrix of cut off values in detecting
IUGR per fetal ECG parameter was generated and showed
an inverse correlation, increasing sensitivities but decreasing
specificities, with the prolongation of ECG parameters (Table 9).

DISCUSSION

Intrauterine growth restriction (IUGR) is defined as the failure of
a fetus to reach its growth potential (Mari and Hanif, 2008). It is

TABLE 6 | Comparison of fetal electrocardiographic parameters between

CONTROL and IUGR groups.

Abdominal fetal

electrocardiography

CONTROL IUGR Total p-value

n = 20 n = 15 n = 35

Parameters mean ±sd mean ±sd mean ±sd

QTc 0.37 0.04 0.40 0.03 0.38 0.04 0.017*

RR 403.13 24.48 414.20 20.02 407.87 23.04 0.163

P wave 49.93 9.99 50.39 11.15 50.13 10.35 0.897

PR 105.44 14.91 100.64 18.20 103.38 16.32 0.397

PQ 55.52 14.11 50.24 15.12 53.26 14.58 0.296

QRS 43.96 15.19 44.72 10.93 44.29 13.35 0.870

QT 234.29 22.68 255.82 12.72 243.51 21.70 0.002*

PR/RR 0.26 0.04 0.24 0.04 0.25 0.04 0.197

HR 149.34 8.68 145.17 6.96 147.55 8.15 0.137

p < 0.05 alpha *(significant).

QTc-corrected QT interval; HR, heart rate.

distinguished from fetuses that are merely small for gestational
age (SGA), weighing below the 10th percentile, by signs of
chronic hypoxia. It is a condition caused by several factors,
alone or in combination, such as maternal disease, malnutrition,
drugs and toxins, uteroplacental insufficiency, fetal aneuploidy,
fetal abnormality, genomic imprinting, and congenital infections.
This can be further classified as LATE (TERMorASYMMETRIC)
IUGR, which includes fetuses with onset of growth restriction
at a gestational age ≥34 weeks or EARLY (PRETERM or
SYMMETRIC) IUGR, wherein growth restriction occurs at <34
weeks gestation. This study focused on early IUGR fetuses for
two reasons: first, the non-invasive fetal ECG system was best
calibrated for fetuses between 16 and 32 weeks age of gestation
and second, it was during this exact period, <34 weeks gestation,
that the detection and evaluation of IUGR was most critical to
reduce perinatal morbidity and mortality secondary to iatrogenic
or indicated premature delivery.

IUGR is brought about by a persistent state of low oxygen
or chronic hypoxia from increased placental impedance. This
leads to the shunting of blood in the peripheral circulation
toward more vital organs or the “Brain Sparing Effect.”
Therefore, the fetal heart will undergo both physiologic and
anatomic adaptation to meet the demands of increasing cardiac
output. This constant cardiac remodeling eventually leads
to both systolic and diastolic dysfunction where significant
compensatory changes may be reflected in electrocardiographic
as well as Doppler variations.

Overall, an increase in heart size due to free wall hypertrophy
without ventricular dilatation causes progressive hemodynamic
deterioration in IUGR fetuses (Bahtiyar and Copel, 2008). This is
exemplified by a predictable pattern of worsening indices which
progressively unfolds: umbilical artery pulsatility index increase,
middle cerebral artery pulsatility index decrease, changes in right
diastolic indices (right E/A, ductus venosus), changes in right
systolic indices (right ventricular ejection force), then finally,
both left diastolic and systolic cardiac dysfunction.

FIGURE 1 | Sample fetal ECG recording in an IUGR fetus. (A) Shows the actual fetal ECG of an IUGR fetus at 34 weeks gestation. (B) Shows the averaged

waveforms of the same interval. (C) Shows the Doppler wave signal recorded simultaneously by an attached continues Doppler transducer. (D) Shows how to

measure the T wave, wherein Ao, opening of aortic valve; Ac, closing of Aortic valve.
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TABLE 7 | Correlation of fetal electrocardiographic parameters and IUGR indices in the CONTROL group.

Variables Test statistics QTc RR P wave PR PQ QRS QT PR/RR HR

HC/AC Pearson Correlation −0.178 −0.442 −0.374 0.156 0.429 −0.261 −0.328 0.331 0.439

p-value 0.454 0.051 0.105 0.511 0.059 0.266 0.158 0.154 0.053

FL/AC Pearson Correlation 0.107 −0.144 0.046 −0.009 −0.042 0.044 0.072 0.048 0.152

p-value 0.652 0.546 0.850 0.968 0.861 0.854 0.762 0.840 0.524

AFI Pearson Correlation −0.443 −0.506 −0.035 0.326 0.713 −0.042 −0.513 0.560 0.482

p-value 0.319 0.246 0.940 0.476 0.072 0.929 0.239 0.191 0.274

AF DP Pearson Correlation −0.166 −0.0454 0.139 0.451 0.376 −0.357 −0.192 0.561 0.003

p-value 0.648 0.901 0.702 0.191 0.285 0.312 0.595 0.092 0.992

Umb A PI Pearson Correlation −0.181 0.379 −0.193 −0.190 −0.031 0.021 −0.078 −0.405 −0.385

p-value 0.593 0.250 0.569 0.575 0.928 0.951 0.820 0.217 0.243

MCA PI Pearson Correlation 0.020 −0.414 −0.783 −0.463 0.212 −0.018 −0.205 −0.275 0.393

p-value 0.966 0.356 0.037* 0.295 0.649 0.969 0.659 0.551 0.384

MCA Vmax Pearson Correlation −0.225 −0.208 −0.367 0.160 0.664 −0.385 −0.371 0.333 0.166

p-value 0.628 0.654 0.418 0.732 0.104 0.393 0.412 0.465 0.723

DV PI Pearson Correlation 0.332 0.722 −0.272 −0.084 0.296 0.315 0.463 −0.386 −0.740

p-value 0.668 0.279 0.728 0.916 0.704 0.685 0.537 0.614 0.260

p < 0.05 alpha *(significant).

AFI–amniotic fluid index; AF DP – amniotic fluid deepest pocket; Umb A–umbilical artery.

TABLE 8 | Correlation of fetal electrocardiographic parameters and IUGR indices in the IUGR group.

Variables Test statistics QTc RR P wave PR PQ QRS QT PR/RR HR

HC/AC Pearson Correlation 0.142 −0.324 0.054 −0.272 −0.368 −0.420 0.020 −0.171 0.336

p-value 0.613 0.240 0.8481 0.327 0.178 0.119 0.944 0.544 0.220

FL/AC Pearson Correlation −0.101 0.144 0.205 0.341 0.260 0.098 −0.062 0.279 −0.141

p-value 0.721 0.608 0.464 0.213 0.345 0.729 0.825 0.313 0.617

AFI Pearson Correlation 0.326 −0.495 0.335 0.002 −0.250 −0.0975 0.184 0.146 0.491

p-value 0.328 0.122 0.313 0.995 0.458 0.776 0.588 0.669 0.125

AF DP Pearson Correlation 0.155 −0.210 0.113 0.018 −0.062 0.023 0.101 0.110 0.210

p-value 0.582 0.453 0.689 0.950 0.826 0.936 0.719 0.695 0.453

CP RATIO Pearson Correlation −0.248 0.120 0.0770 0.304 0.309 0.058 −0.262 0.255 −0.136

p-value 0.373 0.672 0.785 0.270 0.262 0.836 0.345 0.359 0.628

Umb A PI Pearson Correlation 0.391 −0.327 −0.285 −0.396 −0.266 −0.299 0.363 −0.288 0.324

p-value 0.150 0.234 0.304 0.144 0.337 0.279 0.184 0.298 0.239

MCA PI Pearson Correlation −0.031 −0.240 0.071 0.276 0.280 −0.105 −0.142 0.323 0.214

p-value 0.913 0.389 0.802 0.320 0.313 0.710 0.613 0.241 0.4447

MCA Vmax Pearson Correlation 0.067 0.010 −0.078 0.157 0.247 −0.036 0.095 0.164 −0.014

p-value 0.811 0.972 0.782 0.577 0.376 0.901 0.735 0.558 0.959

DV PI Pearson Correlation 0.126 −0.096 −0.532 −0.566 −0.236 −0.417 0.122 −0.467 0.089

p-value 0.682 0.754 0.061 0.044* 0.438 0.156 0.691 0.108 0.773

p < 0.05 alpha *(significant).

In clinical practice, Doppler indices in IUGR denote
fetal cardiovascular status as well as the placental vascular
conditions. Other standard measurements (AFI and the
biometric parameters) on the other hand, are important signs
of ongoing disease. The discovery of any significant correlation
between ECG measurements and other IUGR markers, although
not evident in this study, would allow a better understanding of
the initiation and progression of cardiac structural change and
its deterioration.

Our study findings show that fetal electrocardiography can
distinguish between normal and IUGR fetuses as exhibited by
the significant prolongation of QT and QTc intervals in the
latter study group. Both these electrocardiographic parameters
represent depolarization and repolarization of the ventricles and
have been used as an indicator for deteriorating ventricular
performance (Martin et al., 1994). These findings were consistent
with earlier published data by Velayo et al evaluating abdominal
fetal electrocardiography in congenital heart defects (CHD)
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TABLE 9 | Test of accuracy for the prediction of IUGR in cut off values of the

different fetal electrocardiographic parameters.

Parameters’ tested

cut off values

Sensitivity Specificity Likelihood PPV NPV

(%) (%) ratio (+) (%) (%)

QTc

0.40 66.7 25.0 0.89 40.0 50.0

0.42 80.0 15.0 0.94 41.4 50.0

0.43 86.7 5.0 0.91 40.6 33.3

RR

380.78 6.7 80.0 0.33 20.0 53.3

391.57 13.3 60.0 0.33 20.0 48.0

402.35 26.7 45.0 0.48 26.7 45.0

413.14 46.7 40.0 0.78 36.8 50.0

423.92 80.0 20.0 1.00 42.9 57.1

434.71 80.0 10.0 0.89 40.0 40.0

445.49 93.3 5.0 0.98 42.4 50.0

P Wave

39.89 13.3 85.0 0.89 40.0 56.7

44.83 33.3 70.0 1.11 45.5 58.3

49.78 46.7 55.0 1.04 43.8 57.9

54.72 53.3 30.0 0.76 36.4 46.2

59.67 80.0 10.0 0.89 40.0 40.0

64.61 93.3 10.0 1.04 43.8 66.7

PR

78.38 13.3 95.0 2.67 66.7 59.4

85.46 26.7 85.0 1.78 57.1 60.7

92.53 33.3 80.0 1.67 55.6 61.5

99.61 46.7 65.0 1.33 50.0 61.9

106.69 60.0 45.0 1.09 45.0 60.0

113.77 80.0 25.0 1.07 44.4 62.5

120.84 86.7 15.0 1.02 43.3 60.0

127.92 93.3 5.0 0.98 42.4 50.0

PQ

49.17 53.3 70.0 1.78 57.1 66.7

55.73 66.7 45.0 1.21 47.6 64.3

62.3 73.3 30.0 1.05 44.0 60.0

68.87 93.3 25.0 1.24 48.3 83.3

75.43 93.3 5.0 0.98 42.4 50.0

QRS

37.73 33.3 60.0 0.83 38.5 54.6

45.31 46.7 50.0 0.93 41.2 55.6

52.89 66.7 25.0 0.89 40.0 50.0

60.47 93.3 5.0 0.98 42.4 50.0

QT

246.76 20.0 20.0 0.25 15.8 25.0

257.37 60.0 15.0 0.71 34.6 33.3

267.99 80.0 10.0 0.89 40.0 40.0

PR/RR

0.21 33.3 90.0 3.33 71.4 64.3

0.24 46.7 75.0 1.87 58.3 65.2

0.26 53.3 50.0 1.07 44.4 58.8

0.28 80.0 30.0 1.14 46.2 66.7

0.3 93.3 15.0 1.10 45.2 75.0

0.32 93.3 5.0 0.98 42.4 50.0

(Continued)

TABLE 9 | Continued

Parameters’ tested

cut off values

Sensitivity Specificity Likelihood PPV NPV

(%) (%) ratio (+) (%) (%)

HR

135.95 13.3 90.0 1.33 50.0 58.1

139.7 20.0 90.0 2.00 60.0 60.0

143.44 26.7 75.0 1.07 44.4 57.7

147.18 73.3 60.0 1.83 57.9 75.0

150.93 73.3 55.0 1.63 55.0 73.3

154.67 93.3 30.0 1.33 50.0 85.7

in singleton pregnancies wherein certain cardiac pathologies
exhibited particular ECG changes (Velayo et al., 2011). For
example, PR and QTc intervals were prolonged in fetuses with
dilated cardiomyopathy (DCM). They concluded that FECG
had a role in the analyses of fetal cardiac pathophysiology not
only in congenital heart disease but also in acquired cardiac
maladaptive geometry which is the case in IUGR (Saba et al.,
2005). The latter also supports the results of studies on twin
to twin transfusion syndrome where progression of disease and
simultaneous fetal cardiac changes can be evaluated. The same
research group in collaboration with a center in the United
Kingdom published an evaluation of fetal cardiac performance in
twin-to-twin transfusion syndrome wherein the cardiovascular
status of the donor and recipient twins differed based on fetal
Doppler studies (Velayo et al., 2012). Again, the QT interval and
QTc were significantly prolonged this time in the donor fetus.
This fact was interesting since compared to its enlarging recipient
counterpart, the evolution of a donor twin has been likened to a
fetus with IUGR.

Studies using FMCG (Leuthold et al., 1999; Kähler et al.,
2002; Grimm et al., 2003; Bolin et al., 2016) have shown that
in the normal fetus ECG parameters lengthen as gestational age
increases. The prevailing theory for this is that prolongation is
caused by the increase in size of the fetal heart. Moreover, in
FMCG studies involving IUGR fetuses, P wave, PR and QRS were
significantly shorter, making the abbreviation of parameters signs
of cardiac abnormality (Grimm et al., 2003; Bolin et al., 2016).
Our findings using an abdominal FECG system agree with the
first conclusion, where the lengthening of intervals with age is
dependent on the cardiac mass. But our results of prolonged ECG
parameters in this study and in earlier reports by our group, are
inconsistent with FMCG findings (Velayo et al., 2011, 2012). A
possible explanation for the prolongation in parameters is that in
IUGR fetuses, the cardiac size increases in relation to fetal size,
part of the brain sparing effect.

Interestingly, recent reports involving other non-invasive
abdominal FECG systems have shown promising results for the
use of phase-rectified signal averagingmeasurements (PRSA) and
fetal heart rate variability (FHRV) in IUGR fetuses (Stampalija
et al., 2015a,b). PRSA signals are representative of the current
maturation status of the fetal autonomic nervous system (ANS)
where lower acceleration capacity (AC) and deceleration capacity
(DC) signals have been observed in IUGR fetuses with or without
brain sparing. One study found a significant association between

Frontiers in Physiology | www.frontiersin.org June 2017 | Volume 8 | Article 43754

http://www.frontiersin.org/Physiology
http://www.frontiersin.org
http://www.frontiersin.org/Physiology/archive


Velayo et al. Fetal Electrocardiography in Early IUGR

either AC and DC and the middle cerebral artery pulsatility index
(PI; p = 0.01; p = 0.005) (Stampalija et al., 2015a). With FHRV,
short term variability (STV) evaluation is known to reflect the
status of the fetal oxygen supply, therefore indicating the fetal
acid-base status. STV was seen to shorten in cases of IUGR
(Stampalija et al., 2015b). All these parameters can identify the
different behaviors of the heart rate and will give investigators a
panoramic view of electrocardiopathology.

In future investigations, we propose the inclusion of
parameters, such as the cardiac circumference (CC) to thoracic
circumference (TC) or CC/TC ratio to elucidate the FECG
phenomenon of cardiac size dependence. Furthermore, a
comprehensive study that includes fetal ECG, Doppler and
phase-rectified signal averaging measurements would potentially
elucidate a more accurate cardiophysiologic model of IUGR.

Cardiac remodeling in IUGR is at least a three-dimensional
process where anatomical changes cannot be considered alone
but synchronously as a function of time and fetal size as well.
In unaffected fetuses, the range of normal HR for instance varies
with gestational age and can be observed as changing with
developing maturity. This is because fetal heart structure and
function continues to develop all throughout gestation and in the
first year after delivery. This elasticity or penchant for adaptation
is no longer a property of adult human hearts and is crucial in
the configuration of diagnostic models in the fetus. For IUGR
fetuses, setting cut off values for predictive markers will have
to take multivariate algorithms into consideration. The cut off
values for each ECG parameter in this study showed that fetal
ECG is sensitive in detecting ongoing fetal cardiac remodeling
but not a specific tool as it cannot be used to distinguish the cause
of cardiac change, i.e., it cannot be used to distinguish between
IUGR, congenital anomalies or even twin-to-twin transfusion
syndrome. The potential for fetal ECG as a specific diagnostic tool
lies in developing its vector analysis capability for determining
specific heart structures involved (e.g., inferior heart wall, left
ventricle or ventricular septum).

Detection of the subtle signs of cardiovascular remodeling
is critical to monitoring hypertension and hypervolemia

experienced by IUGR fetuses. The availability of noninvasive
fetal ECG technology has ushered in the newest frontier of fetal
cardiac studies to address this. It will increase our knowledge of
this little-known area of electrocardiophysiology and ultimately,
benefit our smallest of patients.
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Monitoring of fetal heart rate (FHR) is an important measure of fetal wellbeing during

the months of pregnancy. Previous works on estimating FHR variability from Doppler

ultrasound (DUS) signal mainly through autocorrelation analysis showed low accuracy

when compared with heart rate variability (HRV) computed from fetal electrocardiography

(fECG). In this work, we proposed a method based on empirical mode decomposition

(EMD) and the kurtosis statistics to estimate FHR and its variability from DUS.

Comparison between estimated beat-to-beat intervals using the proposed method and

the autocorrelation function (AF) with respect to RR intervals computed from fECG as

the ground truth was done on DUS signals from 44 pregnant mothers in the early (20

cases) and late (24 cases) gestational weeks. The new EMD-kurtosis method showed

significant lower error in estimating the number of beats in the early group (EMD-kurtosis:

2.2% vs. AF: 8.5%, p< 0.01, root mean squared error) and the late group (EMD-kurtosis:

2.9% vs. AF: 6.2%). The EMD-kurtosis method was also found to be better in estimating

mean beat-to-beat with an average difference of 1.6 ms from true mean RR compared to

19.3 ms by using the AF method. However, the EMD-kurtosis performed worse than AF

in estimating SNDD and RMSSD. The proposed EMD-kurtosis method is more robust

than AF in low signal-to-noise ratio cases and can be used in a hybrid system to estimate

beat-to-beat intervals from DUS. Further analysis to reduce the estimated beat-to-beat

variability from the EMD-kurtosis method is needed.

Keywords: fetal heart rate, fetal Doppler ultrasound, autocorrelation, kurtosis, empirical mode decomposition

INTRODUCTION

Fetal Heart Rate (FHR) monitoring (1997) by Doppler based cardiotocography (CTG) in the third
trimester is a commonly established method to identify fetal compromises. All pregnancies are
usually checked by FHR monitor to identify any abnormality in FHR pattern (2001). The decrease
of the FHR indicates an abnormal situation of the pregnancy particularly during uterine contraction
(Peters et al., 2001). It has been shown however that modern fetal monitors using the Doppler
US technique (DUS) do not provide reliable evaluation of FHR variability (Fuchs, 2014). This is
due to the changing fetal Doppler signal over time as a result of location changes of fetal heart
and the high signal to noise ratio (SNR) which make it very difficult to determine the beat-to-
beat intervals (Shakespeare et al., 2001). Also, abdominal fetal electrocardiography (fECG) has
been reported to provides more reliable description of the instantaneous FHR variability than
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DUS-based approaches due to the improvement in
instrumentation, electrode technology and signal processing
approaches related to detecting fECG from abdominal maternal
ECG (Jezewski et al., 2017). Another limitation with the DUS
techniques (in the currently available clinical systems) is that the
estimated FHR typically resampled at 4 Hz which intrinsically
dilutes the data stream of the short-term FHR fluctuations
(Durosier et al., 2014; Li et al., 2015).

However, the important question still remains to be answered
if it is possible to obtain beat-to-beat FHR reliably from fetal
Doppler signals as compared to the same obtained by R–R
intervals of fECG signals?

Various processing strategies have been tested on Doppler
signals to generate FHR. For examples, band-pass filtering (Tuck,
1982; Spencer et al., 1987; Boos and Schraag, 1992) and the
use of auto-correlation function (AF) (Tuck, 1982). However, it
has been shown that the estimated heart rate variability (HRV)
computed by the AF is inaccurate (Takeuchi and Hogaki, 1978;
Divon et al., 1985). This is due to the averaging nature of
the AF method where a single periodicity value is determined
from all (neighboring) heart beats enclosed in the AF window
(Lauersen et al., 1976; Cesarelli et al., 2009). Also, the AF uses
the envelope of the DUS signal to determine the instantaneous
periodicity which correspond to the cardiac cycle but not the
consecutive heart beats. Recently an AF method with an adaptive
window size has shown improved accuracy in estimating the
beat-to-beat interval from DUS (Jezewski et al., 2011). Using
that method, the cardiac cycles are represented by sets of
periodicitymeasurements (computed from the autocorrelation of
multiple shifts of a certain window size). Then, these periodicity
measurements are segmented using a segmentation algorithm
where the location of the successive segment is continuously
adjusted and based on the measurements contained in each
segment an estimated of the new cardiac cycle duration is
computed.

The empirical mode decomposition (EMD) method
decomposes a signal into components with well-defined
instantaneous frequency. These components are called Intrinsic
Mode Functions (IMFs). Each IMF has a unique local frequency
and different IMFs do not exhibit the same frequency at the
same time (Huang et al., 1998). The ensembled EEMD evolved
from EMD to treats the problem of mode mixing where different
modes of oscillation may appear in one IMF or one mode can
spread across different IMFs (Wu and Huang, 2009). This make
the EEMD a true filter for any data. Applying the kurtosis on the
(filtered) IMFs is done to determine which parts of these IMFs is
important (high kurtosis value) and unimportant (low kurtosis
value). Kurtosis has been used previously in detecting waveform
changes (Saragiotis et al., 2004; Rekanos and Hadjileontiadis,
2006). In the DUS case, the locations of the signal peaks are
expected to be within these high kurtosis parts.

Therefore, in this study, we propose a method combining
EMD and kurtosis to estimate FHR and fetal HRV from DUS
signal. We compare FHR (mean, standard deviation, and root
mean squared successive difference) values estimated from DUS
using both the AF method and our proposed method with a true
RR interval determined from fECG of 44 healthy fetuses from
early and late gestational age groups.

MATERIALS AND METHODS

Subjects
Abdominal ECG and Doppler ultrasound signals (DUS) were
collected from 51 pregnant women at Tohoku University
Hospital in Japan. The pregnant women were lying on their
backs while the abdominal ECG signals were collected using
12 electrodes: ten on the mother’s abdomen, one reference
electrode on the back and one electrode at the right thoracic
position. Signals were recorded during daytime (between
10 a.m. and 4 p.m.) over 3 years (2009–2011). The same
experimental set up was applied to all the pregnant mothers
who participated in this study. The continuous DUS data were
obtained using ultrasonic transducer 5,700 (fetal monitor 116,
Corometrics Medical Systems, Inc.) with 1.15 MHz signals.
The recordings were of 1-min length and were sampled at 1
kHz with 16-bit resolution. The continuous DUS was recorded
in a laptop by a data acquisition system which synchronizes
with Abdominal ECG machine. fECG signals were separated
by another custom-made software. The study protocol was
approved by Tohoku University Institutional Review Board
(IRB: 2015-2-80-1) and written informed consent was obtained
from all subjects. The inclusion criteria for the study were:
(1) Signed on written consent form, (2) Maternal age of 20
years or older, and (3) gestational age in the range of 24–
42 weeks. The exclusion criteria were: (1) Diagnosed with
multiple pregnancy, abnormal pregnancy, pregnancy with an
obstetric complication (e.g., gestational diabetes, gestational
hypertension, uterine fibroids, and cervical cancer) and (2)
Scheduled for Caesarean section. The raw ECG and DUS signals
were visually checked and noisy records (visually no peaks
were seen) were removed from the dataset (two records). The
remaining records were divided into two age groups: early
gestational group (≤32 weeks; 20 cases) and late gestational
group (≥35 weeks; 24 cases). Records with gestational age in-
between the two groups were removed from the analysis (five
records).

Empirical Mode Decomposition (EMD)
In this work, the EMD was used to analyzed the oscillatory
behavior of DUS. The EMD method deals with non-stationary
and non-linear data (Huang et al., 1998). The EMD method
consider that a signal consists of different simple intrinsic modes
of oscillations. These simple oscillations are represented by the
IMFs which satisfy two conditions:

1) The number of zero-crossings and the number of extrema
must either equal or differ at most by one in the whole dataset.

2) The mean value of the envelope defined by the local maxima
and the envelope defined by the local minima is zero at any
point.

A signal x(t) is represented by the EMDmethod as:

x(t) =

N
∑

i= 1

Ci(t)+ rN(t), (1)

where ci(t) is the i-th IMF and rN(t)the final residue.
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Estimation of R Peak Location
To separate fECG from the composite abdominal signal, a
combination of maternal ECG cancelation and blind source
separation with the reference signal (BSSR) was used (Sato
et al., 2007). In brief, electrical activities of the heart can be
modeled as a vector in the direction of excitation called the heart
vector (Symonds et al., 2001). The maternal ECG component
was excluded by subtracting the linear combination of mutually
orthogonal projections of the heart vector. After that, BSSR
which is a kind of neural network method, was used to extract
fECG from complex mixture using DUS signal as a reference.
RR interval (intervals between successive R waves of the fECG
were then computed using the algorithm developed by Pan and
Tompkins (1985). The computed RR intervals from the fECG
(true RR) were considered, the ground truth to be compared
with the estimated beat-to-beat intervals from the DUS using the
combined EMD-kurtosis and the AF methods.

To estimate beat location from DUS using the combined
EMD-kurtosis method, the background noise was first removed
from the DUS signal using wavelet thresholding with the first 15
levels of Haar wavelet. The signal was then decomposed into its
IMFs using the EEMDmethod.

The kurtosis defined as:

γ̂4 = (N − 1)

∑N
n=1 x

4(n)

(
∑N

n= 1 x
2
(n))

2
(2)

was computed for each IMF signal x(n) where N is the number
of the sample in the signal. The kurtosis of each IMF was
tested against the Chebyshev inequality to determine whether it
was good or noisy for the detection of the DUS peak location.
More details on the method can be found at (Papadaniil and
Hadjileontiadis, 2014).

Then, for all selected IMF a sliding window with a width of
50–600ms (with an increment of 50ms) and a shift of 1 ms was
used to compute the kurtosis at each shift point. A matrix of IxW
kurtosis vectors was constructed where I indicate the number
of selected IMF and W is the number of used windows. Again,
each vector was tested against the Chebyshev inequality to be
selected in the final subgroup used to estimate beat location. Two
other measures were introduced to fine select the best kurtosis
vectors:

(1) The percentage of the mismatch error between true R peaks
count (determined from fECG) and estimated beat count
(determined by the peaks of the selected kurtosis vectors) as:

mismatch error=
true R count − estimated beat count

true R count
×100

(3)

(2) The variability of the estimated beat location (varB_loc)
was determined by the standard deviation of the absolute
difference between real R peak location and the estimated
beat location:

A selected kurtosis vector would minimize both the mismatch
error and varB_loc for better estimation of the beat

location. Finally, the selected vectors were summed up and
a peak search with minimum peak distance of 300 ms was
performed.

The estimation of beat-to-beat intervals using AF method
was done similar to (Jezewski et al., 2011). Two measures
were used to compare results between the two methods. These
were:

(1) The absolute mismatch error.
(2) The mean successive beat error, where the absolute beat-to-

beat error was defined as:

FIGURE 1 | An example of fetal Doppler signal and the derived kurtosis signal:

(A) 5-s segment of fetal ECG (fECG), (B) corresponding Doppler ultra sound

signal (DUS), (C) DUS after noise removal using the first 15 levels of the Haar

wavelet, (D) constructed kurtosis signal from the selected IMFs of DUS (green

stars are location of the kurtosis peaks and red stars are true location of the R

peaks determined from fECG). Signals were normalized to their maximum

values.

Frontiers in Physiology | www.frontiersin.org August 2017 | Volume 8 | Article 64159

http://www.frontiersin.org/Physiology
http://www.frontiersin.org
http://www.frontiersin.org/Physiology/archive


Al-Angari et al. EMD-Kurtosis Method for Estimation of FHR

Successive beat error (i) =
∣

∣true RR (i) − estimated beat − to− beat(i)
∣

∣

true RR(i)
× 100

(4)

for i= 1:Nmin whereNmin is minimum length of the two true RR
and estimated beat-to-beat vectors.

Finally, a comparison between the true RR and estimated
beat-to-beat (using AF and EMD-kurtosis methods) in the mean,
standard deviation (SDNN) and root mean square of successive
difference (RMSSD) was performed using Kruskal-Wallis test.
Significant differences were reported if p < 0.05.

RESULTS

The mean ± Standard Deviation (SD) of the early group

gestational age was 27 ± 4.3 weeks and for the late group was

38 ± 1.7 weeks. The RR interval duration of the early group

was 406.4 ± 27 ms and for the late group was 422.3 ± 29

ms. An example of an extracted fECG with the corresponding

DUS and the estimated beat location using the EMD-kurtosis

method is shown in Figure 1. After noise removal from the raw

DUS (Figures 1B,C), the IMFs were generated and the kurtosis
of the IMFs with different window size was computed. The

kurtosis signals with optimum window sizes and EMD levels

FIGURE 2 | Absolute value of mismatch error and varB_loc measure used to optimize selection of window size to compute the EMD-kurtosis signal. For the early

group the minimum absolute mismatch error and varB_loc were achieved at window size between 300 and 350 ms (A,C, respectively) and for the late group the

minimum absolute mismatch error and varR_loc were achieved at window size between 350 and 400 ms (B,D, respectively). The arrow point at window sizes that

minimize the measurements.

TABLE 1 | Comparison between the EMD-kurtosis and the AF methods in mismatch error and mean successive beat error.

Group Number of cases Age (weeks) Mismatch error (%)‡ Mean successive beat error (%)

EMD-kurtosis AF EMD-kurtosis AF

Early 20 27 ± 4.3 2.2 8.5† 5.5 ± 2.2 7.3 ± 5.8

Late 24 38 ± 1.7 2.9 6.2 5.4 ± 2.2 5.3 ± 5.4*

*,
†
AF is significantly higher than EMD-kurtosis with p < 0.05, p < 0.01, respectively.

‡values represented in mean root squared.
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were summed up (Figure 1D) and the peaks of the resultant
signal were detected. The differences between the successive peak
locations represented the estimated beat-to-beat intervals. The
optimum EMD levels and window sizes were selected based on
the criteria shown in Figure 2.

Figure 2 shows a surf plot of the average mismatch error and
varB_loc for the early and late age groups. For the early group, the
minimummismatch error and varB_loc were achieved at window
size around 300–350 ms and the first three EMD levels while for
the late group the minimum was achieved around window size of
350–400 ms with same EMD levels. This smaller grid was used to
compute the final (summed) kurtosis signal.

Table 1 shows a quantified comparison between the EMD-
kurtosis and AF methods. Both the mismatch and mean

successive beat errors were lower using EMD-kurtosis for both
early and late groups. This can also be observed from Figure 3.
The mismatch error was significantly lower using EMD-kurtosis
for the early group (p < 0.01) and the mean successive beat error
was significantly lower using EMD-kurtosis in the late group (p
< 0.05). No significant was found when comparing early and late
groups using the same method. Figure 3 shows the % mismatch
and mean absolute beat-to-beat error for all cases in the early
and late groups. Generally speaking, these measures were lower
than the 10% error limit for the EMD-kurtosis method while for
the AF method some case exceeded that limit. % mismatch error
was clearly higher using AF in the early group (Figures 3A,B).
Four cases in the late group were having higher absolute beat-
to-beat error compared to the other cases in the group using

FIGURE 3 | Mismatch and mean successive beat error vs. age for the early group (black +) and late group (red *) cases for the EMD-kurtosis method (A,C) and the

AF method (B,D). Negative sign of mismatch error indicates more estimated beats than the true value.

TABLE 2 | Comparison between true RR and estimate beat-to-beat intervals using the EMD-kurtosis and the AF methods.

Mean beat-to-beat (ms) SDNN (ms) RMSSD (ms)

Early Late Early Late Early Late

True RR 406.4 ± 27 420 ± 27 13.5 ± 7.1 16.5 ± 13.4 9.5 ± 11.7 9.7 ± 11.1

Estimated beat-to-beat EMD-kurtosis 406.3 ± 23 417 ± 21 30.1 ± 8.8† 31.8 ± 10.3† 27.5 ± 6.3† 29.1 ± 6.5†

Estimated beat-to-beat AF 386.6 ± 27 402 ± 34 23.9 ± 10.6† 23.5 ± 9.3† 18.8 ± 5.5† 16.6 ± 4.8†

†
Significantly different from true RR (p < 0.01). Kruskal-Wallis test was done between true RR parameters and estimated parameters from each of the EMD-kurtosis and the AF methods

separately.
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AF which was not observed using the EMD-kurtosis method
(Figures 3C,D).

Table 2 shows a comparison of the mean, SDNN and RMSSD
between the true RR and estimated beat-to-beat. The EMD-
kurtosis method was better in estimating mean beat-to-beat
while the estimated SNDD and RMSSD were significantly higher
than the true RR values using both methods (the EMD-kurtosis
showed higher values).

Figure 4 helps interpreting these results with examples of
true RR and estimated beat-to-beat intervals for an early and a
late case. When true RR variability is small the AF was better
in estimating beat-to-beat intervals (Figures 4A,B) while the
EMD-kurtosis method worked better with high RR variability.

Bland-Altman plots of the estimated mean beat-to-beat,
SDNN and RMSSD using the two methods compared to the true
RR interval computed from fECG are shown in Figure 5. The
EMD-kurtosis method has smaller mean difference between the
true RR and the estimated beat-to-beat intervals mean where
most of the cases were within themean± 2 SD range while the AF
has smaller mean difference between true and estimated SDNN
and RMSSD.

DISCUSSION

In this work, we have applied a method based on computing the
kurtosis function on the IMFs extracted from the DUS signal
to estimate cardiac beat-to-beat intervals. The proper choice of
the window size used to compute the kurtosis was important in
reducing the error in estimating both the number beats and the
beat-to-beat variability. A window size slightly smaller than the
duration of the mean RR interval provided the optimum results.
This is obvious since a window of this size results in almost one
distinguished kurtosis peak in a single cardiac cycle. Smaller or
bigger windows increase the changes of missing true peaks in the
situation of low SNR (the early group) and of having multiple
peaks due to distinct walls and valvesmovements (the late group).

Due to developing fetal heart wall and valves in the early
gestational week, the reflected Doppler signal is relatively weaker
which reduces the SNR. This could be the reason of having higher
error for AF method in the early gestational group (even when
compared with the results of the samemethod for the late group).
On the other hand, the EMD-kurtosis method was more robust
against low SNR. It reduced themismatch error four times for the

FIGURE 4 | Example of estimating beat-to-beat (BB) intervals: (A,C) using the EMD-kurtosis method for early and late gestational weeks respectively, (B,D) using the

autocorrelation function (AF) for the same cases in (A,C). Red line indicate true RR interval computed from the fECG signal. For signals with lower variability the AF

method showed better estimation (A,B) while the EMD-kurtosis method performed better for signals with higher RR variability (C,D).
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early group and two times for the late group as compared to the
AF method.

The mean successive beat error for the EMD-kurtosis method
although was lower than AF but was still considered high
(above 5%, Table 1) for good evaluation of HRV. Various reasons
could explain this high error. Firstly, the DUS represents the
mechanical movement of heart walls and valves while the R wave
represents the electrical depolarization of the ventricle which
results in an expected delay between the two signals. This delay
could vary from beat to beat.

Also, heart valves movements which considered of high
frequency cannot be completely separated from wall movements
which have lower frequency which results in an increased
variability in estimating HRV from the DUS signal. Other

factors including movement of mother or baby and changing the
orientation of the Doppler probe to fetal heart could also cause
variability in estimating HRV.

Our proposed EMD-kurtosis method showed also
improvement in estimating mean heart rate compared to
AF in both early and late groups (Table 2). The beat-to-beat
variability assessed by SDNN and RMSSD was significantly
higher than the true RR intervals for both methods although
it was higher for the EMD-kurtosis method. This could be
due to the adaptive AF window that changes its size slowly
which on one hand helps in reducing RR variability (Figure 4B)
but on the other hand responds slowly to rapid changes in
the true signal (Figure 4D) which results in low estimated
mean.

FIGURE 5 | Bland-Altman plots of the estimated mean beat-to-beat (BB), SDNN and RMSSD using the EMD-kurtosis method (A,C,E) and the AF (B,D,F). Black

stars indicate early group cases and red stars indicate late group cases. Numbers next to the dashed lines represent mean ± 2SD of the true-estimated measures.
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A limitation of our study is that the collected data was of
1-min length which is too short to control the fetal states.
However, short term recording is typically used for clinical
investigation in pregnancy clinic. Changing the segment length
from 5 to 2min has shown changes in the RMSSD values for
FHR estimated by fetal magnetocardiogram (fMCG) which is
known to have higher temporal resolution than the DUS signal
(Moraes et al., 2012). Longer signal durations (10–30 min) will
be needed to verify these findings. The EMD-kurtosis algorithm
is a time-domain method that can easily be implemented in
a microprocessor in the same DUS machine or in a separate
device for practical clinical use. One consideration will be the
time needed to extract the IMFs especially with long signal
duration. This work is considered a step toward good estimation
of FHR and its variability from DUS signal. Further research

combining the EMD-kurtosis with other non-linear signal
processing methods are needed to reduce variability in beat-to-
beat intervals estimation and improve the overall accuracy.
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Great expectations are connected with application of indirect fetal electrocardiography

(FECG), especially for home telemonitoring of pregnancy. Evaluation of fetal heart rate

(FHR) variability, when determined from FECG, uses the same criteria as for FHR

signal acquired classically—through ultrasound Doppler method (US). Therefore, the

equivalence of those two methods has to be confirmed, both in terms of recognizing

classical FHR patterns: baseline, accelerations/decelerations (A/D), long-term variability

(LTV), as well as evaluating the FHR variability with beat-to-beat accuracy—short-term

variability (STV). The research material consisted of recordings collected from 60 patients

in physiological and complicated pregnancy. The FHR signals of at least 30 min duration

were acquired dually, using two systems for fetal and maternal monitoring, based on

US and FECG methods. Recordings were retrospectively divided into normal (41) and

abnormal (19) fetal outcome. The complex process of data synchronization and validation

was performed. Obtained low level of the signal loss (4.5% for US and 1.8% for FECG

method) enabled to perform both direct comparison of FHR signals, as well as indirect

one—by using clinically relevant parameters. Direct comparison showed that there is

no measurement bias between the acquisition methods, whereas the mean absolute

difference, important for both visual and computer-aided signal analysis, was equal to

1.2 bpm. Such low differences do not affect the visual assessment of the FHR signal.

However, in the indirect comparison the inconsistencies of several percent were noted.

This mainly affects the acceleration (7.8%) and particularly deceleration (54%) patterns.

In the signals acquired using the electrocardiography the obtained STV and LTV indices

have shown significant overestimation by 10 and 50% respectively. It also turned out,

that ability of clinical parameters to distinguish between normal and abnormal groups do

not depend on the acquisition method. The obtained results prove that the abdominal

FECG, considered as an alternative to the ultrasound approach, does not change the

interpretation of the FHR signal, which was confirmed during both visual assessment

and automated analysis.

Keywords: Doppler ultrasound, fetal electrocardiogram, fetal heart rate analysis, fetal state assessment, fetal

outcome
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INTRODUCTION

Fetal heart activity is a primary source of information which
enables assessment of the fetal state during pregnancy and at
labor. This information is obtained mainly through analysis
of the fetal heart rate (FHR) signal being formed from the
instantaneous values calculated according to the formula: FHR
[bpm] = 60000/T [ms]. The FHR values are expressed in
beats per minute, and T is the time interval between two
consecutive fetal heart beats that comprises one complete cardiac
cycle. Together with additional signals describing the uterine
contractile activity and fetal movement profile, the FHR signal
constitutes the cardiotocographic record. Acquisition of these
additional signals is quite simple, but measurement of the
fetal heart rate has been always a challenge. Already in 1960s
the fetal electrocardiogram was recorded for the first time by
means of electrode attached to fetal head. The quality of such
recorded direct fetal electrocardiogram (FECG) is usually very
good, and thus it enables, using a quite simple processing
method, determination of the beat-to-beat intervals with very
high accuracy. However, the invasive approach and application
limited to the labor only caused that direct method did not found
wide application in clinical practice.

As a result of further research and development the
noninvasive ultrasound (US) method has become a standard
approach since early 1970s, as it can be used both during
pregnancy and labor. At present, all bedside fetal monitors
intended to use in clinical conditions are based on the pulsed
Doppler ultrasound technique, with measurement transducer
attached to maternal abdomen. Principle of operation relies on
internal processing of the envelope of the US beam reflected from
moving parts of fetal hearts—valves or walls, to find the episodes
corresponding to consecutive heart beats. However, a complex
structure and varying content of the US signal, usually caused by
relocation of the fetal heart in relation to a transducer during
monitoring session, make a determination of the beat-to-beat
interval very difficult (Khandoker et al., 2009; Marzbanrad et al.,
2014). Therefore, a correlation techniques, considering full shape
of the analyzed signal, have been applied. The cross-correlation
technique with changeable template appeared to be too sensitive
to US signal changes, which resulted in considerable signals
loss. Thus, an autocorrelation function with adaptive window
selection has been applied in next generation fetal monitors.
However, the autocorrelation function does not detect the
consecutive heart beats but only determines the instantaneous
periodicity of the US signal envelope which corresponds to
cardiac cycle being measured. This leads to effect of averaging
of neighboring cardiac cycles and thus decreasing of FHR
determination accuracy in relation to fetal electrocardiography
(Lee et al., 2009; Voicu et al., 2010). The obtained FHR signal
is provided by the bedside monitor as the trace in a printout
with established time scale of 1, 2, or 3 cm/min. As long as the
FHR trace has been analyzed visually, the lower accuracy did
not affect significantly the fetal state assessment. More important
was to ensure the trace continuity which allowed clinicians to
observe a general tendency of the fetal heart rate changes, and
to recognize the features representing longitudinal FHR patterns

relating to the fetal state, like acceleration or deceleration. It was
found that the evaluation of fetal state, when based on visual
interpretation, has been mainly affected by low inter- and intra-
observer agreement (Jezewski et al., 2002; Romano et al., 2016a).
That was a result of both complexity of the FHR signal and the
fact that important part of information relating to instantaneous
changes of FHR values has been hidden from a naked eye. These
changes are considered to be very important FHR characteristics,
reflecting appropriate neurological modulation of the FHR.

Thus, further development stage of fetal monitoring was
aimed at automated analysis of the FHR signal and its
implementation as built-in procedure of bedside monitors as
well as in computer-aided fetal monitoring system. Some other
requirements important for monitoring the pregnant women in
hospital, like surveillance of many patients, detecting and alerting
of symptoms of fetal distress, or electronic archive with the
signals and perinatal data, have made the computer-aided system
with online automated analysis the standard inmodern obstetrics
(Wrobel et al., 2013, 2015a). Automated analysis comprises
detection and description of the above mentioned FHR features,
like acceleration and others, as well as determination of the
instantaneous FHR changes by providing a set of indices
to evaluate the long-term and short-term (beat-to-beat level)
variability of the fetal heart rate.

Automated online analysis provides a quantitative description
of the FHR, but the final interpretation of the record is still done
by a clinician. There are a number of papers relating to automated
classification of the FHR recordings by using different methods
of computational intelligence like neural network, support vector
machines or epsilon-insensitive learning (Czabanski et al., 2008,
2013). However, taking into account that the input data set
comprised the automatically determined features of the FHR
signals, collected from the clinical databases (Chudacek et al.,
2014), the obtained classification results should be faced to the
limitations of the ultrasound approach as it is discussed below
(Voicu et al., 2014; Wrobel et al., 2015c).

The variability indices were originally defined using the beat-
to-beat intervals determined from the direct electrocardiogram.
Their straight application to the FHR signals being provided
by fetal monitors raised a question how a limited accuracy of
the ultrasound approach affects determination of the cardiac
intervals, and thus the variability indices values. Several research
studies were aimed at evaluation of the reliability of the
ultrasound method in reference to the direct electrocardiography
(Ibrahimy et al., 2003; Reinhard et al., 2010, 2012; Cohen et al.,
2012; Kimura et al., 2012; Desai et al., 2013; Kording et al.,
2015). However, they were aimed at comparing the signal loss
episodes or directly the FHR values. In our study we showed
that the error of cardiac cycle determination (instantaneous FHR
value) has not been correlated with the FHR variability indices
error. It means that the measurement accuracy resulting from
the fetal monitor specification cannot be directly related to the
results of the computer-aided analysis of the FHR variability.
In general, we concluded that modern fetal monitors using
the Doppler US technique are not able to provide the signal
with the accuracy required for reliable quantitative evaluation
of instantaneous FHR variability, particularly the short-term
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variability, based on the indices calculated automatically (Voicu
et al., 2014). Fortunately, the values of indices determined in that
way are underestimated, which prevents the fetal distress signs
from being undetected.

Several attempts were carried out to improve the reliability of
the ultrasound method by using advanced signal processing of
the Doppler envelope (Jezewski et al., 2011), but none of them
have been applied in the bedside monitors yet. In Wrobel et al.
(2008) themethod has been proposed to improve the reliability of
the FHR variability indices, which relies on the errors recognized
in the ultrasound measurement channel.

The fact, that the FHR signal obtained from the ultrasound
approach has been recognized as not good enough to fully
exploit the potential of automated analysis offered by computer-
aided fetal monitoring system, brought back an interest of the
fetal electrocardiography (Fuchs, 2014). However, taking into
account the need to monitor a whole pregnancy period, only
a noninvasive approach could be considered, which relies on
indirect recording the FECG from electrodes located onmaternal
abdominal wall (Ungureanu et al., 2009; Vullings et al., 2010;
Kimura et al., 2012; Khalaf et al., 2013; Behar et al., 2014;
Agostinelli et al., 2015b).

Another important issue for development of effective
abdominal electrocardiography refers to a growing interest in
high-risk pregnancy telemonitoring at home (Wrobel et al.,
2015b). When using the ultrasound-based fetal monitor the
transducer has to be carefully placed to ensure the ultrasound
beam is focused on the fetal heart. What’s more, during
monitoring session the transducer may require repositioning
due to a change of fetus position. Otherwise, the signal loss
occurs which may cause, in case when a woman performs the
monitoring session alone, her unfounded fear and unpredictable
reaction. When the abdominal electrodes are fixed on the
abdomen, the patient can easily verify the signal loss, which
in that case occurs only when one of the electrodes peels off
(Karvounis et al., 2007; Kolomeyets and Roshchevskaya, 2013;
Agostinelli et al., 2015b).

Improvement of the measurement instrumentation, electrode
technology and the signal processing methods that have
been noticed during recent years, enabled to cope with
the problems connected with development of the abdominal
fetal electrocardiography (Kotas, 2008; Vullings et al., 2010).
The signal acquired from fetus head is in fact “pure” fetal
electrocardiogram, whereas the abdominal signal includes also
the maternal electrocardiogram (MECG) and some noise coming
mainly from muscle activity (Taralunga et al., 2009, 2014;
Martinek et al., 2016). Thus, the crucial step in extraction of the
FECG from the abdominal signal is a suppression of maternal
electrocardiogram while preserving the fetal QRS complexes
(Melillo et al., 2014; Agostinelli et al., 2015a). The energy of
MECG is many times higher than the energy of FECG, and
what’s more the frequency band of both these components partly
overlaps which makes simple filtering useless (Karvounis et al.,
2007). A number of different approaches to MECG suppression
and detection of fetal QRS complexes were presented in literature
(Ungureanu et al., 2007; Liu and Luan, 2015; Poian Da et al.,
2016). The system for acquisition of abdominal signals and

original method for FECG extraction were proposed by the
authors, and the indirect fetal electrocardiography was evaluated
in relation to the gold standard—direct FECG approach
(Jezewski et al., 2012). Referring to the results obtained in our
previous study, concerning a comparison of ultrasound approach
with the direct FECG (Jezewski et al., 2006), we concluded that
the abdominal fetal electrocardiography provides accuracy not
worse than the ultrasound method does. However, in all studies
where the US method or abdominal FECG was compared with
direct FECG, the results were obtained only for the signals
being acquired during labor. Considering that fetal development,
taking place during a whole pregnancy period, affects the
characteristics of the FHR signals, we decided to carry out the
comparison of the abdominal FECG and ultrasound method
based on the signals collected during pregnancy. It is obvious that
such approach excludes the direct electrocardiography from the
study, and causes some problems for comparison methodology
due to a lack of reference data (Sato et al., 2011; Cohen et al., 2012;
Kimura et al., 2012). Since both types of the signals were acquired
by means of two sets of instrumentation, another important
problem has been recognized—the FHR signals synchronization,
i.e., finding the corresponding cardiac cycles. It should be noticed
that in case of ultrasound-based monitor, the FHR signal is
provided through its output only as the measurement values of
instantaneous heart rate evenly spaced with 250 ms. On the other
hand, the system for noninvasive FECG is able to provide, along
with the evenly spaced signal, the time event series with durations
of consecutive cardiac cycles.

In this work the methodology is proposed to compare two
different methods for fetal heart rate monitoring. Its originality
relates to the fact that comparison has been carried out not only
in relation to the corresponding cardiac cycle values, but also
to the clinically important indices describing the instantaneous
FHR variability.

METHODS

The research material comprised the FHR signals acquired
simultaneously using the Doppler ultrasound as well as the
electrocardiographic methods in a group of 70 pregnant women.
From a number of monitoring sessions performed for each
patient, we selected only one recording acquired around 1 week
before delivery, with a length of at least 30 min (Georgieva et al.,
2014). All the recordings are accompanied by information on
fetal outcome: gestational age at birth, blood gas parameters
pH and BE, percentile of fetal birth weight, Apgar score,
information about a possible stay in the NICU. The patients were
monitored by simultaneously using two popular in maternity
wards, systems for fetal and maternal monitoring: MONAKO
and KOMPOREL. Unfortunately, these systems were unable to
synchronize recorded signals during the monitoring session.
The time shift between signals beginnings in each session could
reach up to a few minutes, whereas in case of comparative
studies the precise synchronization is required (even on the
level of individual heartbeats). Hence, the problem of signals
synchronization has been considered as a significant challenge.
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As the result of each simultaneous monitoring session, two
files were obtained of the native format, where the FHR signal
is represented by the values measured evenly with 250 ms
period. Files from the MONAKO System comprise the FHR_U
signal captured from the output of fetal monitor equipped with
the ultrasound transducer (Hewlett-Packard M1351). The files
from the KOMPOREL System provide the FHR_E signal being
determined on a basis of fetal electrocardiogram recorded from
the abdominal wall of the mother. The fetal electrocardiogram
is recorded by using four electrodes placed on the maternal
abdomen. The crucial step in extraction of the FECG from the
abdominal signal is a suppression of maternal electrocardiogram
while preserving the fetal QRS complexes (Castilloa et al., 2013;
Martinek et al., 2015). The proposed method for the MECG
suppression is based on subtracting the pattern of maternal
P-QRS-T complexes and spatial filtering. It ensures correct
determination of the fiducial points as well as the factors
scaling the pattern. The algorithm for detection of the fetal QRS
complexes is based on a matched filtering approach in order to
reduce the sensitivity to interferences. Additionally, the detection
is carried out with a set of decision rules to predict the duration
of the next beat-to-beat cardiac cycle (Matonia et al., 2006). As a
result of the FECG analysis, the time event series is obtained—
as the time markers when the successive fetal heartbeats were
detected—the QRS complexes, which is then used to determine
the FHR_E signal as the values with 250 ms period (Guerrero
Martinez et al., 2006; Almeida et al., 2013, 2014).

Signals Synchronization
The procedure for synchronization of each pair of the FHR_U
and FHR_E signals consisted of two stages. In the first stage an
initial visual adjustment was supported by a dedicated program
for visualization of the signals. This program as well as all the
others, created for the purpose of this work, was developed
in LabView environment (NationaI Instruments) (Desai et al.,
2013). After coarse synchronization of the signals the common
part of FHR_U and FHR_E signals was separated. It relied on
moving the beginning and end of one signal, to indicate the
fragment of interest according to the other signal. At this stage
the signals quality had to be good enough to allow recognizing the
characteristic features common for both signals, and constituting
the so called centering points, and the common part of the signals
had to have non-zero length. These conditions were not met in
case of three recordings, hence in further processing only the set
of 67 patients were included.

In the second stage the signal validation was conducted, as
well as precise synchronization of both signals, at the level of
individual FHR values provided every 250 ms. The developed
software enabled semi-automated synchronization. The program
automatically found the time shift between the signals to ensure
the minimum differences between the corresponding values,
which mostly led to proper synchronization. After that, the visual
verification was carried out with a possibility of additional time
shift correction, followed by the final acceptance (Figure 1).

The software for determination of the optimal time shift
between the analyzed signals was using the synchronization
function based on the mean absolute differences (MAD),

determined for the corresponding (applying the time shift)
FHR_U and FHR_E values. To improve the performance of
synchronization function it was necessary to further reduce
the influence of random interferences appearing in the FHR
signals, as well as sudden value changes resulting from the
measurement errors or potential acceleration and deceleration
episodes. Hence, the segments with sudden changes in the FHR
signal were excluded from the function determination, if the
absolute difference between a given value and the preceding one
was higher than 10 bpm (Spilka et al., 2012). If a given FHR
value was rejected, the next one was compared to the mean
calculated from the previous values (including the rejected) in
the 240 values window. The FHR values were also rejected from
the signal, which were suspected to represent the maternal heart
rate—the details of the algorithm are presented in Wrobel et al.
(2015b). This type of erroneous measurements occurs in the
FHR_U signal, as it is typical for the ultrasoundmethod and quite
frequent in the US-based fetal monitors. The above-mentioned
preprocessing is only intended to synchronize the signals and do
not change their information content.

The optimum time shift, corresponding to the fully
synchronized signals, was obtained for the function minimum,
when applying additional shift in the range from −25 to +25
FHR values (measured every 250 ms), in respect to the signals
synchronized after the first stage. If at the beginning or end of
a given signal any interference associated with the start or end
of the monitoring session occurred, they were also removed in
the trimming process. Trimming to the full minutes in turn,
results from the fact that the analysis of the instantaneous FHR
variability is always carried out within a 1-min signal segments.
Finally, as a result of the synchronization procedure some signal
pairs could be shortened by as much as 4 min. After the second
stage of synchronization the common part of the analyzed signals
is trimmed to the largest whole number of the minutes (the
number of FHR values was a multiple of 240).

We assumed that theminimum length of synchronized signals
(constituting the pair) subjected to further analysis should be 10
min. According to that criterion only one recording was rejected,
and 66 recordings were left.

Signal Loss Analysis
The next processing step consisted of verifying the signal pairs
in terms of their quality, measured both by a size and nature of
the signal loss episodes. Episodes of signal loss are preliminarily
detected by the monitoring systems used, and represented by
zero values in the FHR signal. For the purpose of this work
also the potential erroneous FHR values, as not meeting the
adopted criteria, were marked as signal loss episodes, using the
dedicated developed program. Signal segments were considered
to be signal loss if they did not meet the van Geijn modified
criterion (van Geijn, 1980), proposed in Jezewski et al. (2012).
That was applied to these FHR values, which were considered
as errors by a procedure for sudden changes removal used in
the second stage of synchronization. In this case, the established
thresholds are: the absolute difference between a given FHR
value and the preceding one greater than 20 bpm, and window
width equals to 100 values. The segments, suspected to contain
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FIGURE 1 | The screen illustrating the operation of the procedure for synchronizing the two signals, determined via the ultrasound (red FHR_U) and

electrocardiographic (blue FHR_E) methods. (A) Presents the concept of automated synchronization via minimizing the mean error. The current value of the mean

absolute difference MAD parameter is displayed on the gauge. Auto mode had automatically set up the value of the shift parameter to 9 samples forward. However,

basing on a visual analysis of the signals, that shift was manually corrected using a slider—the FHR_U signal was shifted by 2 samples backward in relation to the

FHR_E signal. (B) Shows the enlarged signal fragment from part A, but after a procedure for removing the sudden FHR changes. It allows for additional manual

synchronization and final validation of the recording for further investigations.

the maternal heart rate signal, were indicated as the signal loss
episodes—similarly as in the second stage of synchronization.
Finally, as a result of the signal loss analysis, the FHR_U and
FHR_E signals were obtained with additional information about
detected gaps (FHR values equal to zero). The signal loss level
is defined as a percentage of the duration of signal loss episodes
(the number of FHR values equal to zero) in relation to the
total duration of the signal (all FHR values). Taking into account
the maximum level of signal loss of 30% in either FHR_U or
FHR_E signal, five recordings were removed. Additionally, in
terms of uniformity of signal loss distribution in time, four
questionable recordings with signal loss between 20 and 30%
were visually assessed. Only one recording was excluded due to
the accumulation of the signal loss (equal to 23%) in the middle
part of the FHR_U signal. The final research material consisted
of signal pairs from 60 monitoring session. The total length
of recordings was equal to 1995 min. The length of individual
recordings varied from 11 to 64 min, with an average of 33.3 min.

Direct Signals Comparison
For the final set of recordings, consisting of the FHR_U
and FHR_E signal pairs, some descriptive statistics of signal
comparison were calculated, both on a global basis as well
as at the level of particular FHR values. These statistics
include (calculated for individual recordings): the recording

duration, signal loss level, mean value of the differences between
the corresponding instantaneous FHR values (MD), standard
deviation (SD), mean absolute difference (MAD), as well as
the summary statistics for the entire research material. The
difference between the pairs of corresponding instantaneous
values of FHR_U and FHR_E was expressed dually: as the heart
beats per minute (bpm) as well as in milliseconds. The second
representation is obtained by conversion of the FHR values
into intervals between successive heart beats, according to the
hyperbolic transformation with the 60,000 factor.

As equally important it is assumed the comparison of the
signals in a format commonly used in automated analysis of the
low variability FHR signal components (Jezewski et al., 2002).
In this format the successive values of the signal are determined
by averaging 10 consecutive original FHR values (time series
measured every 250 ms). Important part in the averaging process
is the removal of the signal loss episodes, marked as zero values.
If, while averaging 10 original FHR values, more than four values
are marked as signal loss, the resulting value of 2.5 s period is also
considered as signal loss and is assigned with zero value.

Indirect Signal Comparison via Clinical
Parameters
As shown in the literature (Jezewski et al., 2016), the differences
from the direct comparison of signals are often not correlated
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with differences in values of clinically important parameters of
quantitative description of FHR signal, determined by the fetal
monitoring systems (Georgieva et al., 2012). These parameters
are used by clinicians, interpreting the FHR signals in order to
assess the fetal state. Therefore, it was considered as important
to identify the impact of the FHR signal acquisition method
on the clinically significant parameters. For that purpose, the
synchronized FHR_U and FHR_E signals were saved into the
native format files (measured with 250 ms) and reloaded to
the archive of MONAKO System. Thanks to an option of
reanalysis of the archival records, for each of 60 recordings
(120 FHR signals), the quantitative parameters describing the
variability patterns detected in the FHR signal were determined
automatically. As the result, the lists of parameters were
obtained for the FHR_U and FHR_E signals. They included
the parameters describing some patterns of FHR variability in
the time domain: mean value of FHR (M_FHR), mean value
of the FHR baseline (M_BL), number of detected acceleration
(ACC) and deceleration (DEC) episodes (Georgieva et al.,
2012; Wrobel et al., 2013). Additionally, an assessment of
the instantaneous FHR variability was provided as: duration
and value of the high (HE_D and HE_V) and low (LE_D
and LE_V) variability episodes, average value of the long-
term variability (LTV) and short-term variability (STV) indices,
as well as the FHR oscillations (OSC) together with the
percentage of different oscillation types (OSC_I÷OSC_IV)
(Jezewski et al., 2016). Inconsistencies of the above parameters
calculated for the corresponding FHR_U and FHR_E signals
were estimated using the symmetric mean percentage difference
SMPD, where the differences between values are related to
their mean. Since the normality assumption was verified using
the Shapiro-Wilk test, the statistical significance (using paired
Student’s t-test) of the differences between the corresponding
parameters obtained in the FHR_U and FHR_E signals was
examined.

Indirect Signals Comparison via
Beat-to-Beat Variability
It is generally believed that a very high predictive value in relation
to the early detection of the fetal distress is provided by the
instantaneous FHR variability parameters (Cesarelli et al., 2009).
They are determined from the FHR signal in a form of the time
event series—a sequence of events unevenly located in time,
providing the successive cardiac cycles duration expressed in
milliseconds.

This format significantly differs from that available at the
output of a fetal monitor—the FHR values evenly spaced at every
250 ms. This measurement period has been established to be
not longer than the shortest physiologically allowed heart cycle,
however with characteristic information redundancy for low
FHR values (e.g., the FHR value equal to 50 bpm is represented
by four duplicated subsequent values; Lee et al., 2009; Goncalves
et al., 2013).

Therefore, the FHR_U and FHR_E signals were subjected
to reconstruction of the above mentioned time event series
representation. This procedure relied on taking from the evenly
distributed time series, the values according to the timing

signal being constituted by the fetal QRS complexes additionally
obtained from the KOMPOREL System. The resulting signal is
a sequence of time-ordered events corresponding to subsequent
occurrences of the fetal QRS complexes (or more precisely
the R-waves). Created according to the described procedure
the FHR_U and FHR_E signals in the form of time event
series, provided the basis values for determination of the
instantaneous variability indices. These indices, widely acclaimed
in the literature (Romano et al., 2016b), quantitatively describe
the long- and short-term FHR variability.

In this study the following indices were analyzed: Haan_LTI,
Haan_STI, Yeh_II, Yeh_STI, Organ_LTV, Organ_STV,
Dalton_LTV, Dalton_STV, Zugaib_LTV, Zugaib_STV. In
order to standardize the results the indices were determined
within 1-min segments (Kubo et al., 1987; Jezewski et al., 2006).
Each consecutive segment comprised only those instantaneous
FHR values which were determined using the heart beats
contained in the given segment (Cesarelli et al., 2009).

While processing a given segment, if percentage of valid
values, relevant for a given index (according to its definition),
was less than 20%, it was assumed that the index value was
undetermined for that minute. Such cases are the result of
the signal loss episodes in the analyzed signals. In a series of
minute values calculated for a given signal, they are defined
as a 1-min loss of the given index value and marked with
the value of −1. The index average value for a given signal
is calculated from all 1-min values, excluding those marked
as undetermined. Additionally, a non-linear parameter of
instantaneous FHR variability was proposed, in a form of
the regularity measure—the sample entropy index (SampEn)
(Signorini and Magenes, 2014). It was determined in the
windows covering 300 heart events (FHR values), and expressed
in milliseconds as a measure of period. The parameters of
SampEn function were set at: dim = 1 and r = 0.1. For the given
signal, the SampEn index represents the mean value of sample
entropy determined in successive windows. Inconsistencies
of indices describing the instantaneous FHR variability,
determined for corresponding FHR_U and FHR_E signals
were evaluated with the SMPD, where the difference between
values are related to their mean. The statistical significance
(using paired Student’s t-test) of the differences between the
values of the indices obtained for each signal pair was also
examined.

Indirect Signals Comparison via Fetal
Outcome Prediction
Analysis of the FHR signal leads to its classification as
corresponding to normal or abnormal fetal state. Since at the
time of fetal monitoring, there is no other diagnostic method
which could be able to confirm a correctness of the signal
classification, the FHR signals, being acquired during pregnancy,
are retrospectively assigned to true fetal outcome (newborn state)
(Chudacek et al., 2014; Romano et al., 2016a). It is justified, as in
obstetrics it is assumed that the normal fetal outcome has to be
result of proper fetal development during the pregnancy period.
Excluding the cases when the labor process itself caused negative
effects for the fetal state, the same assumption can be applied
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for abnormal fetal outcome. It is generally believed that this
relationship ismaintained in case of deliveries by cesarean section
due to the maternal reasons. In the collected database the vast
majority of cases were of this type. The 60 patients (recordings)
were classified as belonging to a normal or abnormal group using
the information on fetal outcome. The abnormal state was set
if at least one of the following conditions was met: Apgar score
(at 5 min) <7, pH <7.2, BE >12, NICU stay > 24 h, or birth
weight percentile <5%. Finally, the research material included
19 recordings with abnormal state and 41 with normal state
assigned retrospectively. It is important that for the majority of
patients with abnormal fetal outcome, the pregnancy was ended
by cesarean section due to the maternal indications (16 cases).
It suggests that course of delivery imposed no negative effect on
the newborn. The database contains six recordings for which the
abnormal state was set due to three or more conditions met.

The analysis of ability for prediction of the fetal outcome
was performed separately for the ultrasound and the fetal
electrocardiography approaches. Each FHR_U (FHR_E) signal
was represented by the feature set comprising: 15 parameters
determined by the MONAKO System, 10 indices describing the
instantaneous FHR variability and SampEn entropy measure.
The differences between the values of these features obtained in
two groups (normal and abnormal fetal outcome) were expressed
by the mean percentage difference (MPD) for both groups—
where the normal outcome group was taken as reference. The
statistical significance of the difference between the mean values
of each feature obtained for two groups was assessed using
Student’s t-test.

The indirect comparison of FHR_U and FHR_E signals, as
for predicting the fetal outcome, was based on the capability to
classify the FHR signals from a given acquisition methods into
normal and abnormal analyzing the determined clinical FHR
parameters.

RESULTS

Comparison analysis considering two different methods of FHR
signal acquisition has been carried out using 60 pairs of FHR_E
and FHR_U signals, which were obtained during the monitoring
sessions of 60 patients. After a full signals synchronization
and trimming, the total length of recordings was equal to

1995 min, with an average length of 33.3 min (SD = 10.9
min). The recordings were characterized by low signal loss
(details in Table 1). For the US method the mean signal loss
was equal to 4.5%, whereas for the FHR signals obtained via
FECG, the loss level was more than two times lower, which is
expressed by the mean signal loss of only 1.8%. High signal
loss was observed in few recordings, especially for FHR_U.
It could be noted that for more than half of the recordings,
the signal loss for both methods did not exceed 1%. Such low
level of the signal loss and the sufficient length of individual
recordings enabled further estimation of the inconsistency
between both acquisition methods, using the mean values of
clinical quantitative parameters, determined during the FHR
signal analysis.

A direct comparison of the FHR_E and FHR_U signals
has been based on estimation of the differences between the
corresponding instantaneous FHR values (provided every 250
ms). It enabled the metrological assessment of the inconsistency
between the two acquisition methods. Comparison at that stage
was performed for each individual recording and the summary
of descriptive statistics for entire research material is presented
in Table 1. The mean difference value (MD) obtained for all
recordings was−0.23 bpm, which in relation to an average value
of FHR (about 140 bpm) gives a relative error of 0.2%. It means
that the measurement bias between the two methods does not
occur. When analyzing the MD values calculated for particular
recordings we noted that it did not depend on the measured FHR
signal value. It is shown by the Bland-Altman plot of MD values
against the average FHR values (from FHR measured at 250 ms)
obtained for particular recordings (Figure 2). From the point of
view of both visual and automated assessment of the FHR signal
variability, the more important seems to be the MAD, which was
equal to 1.24 bpm for all the considered signals. Such value does
not affect a visual evaluation of the signal, since it is lower than
the printing resolution of the FHR waveforms, as well as the
resolution of a human eye.

In the computer-aided system, the automated analysis aimed
at determination of clinically important FHR patterns is carried
out using the FHR values averaged over 2.5 s. It makes the
comparison between FHR_E and FHR_U signals represented by
such averaged values especially important. Averaging processes
caused a slight decrease of the signal loss in both types of

TABLE 1 | Descriptive statistics of the signal loss and values of differences MD, MAD, determined for the final set of recordings from the

electrocardiography (FECG) and the ultrasound method (US), where the FHR signals were expressed as the original 250 ms measures, and as the values

averaged over 2.5 s periods.

FHR 250 ms FHR 2.5 s

Signal loss (%) FECG-US (bpm) FECG-US (ms) Signal loss (%) FECG-US (bpm)

FECG US MD MAD MD MAD FECG US MD MAD

Mean 1.80 4.53 −0.23 1.24 0.71 3.83 1.35 4.29 −0.09 0.71

SD 3.01 6.52 0.38 0.46 1.25 1.62 2.59 6.42 0.40 0.43

Median 0.60 0.95 −0.19 1.12 0.59 3.36 0.35 0.75 −0.05 0.58

Min 0.00 0.10 −1.29 0.50 −4.52 1.39 0.00 0.00 −1.50 0.23

Max 14.70 26.80 1.54 2.86 5.33 9.91 12.50 26.40 1.49 2.50
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FIGURE 2 | Bland Altman plot showing the dependence of the mean value of the differences MD (Y axis) between corresponding instantaneous values

of FHR_U and FHR_E, in relation to the average fetal heart rate in the recording (X axis), for each of the 60 pairs of signals. The values are expressed in

beats per minute—bpm.

signals, to the values: 4.3% in US, and 1.4% in FECG (Table 1).
Comparison at this stage was performed for particular recordings
and the summary of descriptive statistics for entire research
material is presented in Table 1. In general, inconsistency
between FHR signals after averaging decreased. In this case,
the bias between the two methods also does not occur. The
MAD value has decreased significantly, to only 0.7 bpm, which
is below the 1 bpm level—the minimum accuracy of the
FHR measurement. In relation to the average value of the
FHR signal (140 bpm), the relative inconsistency was equal
to 0.5%. Considering these results we could assume that such
small inconsistency should lead to the similar values of clinical
parameters provided by both methods. However, we have to
keep in mind that some of these parameters are particularly
sensitive to the FHR changes, being a result not only of the
mean FHR difference, but rather of the distribution of FHR
differences in time. In contrast, some other parameters of the
FHR signal are sensitive to temporary high differences in the FHR
signals. So, in case of these parameters the differences between
both methods may occur. Such formulated assumptions have
been verified in the next stage of the inconsistency analysis—
the indirect comparison of both signals. It was based on the
interpretation of the differences between the particular FHR
signal parameters, which are provided by an automated analysis
in the fetal monitoring system.

Descriptive statistics (mean values and SD) for individual
parameters describing quantitatively the FHR signal, which have
been determined for signals from both methods, are presented
in Table 2. For each parameter the differences between the
FHR_E and FHR_U signals, were assessed using the SMPD. It
was justified because for any of those parameters no significant
difference between them was noted. As it could be expected,
the low SMPD value of 0.1% obtained for M_FHR and M_BL
parameters (being significantly dependent on an averaging
process of the FHR measurements), was similar to the relative
inconsistency reported in the direct signals comparison. In
turn, the SMPD values calculated for the following parameters:
HE_D, LE_D, STV, ACC, DEC, OSC_IV, differ significantly
from the values reported for other parameters, and even more

TABLE 2 | Values of clinically important parameters of quantitative

description of FHR-E and FHR-U signals, from FECG and US, obtained in

a computer-aided fetal monitoring system, together with the symmetric

mean percentage difference SMPD estimating the inconsistencies

between both the methods.

Parameters FHR_E FHR_U SMPD (%)

Mean SD Mean SD

M_FHR (bpm) 143.19 9.35 143.32 9.49 −0.1

M_BL (bpm) 141.70 9.55 141.79 9.60 −0.1

ACC (number) 6.62 5.31 6.12 5.29 7.8

DEC (number) 0.40 0.87 0.23 0.56 54.0

LTV (ms) 39.54 11.90 37.91 11.40 4.2

STV* (ms) 6.35 2.41 5.68 2.02 11.1

HE_D (min) 12.72 12.15 10.60 11.49 18.2

LE_D (min) 7.85 8.01 8.72 7.91 −10.5

HE_V (ms) 53.59 9.67 54.99 7.81 −2.6

LE_V (ms) 18.67 3.22 18.78 3.39 −0.6

OSC (ms) 13.40 3.80 12.91 3.70 3.7

OSC_I (%) 10.51 14.39 11.05 15.30 −5.0

OSC_II (%) 27.77 15.59 29.29 15.39 −5.3

OSC_III (%) 45.31 18.19 45.48 19.11 −0.4

OSC_IV (%) 8.96 9.25 7.81 9.06 13.7

*p < 0.05 (paired t-test).

from the results of the direct comparison. It confirms the
above mentioned assumption that some parameters (e.g., STV)
are sensitive to distribution of the FHR differences in time,
whereas another ones (e.g., DEC) to a temporary high difference
value. Particularly, high SMPD = 54% noted for the number of
recognized decelerations, is a results of two factors: the direct
differences between the signal values and the differences in the
signal loss episodes. The signal loss for FHR_U is on average
twice higher than for FHR_E. In addition, the autocorrelation
technique, commonly used in the US method to determine the
signal periodicity, is often not able to follow the rapid decrease
of FHR signal related to deceleration, which results in signal loss
episodes (Figure 3). This, in turn, causes that the deceleration is
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not recognized, because it does not meet the established criteria
of amplitude and duration.

Indirect comparison of the FHR_U and FHR_E signals
was performed on the basis of the variability indices defined
for signal represented as time event series—the heart beats.
Summary of the results (mean values, SD, and SMPD) for the
selected 11 parameters describing the FHR signal variability is
presented in Table 3. The results clearly show that the FHR_E
signal is characterized by higher variability then the FHR_U.
Inconsistencies for the long-term variability indices were at about
10%, whereas for the short-term indices they were five times
higher, reaching about 50%. For the short-term variability we
noticed significant difference for both methods.

TABLE 3 | Results of the FHR_E and FHR_U signal analysis, concerning

the long- and short-term variability, calculated using signal in a form of

time event series—a sequence of events unevenly localized in time,

together with the SMPD values estimating the inconsistencies between

both the methods.

Index FHR_E FHR_U SMPD (%)

Mean SD Mean SD

Haan_LTI 21.89 14.69 20.62 14.59 6

Yeh_II 102 2.89 1.60 2.57 1.53 12

Organ_LTV 8.18 4.46 7.35 4.35 11

Dalton_LTV 12.18 6.68 10.78 6.36 12

Zugaib_LTV 102 2.22 1.25 2.01 1.21 10

Haan_STI 103# 6.29 1.94 3.10 1.02 68

Yeh_DI 103# 6.08 2.33 3.62 1.30 51

Geijn_STV* 15.27 23.70 8.98 13.51 52

Dalton_STV# 1.80 0.65 1.01 0.32 56

Zugaib_STV 103# 2.77 1.02 1.76 0.58 45

SampEn+ 1.57 0.57 1.27 0.48 21

*p < 0.03; +p < 0.001; #p < 0.0001 (paired t-test).

With regard to such large inconsistencies it has to be decided
which of the two methods may be considered as providing the
FHR variability description being closer to the true one. The
answer is not obvious, because in this work no reference signal
was acquired simultaneously with two analyzed methods. Such
gold standard can be provided by previously mentioned the
direct fetal electrocardiography, where the pure FECG is acquired
from the fetal head. In the previous studies where the FHR signal
from ultrasound method was compared with the reference one,
it has been shown that ultrasound method underestimates the
short-term variability on a level between 20 and 40% in reference
to direct fetal electrocardiography. A similar trend can be seen
in Table 3, where the FHR_U is compared with FHR_E obtained
from the abdominal fetal electrocardiogram.

The signal database has been divided into two groups: normal
and abnormal, according to the established fetal outcome criteria.
The description of two signal groups is shown in Table 4.
Summary of the FHR signal analysis results, comprising 15
clinical parameters determined for both groups of fetal outcome,
are shown separately for the ultrasound method (Table 5)
and abdominal electrocardiography (Table 5). In addition to
the mean value and standard deviation, the mean percentage
difference MPD was calculated, assuming the values obtained
in normal fetal outcome group as the reference. Apart from
assessing the statistical significance of the difference between the
normal and abnormal groups, also the tendency of changes was
studied for the particular parameters between these groups. It
was carried out to check whether the observed tendency would
be consistent with the clinical interpretation of those parameters.
Considering the number of ACC patterns, a significant difference
between the abnormal and normal groups was noted, and the
tendency was consistent. But for the number of DEC patterns no
significant difference was observed. The MPD took the opposite
values: negative value for ultrasound (−48%) and positive for
electrocardiography (38%). Thus, a clinical interpretation of
decelerations as a sign of fetal distress has been confirmed

FIGURE 3 | An example of a 12-min fragment of signal pair—result of an indirect comparison to evaluate the impact of the FHR signal acquisition

method on clinically relevant parameters, determined by a computer-aided fetal monitoring system. The autocorrelation technique, commonly used in the

US method to determine the signal periodicity, is often not able to follow the rapid decrease of FHR_U signal related to deceleration, which results in signal loss

episodes. This, in turn, causes that the deceleration is not recognized, because it does not meet the established criteria of amplitude and duration. Graphic markers of

the analysis results illustrate the signal loss (above the curve), the estimated FHR baseline (line fitted on FHR curve) and detected deceleration episodes (horizontal

bars under the curve).
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TABLE 4 | Descriptive statistics of the selected parameters, describing

the labor and fetal outcome, presented separately for two groups of the

research material, including 19 recordings with abnormal and 41

recordings with normal fetal outcome.

Normal (n = 41) Abnormal (n = 19)

Gestational age at delivery (weeks) 37.5 (±3.2) 34.0 (±4.8)

Range of gestational age at delivery

(weeks)

35–41 26–40

Birth weight of a newborn (g) 3,164 (±576) 2,038 (±777)

Range of birth weight (g) 2,309–4,480 740–3,690

Intrauterine growth restriction (<5th

percentile)

0 7

Vaginal delivery (number) 19 (46%) 3 (16%)

Caesarean section (number) 22 (54%) 16 (84%)

NICU stay >24 h (number) 0 8

Apgar score (at 5 min) <7 0 12

pH < 7.2 0 9

BE > 12 (mmol/l) 0 6

only in case of electrocardiography. It is mainly caused by the
different amount of the signal loss episodes in both types of
signal. Particularly, in the FHR_U the signal loss often occurs
during the deceleration which leads to misdetection of this
pattern (Figure 3). As for the accelerations both methods follow
the clinical meaning as they provided a higher number of such
episodes relating to fetal well-being in normal group than in
abnormal one.

As above, no statistically significant differences were noted for
all the indices describing both the short-term and long-term FHR
variability. Decrease of most of the long-term variability indices
was noted in abnormal groups (MPD ranged from −20 to −9%)
for both FHR_U (Table 6) and FHR_E signals (Table 6). This is
consistent with the clinical interpretation of these indices, since a
decrease of FHR variability is regarded as the fetal distress sign.
Also, for most of the short-term variability indices a decrease
was noted in the abnormal group. In the case of the US method,
the MPD takes value of −12%, but for the FECG method it
ranges between smaller values—from−4 to−2%. An interesting
property is shown by the Geijn_STV index, which regardless
of the acquisition method used, exceeds the mentioned range
for short-term variability indices in the abnormal group, as
it is significantly reduced (MPD = −36% for both methods).
Contrary to the Geijn_STV, the Haan_STI although also exceeds
the mentioned range for FHR_E signals, but shows different
tendency—it is overestimated by 3%. Finally, it should be noted
that the variability indices are capable to differentiate the signals
relating to normal and abnormal fetal state, and among them the
Geijn_STV index is particularly effective.

CONCLUSIONS

The paper proposes an extended process of comparing two
different methods of fetal heart rate monitoring. It takes
into account the issues associated with comparing different

biomedical signals—the unsatisfying usability of the results
obtained from direct signal comparison. High reliability of
the comparison results can only be ensured by using the
clinically significant parameters determined for signals acquired
by both methods being analyzed (Jezewski et al., 2006). Initial
preparation of the research material has been stated as very
important step too, in order to ensure the results are not
affected with different measurement conditions. Two different
methods of measuring the fetal heart rate signal were analyzed:
indirect electrocardiography for recording the electrical heart
activity from maternal abdominal wall, and the pulsed Doppler
ultrasoundmethod based onmechanical activity of the fetal heart
(Cohen et al., 2012). None of these methods can be considered
as a reference, due to a number of measurement error sources
identified (Goncalves et al., 2015).

There is a strong conviction that the ultrasound method, as
leading in clinical practice, can serve as a quasi-reference. It
applies when the acquired fetal heart rate signal is interpreted
both visually and more and more often, using the results of
quantitative analysis in the computer-aided fetal monitoring
system. On the other hand, we observe growing expectations on
the indirect fetal electrocardiography, especially with regard to
its application for pregnancy telemonitoring at home (Martinek
et al., 2015). The above issues justified a need for the comparison
between electrocardiography and ultrasound method presented
in this paper in a view of usability of the results obtained. The
complex process of data synchronization and validation within
the research material resulted in 60 pairs of FHR signals, with
an average duration of about 33 min. Obtained low level of the
signal loss (4.5% for the US and 1.8% for FECG method) enabled
to perform both direct comparison and indirect one—by using
clinically relevant parameters (Reinhard et al., 2010;Wrobel et al.,
2015b).

From direct comparison it has been resulted there is no
measurement bias between the acquisition methods. The mean
difference between the FHR_E and FHR_U signal was equal
to −0.2 bpm (SD = 0.38 bpm). On the other hand, the
mean absolute difference measured between the methods, being
important for both visual and computer-aided signal analysis,
was equal to 1.2 bpm.When relating to typical FHR level of about
140 bpm, the inconsistency takes the value of about 0.9%. These
results are similar to those obtained in Cohen et al. (2012) where
the ultrasound method was compared with the reference direct
fetal electrocardiography and in Jezewski et al. (2012), where
abdominal electrocardiography was compared with reference in
a similar manner.

Such low differences do not affect the visual assessment
of the FHR signal, taking into account a resolution limit
of both a printer and human eye (Reinhard et al., 2012).
However, when analyzing the results of the indirect comparison,
by using the parameters quantitatively describing the clinical
features, the inconsistencies of several percent were noted.
This particularly affects the patterns being sensitive to the
instantaneous differences in FHR values, like acceleration (7.8%)
and particularly deceleration (54%), where (for the ultrasound
method) the signal loss within the episodes has a significant
impact (Voicu et al., 2010). Similarly, significant differences were
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TABLE 5 | Summary of the FHR-E and FHR-U signal analysis comprising 15 clinical parameters determined using computer-aided fetal monitoring

system, for two groups of fetal outcome, together with the mean percentage difference MPD depicting the inconsistencies between both the groups.

Parameters FHR_E FHR_U

Normal Abnormal MPD (%) Normal Abnormal MPD (%)

Mean SD Mean SD Mean SD Mean SD

M_FHR (bpm) 142.96 8.21 143.69 11.68 0.5 143.18 8.24 143.61 12.00 0.3

M_BL (bpm) 141.27 8.39 142.64 11.88 1.0 141.45 8.43 142.54 11.96 0.8

ACC (number) 12.97* 7.75 8.15* 7.13 −37.2 12.13# 7.71 7.49# 7.92 −38.3

DEC (number) 0.60 1.34 0.83 1.60 38.3 0.50 1.21 0.26 0.64 −47.9

LTV (ms) 40.67 12.27 37.10 10.98 −8.8 39.01 11.74 35.54 10.55 −8.9

STV (ms) 6.39 2.29 6.25 2.73 −2.2 5.84 1.98 5.33 2.11 −8.7

OSC (ms) 13.82 4.01 12.51 3.22 −9.5 13.33 3.90 12.01 3.12 −9.9

L_HE (min) 13.88 12.34 10.21 11.65 −26.4 11.76 11.57 8.11 11.21 −31.1

L_LE (min) 7.02 7.44 9.63 9.07 37.1 7.98 7.82 10.32 8.08 29.3

V_HE (ms) 55.13 8.27 50.07 11.90 −9.2 56.06 7.29 51.78 8.82 −7.6

V_LE (ms) 18.28 3.58 19.44 2.28 6.3 18.11 3.09 20.06 3.70 10.8

OSC_I (%) 11.34 16.37 8.69 8.86 −23.4 11.96 17.15 9.09 10.39 −24.0

OSC_II (%) 25.90 14.97 31.79 16.54 22.7 27.36 14.85 33.46 16.13 22.3

OSC_III (%) 45.41 19.28 45.09 16.09 −0.7 45.61 19.71 45.20 18.27 −0.9

OSC_IV (%) 10.62 10.42 5.37 4.40 −49.4 9.44 10.18 4.28 4.44 −54.6

*p < 0.05; #p < 0.05 (t-test).

TABLE 6 | Results of the FHR_E and FHR_U signal analysis, in terms of the instantaneous FHR variability assessment, calculated for signal in a form of

time event series, together with the mean percentage difference MPD depicting the inconsistencies between both the groups.

Index FHR_E FHR_U

Normal Abnormal MPD (%) Normal Abnormal MPD (%)

Mean SD Mean SD Mean SD Mean SD

Haan_LTI 22.76 15.35 19.87 13.14 −13 21.9 15.55 17.63 12.33 −19

Yeh_II 102 2.99 1.64 2.66 1.49 −11 2.7 1.58 2.25 1.40 −17

Organ_LTV 8.49 4.63 7.48 4.07 −12 7.75 4.56 6.39 3.86 −18

Dalton_LTV 12.58 6.84 11.24 6.29 −11 11.33 6.55 9.48 5.91 −16

Zugaib_LTV 102 2.29 1.30 2.04 1.14 −11 2.12 1.27 1.75 1.07 −17

Haan_STI 103 6.24 1.96 6.43 1.87 3 3.22 1.07 2.83 0.91 −12

Yeh_DI 103 6.15 2.33 5.92 2.34 −4 3.76 1.34 3.31 1.20 −12

Geijn_STV 17.1 31.96 10.99 4.36 −36 10.05 18.17 6.48 2.62 −36

Dalton_STV 1.81 0.66 1.77 0.64 −2 1.05 0.34 0.92 0.29 −12

Zugaib_STV 103 2.8 1.03 2.68 0.99 −4 1.82 0.60 1.6 0.53 −12

SampEn_FHR 1.61 0.68 1.53 0.56 −5 1.29 0.55 1.24 0.45 −5

noted between the ultrasound method and the reference direct
electrocardiography in Desai et al. (2013).

The results obtained for the long- and short-term FHR
variability indices show significant overestimation of their values
in the signal acquired using the electrocardiography, by 10%
and 50%, respectively. However, the results of work (Jezewski
et al., 2006), where the US method was related to the reference
direct FECG, have shown that the electrical method provides
significantly higher FHR variability. Hence it leads to conclusion,
that the variability indices for the FECG signal acquired from
the abdominal wall represent the true FHR variability, whereas

in the ultrasound method they are significantly underestimated
(Goncalves et al., 2013). On the other hand, a comparison
of these methods, through a clinical interpretation of the
FHR signals for fetal outcome prediction was examined. It
showed that ability of various clinical parameters to distinguish
between normal and abnormal groups do not depend on
the acquisition method. That was confirmed by similar
tendency of changes of clinical parameters determined in both
groups.

In summary we can conclude that the abdominal fetal
electrocardiography, being considered as an alternative to
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the ultrasound based approach for certain application, like a
pregnancy telemonitoring at home, does not change significantly
the interpretation of the FHR signal. Equivalence of these
methods was confirmed for both visual assessment and
automated analysis of the signals. Despite the lack of reference
signal, it can be proved indirectly that the abdominal fetal
electrocardiography provides more reliable description of the
instantaneous FHR variability. It’s another advantage over the
ultrasound method relates to a lower signal loss. However, this
conclusion coming from analysis of the signals collected in
hospital conditions may undergo final verification when both
methods will become widely applied in the systems for pregnancy
telemonitoring.
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An automated method to assess the fetal physiological development is introduced

which uses the component intervals between fetal cardiac valve timings and the

Q-wave of fetal electrocardiogram (fECG). These intervals were estimated automatically

from one-dimensional Doppler Ultrasound and noninvasive fECG. We hypothesize that

the fetal growth can be estimated by the cardiac valve intervals. This hypothesis

was evaluated by modeling the fetal development using the cardiac intervals and

validating against the gold standard gestational age identified by Crown-Rump Length

(CRL). Among the intervals, electromechanical delay time, isovolumic contraction time,

ventricular filling time and their interactions were selected in a stepwise regression

process that used gestational age as the target in a cohort of 57 fetuses. Compared

with the gold standard age, the newly proposed regression model resulted in a mean

absolute error of 3.8 weeks for all recordings and 2.7 weeks after excluding the low quality

recordings. Since Fetal Heart Rate Variability (FHRV) has been proposed in the literature

for assessing the fetal development, we compared the performance of gestational age

estimation by our new valve-interval basedmethod, vs. FHRV, while assuming the CRL as

the gold standard. The valve interval-based method outperformed both the model based

on FHRV. Results of evaluation for 30 abnormal cases showed that the new method is

less affected by arrhythmias such as tachycardia and bradycardia compared to FHRV,

however certain types of heart anomalies cause large errors (more than 10 weeks) with

respect to the CRL-based gold standard age. Therefore, discrepancies between the

regression based estimation and CRL age estimation could indicate the abnormalities.

The cardiac valve intervals have been known to reflect the autonomic function. Therefore

the new method potentially provides a novel approach for assessing the development of

fetal autonomic nervous system, which may be growth curve independent.

Keywords: fetal development, gestational age, 1D Doppler ultrasound, cardiotocography (CTG), fetal

electrocardiography (fECG), autonomic nervous system (ANS), fetal monitoring, systolic and diastolic time

intervals
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1. INTRODUCTION

Estimation of the Gestational Age (GA) is crucial for antenatal
diagnosis, monitoring fetal growth and detecting Intra-Uterine
Growth Retardation (IUGR), predicting the delivery date
and management of pre-term and post-term pregnancies, to
ultimately prevent perinatal and neonatal mortality (Alexander
et al., 1996; Taipale and Hiilesmaa, 2001; Bhutta et al., 2014;
Chauhan et al., 2014). It is also a fundamental factor in ensuring
the safety and effectiveness of medications during pregnancy
(Reis and Källén, 2010; Andersen et al., 2013; Li et al., 2013). The
GA has been traditionally estimated based on the Last Menstrual
Period (LMP), which is the most affordable method specially for
low and middle income countries (Wang et al., 2011; Deputy
et al., 2017). However it is subject to human errors in recall or
data entry, as well as biologically associated errors (Dietz et al.,
2007; Lynch and Zhang, 2007). For example, the assumption of
a regular 28-day menstrual cycle and ovulation on 14 days after
the first day of LMP are not consistent and may vary from case
to case (Dietz et al., 2007). As reported in the literature, the
clinically estimated GA as collected on certificates of live birth
based on prenatal and neonatal clinical assessments, exceeds
the LMP-based GA by 2 weeks or more for more than 40%
of the cases (Alexander et al., 1995). A recent study found the
ovulation day as the most accurate predictor compared to LMP
and ultrasound-based methods (Mahendru et al., 2016).

A more accurate and reliable estimation of the GA
is provided through obstetric ultrasound which has been
clinically established as the gold standard (Lynch and Zhang,
2007; Papageorghiou et al., 2014). A variety of sonographic
measurements including Biparietal Diameter (BPD), Crown-
Rump Length (CRL), Head Circumference (HC), Abdominal
Circumference (AC) and Femur Length (FL) are used to estimate
the GA (Hadlock et al., 1982; Dietz et al., 2007; Lynch and Zhang,
2007; Papageorghiou et al., 2014). Although these measures
provide a more reliable estimation of GA compared to LMP,
they are all based on physical growth (mass or proportions),
which is affected by genetic variations (e.g., head size and
shape in fetuses), gender and inherent variability in the fetal
growth process (Hadlock et al., 1981; Sherwood et al., 2000;
Lynch and Zhang, 2007; Kullinger et al., 2016). These methods
may also systematically overestimate or underestimate the GA
of the fetuses which are respectively large or small for GA
(Sherwood et al., 2000; Lynch and Zhang, 2007). Unsuitable
positioning of the fetus during measurement also causes error
and the technique is subject to operator error, and the quality
of the images (Hunter, 2009; Callen, 2011). For example, 95%
confidence intervals of ±4 weeks were found for FL, which is
one of the most accurate estimators. The prediction interval
may be as large as ±7 weeks for the estimators with higher
standard errors, such as AC (Sherwood et al., 2000). The
error also increases with the gestational age and generally the
ultrasound methods are more precise when performed in the
first-trimester (Caughey et al., 2008; Falatah et al., 2014; Al-
Amin et al., 2015). Pathological conditions may also introduce
a high levels of inaccuracy or significant bias in many estimation
methods.

Although in high income countries routine skilled ultrasound
screening is performed, many factors limit its use in low income
countries, including high cost of the equipment, lack of trained
sonographers or physicians, as well as the skill required to
perform a GA estimation test (Wang et al., 2011; McClure et al.,
2014). We therefore propose an alternative technique to be used
as an adjunct in estimating the GA where ultrasound imaging
methods are unavailable or inadequate due to pathologies,
unsuitable positioning, limited skills and technical issues.

One promising alternative GA estimator is Fetal Heart Rate
(FHR) (Cha et al., 2001; Hoyer et al., 2013; Tetschke et al., 2016).
FHR can be measured with affordable apparatus and little need
for prior skill, and hence is a feasible approach in low income
countries (Tezuka et al., 1998; Stroux et al., 2014). Early studies
found a comparable accuracy of FHR-based method with CRL,
in early pregnancy (38–64 days) (Tezuka et al., 1998), and the
methods were further improved recently being more focused on
neurological development (Hoyer et al., 2013; Tetschke et al.,
2016). While ultrasound-based techniques are generally based on
the physical development and influenced by genetic variations,
FHR provides a marker for neuro-physiological development of
the fetus, since it reflects the Autonomic Nervous System (ANS)
control of the cardiovascular system, which matures through the
progress in pregnancy. Various linear, nonlinear and complexity-
based FHR variability (FHRV) parameters have been found to
be closely related to the fetal development (Van Leeuwen et al.,
2003; Hoyer et al., 2009; Wallwitz et al., 2012; Hoyer et al.,
2013; Tetschke et al., 2016). Vagal and sympathetic activity
rhythms and their interactions has been traditionally attributed
to different frequencies of FHR fluctuations and their ratios
(European Society of Cardiology, 1996) which can be evaluated
during fetal development. More recently, a “functional Fetal
Autonomic Brain Age Score” (fABAS) was introduced which
leverages the FHR patterns in a multivariate analysis (Hoyer
et al., 2013). However, FHR is influenced by arrhythmias, fetal
behavioral/sleep states and heart rate patterns such as FHR
accelerations and even maternal psychological and physiological
conditions, particularly in mid- and late-gestation (Mantel et al.,
1991; Monk et al., 2000; Ivanov et al., 2009; Marzbanrad
et al., 2015b). These factors complicate the assessment of fetal
development based on FHR.

Fetal cardiac valve intervals are alternative measures
which could be obtained from non-invasive, low cost and
easy-to-operate devices, and used as reliable markers for
fetal development and well-being (Shakespeare et al., 2001;
Khandoker et al., 2009; Marzbanrad et al., 2013b). These
intervals are based on the opening and closing time of the fetal
cardiac valves, namely the atrioventricular and semilunar valves.
Automated techniques for estimation of these intervals from
non-invasively recorded one-dimensional Doppler Ultrasound
(1-D DUS) signal (conventionally used as FHR monitor)
were proposed in our previous papers (Marzbanrad et al.,
2013b, 2014a). The valve intervals can also be used to assess
the ANS function, as an alternative to the FHRV, since the
cardiac mechanics are known to reflect the autonomic control
in the literature on adults (Berntson et al., 1994; Cacioppo
et al., 1994a,b; Di Rienzo et al., 2013). As an example, the
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Pre-ejection Period (PEP), which is the interval from the onset
of ventricular depolarization (the beginning of the QRS complex
on the electrocardiogram) to the opening of aorta, reflects
sympathetic influences on the heart (Cacioppo et al., 1994a;
Mensah-Brown et al., 2010). In previous studies we found
significant changes in the valve intervals with advancing GA
(Marzbanrad et al., 2013a,b). In the work presented here we
hypothesize that the fetal cardiac valve intervals, which are
estimated automatically, can be used as a novel alternative
measure of the GA, reflecting the physiological development of
fetus.

2. METHODS

2.1. Subjects and Data Acquisition
Doppler ultrasound and abdominal ECG signals were recorded
simultaneously at Tohoku University Hospital, Japan, from 57
pregnant women with healthy single pregnancy who were not
under any medication and 30 cases with fetal arrhythmia or
abnormalities. The type of abnormalities and the GA for these
30 cases are presented in Table 4 and more details about these
arrhythmia and abnormalities can be found in Murray (2007),
Allan et al. (2000), Allen et al. (2013), and Abuhamad and
Chaoui (2012). All 87 fetuses had a GA of between 16 and
41 (32 ± 6) weeks at the time of recording. The GA was
estimated using ultrasound imaging by a trained sonographer,
by measuring fetal CRL at about 10 weeks, which is the
length of embryos and fetuses from the head top (crown)
to the bottom of the buttocks (rump). The study protocol
was approved by Tohoku University Institutional Review
Board and written informed consent was obtained from all
participants. Table 1 summarizes the CRL-based gestational age,
maternal age, weight and height for the healthy and abnormal
cases.

The 1-D DUS signal was generated using a 1.5 MHz
Corometrics 5700 Ultrasound transducer and the abdominal
ECG signals were collected by a multichannel data acquisition
system (fetal monitor 116, Corometrics Medical Systems Inc)
with 1,000Hz sampling frequency and 16 bit resolution. Twelve
electrodes were used for abdominal ECG recordings, ten of which
were arranged on the mother’s abdomen, one reference electrode
on the back and one electrode was set at the right thoracic
position. The DUS transducer was placed on the lower abdomen
and the audio output was connected to the input channel of the
fetal monitor. All DUS and ECG recordings were 1 min in length
and sampled at 1 kHz with 16-bit resolution. More details about
the experimental set up can be found in Sato et al. (2007).

TABLE 1 | Maternal age (years), height (cm) and weight (kg) as well as the

CRL-based GA (weeks) for normal and abnormal groups are presented as

mean ± standard deviation.

Group Age (years) Weight (kg) Height (cm) GA (weeks)

Normal 26 ± 7 51.1 ± 5.7 152.7 ± 8.7 33 ± 6

Abnormal 35 ± 6 65.2 ± 12.1 162.6 ± 2.4 30 ± 6

2.2. fECG Extraction
Data from 12 channels were recorded bipolarly from the
electrodes placed on the maternal abdomen, sampled every
1 ms (1 kHz sampling) with 16-bit resolution and bandpass
filtered by 1–100 Hz finite impulse response filter. To separate
fECG from the composite abdominal signal, a combination of
maternal ECG cancellation and Blind Source Separation with
a Reference (BSSR) was employed (Sato et al., 2007). In brief,
electrical activities of the heart can be modeled as a vector in
the direction of excitation, which is sometimes called the heart
vector (Symonds et al., 2001). The maternal ECG component
was excluded by subtracting the linear combination of mutually
orthogonal projections of the heart vector. Subsequently, BSSR
was used to extract fECG from complex mixture using DUS
signal as a reference (Sato et al., 2007). Fetal QRS locations were
detected by amodified Pan and Tompkins peak detectionmethod
as described in Behar et al. (2013).

2.3. Evaluation of Data Quality
The quality of 1-D DUS and fECG signals were assessed to
exclude low quality signals and to evaluate the relationship of the
final error in the GA estimation with the quality scores.

2.3.1. fECG Signal Quality
A state of the art Signal Quality Index (SQI), known as “bSQI,”
was used. This metric evaluates the agreement between two QRS
detection methods with different robustness to noise (Clifford
et al., 2012). The bSQI metric takes a range between 0 (lowest
quality) and 1 (highest quality).

2.3.2. 1-D DUS Signal Quality
Quality assessment of the DUS signal was performed using
a method described in our earlier work (Marzbanrad et al.,
2015a). The method is based on various quality indices of
the high frequency component of the DUS signal. To isolate
the high frequency component which is linked to the valves’
movements, the DUS signal was decomposed by continuous
wavelet analysis, as described in our earlier work (Khandoker
et al., 2009; Marzbanrad et al., 2014a). Using a second order
complex Gaussian as the mother wavelet, the signal at scale 2
(∼ 200 Hz) was extracted and smoothed. The envelope of the
absolute value of this signal was then estimated by interpolating
the maxima and smoothing with a low pass filter. Each envelope
was segmented into cardiac cycles using the corresponding RR
intervals, estimated from fECG. The signal segments were then
normalized by subtracting the mean and dividing by the standard
deviation.
Twelve features were selected mainly based on the signal
properties in the valve motion ranges compared to the remaining
time intervals. The plausible valve motion ranges were defined
as: Mc: (9–44), Ao: (45–90), Ac: (200–260), Mo: (265–326), all
in msec following the segment onset (the preceding R-peak)
(Khandoker et al., 2009; Marzbanrad et al., 2013b). The features
selected were as follows and all were normalized to [0− 1]:

• The ratio of the power (SQI1), number of peaks (SQI2), mean
peak amplitude (SQI3) and variance (SQI4) in the valvemotion
range to the values in the remaining time intervals.
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• kurtosis (SQI5), skewness (SQI6), Hjorth parameters (SQI7)
and sample entropy (SQI8: m = 1, r = 0.1, SQI9: m =

1, r = 0.2, SQI10: m = 2, r = 0.1, SQI11: m = 2, r =

0.2), where m and r denote window length and tolerance,
respectively.

• Minimum ratio of the 2nd to 1st singular value (SQ12) from
Singular Value Decomposition (SVD) of a matrix containing
consecutive windows of the signal with various sizes: 10, 15,
20,...,100.

An overall quality metric was obtained from the features
SQI1,2,..,12 using a Naïve Bayes (NB) classifier with kernel density
estimate. The classifier was trained based on 345 cardiac cycles
of the DUS signals which were annotated for quality by four
independent annotators, as described in our previous paper
(Marzbanrad et al., 2015a). The NB classifier uses the training
data to estimate the conditional distribution of the features
given the classes and also distribution of the classes. Then it
estimates the posterior probability through the Bayes rule and
classifies each sample to the most probable class. The same
trained classifier was used in this study to classify the DUS
quality. In our previous paper we used 10-fold cross validation
and found the accuracy of 0.86 and 0.84 in train and test set,
respectively.

2.4. Estimation of Cardiac Valve Intervals
The cardiac valve intervals are illustrated in Figure 1. These
intervals were obtained based on the onset of the ORS complex
detected as described above, and the opening and closing of
the valves detected from the high frequency component of
the DUS signal. The valve motion events were detected using
a model-based method that was presented in our previous
work (Marzbanrad et al., 2014a). This latter method is now
summarized. The envelope of the high frequency component

of the DUS signal, which were normalized and segmented into
cardiac cycles (as described in Section 2.3.2), were clustered into
six different patterns using K-means clustering. The key idea
was to find the following events which correspond to the peaks
of the high frequency components: Aortic valve opening (Ao),
transitional event (T1), Aortic valve closing (Ac), transitional
event (T2), Mitral opening (Mo), transitional event (T3), Mitral
closing (Mc), transitional event (T4). The transitional events
are related to extra peaks that do not correspond to any valve
motion. A hybrid Support Vector Machine-Hidden Markov
Model (SVM-HMM) was trained for each cluster separately,
using the time (phase) and amplitude of the peaks of the
signal as features, corresponding to one of the valve motion or
transition events. The training and validation of this approach
were based on expert annotation and simultaneous fetal echo-
cardiography images, and were carried out in our earlier work
(Marzbanrad et al., 2014a). To identify the events, each segment
of the normalized envelope of the high frequency component
was matched to the clusters that for which it had the minimum
Euclidean distance to cluster’s centroid. Then the sequence of
events, which were attributed to the peaks of the signal, were
identified by the Viterbi algorithm using the trained SVM-HMM
specific to the corresponding cluster. The block diagram of this
method is shown in Figure 2 and more details can be found in
Marzbanrad et al. (2014a).

2.5. Estimation of the Gestational Age
Three sets of parameters were used to estimate the GA:

• Valve-timing parameters: From the parameters shown in
Figure 1, Electromechanical Delay Time (EDT), Isovolumic
Contraction Time(ICT), Ventricular Ejection Time (VET),
Isovolumic Relaxation Time (IRT) and Ventricular Filling
Time (VFT) were selected. Only Pre-Ejection Period (PEP)

FIGURE 1 | An illustrative example of fetal cardiac intervals. STI, Systolic Time Interval; EDT, Electromechanical Delay Time; ICT, Isovolumic Contraction Time;

PEP, Pre-Ejection Period; VET, Ventricular Ejection Time; IRT, Isovolumic Relaxation Time; VFT, Ventricular Filling Time.
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FIGURE 2 | Block diagram of the training and testing processes of the method used for automated identification of opening and closing of the valves

(Marzbanrad et al., 2014a).

and Systolic Time Interval (STI) were excluded as they were
linearly related to other intervals.

• FHR-related parameters: Time and frequency domain FHRV
parameters were used including: Mean and standard deviation
of RR intervals (mRR and SDRR), Root Mean Square of
the Successive Differences (RMSSD) between adjacent RR
intervals, low frequency (LF: 0.03–0.15 Hz) which is related to
the neural sympathetic activity, medium frequency (MF: 0.15–
0.5 Hz) corresponding to the fetal movements and maternal
breathing and high frequency (HF: 0.5–1 Hz) which marks
the presence of fetal breathing (typically present after 32nd
week of gestation), the ratio LF/(MF+HF) and Total Power
(TP). More details can be found in Signorini et al. (2003) and
Van Leeuwen et al. (2003).

• Combined parameters: A combination of the FHR-related
parameters and five valve timing parameters were used.

In order to estimate the GA from these parameters a stepwise
regression analysis was employed based on individual and
all combinations of parameters and the models including an
intercept, linear, squared terms and cross-products. Stepwise
regression automatically adds to or removes from the model in a
forward and backward process to determine a final model, using
an F-test applied to the sum of the squared error before and after
adding a parameter (p < 0.05) as the criterion for including
a parameter. Root Mean Squared Error, R-squared, adjusted R-
squared and the F-test results vs. constant model were calculated

for the regression of each set of parameters. An average leave-
one-out cross-validation error in GA estimation was calculated.
The difference between the CRL-based and regression-based GA
estimate was made at every stage to provide an estimate of out of
sample performance of the proposed approach.
The GA estimation error was compared for different parameters,
including: FHR, fECG quality score and DUS signal quality score.
The improvement of the GA estimation by applying threshold on
the quality of the signals was also evaluated. Finally the optimal
regression model which was obtained based on healthy cases was
then used to estimate the GA of abnormal cases.

3. RESULTS

3.1. Stepwise regression results
Using fetal heart valve timings as parameters, stepwise regression
resulted in the following regression model for all healthy fetuses,
without excluding the cases with low quality signals:

Estimated GA = a0 + a1EDT + a2ICT + a3VFT + a4EDT

∗ICT + a5ICT ∗ VFT

where a0, a1, ..., a5 are the coefficients. Table 2 shows the
estimated coefficients and the Standard Error (SE). It shows the
t-statistic for each coefficient to test the null hypothesis of the
coefficient being zero, given the other estimators in the model.
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The p-value of the F-statistic for the hypothesis of the coefficient
being zero is also shown.

The statistics for the F-test on the regression model vs.
constant model, showed significance of the model (F-statistics
15.1, p-value = 4.36 ∗ 10−9). Standard deviation of the error
distribution was 4.01 (weeks) and R-squared and adjusted R-
squared were 60 and 56%, respectively.

FHRV parameters were also used to estimate the GA. The
following regression model for all healthy fetuses, without
excluding the cases with low quality signals, were obtained using
stepwise regression:

Estimated GA = b0 + b1mRR+ b2SDRR

where b0, b1, and b2 are the coefficients. Therefore only the mean
and standard deviation of fetal RR-intervals significantly
contributed to the model. Table 3 shows the estimated
coefficients and SE of the coefficients. It shows the t-statistic for
each coefficient to test the null hypothesis of the coefficient being
zero, given the other estimators in the model. The p-value of the
F-statistic for the hypothesis of the coefficient being zero is also
shown.

The statistics for the F-test on the regression model vs.
constant model, showed significance of the model (F-statistics
6.08, p-value = 0.004). However the standard deviation of the
error distribution was 5.55 (weeks) which was larger than the SD

TABLE 2 | Results of Stepwise regression using valve intervals, including

estimated coefficients (a0,a1, ...,a5) and Standard Error (SE) of the

coefficients, t-statistic and p-value for the F-statistic of the hypothesis of

the coefficient being zero.

Estimate SE t-test p-value

Intercept −276.810 61.772 −4.481 4.218∗10−5

EDT 5.496 1.215 4.525 3.641∗10−5

ICT 7.897 1.743 4.530 3.574∗10−5

VFT 0.682 0.267 2.551 0.014

EDT*ICT −0.140 0.034 −4.142 1.295∗10−4

ICT*VFT −0.017 0.007 −2.273 0.027

The model was obtained based on the parameters in milliseconds and GA in weeks.

Other results include: F-statistics: 15.1, p-value = 4.36*10−9, Standard deviation of the

error distribution: 4.01 (weeks), R-squared: 60%, adjusted R-squared: 56%.

TABLE 3 | Results of Stepwise regression using FHRV parameters,

including estimated coefficients (b0,b1 and b2) and Standard Error (SE) of

the coefficients, t-statistic and p-value for the F-statistic of the

hypothesis of the coefficient being zero.

Estimate SE t-test p-value

Intercept 4.788 10.866 0.441 0.661

mRR 0.064 0.026 2.432 0.018

SDRR 0.120 0.058 2.044 0.046

The model was obtained based on the parameters in milliseconds and GA in weeks.

Other results include: F-statistics: 6.08, p-value: 0.004, standard deviation of the error

distribution: 5.55 (weeks), R-squared: 18%, adjusted R-squared 15%.

for the model with valve intervals, and R-squared and adjusted R-
squared were only 18 and 15%, respectively, which were smaller
than those of the model with valve intervals.

Using leave-one-out cross-validation, the mean absolute
difference between the CRL-estimated GA and the GA estimated
from the proposed model was found to be 5.1 weeks using FHRV
parameters and 3.8 weeks using valve timing intervals and 4.2
weeks when all parameters combined. When attempting to select
a combined model, none of the FHR parameters were selected
and therefore did not provide any additional value or increase
the GA estimation accuracy. In the leave-one-out process, a
new regression model is obtained when excluding each case.
Therefore the model from the combined parameters were not
necessarily the same as the model obtained based on all cases,
thus the mean absolute errors were different for the methods
using valve intervals and combined parameters.

3.2. The Effect of Signal Quality on GA
Estimation
The absolute error which was calculated using leave-one-out
approach, was not significantly correlated with the quality scores
while controlling for GA and FHR:

• Correlation with the fECG quality score: (r = −0.234, p =

0.088).
• Correlation with the DUS signal quality score: (r = −0.007,

p = 0.958).

However the error was decreased by applying a threshold on the
quality of the signals and excluding the cases with low quality
score. Figure 3 shows the changes in the absolute error for
various threshold values of fECG and DUS signal quality scores.
Minimum absolute error 2.7 weeks was obtained when only the
cases with fECG quality score > 0.4 and DUS quality score > 0.3

FIGURE 3 | Applying threshold for acceptable DUS and fECG signal

quality, the absolute error for GA estimation is reduced. The absolute

error (weeks) is plotted vs. the thresholds for fECG and DUS signal quality

scores. The number of excluded cases for different choices of the quality

thresholds are shown on the grid knots.
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(22 cases in total) were considered. Applying higher thresholds
would result in exclusion of more than 60% of cases. Figure 4
shows the estimated GA using cardiac valve timings compared to
the GA based on CRL as a gold standard for 22 fetuses with fECG
quality score > 0.4 and DUS quality score > 0.3. This figure also
shows the 1.96 × SD of the error as the 95% limits of agreement
between the estimated age by cardiac valve intervals and CRL.

Furthermore, the absolute error for estimating the GA based
on the FHR-related parameters could be reduced to theminimum
of 4.7 weeks by applying the threshold of 0.32 on the fECG
quality.

3.3. Changes of the Estimation Error with
GA and FHR
The correlation of the error (estimated GA using valve
intervals - CRL-based GA) using leave-one-out cross-validation,
with GA as well as FHR was calculated and the results are
summarized as follows:

• The error of GA estimation based on the valve timings was
inversely correlated with GA (r = −0.591, p < 0.001).
Stronger correlation with GA was found (r = −0.654,
p < 0.001) when it was controlled for other factors, such
as FHR, and quality score for DUS and fECG. The GA
was overestimated for the early gestation and underestimated
for late gestation fetuses. The error was more significantly
correlated with GA when the regression was based on FHR
parameters (r = −0.939, p < 0.001).

• The absolute value of the error for estimation using valve
timings was not significantly correlated with GA (r = −0.117,
p = 0.385), nor was it significant while controlling for FHR
and quality scores (r = −0.020, p = 0.884). The absolute error
of the regression based on the FHR parameters was inversely
correlated with GA (r = −0.422, p = 0.001), also when it was
controlled for the quality scores (r = −0.446, p = 0.001).

• The error of GA estimation based on the valve timings was
inversely correlated with FHR, when controlling for GA and
quality scores (r = −0.325, p = 0.017). However, the absolute
value of error was not significantly correlated to FHR (r =

0.1226, p = 0.3771).

3.4. Estimation of the GA for Abnormal
Cases
The regression model based on the cardiac valve intervals of the
healthy fetuses was used to estimate the GA of the fetuses with
various abnormalities and arrhythmia. Table 4 shows the GA
estimated by regression and CRL for each case.

The table shows that arrhythmia (for cases 1–5) results in
5 weeks or less error in estimating the GA using heart valve
intervals, while the FHR-based model failed to estimate the
GA for bradycardia and arrhythmia case. Figure 5 shows the
estimated GA using cardiac valve timings vs. the GA based on
CRL as a gold standard for the abnormal cases, compared to
the 95% Confidence Interval (CI) for healthy cases (as shown
in Figure 4). The specific abnormality types which resulted in
estimated GA being outside the 95% CI are specified. The GA
estimation using valve intervals clearly fails for some types of
heart abnormalities such as ASD, VSD, SA and AV block (cases
19–22), due to their influence on opening and closing of the heart
valves. FHR based model also failed for those anomalies as well as
for the case with Premature Atrial Contraction (PAC) which was
correctly estimated by the valve interval-based model.

4. DISCUSSION AND CONCLUSION

In this paper a new approach is proposed for estimation of the GA
using fetal cardiac valve intervals. These intervals were estimated
by a fully automated method from the raw recordings, therefore
is less affected by human errors compared to sonography or LMP
methods. Furthermore, the apparatus used to obtain the valve

FIGURE 4 | (A) The estimated GA using cardiac valve timings and the GA based on CRL as a gold standard were compared for 22 healthy fetuses with fECG quality

score > 0.4 and DUS quality score > 0.3. r, Pearson correlation r-value; r2, Pearson r-value squared; SSE, sum of squared error; n, number of fetuses. (B)

Bland-Altman plot (bias and 95% limits of agreement: 1.96 SD) for the estimated and CRL-based GA. RPC(%): reproducibility coefficient and % of mean values, CV:

coefficient of variation (SD of mean values in %).
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TABLE 4 | Comparison of the estimated GA (weeks) using regression model based on the cardiac valve intervals with the gold standard (identified by

CRL), for the cases with various types of anomalies and arrhythmias.

ID CRL GA Valve-based FHR-based FHR (bpm) DUS/fECG SQI Type of abnormality

Est. GA Error Est. GA Error

1 33 35 2 32 −1 202 0.8/0.5 Tachycardia

2 35 32 −3 29 −6 175 0.8/0.5 Tachycardia

3 38 33 −5 48† 10* 133 0.8/0.4 Arrhythmia

4 37 42 5 47† 10* 105 0.5/0.3 Bradycardia for SSS

5 38 41 3 76† 38* 104 0.6/0.3 Bradycardia for SSS

6 35 46† 11* 34 -1 138 0.8/0.4 WPW

7 37 37 0 118† 81* 117 0.9/0.3 PAC

8 32 36 4 33 1 142 0.7/0.4 Loss of FHRV-distress

9 30 36 6 33 3 149 0.4/0.4 Heart failure

10 33 33 0 34 1 132 0.1/0.5 Heart anomaly

11 36 33 −3 33 -3 145 0.9/0.5 Heart anomaly

12 30 32 2 35 5 135 0.3/0.3 Heart anomaly

13 34 35 1 30 -4 152 0.5/0.5 Heart anomaly

14 22 36 14* 41 19* 133 0.6/0.2 Heart anomaly

15 22 38 16* 54† 32* 122 0.6/0.3 Heart anomaly

16 36 32 −4 34 -2 144 0.9/0.3 Heart anomaly

17 28 29 1 32 4 147 0.7/0.3 TOF

18 28 30 2 43† 15* 145 0.5/0.3 TOF-VSD-PA-MS-PAC

19 23 70† 47* 63† 40* 67 0.5/0.2 VSD-ASD-CDH-CA

20 35 80† 45* 104† 69* 65 0.7/0.2 AV block

21 27 96† 69* 87† 60* 68 0.7/0.2 AV block-SA-CAV

22 24 82† 58* 86† 62* 62 0.6/0.3 PA-CAVC-SA-AV block-PS

23 26 35 9* 37 11* 127 0.3/0.3 Ebstein’s anomaly

24 33 39 6 57† 24* 122 0.6/0.3 Cardiac dilatation-CHD

25 20 67† 47* 89† 69* 78 0.3/0.2 NIHF

26 29 35 6 33 4 144 0.9/0.3 NIHF-Hydrops amnii

27 18 25 7 29 11* 158 0.8/0.4 TTTS Donner

28 35 36 1 31 −4 152 0.3/0.5 Acute crisis-placental abruption

29 24 32 8 31 7 147 0.9/0.3 Placental dysfunction

30 31 20 −11* 30 −1 163 0.6/0.3 History of intrauterine death

†
Marks the estimated GA > 42 weeks, where the abnormal condition affects the valve intervals or FHR, therefore the regression model fails to estimate the GA correctly. The difference

(estimated GA - CRL GA) for the cases marked with * is outside the confidence interval of the error of GA estimation for healthy cases.

SSS, Sick sinus syndrome; WPW, Wolff-Parkinson-White syndrome; PAC, Premature Atrial Contraction; TOF, Tetralogy of Fallot; VSD, Ventricular Septal Defect; PA, Pulmonary Atresia;

MS, Mitral Stenosis; ASD, Atrial Septal Defect; CDH, Congenital Diaphragmatic Hernia; CA, Chromosomal Aberration; AV block, Atrioventricular block; SA, Single Atrium; CAV, Cardiac

Allograft Vasculopathy; CAVC, Common Atrioventricular Canal; PS, Polysplenia Syndrome; CHD, Congenital Heart Disease; NIHF, Nonimmune Hydrops Fetalis; TTTS, Twin-to-Twin

Transfusion Syndrome Donor (Allan et al., 2000; Murray, 2007; Abuhamad and Chaoui, 2012; Allen et al., 2013).

intervals are easier to handle and require less skill to operate
compared to standard sonography techniques. Although in this
work we used non-invasive simultaneous recording of 1-D DUS
signals and fECGs, the latter are only required for estimation
of EDT which depends on the onset of QRS complex. It is also
possible to use only 1-DDUS signals to obtain ICT, VET, IRT, and
VFT using an automated technique that we proposed in previous
work (Marzbanrad et al., 2013b). Since a 1-DDUS device can cost
as little as $17 and can be performed by nonexperts with limited
training, it can be used to estimate the GA in resource limited
settings (Stroux et al., 2014).

Although we have not directly evaluated the ANS and
its relationship with valve intervals, the complex interplay
between autonomic control of the heart and cardiac mechanics

characterized by the valve intervals, has been previously reported
in literature and is consistent with the results of this study
(Berntson et al., 1994; Cacioppo et al., 1994a,b; Di Rienzo et al.,
2013). According to the studies on adult cases, PEP is attributed
to the sympathetic nervous system effect on the heart (Cacioppo
et al., 1994a). As shown in Figure 1, the PEP, which is the
duration from Q-wave to aorta opening, is comprised of two
intervals: the EDT, which is the Q-wave to mitral closing interval,
and the ICT, which is mitral closing to aorta opening interval.
Our results show that not only do the ICT and EDT contribute
to the GA estimate but their interaction is also a significant
contributor. According to the results of stepwise regression in
Table 2, VFT was also selected as a contributing term to the
estimate the GA. Although less emphasis has been placed on
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FIGURE 5 | The estimated GA using cardiac valve timings vs. the GA based on CRL as a gold standard are shown for 30 abnormal cases. The 95%

Confidence Interval (CI) for healthy cases (as shown in Figure 4) and y = x line are also shown for comparison. The abnormality types are specified for the cases with

estimated GA being outside the 95% CI. More details can be found in Table 4. (WPW, Wolff-Parkinson-White syndrome; VSD, Ventricular Septal Defect; PA,

Pulmonary Atresia; ASD, Atrial Septal Defect; CDH, Congenital Diaphragmatic Hernia; CA, Chromosomal Aberration; AV block, Atrioventricular block; SA, Single

Atrium; CAV, Cardiac Allograft Vasculopathy; CAVC, Common Atrioventricular Canal; PS, Polysplenia Syndrome; CHD, Congenital Heart Disease; NIHF, Nonimmune

Hydrops Fetalis).

fetal VFT than other intervals, both in the literature and clinical
practice, studies on adults found that VFT is controlled by
both sympathetic and parasympathetic activity (Pinsky, 2005;
Frazier et al., 2008; Khandoker et al., 2016). Therefore fetal
development can be assessed by the ICT, the EDT and the
VFT, as well as their interactions which evolve concomitantly
with the changes in sympathetic and parasympathetic activities
during fetal maturation. As discussed earlier, fetal autonomic
brain age can be assessed using FHRV parameters (Van Leeuwen
et al., 2003; Hoyer et al., 2013). The results of this current
work demonstrated that a new method based on valve intervals
outperforms the FHR-based method in estimating the GA
although only time and frequency domain parameters and
non identical populations were used. Furthermore, the valve
interval method was less influenced by arrhythmias, particularly
bradycardia, as shown in Table 4. FHR is also influenced by
other factors such as behavioral states of the fetus and maternal
physiological and psychological conditions, particularly in the
second and third trimesters (Mantel et al., 1991; Monk et al.,
2000; Ivanov et al., 2009; Marzbanrad et al., 2015b).While
FHR might change according to those factors, this may not
necessarily affect the estimation of GA by cardiac intervals.
Among the cardiac valve intervals which were found contributing
to estimation of gestational age, only VFT was correlated with
FHR; the correlation of beat-by-beat fetal RR-intervals with ICT,
EDT and VFT across 57 fetuses, were (−0.03 ± 0.13), (−0.02 ±

0.10) and (0.50± 0.21), respectively.
We note some limitations of the current study; first, the

recordings used in this study are short and may not thoroughly
represent the FHRV patterns which are used to evaluate the
fetal functional brain development (Hoyer et al., 2013). Longer

recordings would enable a better comparison of the effectiveness
of valve intervals vs. FHRV patterns to assess the development of
autonomic control. Further investigation using longer recordings
is also recommended to be able to assess the influence of
behavioral states and heart rate patterns on the valve intervals.
We also acknowledge the recommendation of 5 min ECG for
HRV analysis particularly for nonlinear measures. However,
short term FHR variability e.g., the variation of beat-to-beat
intervals for adjacent 3.75 s-epochs averaged over 1 min has
been shown promising for monitoring of fetal development and
surveillance of IUGR (Serra et al., 2008, 2009). On the other hand,
the fact that most of the nonlinear HRV measures require at last
5 min of heart rate recording, further highlights an advantage
of our proposed approach based on cardiac valve intervals,
over the FHR-based approaches for GA estimation. Different
from FHR-based approaches, the cardiac valve intervals require
significantly less recording and measurement time to acquire a
reliable estimation of the intervals to assess the fetal development.
In clinical practice using ultrasound imaging, the parameters
such as VET and PEP can be estimated by averaging over 30 s,
and have shown to be well correlated with the gestational age
(Mensah-Brown et al., 2010; Cruz-Martinez et al., 2012). This
significantly reduces the examination time and the discomfort for
the mothers.

The second limitation of our study is that our patient
population did not include growth-restricted fetuses. To fully test
our proposed technique, it would need to be evaluated on such
a population. Although we have not evaluated the cardiac valve
intervals for the fetuses with growth issues, this was studied in the
literature, for young children (Alkon et al., 2003; van Deutekom
et al., 2016). Van Deutekom et al., have shown that both
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birth weight and conditional height gain were independently
associated with PEP, but not with Respiratory Sinus Arrhythmia
(RSA).They discussed that as a shorter PEP indicates higher
cardiac Sympathetic Nervous System (SNS) activity, this finding
suggests that children with low birth weight have increased
SNS activity compared with normal-birth-weight children. They
associated the increased infant height gain with decreased
SNS activity. Similar results specially for female children were
observed by Feldt et al. (2011). Although these studies were not
on fetuses, it is consistent with our result, showing that it might
be extended to the fetal period. Furthermore, our study proposes
a new physiological growth estimation method for healthy
population, as the first step in identifying fetal development
abnormalities. Furthermore, we studied fetal cardiac anomalies
and arrhythmias which may confound the evaluation of GA,
and obscure the potential detection of growth abnormalities. The
third limitation is that the evaluation of the estimated GA using
the proposed method for abnormal conditions, shows that the
method fails to estimate the GA in presence of some, but not all,
heart anomalies. This was particularly noted for the anomalies
that affect operation of the valves. From another perspective,
these results show that the valve intervals could be used to detect
these anomalies that resulted in unrealistic GA estimates or large
errors, as also investigated in our recent studies (Marzbanrad
et al., 2014b; Khandoker et al., 2016). However, more cases with
a large variety of anomalies are required for a more rigorous
evaluation of their influence on the estimated GA.

Although in this study we have not considered the fetal gender,
it might have an influence on the fetal growth and development.
While some studies found no significant differences between
male and female FHR during the first and second trimester
(Neiger et al., 2004; McKenna et al., 2005), different intrapartum
FHR patterns have been reported for two genders (Porter
et al., 2016). Another study on term fetuses just before the
labor, reported significantly lower values of most linear HRV
measures for female fetuses compared to male fetuses, in both
IUGR and control groups, as well as higher entropy indices in
the control group (Gonçalves et al., 2013). Apart from FHR,
the cardiac function was also previously investigated for male
and female fetuses and no significant differences in cardiac
function were found for different genders, except tricuspid valve
E-wave velocity/time velocity integral for the entire tricuspid
valve inflow (E/TVI) and pulmonary valve Acceleration Time
(AT) (Clur et al., 2011). Based on the literature noted above,
further investigations are required to study the gender-specific
differences for GA estimation using valve intervals and FHRV.
However, we note that in our study, the assumption was made
that gender-determining technology would not be available. In
other words, we aimed tomake a system that could identify IUGR
based upon the one dimensional Doppler only. In this context,
the inclusion of gender into the algorithm would reduce the
applicability of the approach we present.

Results of this study demonstrate that, for acceptable quality
DUS and fECG recordings (determined automatically), the
average error in GA estimation can be as low as 2.7 weeks, which
is comparable to existing expert-driven methods. This proposed
approach to GA estimation could be also improved with more

accurate methods of quality assessment for 1-D DUS and fECG
signals. It should be also noted that the error was obtained
by comparing the estimated GA to the CRL estimates as gold
standard, while a more accurate way would be to prospectively
enroll the study subjects prior to conception and confirm the
day of conception. The CRL is however subject to error (95%
confidence interval of around 10 days), particularly in case of
pathologies or unsuitable positioning (Grange et al., 2000; Callen,
2011). Furthermore the valve intervals have the advantage that
they reflect physiological development of the fetus which is
not completely aligned with the physical growth of the fetus.
As discussed earlier, the sonography methods can be affected
by genetic variations, such as the head shape, positioning of
the fetus and pathologic conditions. While the error of the
ultrasound-based GA predictors increases with gestational
age (Caughey et al., 2008; Falatah et al., 2014; Al-Amin et al.,
2015), according to our results, the error of the valve-based
method does not change with gestational progression. The
accuracy of the FHR-based method even increased with
advancing gestation. Therefore our proposed physiological
measures can be used in second and third trimesters, when the
ultrasound imaging measures have a low accuracy and fail to
detect abnormal growth, particularly in late gestation (Al-Amin
et al., 2015). Overall, the proposed technique can be used as a
measure of the physiological development and an adjunct in
estimating the GA where ultrasound methods are unavailable
or inadequate due to pathologies, unsuitable positioning,
lack of skilled ultrasound operators, or other technical
issues.

In conclusion, we proposed a novel and automated
method for estimation of the GA, which could be performed
using low cost, easy to operate devices that requires lower
skills/training compared to sonography methods. In contrast
to the sonography methods that are based on the physical
growth, our proposed method provides assessment of the
fetal physiological development. Compared to CRL-based GA
estimates as gold standard, our method resulted in 2.7 weeks
error for acceptable quality of recordings and also outperformed
the GA estimation by FHRV parameters. The GA estimation
based on valve intervals was affected by certain heart anomalies
which influence the performance of the valves, but less affected
by arrhythmias. Remaining errors in estimating the GA could
be used as a marker to detect fetal abnormalities. Considering
that the valve intervals reflect the autonomic control of the
fetal heart, the new method provides automated assessment
of the fetal ANS development that could be independent of
the fetuses’ locations on the growth curve (since our measure
reflects neural development and not physical size). As a result
the method proposed in this work might provide indications
of growth-related issues, such as IUGR, early in pregnancy and
potentially lead to early interventions.
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Despite vast improvement in perinatal care during the 30 years, the incidence rate

of neonatal encephalopathy remains unchanged without any further Progress towards

preventive strategies for the clinical impasse. Antenatal brain injury including fetal

intracranial hemorrhage caused by ischemia/reperfusion is known as one of the primary

triggers of neonatal injury. However, the mechanisms of antenatal brain injury are poorly

understood unless better predictive models of the disease are developed. Here we

show a mouse model for fetal intracranial hemorrhage in vivo developed to investigate

the actual timing of hypoxia-ischemic events and their related mechanisms of injury.

Intrauterine growth restriction mouse fetuses were exposed to ischemia/reperfusion

cycles by occluding and opening the uterine and ovarian arteries in the mother. The

presence and timing of fetal intracranial hemorrhage caused by the ischemia/reperfusion

were measured with histological observation and ultrasound imaging. Protein-restricted

diet increased the risk of fetal intracranial hemorrhage. The monitoring of fetal brains by

ultrasound B-mode imaging clarified that cerebral hemorrhage in the fetal brain occurred

after the second ischemic period. Three-dimensional ultrasound power Doppler imaging

visualized the disappearance of main blood flows in the fetal brain. These indicate

a breakdown of cerebrovascular autoregulation which causes the fetal intracranial

hemorrhage. This study supports the fact that the ischemia/reperfusion triggers cerebral

hemorrhage in the fetal brain. The present method enables us to noninvasively create

the cerebral hemorrhage in a fetus without directly touching the body but with repeated

occlusion and opening of the uterine and ovarian arteries in the mother.

Keywords: antenatal brain injury, fetal intracranial hemorrhage, ischemia/reperfusion, intrauterine growth

restriction, cerebrovascular autoregulation, ultrasound imaging

INTRODUCTION

Intrapartum asphyxia is a major cause of acute antenatal ischemic stroke and later irreversible
neonatal encephalopathy (Cowan et al., 2003). Khatri et al. previously elucidated the
pathophysiology for this type of brain injury as a double cascade of events involving ischemia
and reperfusion leading to the disruption of the blood brain barrier and eventually, hemorrhagic
cerebral transformation (Khatri et al., 2012). Known maternal antenatal risk factors for
ischemia/reperfusion injury include primiparity, infertility, infection, pre-eclampsia, gestational
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diabetes, smoking in pregnancy, and maternal nutrition (Nelson
and Lynch, 2004; Wu et al., 2004; Lee et al., 2005; Darmency-
Stamboul et al., 2012).

Our recent prenatal programming studies centered on
maternal protein restriction illustrate the inherent susceptibility
of fetuses and neonates to this type of neural compromise due to
intrauterine growth restriction (Velayo et al., 2010, 2014; Dong
et al., 2014, 2015). Molecular evidence show both prenatal and
postnatal adaptive responses to protein-restricted diets rendering
offspring vulnerable to further damage. These findings reinforce
the widely-accepted statute that maternal nutrition in pregnancy
is critical in early fetal brain development.

Currently, the exact mechanisms by which intrapartum
hypoxic-ischemic events lead to acute antenatal ischemic stroke
have not been fully elucidated due to the need for time-dependent
observation. In this study, we adapted our intrauterine growth
restriction mouse model for exposure to ischemia/reperfusion
injury to evaluate the presence and timing of fetal intracranial
hemorrhage. The ischemia/reperfusion cycles were generated
for a mouse fetus by occluding and opening the uterine
and ovarian arteries in the mother. Before and during the
treatments, time-lapse ultrasound imaging of the fetal brain
was performed. In addition, hemorrhage in the fetal brain was
determined by histological observation. Our results indicate that
protein-restricted diet increases the risk of fetal intracranial
hemorrhage caused by ischemia/reperfusion, due to a breakdown
in cerebrovascular autoregulation, showing the hemorrhage
likely occurs after the second ischemic period.

MATERIALS AND METHODS

Experimental Animals
This study was carried out in accordance with the
recommendations of Regulations for Animal Experiments
and Related Activities at Tohoku University, Center for
Laboratory Animal Research, Tohoku University. The protocol
was approved by the Center for Laboratory Animal Research,
Tohoku University. Virgin female C57BL/6N mice (CLEA Japan,
Inc., Tokyo, Japan) about 5 weeks old were maintained under
controlled lighting (12-h light cycle) and temperature (24◦C).
These were divided into two diet groups: Normal (N) and Low
Protein (LP) by feeding them AIN-93G and modified AIN-93G
(Oriental Yeast Co., Ltd., Tokyo, Japan), respectively. They were
allowed free access to food and water ad libitum. The LP diet
consisted of only 48% of the protein and 94% of the calorie
contents of the N diet as suggested in previous studies (Reeves
et al., 1993; Ito et al., 2011a,b). After a 2-week acclimatization
period, the female mice were time mated and inspected for
vaginal plugs the following morning. Plug-positive females
were then transferred to single cages and fed ad libitum. Food
consumption and body weight were recorded every day. There
was a total of 25 pregnant mice per diet group.

Ischemia/Reperfusion Procedure
We modified Magal’s method (Magal et al., 1988) as follows:
on day 17.5 of gestation, about 1–2 days before birth, pregnant
mice were anesthetized by subcutaneous injection with Ketamine
(Ketalar intramuscular 500 mg, Daiichi Sankyo Propharma

Co., Ltd., Tokyo, Japan; 10 mg/kg) and Xylazine (Selactar,
Bayer Yakuhin, Ltd., Osaka, Japan; 5 mg/kg). Maintenance
of anesthesia was achieved using inhalational 0.5% isoflurane
at a 200 ml/min air flow rate (Forane, Abbott Japan Co.,
Ltd., Tokyo, Japan). Each pregnant mouse was placed on a
38◦C temperature controlled stage. Maternal abdomen was
depilated with commercial hair removal cream (Veet, Reckitt
Benckiser Group plc, Slough, England, UK), and this was
followed by an abdominal midline incision. The maternal uterine
horns containing 2–8 fetuses were exposed, and warmed with
ultrasound gel (Parker Laboratories, Inc., Fairfield, NJ, USA)
which also enabled ultrasound transmission described later. One
fetus was chosen for ischemia/reperfusion treatment. Interval
occlusion and opening of maternal uterine and ovarian arteries
every 5 min induced ischemia and reperfusion (Figure 1). The
ischemia/reperfusion sequence was repeated three times and the
whole process lasted a total of 30 min. The number of fetuses
treated in each diet group was n= 25.

Ultrasound Imaging
Using a Vevo 2100 high-frequency, high-resolution ultrasound
device equipped with a linear array transducer MS-550D
(VisualSonics, Inc., Toronto, Canada), ultrasound B-mode
imaging of a cross section of a fetus brain was performed before
and all throughout ischemia/reperfusion intervals (Figure 1).
The central frequency of the ultrasound was 40 MHz resulting
in the axial resolution of about 40µm. The field of view
was 7 mm in width by 10 mm in depth, and three different
focal depths, 4, 6, and 8 mm, were set, simultaneously. One
hundred B-mode images were stored at 50 frame/s, wherein
each captured cineloop duration was 2 s. Moreover, before
and after the ischemia/reperfusion treatment, three-dimensional
(3D) ultrasound power Doppler imaging was performed to
visualize concomitant blood flow in the area. The scanning
length for the 3D imaging was set as 4.98 mm at the interval of
0.102 mm.

Histology
To evaluate the presence or absence of intracranial hemorrhage
after ischemia/reperfusion treatments, the fetuses were delivered
and whole brain samples were collected. Brain tissues were
supercooled in dry ice for 30 min and stored at −80◦C.
These were subsequently mounted using an optimal cutting
temperature (OCT) compound (Tissue-Tek 4583, Sakura Finetek
Japan Co., Ltd., Tokyo, Japan) and cut on a cryostat (Leica
Cryostat CM3050 S, Leica Microsystems GmbH, Wetzlar,
Germany) to obtain cross sections of 8µm thickness. Images

FIGURE 1 | Time-sequence of the experiment. Ischemia (I) and reperfusion

(R) conditions were created by occluding (C) and opening (O) maternal uterine

and ovarian arteries every 5 min. Each circle indicates a timing at which

ultrasound B-mode imaging or 3D power Doppler imaging was performed.
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of brain sections corresponding to ultrasound B-mode images
were captured using Leica CTR 5000 and DM 5000B microscope
system (Leica Microsystems GmbH, Wetzlar, Germany).

Image Analysis
Changes of blood flow in fetal brains were quantified based
on image intensity of ultrasound B-mode images. First, in
order to suppress noise in the B-mode images, 100 images
obtained at each measurement time point (see Figure 1) were
averaged, with adjusting for image shifting due to maternal
breathing and heartbeat as well as fetal movement. A customized
image analysis program calculated the cross-correlation function
between the first image and each subsequent image in the
measurement period. Each image was shifted so as to maximize
the function, and the time-averaged B-mode image at each time
point was then created by averaging image intensities at each
pixel. Subsequently, the summation of image intensity, I, in
a circular region of interest (ROI) with 15-pixel diameters of
0.35 mm was obtained with a separate image-processor (ImageJ,
NIH, Bethesda, MD, USA). The ROIs were set at four different
locations: cingulate cortex, area 2 (Cg2), basal forebrain (BF),
and bilateral caudate putamen (Cpu). Finally, for each ROI,
the summation of image intensities, I, was normalized with
that before the treatment, I0, and the variation of the relative
value of I/I0 was evaluated. A total of five N fetal brains
without hemorrhage and five LP fetal brains with hemorrhage,
all previously confirmed by above-mentioned histology, were
analyzed.

Statistical Analysis
The number of hemorrhage-positive fetuses on histology for
each diet treatment group were counted, and the difference
between the two groups were evaluated by Fisher’s exact test. The
differences in intensity of ultrasound B-mode images between the
groups were analyzed using a t-test. Statistical significance for
each analysis was set at p < 0.05.

RESULTS

Histological Findings
A snapshot of fetuses with or without intracranial hemorrhage
after ischemia/reperfusion treatments is shown in Figure 2A. A
dark region, indicated by a white arrow, in the head of the right-
hand side fetus indicates a hemorrhage. The number of fetuses
being positive/negative for intracranial hemorrhage determined
by histological observation in each group is summarized
in Figure 2B. LP fetuses had a 5-fold higher frequency of
intracranial hemorrhage than N fetuses; intracranial hemorrhage
was noted in 16% and 76% of N and LP groups, respectively.
Microscopic observation revealed that bleeding-prone areas were
mostly located in the outer peripheral potion of the lateral
ventricles, namely Cpu, as observed in the dotted circles in
Figure 2C.

Ultrasonographic Findings
Sequential ultrasound B-mode images of the same cross
section in Figure 2C were successfully obtained during the

FIGURE 2 | Histological analysis results after the ischemia/reperfusion

treatments. (A) A snapshot of fetuses with or without intracranial hemorrhage

(see an arrow) after the delivery. (B) The frequency of hemorrhage occurrence

determined by craniotomy of the fetuses in Normal (N) and Low Protein (LP)

diet groups. There was a significant difference between the groups (p < 0.05).

(C) Microscopic imaging section of an LP fetal brain on a imaging section.

Dotted circles in the microscope image indicate the hemorrhage sites.

ischemia/reperfusion treatments as shown in Figure 3A. This
achievement enabled us to quantify changes in blood flow by
intensity analysis of the sequential images described later with
Figures 3B–D. At the Cpu beside the lateral ventricles where
intracranial hemorrhage observed in the microscopic image,
increases of the intensity were recognized in the sequential
ultrasound B-mode image.

Blood flow in N and LP fetal brains before and after
the ischemia/reperfusion treatments are demonstrated in 3D
ultrasound power Doppler images of Figure 4. No significant
change was observed in the N fetal brain before and after
the treatment. On the other hand, several main blood flows
disappeared in the LP fetus as indicated by triangles in Figure 4.

Intensity Analysis Findings
Changes in blood flow within the fetal brain were evaluated
by intensity quantification of ultrasound B-mode images with
each five N and LP mice. Sequential ultrasound B-mode images
of five N fetal brains without hemorrhage and five LP fetal
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FIGURE 3 | Observation results by ultrasound B-mode imaging. (A) A sequential ultrasound B-mode image of a cross section of an LP fetal brain at each phase

of the ischemia (I) and reperfusion (R). Dotted circles represent ROIs for quantification of the image intensity. Variations of relative intensities in ROIs in normal (N) and

low protein (LP) fetuses: (B) the cingulate cortex, area 2 (Cg2), (C) the basal forebrain (BF), and (D) the bilateral caudate putamen (Cpu). Five fetuses were analyzed

for each case. Shaded time intervals are ischemic period, and the other ones are reperfusion period. Error-bars represent standard deviation. *p < 0.05.

ones with hemorrhage, confirmed by histological observation
using microscopy, were analyzed. The variations of the relative
intensities in ultrasound B-mode images in the four ROIs are
shown in Figures 3B–D. Note that the results of Cpu were
obtained by combining 10 data sets of bilateral Cpu in five
fetuses. Image intensities in all the ROIs of N fetal brains
without hemorrhage were slightly increased with fluctuations
due to ischemia/reperfusion treatments. In contrast, the image
intensities of LP fetal brains gradually decreased in the Cg2 and
BF ROIs, but increased in Cpu ROI, showing a large standard
deviation. The relative intensities in the Cg2 and BF ROIs of
LP fetal brains were significantly lower than those in N fetal
brains at some time points after the second ischemic period. No
significant difference was detected between the relative intensities

in the Cpu ROI between N and LP fetuses, but the fluctuation of
relative intensity in the Cpu ROI during the ischemic/reperfusion
treatments were opposite between the two groups.

DISCUSSION

The present study provides further evidence that
ischemia/reperfusion events lead to the evolution of
antenatal stroke. Moreover, it supports the assertion that
the frequency of fetal cerebral hemorrhage increases in
conditions of maternal-fetal undernutrition. It is known that
fetal undernutrition causes diseases or disorders after birth or in
adulthood (Woodall et al., 1996). The maternal/fetal low-protein
condition also contributes to fetal cerebral hemorrhage, showing
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FIGURE 4 | Vascular structures in normal (N) and low protein (LP) fetal

brains before and after the ischemia/reperfusion treatments,

reconstructed by 3D power Doppler imaging.

that the frequency of fetal cerebral hemorrhage was statistically
increased as shown in Figure 2B. Most bleeding-prone areas
were the outer peripheral potion of the lateral ventricles of Cpu
as displayed in Figure 2C. This tendency of fetal intracranial
hemorrhage corresponds to the reference (Volpe, 2001), which
reviewed an increased likelihood of periventricular leukomalacia
in the presence of intraventricular hemorrhage.

Hypoxic condition was created by occluding the uterine and
ovarian arteries and holding blood at the placenta. It is reported
that brain cells can endure 15-min oxygen deficiency, and the
present method of three times 5-min occlusion of the maternal
arteries corresponds to the circumstance. Former studies utilized
an animal model of rabbit for cerebral hemorrhage by repeatedly
occluding and opening the carotid artery. In the animal model,
blood supply to the brain was physically interrupted, and
was impractical to apply to investigation of fetal intracranial
hemorrhage. The present method enables us to noninvasively
induce cerebral hemorrhage in a fetus through maternal arterial
occlusion and directly observe the physiologic phenomenon of
fetal brain sparing though real-time ultrasonography.

The variations of the relative intensity of ultrasound B-mode
images represented different tendencies between the ROIs and
nutrient conditions. In all ROIs, the blood flow in the N fetus
retained or rather slightly increased during ischemia period. This
implies that the N fetus has cerebrovascular autoregulation to
maintain a constant blood supply to the fetal brain during the
ischemia/reperfusion. In contrast, in both Cg2 and BF ROIs,
cerebral blood flow in the LP fetuses decreased in the ischemia
period and slightly returned in the following reperfusion period

(Figures 3B,C). Whereas, the blood flow in Cpu of LP fetuses
increased and became unstable with a relatively large deviation
after the second ischemic period (Figure 3D). Interestingly,
fluctuations of relative intensity in the Cpu ROI were opposite
between N and LP fetuses. In 3D ultrasound power Doppler
imaging of an LP fetal brain (Figure 4), decreased blood flow
in a large tributary of the anterior cerebral artery was clearly
recognized (Dorr et al., 2007). From all these observations, it may
be concluded that the LP fetal brain fails to maintain blood flow
during conditions of ischemia/reperfusion due to autoregulatory
malfunction.

This study revealed “where” and “when” the intracranial
hemorrhage occurs. However, “why” it occurs should be further
investigated regardingmechanical weakness of a fetal intracranial
vasculature and cell death. Decrease of blood flow in LP
fetus observed in this study can be caused by lessened heart
rate and decreased cardiac output. Further investigation would
be performed by monitoring both maternal and fetal heart
conditions with electrocardiography. Preventionmethod for fetal
intracranial hemorrhage is also future work.

CONCLUSION

The presence and timing of fetal intracranial hemorrhage
caused by ischemia/reperfusion injury were evaluated using
an intrauterine growth restriction mouse model. Histological
analysis and ultrasound imaging were performed on mouse
fetuses undergoing ischemia/reperfusion cycles which were
generated by occluding and opening the uterine and ovarian
arteries in the mother. Protein-restricted diets increase the
risk of fetal intracranial hemorrhage due to a breakdown in
cerebrovascular autoregulation.
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