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Editorial on the Research Topic

Workflow optimisation for radiological imaging

Deep learning techniques have effectively addressed numerous technical challenges in

medical image analysis, leading to the flourishing advancement of artificial intelligence (AI)

applications in medicine. The scope of these applications may include the improvement

of the image diagnostic workup, imaging workflow optimisation, burden alleviation of

repetitive medical tasks, and comprehensive analysis for treatment planning. In recent

years, numerous commercial AI applications have been introduced into clinical practice,

demonstrating clear benefits. At the same time, there has been a proliferation of promising

clinical validation studies of AI in the literature. Many of these important studies have

demonstrated the efficacy of AI, supported by large datasets from multiple institutions

and countries. To advance research on AI applications in radiology, we organised this

Research Topic to explore new AI and machine learning methods for improving medical

workflows, procedures, and diagnostic processes related to radiological imaging. We

received numerous high-quality manuscripts, and after a rigorous review process, 16 of

them were ultimately published. The published articles in this Research Topic can be

categorised into several research topics of computer-aided diagnosis, cancer staging and

metastasis prediction, quantitative analysis, and prognosis prediction. Each research topic

is further summarised below.

Computer-aided diagnosis

Li et al. utilised deep learning and radiomic techniques to diagnose Parkinson’s

disease based on T1-weighted magnetic resonance imaging. The VB-net demarcated the

brain into 109 regions, from which a total of 2,264 radiomic features were extracted.

The support vector machine was further applied to identify Parkinson’s disease with

high accuracy. Yang et al. focused on the early and rapid diagnosis of mild cognitive

impairment, which is crucial for improving the prognosis of Alzheimer’s disease. The

structures of the bilateral hippocampus and parahippocampal gyrus were segmented

from MR images for the Gaussian process models for the final identification of MCI.

Wei et al. developed a novel prediction model that integrated multi-modal radiomic

features derived from diffusion-weighted imaging and apparent diffusion coefficient

images, along with multi-clinical features for the diagnosis of acute ischaemic stroke.

Lin et al. proposed a deep learning-based diagnostic system to achieve early detection

of esophageal cancer from non-contrast chest computed tomography (CT) images.
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For differential diagnosis, Feng et al. extensively compared

the performance of different machine learning approaches for the

staging of testicular lesions in MR images. Lu et al. developed

a deep learning radiomic model on multimodal images from

ultrasonography, mammography, and MRI, which is further

augmented with transfer learning, for malignancy identification of

breast lesions. Cui et al. developed a CT-based radiomic model

to distinguish between laryngeal squamous cell carcinoma and

squamous cell hyperplasia. The applications of CAD are quite

extensive, ranging from brain diseases to cancer problems in

various parts of the body.

Cancer staging, metastasis prediction

Wu et al. manifested the early stages of cervical cancer with

radiomic features from the T2-weighted images and apparent

diffusion coefficient maps. Tian et al. developed a segmentation-

classification paradigm for rectal cancer (RC) lesions for the

assessment of different T-stages.

For metastasis prediction, Ma et al. developed a clinical-

radiomic nomogram, which leveraged deep learning techniques,

preoperative MR images, and clinical characteristics, to achieve

accurate prediction of lymph node metastasis in RC. Fu et al.

developed multitask prediction models for High-grade serous

ovarian cancer with radiomic profiling on preoperative CT scans.

Specifically, the radiomic features were derived from manual ROIs,

and then classification models were constructed with the feature

selection scheme to predict the assessments of R0 resection, lymph

node invasion, and distant metastasis status. Cancer staging and

metastasis prediction are very useful for treatment planning.

Quantitative analysis

Sun et al. employed ResUNet to delineate the testis from the

MR scans for the measurement of testicular volume, which is

essential for evaluating function and pathology. Jiang et al. utilised

radiomic analysis on dual-energy CT images of the pancreas to

establish a quantitative biomarker for type 2 diabetes mellitus.

Deep learning algorithms were applied to segment the pancreas

and were sequenced with the later classifiers of random forest,

support vector machine and logistic regression. Meng et al.

combined the clinical features, CT imaging signs, and radiomic

features for the differentiation of Mycoplasma pneumonia in

adults and children. The radiomic features are well-correlated

with CT imaging signs, which provided a representation of

different CT imaging signs as potential quantitative biomarkers.

Jia et al. found that peri-plaque pericoronary adipose tissue

(PCAT) was more valuable than proximal PCAT for the

evaluation of coronary atherosclerosis. Spectral parameters of peri-

plaque PCAT could further improve diagnostic accuracy. The

quantitative parameters of peri-plaque PCAT attenuation were

shown to be potential biomarkers of plaque vulnerability and

the haemodynamic characteristics of coronary atherosclerosis. The

quantitative measurement can replace tedious manual drawing,

while the biomarkers will be very beneficial for disease diagnosis

and treatment decisions.

Prognosis prediction

Xue et al. predicted the prognosis of early acute pancreatitis

with a clinical radiomic model on CT scans. Prediction of disease

prognosis is very helpful in the determination of treatment

approaches.

AI applications in medicine are booming, and can potentially

benefit various aspects of clinical practice, such as simplifying

medical procedures, improving efficiency, increasing diagnostic

accuracy, optimising workflow, etc. In this Research Topic, we

have published articles on a wide range of applications like CAD,

cancer staging and metastasis prediction, quantitative analysis, and

prognosis prediction that used radiomics and CNN techniques

to attain specific goals. In particular, the studies by Lu et al.,

Meng et al., and Xue et al. further applied the multimodal

data for better performance. The integration of multimodal data

may reflect the real practice of clinical diagnosis and may be

the future research trend of medical AI. The recent progress of

large model techniques may further resonate and expedite this

research trend with a high capability of context and long-range

reasoning.

In conclusion, We hope that the articles published in this

Research Topic could serve as a reference for the promotion of

more advanced AI studies in the medical field.
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Magnetic resonance imaging 
based deep-learning model: a 
rapid, high-performance, 
automated tool for testicular 
volume measurements
Kailun Sun 1†, Chanyuan Fan 2†, Zhaoyan Feng 2†, Xiangde Min 2, 
Yu Wang 3, Ziyan Sun 2, Yan Li 2, Wei Cai 2, Xi Yin 4, Peipei Zhang 2, 
Qiuyu Liu 2 and Liming Xia 2*
1 Department of Urology, Union Hospital, Tongji Medical College, Huazhong University of Science and 
Technology, Wuhan, China, 2 Department of Radiology, Tongji Hospital, Tongji Medical College, 
Huazhong University of Science and Technology, Wuhan, Hubei, China, 3 Department of Research and 
Development, Infervision Medical Technology Co., Ltd., Beijing, China, 4 Department of CT & MRI, The 
First Affiliated Hospital, College of Medicine, Shihezi University, Shihezi, China

Background: Testicular volume (TV) is an essential parameter for monitoring 
testicular functions and pathologies. Nevertheless, current measurement tools, 
including orchidometers and ultrasonography, encounter challenges in obtaining 
accurate and personalized TV measurements.

Purpose: Based on magnetic resonance imaging (MRI), this study aimed to 
establish a deep learning model and evaluate its efficacy in segmenting the testes 
and measuring TV.

Materials and methods: The study cohort consisted of retrospectively collected 
patient data (N  =  200) and a prospectively collected dataset comprising 10 healthy 
volunteers. The retrospective dataset was divided into training and independent 
validation sets, with an 8:2 random distribution. Each of the 10 healthy volunteers 
underwent 5 scans (forming the testing dataset) to evaluate the measurement 
reproducibility. A ResUNet algorithm was applied to segment the testes. Volume 
of each testis was calculated by multiplying the voxel volume by the number 
of voxels. Manually determined masks by experts were used as ground truth to 
assess the performance of the deep learning model.

Results: The deep learning model achieved a mean Dice score of 0.926  ±  0.034 
(0.921  ±  0.026 for the left testis and 0.926  ±  0.034 for the right testis) in the 
validation cohort and a mean Dice score of 0.922  ±  0.02 (0.931  ±  0.019 for the 
left testis and 0.932  ±  0.022 for the right testis) in the testing cohort. There was 
strong correlation between the manual and automated TV (R2 ranging from 
0.974 to 0.987  in the validation cohort; R2 ranging from 0.936 to 0.973  in the 
testing cohort). The volume differences between the manual and automated 
measurements were 0.838  ±  0.991 (0.209  ±  0.665 for LTV and 0.630  ±  0.728 
for RTV) in the validation cohort and 0.815  ±  0.824 (0.303  ±  0.664 for LTV and 
0.511  ±  0.444 for RTV) in the testing cohort. Additionally, the deep-learning model 
exhibited excellent reproducibility (intraclass correlation >0.9) in determining TV.

Conclusion: The MRI-based deep learning model is an accurate and reliable tool 
for measuring TV.
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Introduction

The testis is an important organ for male spermatogenesis and 
testosterone synthesis (1–3). As the seminiferous tubules account 
for approximately 80–90% of the testicular mass, the testicular 
volume (TV) reflects sperm and hormonal status (1, 2, 4–7). In 
clinical practice, the TV is an essential parameter for monitoring 
testicular functions and pathologies (2). An increased TV is the 
earliest sign of pubertal gonadotropin elevation; thus, TV 
measurements are used to monitor testicular development and 
pubertal status. Normal spermatogenesis occurs only when the 
total TV is normal or approximately normal, and the amount of 
TV loss is associated with the degree of spermatogenesis disorder 
(5). The TV has been proven to be related to semen profiles, and 
TV measurements are key components of male infertility 
evaluations (1, 6, 8). Therefore, accurate and individualized TV 
measurements may improve the diagnosis and treatment of 
patients with various disorders that affect testicular growth and 
fertility (2, 4, 7).

Several methods are used to assess TV, including calipers, different 
types of orchidometers, and ultrasonography (US) (4–6, 8–13). 
Clinical methods, such as calipers and orchidometers, are subjective 
in nature and tend to overestimate the true TV due to potential 
interference from the adjacent soft tissue, such as the epididymis, 
scrotal skin, and subcutaneous tissues, particularly in the case of small 
testes and hydrocele (5, 6, 11–14). Formula-derived US is generally 
used as the standard method for determining TV nowadays. TV is 
usually calculated as length (L) × width (W) × height (H) × constant 
(C), where C is a correction factor (often recommended as 0.71 or 
0.52), and the length, width, and height are the sizes of the testicular 
axes determined by the sonographers (2, 15). However, the formula-
derived measurement is recognized as a rough estimate of the TV, 
because the testis is an elastic and compressible organ with a shape 
that is neither uniform nor necessarily ellipsoid (5, 11). TV 
measurements obtained via US have been proven to vary from study 
to study, formula to formula, and examiner to examiner (2, 9, 10, 15); 
thus, establishing normative TV values and cutoffs for distinguishing 
pathological conditions has proven challenging, limiting the 
standardized use of TV in clinical practice (2, 5, 11, 15). Therefore, 
efforts are still needed to develop methods that are accurate, 
convenient, and individualized.

Recently, deep learning models have demonstrated great potential 
in attaining highly accurate volume measurements (16). These models 
first automatically segment the targets using deep learning algorithms, 
and then calculate the volumes of the targets by multiplying the voxel 
size by the voxel number (17). Measurement accuracy relies more on 
the precision of automatic segmentation results than on the match 
between the shape of the targets and the formula employed (18). 
Highly accurate auto-segmentation and volume estimation using deep 
learning models have been reported in several organs and pathologies, 
such as brain tumors, the liver, the kidney, the spleen, and the inner 

ear (16–23). However, the performance of deep learning models in 
estimating testicular volume has not been reported previously.

Therefore, in this study, a deep learning model, specifically, a 
ResUNet algorithm, is used to automatically segment the testes on 
T2-weighted imaging (T2WI) and calculate testicular volume. Masks 
manually defined by experts served as the reference standard for 
evaluating the performance of the deep learning model. A subset of 
subjects was scanned multiple times to evaluate the repeatability of the 
segmentation results. Our findings demonstrate that the T2WI-based 
deep learning model is an accurate and reliable tool for 
TV measurement.

Materials and methods

Our institutional review board approved this study, and the 
requirement for informed consent was waived.

Study population

The study population consisted of a retrospective dataset and a 
prospective dataset. For the collection of the retrospective data, 
we searched the electronic database of our institution from February 
2014 to September 2021 for males who underwent magnetic resonance 
imaging (MRI) of the scrotum for any reason, such as scrotal pain and 
infertility. The inclusion criteria were defined as follows: (1) Both 
testes exhibited anatomically intact morphology, (2) no visible 
intratesticular lesions were present, and (3) patients underwent 3.0 T 
MRI scans of the scrotum, with available T2WI included in the MRI 
protocol. The exclusion criteria were defined as follows: (1) 
undescended testes, (2) testis was too small to observe in three image 
slices, (3) the quality of the MR images was poor, (4) patients 
underwent treatment, such as orchiectomy, partial orchiectomy, testis-
sparing surgery, radiotherapy, or chemotherapy, due to testicular 
diseases, and (5) patients underwent androgen deprivation therapy 
due to prostate cancer. Finally, a total of 200 consecutive patients (400 
testes) were enrolled in the retrospective dataset. This dataset was 
divided into training and independent validation cohorts according 
to a random distribution of 8:2. The training cohort was employed to 
train the network, while the validation cohort was used to evaluate the 
segmentation performance of the network.

A prospectively collected dataset comprising of ten healthy 
volunteers was used as the testing cohort. Each volunteer was scanned 
5 times. The subjects were repositioned (removed from the scanner 
and asked to sit up and move on the bed) and reregistered on the 
scanner console between scans in each session; thus, all scans were 
treated as separate measurements. In addition, we attempted to vary 
the acquisition geometry between each scan while still acquiring full 
testes coverage. The testing data were used to assess the reproducibility 
of the MRI-based measurements.
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MRI acquisition

All images were acquired using a 3 T MAGNETOM Skyra 
(Siemens Healthcare, Erlangen, Germany) and an anterior 18-element 
body matrix coil combined with a posterior 32-channel spine coil. 
Multiple sequences were scanned, but only the T2-weighted turbo 
spin–echo sequences were used in this study. The transverse T2WI 
were acquired using the following parameters: 3 mm slice thickness, 
0 mm slice gap, 6,500 ms repetition time, 104 ms echo time, 
180 × 180 in field of view and 384 × 320 acquisition matrix.

Notably, the T2WI parameters were consistent with the 
standardized technical requirements for scrotal imaging 
recommended by the Scrotal and Penile Imaging Working Group of 
the European Society of Urogenital Radiology (24, 25). The acquisition 
time of the transverse T2WI was approximately 180 s.

Manual segmentation

The manual segmentation results were used as the ground truth. 
Manual segmentation was performed using ITK SNAP software 
(version 3.4.0; www.itksnap.org). Three-dimensional binary masks of 
the entire testes were generated by tracing the testicular boundaries 
slice-by-slice on the transverse T2WI. The non-testicular parenchyma 
area, including the epididymis and mediastinum, was excluded from 
the manual segmentation. Manual segmentation was carried out by 
two radiologists (observer 1, with 10 years of experience in interpreting 
MRI of scrotum, and observer 2, with 5 years of experience in 
interpreting MRI of scrotum) in a blind manner. For the manual 
segmentation of the retrospective dataset, the images were collectively 
analyzed by the two observers, and discrepancies were resolved 
through discussion until a consensus was reached.

For the initial segmentation of the prospective dataset, which 
served as the ground truth, readers 1 and 2 collectively segmented the 
images [region of interest (ROI) A] for all 5 repeated acquisitions. 
Then, 1 month after the initial segmentation, readers 1 (ROI B) and 2 
(ROI C) independently segmented all 5 repeated acquisitions to assess 
the inter- and intra-observer variability of the manual segmentation. 
The volume of each testis was computed by multiplying the voxel 
volume by the number of voxels in each testis mask. Subsequently, the 
total testicular volume (TTV) was calculated by summing the volumes 
of both testes.

Automated segmentation using ResUNet

All images were preprocessed, including resampling, 
normalization, cropping, and padding, to generate homogeneous MRI 
volumes. First, all volumes were resampled to the same voxel size of 
0.46875 mm × 0.46875 mm × 1 mm. Subsequently, the intensities of 
each volume were normalized to the range [−1, 1]. The architecture 
of the model is based on the ResUNet algorithm (7, 26–28). Briefly, 
the model has encoding, bridge, and decoding parts. The encoding 
part encodes the input image into compact representations, while the 
decoding part recovers the representations for pixel-wise 
categorization. The bridge part connects the encoding and decoding 
paths. The ResUNet algorithm was implemented in Python 3.9.7 using 
PyTorch version 1.8.0. The network uses a Tversky loss function. The 

model was trained with a batch size of 1 over 200 epochs using the 
Adam optimizer. We set the initial learning rate to 0.0001 and trained 
the network for 600 iterations, reducing the learning rate to 80% of the 
current value every 20 iterations. The ResUNet model was trained 
using RTX 2080Ti GPUs (NVIDIA).

Statistical analysis

The baseline demographics are reported in the form of 
mean ± standard deviation (SD). The accuracy of the deep learning 
model was assessed by comparing the automated segmentation results 
with the manual segmentation results. The reliability of the manual 
segmentation results and the reproducibility of the deep learning 
model were evaluated using the testing dataset. Voxel-based similarity 
metrics (e.g., Dice score) and surface-based similarity metrics (e.g., 
Hausdorff distance) were employed to evaluate the overlap between 
masks. In addition, volume differences, including actual volume 
difference and percentage volume difference, were computed. The 
mean coefficient of variation (CoV; defined as SD/mean) and the 
intraclass correlation coefficient (ICC) were used to assess 
repeatability. Bland–Altman and regression analyses were conducted 
to evaluate the correlation between manual TV and automated TV.

Results

Patients

The final training dataset included MRI scans of 160 cases from 
160 patients (aged 9–74 years; mean age 34.713 ± 14.542 years). In the 
training cohort, the average left testicular volume (LTV) was 
12.539 ± 2.625 mL (1.471–34.628 mL), the average right testicular 
volume (RTV) was 13.579 ± 4.366 mL (1.824–36.601 mL), and the 
average total testicular volume (TTV) was 26.333 ± 8.357 mL (3.295–
71.229 mL). The validation dataset included MRI scans of 40 cases 
from 40 patients (aged 11–70 years; mean age 33.4 ± 13.388 years). In 
the validation dataset, the average LTV was 12.351 ± 4.133 mL (2.356–
21.373 mL), the average RTV was 12.672 ± 4.821 mL (1.539–
23.126 mL), and the average TTV was 25.023 ± 8.676 mL (4.629–
43.276 mL). The prospective testing dataset included MRI scans of 50 
cases from 10 healthy volunteers (aged 13–30 years; mean age 
19.7 ± 5.33 years). In the testing dataset, the average LTV was 
12.539 ± 2.625 mL (8.162–16.072 mL), the average RTV was 
13.549 ± 2.505 mL (8.187–16.945 mL), and the average TTV was 
26.089 ± 5.052 mL (16.833–32.354 mL). The characteristics of the 
enrolled patients are provided in Table 1. The distributions of the TV 
in the training, validation and testing datasets are shown in Figure 1.

Reliability of the manual segmentation 
results

The healthy volunteers in the testing dataset were utilized to 
analyze the reproducibility of the manual segmentation results, as 
healthy testes have more consistent morphologies and therefore 
provide better performance for repeatability evaluation. First, based 
on masks manually determined by different experts, interobserver 
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variability of the manual segmentation results was evaluated, as shown 
in Supplementary Table S1. The overlap between different manual 
masks was analyzed using similarity metrics, including the Dice score, 
Jaccard index, and Hausdorff distance. The actual volume difference 
was calculated. Next, based on the 5 repeated scans in the testing 
dataset, the intra-observer variability of the manual segmentation 
results was assessed. As shown in Table  2, the intra-observer 
repeatability of the manual TV was excellent (ICC > 0.9), regardless of 
the experiments of the observers or whether the manual segmentations 
were performed independently by one radiologist or collectively by 
two radiologists.

Accuracy of the deep learning model

As shown in Table 3, there was excellent similarity between the 
automatic and manual segmentations, with a mean Dice score of 
0.922 ± 0.02 (0.921 ± 0.026 for the left testis and 0.926 ± 0.034 for the 
right testis) in the validation cohort and a mean Dice score of 
0.931 ± 0.018 (0.931 ± 0.019 for the left testis and 0.932 ± 0.022 for the 
right testis) in the testing cohort. Linear regression analysis indicated 
a strong positive correlation (R2 ranging from 0.974 to 0.987, p < 0.001 
for the validation cohort; R2 ranging from 0.936 to 0.973, p < 0.001 for 
the testing cohort) between the manual TV and automated TV 
(Figure 2, Supplementary Figure S1). For TTV, the bias (mean) and 
precision (SD) of the automated measurements were 0.838 and 
0.991  in the validation cohort and 0.815 and 0.824  in the testing 
cohort. For LTV, the bias and precision of the automated 
measurements were 0.209 and 0.665 in the validation cohort and 0.303 
and 0.664 in the testing cohort. For RTV, the bias and precision of the 
automated measurements were 0.630 and 0.728  in the validation 
cohort and 0.511 and 0.824 in the testing cohort. In terms of volume 
error, the actual volume differences between manual measurements 

and automated measurements were 0.209 ± 0.665 for LTV, 
0.630 ± 0.728 for RTV, and 0.838 ± 0.991 for TTV in the validation 
cohort. In the testing cohort, the percentage volume differences 
between manual measurements and automated measurements were 
0.303 ± 0.664 for LTV, 0.511 ± 0.444 for RTV, and 0.815 ± 0.824 for 
TTV. The percentage volume differences between manual 
measurements and automated measurements were 2.192 ± 6.129% for 
LTV, 4.654 ± 7.355% for RTV, and 3.711 ± 4.983% for TTV in the 
validation cohort. In the testing cohort, the percentage volume 
differences between manual measurements and automated 
measurements were 2.621 ± 5.580% for LTV, 3.909 ± 3.856% for RTV, 
and 3.266 ± 3.668% for TTV. Figure 3 illustrates an example of manual 
segmentation alongside the corresponding automated segmentation 
generated by the deep learning model.

Repeatability of the deep learning model

Based on the 5 repeated scans in the testing dataset, the 
repeatability of the MR-based automated measurements was evaluated 
(Table 4). Across the 5 different measurements, the automated method 
demonstrated excellent repeatability, with ICCs of 0.973 for LTV, 
0.970 for RTV, and 0.982 for TTV. The mean CoV across the 5 
different measurements were 2.964% ± 1.873% for LTV, 
2.556% ± 1.690% for RTV, and 2.156% ± 1.352% for TTV, which were 
similar to the CoV of the manual methods (p = 0.961, p = 0.118, and 
p = 0.343, respectively).

Discussion

In this study, utilizing retrospectively collected patient data and 
prospectively collected data from healthy volunteers, we developed a 

TABLE 1 Characteristics of the enrolled patients.

Patients Number of 
patients

Number of 
datasets

Mean Age 
(years)

LTV (mL) RTV (mL) TTV (mL)

Training Cohort 160 160 34.713 ± 14.542 12.753 ± 4.342 13.579 ± 4.366 26.333 ± 8.357

Validation Cohort 40 40 33.400 ± 13.388 12.351 ± 4.133 12.672 ± 4.821 25.023 ± 8.676

Testing Cohort 10 50 19.700 ± 5.330 12.539 ± 2.625 13.549 ± 2.505 26.089 ± 5.052

LTV, left testicular volume; RTV, right testicular volume; TTV, total testicular volume.
All values are quoted as mean ± SD.

FIGURE 1

TV distributions. LTV, left testicular volume; RTV, right testicular volume; TTV, total testicular volume.
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deep learning model to automatically segment the testes and measure 
TV. The deep learning model achieved accurate segmentation and 
provided reliable TV measurements. For the first time, we report that 
the MR-based deep learning model holds promise as a valuable tool 
for TV measurements.

As an essential parameter for monitoring testicular functions 
and pathologies, TV measurements have long been a subject of 
research focus (1, 2, 29). Over the past decades, efforts have been 
made to improve the accuracy of TV measurements, and formula-
derived US measurements are generally used as the standard 
method for TV determination (1, 6, 10). However, the testis is an 
elastic and compressible organ whose elasticity varies across 
different developmental stages and pathological conditions. 
Moreover, the testis does not always conform to a strictly 
ellipsoidal shape. Consequently, precise and individualized 
measurements cannot be  achieved through formula-derived 
approaches (5, 15). Recently, deep learning models have been 
reported to obtain highly accurate volume measurements of 
various organs and tissues, including the lungs, liver, kidney, 
spleen, and brain tumors (16, 18–21). For example, Daniel AJ et al. 
enrolled 30 healthy volunteers and 30 chronic disease patients, 

reporting that their deep learning model allowed for accurate 
segmentation and volume measurements of the kidney, yielding a 
mean Dice score of 0.93 ± 0.01 and a mean volume difference of 
1.2 ± 16.2 mL (20). Modanwal G et al. demonstrated that a deep 
learning model enabled accurate segmentation of the liver and 
spleen in non-contrast computed tomography images, achieving 
a Dice coefficient of 0.95  in an independent validation cohort 
(16). In this study, utilizing retrospectively collected patient data 
(N = 200, comprising the training and independent validation 
cohorts) and prospective data from healthy volunteers (N = 50, 
serving as the testing cohort), we found that the ResUNet deep 
learning model enabled accurate TV measurements. This was 
reflected in mean Dice scores of 0.926 ± 0.034 and 0.922 ± 0.02, 
respectively in the validation and testing cohorts, along with 
volume differences of 0.838 ± 0.991 and 0.815 ± 0.824, respectively 
in the validation and testing cohorts. The possible reason might 
be as follows. On one hand, the testis exhibits relatively uniform 
characteristics in T2-weighted MR images, and the ResUNet 
model has previously demonstrated exceptional performance in 
automatically segmenting organs and tissues with repetitive 
structures (22–24, 26–28, 30). On the other hand, MRI, especially 
T2WI, provides excellent soft tissue contrast, facilitating the clear 
delineation of the tunica albuginea and tunica vaginalis that 
enclose the testes. Consequently, the testes can be  accurately 
differentiated from the surrounding tissue in T2WI.

Another point of concern in automated volume measurement 
is its repeatability. Longitudinal follow-up of TV may be necessary 
in certain clinical settings, such as closely monitoring changes in 
pubertal status, tracking testicular involvement in pathological 
processes, and assessing the impact of chemotherapeutic or 
hormonal agents on the testes. TV measurements must exhibit 
high reproducibility to be valuable in longitudinal studies (4, 5, 
31). In this study, we obtained 5 scans for each volunteer in the 
testing cohort to investigate the reproducibility of the MR-based 
measurement. Our results showed that MR-based deep learning 
model have small variations and excellent reproducibility; 
Thus is a reliable tool for TV measurements. In addition, our 
results also suggest that the MR-based manual measurements 
showed excellent inter- and intra-observer repeatability, 

TABLE 2 Intra-observer repeatability of the manual measurements.

Observer Testis CoV (%) ICC

Intra ROI A

Left 2.931 ± 1.291 0.971

Right 3.829 ± 2.792 0.946

Total 2.487 ± 1.193 0.981

Intra ROI B

Left 2.685 ± 0.965 0.977

Right 3.991 ± 2.192 0.949

Total 2.842 ± 0.813 0.978

Intra ROI C

Left 2.797 ± 0.842 0.976

Right 4.051 ± 2.833 0.946

Total 2.753 ± 1.420 0.979

CoV, coefficient of variation.
All CoV values are represented as the mean ± SD. ROI A was segmented collectively by 
readers 1 and 2. ROI B was independently segmented by reader 1, and ROI C was 
independently segmented by reader 2.

TABLE 3 The accuracy of the deep learning model.

Datasets testis Dice score Jaccard index Hausdorff 
distance (95th 
percentage)

Actual volume 
difference (mL)

Percentage 
volume 

difference (%)

Training

Left 0.918 ± 0.044 0.852 ± 0.064 1.412 ± 0.756 0.388 ± 0.761 2.639 ± 7.475

Right 0.926 ± 0.034 0.864 ± 0.051 1.886 ± 7.471 0.578 ± 0.816 4.337 ± 8.170

Total 0.923 ± 0.029 0.859 ± 0.046 1.926 ± 7.272 0.967 ± 1.231 3.627 ± 6.153

Validation

Left 0.921 ± 0.026 0.854 ± 0.043 1.364 ± 0.687 0.209 ± 0.665 2.192 ± 6.129

Right 0.921 ± 0.027 0.856 ± 0.046 1.389 ± 0.747 0.630 ± 0.728 4.654 ± 7.355

Total 0.922 ± 0.02 0.856 ± 0.033 1.386 ± 0.482 0.838 ± 0.991 3.711 ± 4.983

Testing

Left 0.931 ± 0.019 0.871 ± 0.033 1.182 ± 0.426 0.303 ± 0.664 2.621 ± 5.580

Right 0.932 ± 0.022 0.873 ± 0.037 1.222 ± 0.515 0.511 ± 0.444 3.909 ± 3.856

Total 0.931 ± 0.018 0.872 ± 0.030 1.183 ± 0.424 0.815 ± 0.824 3.266 ± 3.668

All values are represented as the mean ± SD.
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regardless of the experiments of the observer or whether the 
manual segmentations were performed independently by one 
radiologist or collectively by two radiologists. These results 
demonstrate the reliability and rationality of the proposed 
MR-based measurement approach. One possible reason for these 
findings is that the testes could be well discriminated from the 
surrounding tissue in the T2WI.

Although MRI provides richer morphological and functional 
information and is less dependent on operator experience, US 
remains the first choice for diagnostic imaging of the scrotum (15, 
24, 29). MRI is recommended as a valuable alternative diagnostic 

tool for investigating scrotal pathology (24, 25). The main reason is 
that US is faster, more easily accessible, and more convenient, 
whereas multiplane and multimodal imaging are needed for scrotal 
MRI (24). However, in this study, the deep learning model was 
trained on only transverse T2WI, which takes only about 180 s to 
obtain the images. Therefore, the MRI-based deep-learning model 
proposed in this study is low time consuming, reliable 
and individualized.

This study has several limitations. First, there is a lack of data 
on US-derived measurements to conduct a comparison between 
US-derived measurements and MRI-based measurements. 

FIGURE 2

Scatter plot and Bland–Altman graph showing the difference between automated TV and manual TV. (A) Validation dataset. (B) Testing dataset. In the 
Bland–Altman graph, the solid lines show the actual mean difference (bias), and the dotted lines show 95% limits of agreements (LoAs).
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Second, the retrospective data served as training and validation 
cohorts containing heterogeneous patient populations, including 
infertility, hydrocele, scrotal pain, etc. A deep learning model 
trained with heterogeneous patient data can be  clinically 
significant since the TV is typically used to assess patients with a 
variety of disorders that may affect testicular growth and 
fertility, such as infertility and varicocele. Third, this work was a 
single-center study. Multicenter studies are needed to validate 
our findings. Notably, the scan parameters used in this study 
were consistent with the standardized scrotal MRI technical 
requirements recommended by the Scrotal and Penile 
Imaging Working Group of the European Society of Urogenital 
Radiology, suggesting the universality of the proposed deep 
learning model.

Conclusion

In conclusion, the proposed MRI-based deep learning model is an 
accurate and reliable tool for the segmentation and volume 
measurement of the testes.
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FIGURE 3
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TABLE 4 Comparison of the repeatability between the manual and 
automated measurements.

Testis ICC CoV (%)

Manual Auto Manual Auto p*
Left 0.971 0.973 2.931 ± 1.291 2.964 ± 1.873 0.961

Right 0.946 0.967 3.829 ± 2.792 2.779 ± 1.853 0.118

Total 0.981 0.984 2.487 ± 1.193 2.047 ± 1.319 0.343

CoV, coefficient of variation.
All CoV values are represented as the mean ± SD.
*Paired student t test.
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Bland–Altman graph, solid lines represent the actual mean 
difference (bias), while dotted lines represent the 95% limits of 
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Deep learning models for 
preoperative T-stage assessment 
in rectal cancer using MRI: 
exploring the impact of rectal 
filling
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Background: The objective of this study was twofold: firstly, to develop a 
convolutional neural network (CNN) for automatic segmentation of rectal cancer 
(RC) lesions, and secondly, to construct classification models to differentiate 
between different T-stages of RC. Additionally, it was attempted to investigate the 
potential benefits of rectal filling in improving the performance of deep learning 
(DL) models.

Methods: A retrospective study was conducted, including 317 consecutive 
patients with RC who underwent MRI scans. The datasets were randomly 
divided into a training set (n  = 265) and a test set (n  = 52). Initially, an automatic 
segmentation model based on T2-weighted imaging (T2WI) was constructed 
using nn-UNet. The performance of the model was evaluated using the dice 
similarity coefficient (DSC), the 95th percentile Hausdorff distance (HD95), and 
the average surface distance (ASD). Subsequently, three types of DL-models 
were constructed: Model 1 trained on the total training dataset, Model 2 trained 
on the rectal-filling dataset, and Model 3 trained on the non-filling dataset. 
The diagnostic values were evaluated and compared using receiver operating 
characteristic (ROC) curve analysis, confusion matrix, net reclassification index 
(NRI), and decision curve analysis (DCA).

Results: The automatic segmentation showed excellent performance. The rectal-
filling dataset exhibited superior results in terms of DSC and ASD (p  =  0.006 
and 0.017). The DL-models demonstrated significantly superior classification 
performance to the subjective evaluation in predicting T-stages for all test 
datasets (all p  <  0.05). Among the models, Model 1 showcased the highest overall 
performance, with an area under the curve (AUC) of 0.958 and an accuracy of 
0.962 in the filling test dataset.

Conclusion: This study highlighted the utility of DL-based automatic segmentation 
and classification models for preoperative T-stage assessment of RC on T2WI, 
particularly in the rectal-filling dataset. Compared with subjective evaluation, the 
models exhibited superior performance, suggesting their noticeable potential for 
enhancing clinical diagnosis and treatment practices.
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Background

Colorectal cancer (CRC) stands as the second most prevalent 
contributor to cancer-related mortality in the United  States. 
Projections for the year 2023 indicate that approximately 153,020 
individuals will receive a diagnosis of CRC, and regrettably, 52,550 
individuals will succumb to the disease. This includes a concerning 
subset of 19,550 cases and 3,750 deaths among individuals below the 
age of 50 years old (1). Rectal cancer (RC) is a subset of CRC, a disease 
that poses a grave risk to people’s lives. Rectal magnetic resonance 
imaging (MRI) has witnessed widespread utilization in the 
comprehensive assessment of RC, assuming a vital role in treatment 
planning for patients by facilitating accurate preoperative tumor 
staging. Within clinical practice, high-resolution T2-weighted imaging 
(HR-T2WI) has gained unanimous acceptance as the optimal 
approach for preoperative staging of RC (2). The precise preoperative 
differentiation between T1-2 and T3-4 stages in RC holds immense 
significance for clinicians in guiding individualized treatment 
strategies. The ability to discern which patients should undergo total 
mesorectal excision (TME) or receive neoadjuvant treatment while 
minimizing the risks of both over-treatment and under-treatment has 
become paramount (3, 4). However, the traditional approach to MRI 
staging relies heavily on the expertise and subjective evaluation of 
radiologists, leading to diminished repeatability and accuracy rates. 
This reliance poses significant challenges in achieving an accurate 
preoperative T-stage diagnosis for RC (5). Furthermore, a contentious 
issue surrounds the use of rectal distension during rectal MRI, 
specifically regarding whether the rectal lumen should be filled with 
fluid or gel (2–4). While the primary objective of rectal filling is to 
optimize lesion visualization and improve T-stage assessment on MRI, 
the question of its routine application remains unresolved due to a 
lack of robust evidence demonstrating substantial improvements in 
lesion conspicuity (3–5).

In recent years, radiomics has emerged as a potential method for 
addressing diverse clinical challenges, surpassing traditional methods 
in several studies. By leveraging high-throughput analysis to extract a 
multitude of quantitative features from medical images, radiomics 
approaches have demonstrated promising potential in the field of 
digestive tumors (6–17). However, the predominant methodologies in 
this domain typically involve manually determining the volume of the 
entire primary tumor. This process is not only arduous and time-
consuming but also heavily reliant on the operator’s expertise, 
demanding a high level of proficiency (9, 16, 17).

Previous study yielded an initial finding indicating the 
development of two distinct radiomics models utilizing rectal 
HR-T2WI, both with and without rectal filling. These models were 
devised to evaluate the T staging of RC. Notably, our results 
demonstrated the superior performance of the radiomics model 
incorporating rectal filling in effectively distinguishing between T1-2 
and T3 stages. This promising outcome suggests that the utilization of 

this model could offer valuable support in clinical decision-making 
when evaluating T-stage in RC patients (6).

Meanwhile, the deep learning (DL)-based method, as a novel 
technology, could significantly improve lesion automatic 
localization and segmentation, tumor diagnosis, staging, and 
prognosis prediction to facilitate treatment strategy, and could 
even greatly help radiologists work more efficiently and reduce 
their burden (18–20). Despite the considerable significance of T 
staging in RC, there exists a notable research gap regarding the 
validation and comparative analysis of MRI-based DL approaches 
specifically tailored for T staging evaluation, taking into account 
the presence or absence of rectal filling.

Therefore, in this study, we  initially attempted to construct a 
convolutional neural network for the automatic localization and 
segmentation of RC lesions. Subsequently, we developed DL networks 
for the assessment of RC T-staging. Of utmost importance was our 
exploration of whether rectal filling could prove beneficial in guiding 
clinical decision-making for RC T stage evaluation.

Methods

Participants

This study followed the Declaration of Helsinki and had approval 
from the Ethics Committees of Changhai Hospital. Written informed 
consent was waived from all patients.

This retrospective trial enrolled a total of 492 consecutive patients 
with RC who underwent radical resection at Changhai Hospital 
between January 2017 and May 2023. The study’s inclusion criteria 
comprised the following: (1) confirmation of rectal adenocarcinoma 
through postoperative pathological examination; (2) presence of a 
single lesion; (3) baseline rectal magnetic resonance (MR) examination 
conducted within 14 days prior to surgical resection. Exclusion criteria 
included: (1) receipt of any local or systemic treatment prior to 
surgical resection, such as neoadjuvant chemoradiotherapy (n = 108); 
(2) concurrent diagnosis of other malignancies (n = 7); (3) poor image 
quality (n = 25); (4) synchronous distant metastasis (n = 23); (5) 
palliative resection (n = 7); (6) history of previous pelvic surgery 
(n = 5). Consequently, a total of 317 cases were included in the final 
analysis, as depicted in Figure 1.

Clinicopathologic data

Patients’ demographic and clinicopathological data were 
retrospectively extracted from the clinicopathological databases. 
These data encompassed various factors, including sex, age, body mass 
index (BMI), histological differentiation, pathological T-stage, 
pathological N-stage, carcinoembryonic antigen (CEA) levels (with 
<5 ng/mL considered as negative), and carbohydrate antigen 19-9 
(CA19-9) levels (with <37 U/mL considered as negative). These 
parameters were recorded concurrently with the baseline MRI 
examinations. Employing the criteria set forth by the National 
Comprehensive Cancer Network (NCCN) and American Joint 
Committee on Cancer (AJCC) staging system (21), the patients 
involved in the study were meticulously stratified into distinct cohorts, 
each characterized by their respective pathological T stages. 

Abbreviations: RC, Rectal cancer; TME, Total mesorectal excision; DL, Deep 

learning; T2WI, T2-weighted imaging; VOI, Volume of interest; ROC, Receiver 

operating characteristic; AUC, Area under the ROC curve; MRF, Mesorectal fascia; 

EMVI, Extramural vascular invasion; LNM, Lymph node metastasis; DSC, Dice 

similarity coefficient; HD95, 95th percentile Hausdorff distance; ASD, Average 

surface distance.
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Specifically, the T1-2 group encompassed individuals with tumors 
confined solely to the submucosal and muscularis propria layers. In 
contrast, the T3-4 group comprised patients with tumors that 
exhibited invasive growth beyond the confines of the 
muscularis propria.

Image acquisition and analysis

Prior to the study, baseline rectal MRI scans were performed using 
3.0 T MR systems, including the Siemens 3.0 T MAGNETOM Skyra 
MRI System, GE 3.0 T Discovery MR 750w, and Signa HDX System, 
coupled with a specialized phased array coil for enhanced imaging 
sensitivity. To ensure optimal image quality, intestinal cleaning was 
meticulously carried out through the administration of a 20 mL 
glycerin enema. Considering the possibility of contraindications, the 
administration of raceanisodamine hydrochloride, a commonly used 
agent, was deliberately omitted. As part of the routine imaging 
procedure, oblique axial HR-T2WI was conducted with careful 
consideration of the orientation perpendicular to the long axis of the 
rectum, encompassing the region of interest (ROI). Notably, detailed 
information regarding the parameters employed for HR-T2WI, which 

played a pivotal role in the subsequent analysis, can be  found in 
Supplementary Table S1.

Within the filling group, patients underwent a baseline MRI with 
rectal filling, involving the administration of warm ultrasound (US) 
transmission gel to achieve rectal distention. Prior to acquiring the 
oblique axial HR-T2W images, the volume of gel used for rectal filling 
was tailored based on the endoscopic evaluation of tumor location. 
Specifically, 60–80 mL of gel was administered for lesions situated in 
the lower and middle rectum, while 80–100 mL was utilized for lesions 
in the upper rectum (22). Conversely, in the non-filling group, rectal 
distention using US gel was omitted during the baseline 
MRI procedure.

Subjective evaluation and ROI delineation were performed by 3 
radiologists with systematic training, including FS, HL, and YY with 
15, 11, and 13 years of experience in MR diagnosis, respectively, who 
were blinded to pathological data. A subjective classification task was 
assigned to the experts, requiring them to categorize each lesion as 
either T1-2 or T3-4 based on the established TNM staging system. 
Interobserver agreement for MR T-staging among the three 
radiologists was calculated. To facilitate accurate lesion segmentation, 
the ROI encompassing the entire rectal lesion was manually delineated 
in a meticulous slice-by-slice manner on the T2WI using 

FIGURE 1

Flowchart of the study.
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ITK-SNAP 4.0.0 software1. The delineated borders, representing the 
ground truth (GT), were meticulously determined by consensus 
among the experts. In cases of any discrepancies or differences of 
opinion, a thorough discussion ensued until a consensus was reached, 
requiring the agreement of at least two experts.

Dataset and pre-processing

A dataset comprising 317 MRI scans of RC and their 
corresponding T-stage labels was extracted and subsequently divided 
into a training set (n = 265) and a test set (n = 52) using a random 
allocation in a ratio of approximately 5:1. For the segmentation task, 
we utilized the preprocessing pipeline of nn-UNet (23–25), which 
could select the suitable data fingerprint automatically. We adopted 
the data preprocessing strategy through data fingerprint information, 
including resampling strategy, cropping area size, gray value 
distribution, etc. information, thus forming a so-called “configuration 
plan.” While for the classification task, to ensure consistency, all 
images underwent preprocessing too from the “configuration plan,” 
including resampling to a target spacing of [0.36, 0.36, 0.36] mm. 
Additionally, the size of each imaging scan was adjusted by cropping 
or padding to achieve a uniform dimension of 384 × 384 × 64.

DL model construction

The U-Net architecture (23), introduced in 2015 as an Encoder–
Decoder model (24), made a significant impact in the field of medical 
segmentation, generating widespread enthusiasm. Subsequent studies 
have primarily concentrated on maximizing the potential of U-Net 
and enhancing its performance through various modifications. 
Presently, UNet-like Encoder–Decoder architectures remain robust 
and highly regarded in the field. One notable variant, nn-UNet (25), 
exemplifies the remarkable qualities of U-Net as a self-configuring 
approach and pipeline for DL-based biomedical image segmentation, 
consistently delivering exceptional results.

Taking inspiration from these advancements, we incorporated a 
powerful and highly acclaimed network architecture, slightly modified 
by nn-UNet to be tailored for our rectal cancer data, as the backbone 
in Stage I of our study, where we trained it on a total of 265 cases. To 
adapt this network to our specific dataset and enable automatic 
segmentation of RC (Figure 2A), we  rebuilt the training pipeline. 
We  employed a larger dropout rate and more data augmentation 
strategy to prevent overfitting. In order to enhance the performance 
and generalizability of our model, we randomly divided the dataset 
with 5-fold cross-validation, implemented group normalization 
instead of batch normalization, and introduced larger convolution 
kernels. To evaluate the accuracy of the segmentation results, 
we calculated the dice similarity coefficient (DSC), the 95th percentile 
Hausdorff distance (HD95), and the average surface distance (ASD) 
between the automatically segmented images and GT images (26–28).

In contrast to the segmentation sub-task, the classification sub-task 
focuses on feature extraction after the convolution stage without the need 

1 http://www.itksnap.org/

to restore the features to their original size, which is one of the differences 
between the classification and segmentation tasks. Thus, in Stage II of our 
study, we designed an appropriate encoder as the backbone, which is the 
encoder of the 3D UNet, to extract features after convolution. For the 
output layer, we incorporated a multi-layer perception network to classify 
the T stages of RC. The flowchart of the classification task is depicted in 
Figure 2B. To facilitate T-stage classification in Stage II, we introduced a 
simple and easily manageable padding-cropping strategy. This involved 
utilizing the segmentation results obtained from Stage I and treating them 
as the input for the classification task, following the process outlined in 
Figure 2B. To construct our DL models, we divided the dataset into three 
categories based on the rectal filling status: model 1 trained on the 
complete training set of 265 cases, model 2 trained exclusively on rectal-
filling cases, and model 3 trained using the non-filling dataset. The 
construction details of these models are provided in 
Supplementary material.

Statistical analysis

To perform the statistical analysis, we employed two software tools: 
MedCalc (version 19.8, MedCalc Software, Mariakerke, Belgium) and the 
R package (version 4.1.3, Vienna, Austria). Normality testing of all 
continuous variables was conducted using the Kolmogorov–Smirnov test 
to assess their distribution. Categorical data were compared using either 
the Pearson Chi-square test or the Fisher’s exact test, depending on the 
expected cell counts. For continuous variables, presented as 
mean ± standard deviation, comparisons were made using either the 
Student’s t-test for normally distributed data or the Kruskal–Wallis H test 
for variables with non-normal distributions. To comprehensively evaluate 
the diagnostic performance of the T-staging classification models, 
we  employed rigorous statistical techniques. Receiver operating 
characteristic (ROC) curve analysis and the confusion matrix were 
utilized to assess the models’ discriminative abilities in the independent 
test datasets. Essential performance measures, such as sensitivity, 
specificity, accuracy, positive predictive value (PPV), negative predictive 
value (NPV), positive likelihood ratio (PLR), and negative likelihood ratio 
(NLR), were determined to provide a comprehensive understanding of 
the models’ diagnostic values. Furthermore, to compare the classification 
models with subjective evaluation, we conducted net reclassification index 
(NRI) analysis. To gauge the clinical significance of the models, decision 
curve analysis (DCA) was performed, allowing us to calculate the net 
benefit. Statistical significance was established at a two-sided p-value less 
than 0.05, indicating strong evidence for significance.

Results

Patients’ characteristics

A comprehensive overview of patient demographic characteristics 
can be found in Table 1. After thorough evaluation, a total of 317 
patients were included in the final analysis. Among them, 158 out of 
317 cases (49.8%) underwent rectal filling, while the remaining 159 
cases (50.2%) were in the non-filling group. Notably, there were no 
significant differences observed between these two cohorts of patient 
demographic characteristics (p > 0.05). The subsequent examination 
of the 52 test cases revealed an equal distribution of 26 cases each in 
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both the filling and non-filling groups. Importantly, no statistically 
significant differences in T stage were detected between the filling and 
non-filling groups (T1-2/T3-4: 14/12 vs. 10/16, p = 0.404). Moreover, 
it is noteworthy that none of the cases exhibited positive 
circumferential resection margin (CRM) involvement.

Automatic segmentation results

In Stage I, we developed a segmentation pipeline utilizing DL 
models, which can be  succinctly referred to as nn-UNet. These 

automatic segmentation models exhibited exceptional performance in 
the test datasets, as illustrated in Figure 3. For the overall test dataset, 
the median values of DSC, HD95, and ASD were 0.835, 2.236 mm, and 
0.647 mm, respectively. In the rectal-filling cases, the median values 
were 0.862 for DSC, 2.118 mm for HD95, and 0.584 mm for 
ASD. Conversely, in the non-filling cases, the median values were 
0.807 for DSC, 3.000 mm for HD95, and 0.879 mm for ASD. Notably, 
the DSC and ASD values were higher in the rectal-filling dataset 
(p = 0.006 and p = 0.017, respectively). The detailed results of the 
automatic segmentation are presented in Table  2 and 
Supplementary Figure S1.

FIGURE 2

Structure diagram of the deep learning model. (A) The automated segmentation pipeline; (B) the classification pipeline. The first stage is to construct a 
segmentation flow chart to segment rectal cancer. The second stage is to build a classification flow chart and use the segmentation results of the first 
stage to do specific staging tasks.
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Classification performance

In Stage II, concentrating on T-staging classification, the subjective 
evaluation yielded area under the curve (AUC) values of 0.735, 0.810, 
and 0.713 for the total, filling, and non-filling test datasets, respectively. 
The corresponding accuracies were 0.731, 0.808, and 0.692. 
Interobserver agreement for MR T-staging among the three 

radiologists is presented in Supplementary Table S2. Notably, the DL 
models outperformed the subjective evaluation across all test datasets. 
Model 1 achieved AUC values of 0.902, 0.958, and 0.900 for the total, 
filling, and non-filling test datasets, respectively. The accuracies were 
0.846, 0.962, and 0.808, respectively. Model 2, trained on rectal-filling 
cases, exhibited an AUC of 0.946 and an accuracy of 0.885 in the filling 
test dataset. Model 3, trained exclusively on non-filling cases, 

TABLE 1 Pathological characteristics of patients.

Variables Total Rectal filling Non-rectal filling p value

N  =  317 N  =  158 N  =  159

Gender 0.326

Male 206 (65.0%) 98 (62.0%) 108 (67.9%)

Female 111 (35.0%) 60 (38.0%) 51 (32.1%)

Age (years) 59.4 ± 12.0 58.3 ± 9.8 59.8 ± 10.3 0.185

BMI (kg/m2) 23.9 ± 3.4 23.8 ± 3.0 24.2 ± 3.3 0.260

Tumor location 0.161

Upper 45 (14.2%) 20 (12.7%) 25 (15.7%)

Middle 190 (59.9%) 103 (65.2%) 87 (54.7%)

Lower 82 (25.9%) 35 (22.1%) 47 (29.6%)

Differentiation 0.977

High-Moderate 250 (78.9%) 124 (78.5%) 126 (79.2%)

Poor 67 (21.1%) 34 (21.5%) 33 (20.8%)

T stage 0.078

T1-2 180 (56.8%) 98 (62.0%) 82 (51.6%)

T3-4 137 (43.2%) 60 (38.0%) 77 (48.4%)

N stage 0.971

N0 222 (70.0%) 110 (69.6%) 112 (70.4%)

N1-2 95 (30.0%) 48 (30.4%) 47 (29.6%)

Tumor deposit 0.816

Negative 242 (76.3%) 122 (77.2%) 120 (75.5%)

Positive 75 (23.7%) 36 (22.8%) 39 (24.5%)

Lymphovascular invasion 0.184

Negative 190 (59.9%) 101 (63.9%) 89 (56.0%)

Positive 127 (40.1%) 57 (36.1%) 70 (44.0%)

Perineural invasion 0.197

Negative 152 (47.9%) 82 (51.9%) 70 (44.0%)

Positive 165 (52.1%) 76 (48.1%) 89 (56.0%)

Tumor budding 0.669

Negative 204 (64.4%) 104 (65.8%) 100 (56.6%)

Positive 113 (35.6%) 54 (34.2%) 59 (43.4%)

CEA* 0.061

Negative 177 (55.8%) 97 (61.4%) 80 (50.3%)

Positive 140 (44.2%) 61 (38.6%) 79 (49.7%)

CA19-9* 0.593

Negative 254 (80.1%) 129 (81.6%) 125 (78.6%)

Positive 63 (19.9%) 29 (18.4%) 34 (21.4%)

*Preoperative blood samples. BMI, body mass index; CEA, carcinoembryonic antigen; CA19-9, carbohydrate antigen 19-9.
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demonstrated an AUC of 0.863 and an accuracy of 0.885  in the 
non-filling test dataset. Comprehensive ROC analyses are presented 
in Table 3, and the corresponding curves are depicted in Figure 4.

Model comparison and clinical utility

Compared to subjective evaluation for RC T-staging, NRIs of 
DL-models were 0.167 to 0.310, demonstrating an improved clinical 
utility in all datasets (Table 3).

Considering the influence of rectal filling or non-filling, the 
confusion matrix highlighted the superior classification performance of 
Model 1  in the rectal-filling dataset compared to Model 1  in the 
non-filling dataset. Likewise, the performance of Model 2 in the filling 
dataset outperformed that of Model 3  in the non-filling dataset 
(Figure 5). The net clinical advantage of Model 1 over Model 2 in the 
rectal-filling dataset and Model 1 over Model 3 in the non-filling dataset 

is illustrated by the DCA chart (Figure 6). Overall, Model 1 in the rectal-
filling dataset demonstrated notably improved diagnostic performance.

Discussion

In this study, we  developed an advanced and automated 
segmentation model based on nn-UNet to achieve precise 
segmentation of rectal adenocarcinomas from T2W images, 
particularly in the rectal-filling dataset. Subsequently, we constructed 
DL-based classification models that exhibited significantly improved 
performance in T-staging classification compared to subjective 
evaluation for RC cases. Notably, Model 1, trained on the total training 
dataset, demonstrated higher AUC and accuracy in the rectal-filling 
cohort. To the best of our knowledge, this is the first investigation into 
the impact of rectal filling on DL models, highlighting its influence on 
classification performance.

FIGURE 3

Representative diagram of automatic segmentation.

TABLE 2 Automatic segmentation results.

Test data sets Total Rectal filling Non-rectal filling p value*
DSC 0.835 (0.779, 0.871) 0.862 (0.817, 0.879) 0.807 (0.719, 0.850) 0.006

HD95 (mm) 2.236 (2.000, 3.742) 2.118 (1.732, 2.450) 3.000 (2.000, 5.385) 0.127

ASD (mm) 0.647 (0.516, 1.034) 0.584 (0.440, 0.737) 0.879 (0.616, 1.332) 0.017

Median (IQR).
*Kruskal–Wallis rank sum test.
DSC, dice similarity coefficient; HD95, the 95th percentile Hausdorff distance; ASD, average surface distance.
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In the current landscape of medical practice, rectal MRI has been 
widely endorsed as the optimal approach for preoperative T-staging 
in RC. However, its diagnostic accuracy is compromised by the 
connective tissue hyperplastic response in the surrounding rectal 
mesenteric fat, leading to indistinct tumor boundaries. This limitation 
of traditional MRI techniques in distinguishing between T2 and T3 
stages has been well-documented in previous studies (3–5), and our 
own results align with these observations. Our study conducted a 
comprehensive ROC analysis, revealing that the subjective 
discrimination of preoperative T-stage by radiologists was 
significantly inferior to the proposed DL model. The accuracies of 
radiologists’ assessments ranged from 69.2 to 80.8%. Additionally, the 
net reclassification index (NRI) analysis demonstrated improved 
classification performance achieved by employing DL approaches, 
while decision curve analysis (DCA) highlighted the favorable 
clinical usefulness of these models. These findings can be attributed 
to the inherent challenges faced by radiologists in accurately 
interpreting irregular tumor shapes and blurred boundaries. 
Therefore, the accurate identification and precise segmentation of 
lesions serve as crucial prerequisites for future research endeavors 

aimed at advancing preoperative evaluation and staging 
methodologies in RC.

The routine utilization of manual or semi-manual 
segmentation methods is often plagued by inherent challenges, 
including their arduous and time-consuming nature, as well as 
their heavy reliance on operator expertise (16, 17). In recent years, 
several studies have explored the application of 2D convolutional 
neural network (CNN) models for the discrimination of T2 and 
T3 stages using 2D MR images (29, 30). However, these approaches 
introduce an additional burden on radiologists, as they require 
manual selection of a representative slice (2D) from each MR 
volume (3D). This manual selection step adds complexity and 
potential subjectivity to the process. Hou et al. conducted a study 
where they developed a DL model using 3D T2W images, 
achieving an impressive AUC value of 0.869 (31). However, it is 
important to note that the segmentation process in their research 
was carried out manually, which may introduce subjectivity and 
potential variability. In a separate study by Wei et al., a multi-
parametric MR image fusion model was employed, achieving an 
AUC of 0.854. This approach involved the manual determination 

TABLE 3 ROC curve analysis and comparison in the test dataset.

Total Filling Non-filling

Model 1 SE Model 1 Model 2 SE Model 1 Model 3 SE

AUC 0.902 0.735 0.958 0.946 0.810 0.900 0.863 0.713

95% CI 0.818–0.985 0.594–0.848 0.874–0.999 0.865–0.999 0.653–0.966 0.784–0.999 0.706–0.999 0.533–0.892

Sensitivity 0.750 0.679 1.000 1.000 0.833 0.688 1.000 0.625

Specificity 0.958 0.792 0.929 0.786 0.786 1.000 0.700 0.800

Accuracy 0.846 0.731 0.962 0.885 0.808 0.808 0.885 0.692

PLR 18.000 3.257 14.000 4.667 3.889 Inf. 3.333 3.125

NLR 0.261 0.406 0.000 0.000 0.212 0.313 0.000 0.469

PPV 0.955 0.792 0.923 0.800 0.769 1.000 0.842 0.833

NPV 0.767 0.679 1.000 1.000 0.846 0.667 1.000 0.571

NRI* 0.238 0.310 0.167 0.263 0.275

SE, subjective evaluation; NPV, negative predictive value; PPV, positive predictive value; NLR, negative likelihood ratio; PLR, positive likelihood ratio.
*NRI, net reclassification index, compared to SE.
Model 1: trained on total training datasets; Model 2: trained on rectal-filling datasets; Model 3: trained on non-filling datasets.

FIGURE 4

ROC curves in the test dataset. (A) Total test dataset; (B) rectal-filling test dataset; (C) non-filling test dataset.
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of the location and size of a 3D bounding box containing the 
tumor (32).

In Stage I, we successfully developed an automatic segmentation 
model for rectal adenocarcinomas using a 3D nn-UNet architecture. 

As a standardized and dataset-agnostic framework, nnU-Net was 
proposed as a robust and powerful tool for medical image 
segmentation. The results demonstrated impressive performance, with 
median values of 0.807–0.862 for DSC, 2.118–3.000 for HD95, and 

FIGURE 5

Confusion matrices.

FIGURE 6

DCA in filling and non-filling test datasets. Results for the rectal-filling dataset. (A) The net benefit analysis showed that for p probability thresholds 
ranging from 0.25 to 0.88 in the test dataset, Model 1 provided greater benefits compared to Model 2 assessment. Moreover, Model 1 exhibited larger 
net benefits when compared to all/no intervention methods. (B) Results for the non-filling dataset. The net benefit analysis demonstrated that for 
P probability thresholds ranging from 0.42 to 0.91 in the test dataset, Model 1 yielded additional benefits compared to Model 3 assessment. 
Furthermore, Model 1 showed larger net benefits when compared to all/no intervention methods.
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0.584–0.879 for ASD in the test dataset. To enhance the robustness 
and generalization of the model while avoiding overfitting, 
we employed a data augmentation strategy along with 5-fold cross-
validation. Furthermore, two experienced radiologists carefully 
examined the visualizations of the segmentation results, and no 
noticeable segmentation errors were detected. The implementation of 
this method bears the potential to serve as a viable replacement for the 
prevailing manual segmentation method, which is notorious for its 
time-consuming nature and lack of reproducibility. Subsequently, 
we conducted additional evaluations on the total test dataset, as well 
as the rectal-filling and non-filling datasets within the test set. Our 
findings revealed that the DSC and ASD values were significantly 
better in the rectal-filling datasets compared to both the total datasets 
and the non-filling datasets (p = 0.006 and p = 0.017, respectively). 
These results suggest that the model exhibited a tendency towards 
better performance and metrics in rectal-filling cases.

In the Stage II of this study, we introduced a 3D CNN to classify 
RC lesions as T1-2 or T3-4 stages on HR-T2WI. For the classification 
models, we  utilized widely-used UNet-like Encoder–Decoder 
architectures. We  recognized that directly inputting the original 
images into the models would make it challenging to distinguish 
between T1-2 and T3-4 stages, as the models might concentrate on 
areas other than the cancer of interest. To address this concern, 
we  devised a novel approach using the information from the 
automated segmentation results obtained in Stage I. We combined the 
original MRI of RC with its corresponding segmentation result, 
incorporating them as the complete input. This approach involved 
employing a region-of-interest cropping strategy, as mentioned earlier. 
Our initial experiments demonstrated the effectiveness and 
correctness of this approach compared to solely using the original 
MRI of RC with a center-cropping strategy. We believe that the center-
cropping strategy may not accurately select the cancerous region, as 
the cancer might not always be located in the center of every image. 
Although expanding the cropping area could be considered, it would 
introduce redundant information that is not helpful. Therefore, our 
cropping strategy, as described above, represents a promising 
approach for precisely selecting the cancerous region in each 
original image.

A distinctive feature of our study was its groundbreaking 
exploration and validation of DL models for preoperative T staging in 
RC, with a particular focus on the influence of rectal filling. To the best 
of our knowledge, this was the first endeavor to address this specific 
aspect, shedding new light on the application of DL in this context.

Our study encompassed the evaluation of automatic segmentation 
models for rectal adenocarcinomas across three distinct datasets: the 
total dataset, the rectal-filling dataset, and the non-filling dataset. 
Following this, three DL models were trained using these datasets to 
explore their performance. Through a comprehensive analysis 
involving segmentation results, ROC evaluation, confusion metrics, 
and DCA, a noteworthy finding emerged: Model 1 exhibited superior 
performance specifically in the rectal-filling dataset. These results 
underscore the additional benefits conferred by the use of rectal 
contrast material in DL models. Previous research has already 
demonstrated the advantages of rectal filling, including improved 
lesion visualization and enhanced evaluation of tumor penetration on 
MRI (2). Furthermore, our previous study has corroborated the value 
of rectal-filling in accurately delineating rectal lesions and 
distinguishing them from normal rectal tissue, thus facilitating precise 

segmentation (6). This likely explains the higher performance 
observed in the DL model trained on the rectal-filling dataset 
compared to the non-filling dataset.

Despite the notable contributions of our study, several limitations 
warrant consideration. Firstly, our dataset consisted solely of 
HR-T2WI of RC, lacking the inclusion of other imaging modalities. 
Moreover, being a retrospective single-center study, potential selection 
biases may have influenced our findings. Thus, for further validation 
and to enhance the generalizability of our results, larger datasets and 
multi-center studies incorporating diverse imaging modalities are 
necessary. Secondly, it is crucial to acknowledge that factors, such as 
extramural vascular invasion (EMVI), lymph node metastasis (LNM), 
and mesorectal fascia (MRF) significantly influence the prognosis and 
survival of RC patients (2–4, 33). While the impact of rectal luminal 
distention on DL-models pertaining to MRF, EMVI, and LNM 
remains a topic of debate, further investigation is essential to elucidate 
these associations comprehensively. Thirdly, an important 
consideration is the generalizability of our findings to lesions that have 
undergone neoadjuvant treatment, as this aspect remains elusive and 
requires further clarification. Finally, the current investigation 
primarily employed CNN-based models, which are known to perform 
well with small datasets. However, we  did not explore the use of 
transformer-based models, which are better suited for larger datasets. 
Therefore, future research should encompass the incorporation of 
transformer-based models to leverage their potential in handling 
larger datasets effectively.

Conclusion

Leveraging high-resolution rectal MR imaging, we developed a 
DL-based segmentation model to automatically extract the region of 
RC. Subsequently, we constructed DL-based classification models to 
explore an innovative approach for preoperative T-staging of RC using 
DL networks. Through a comprehensive comparison, we observed 
that the DL models exhibited superior predictive capabilities 
compared to subjective evaluation, particularly in distinguishing 
between T1-2 and T3-4 stages in the test dataset with rectal-filling. 
These findings strongly indicate that the DL model, augmented by 
rectal-filling, holds significant potential as an optimal tool for guiding 
clinical practice in the preoperative T-staging of RC patients.
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The value of CT-based radiomics 
in predicting the prognosis of 
acute pancreatitis
Ming Xue 1†, Shuai Lin 2†, Dexuan Xie 1, Hongzhen Wang 1, Qi Gao 1, 
Lei Zou 1, Xigang Xiao 1* and Yulin Jia 1*
1 Department of Radiology, First Affiliated Hospital of Harbin Medical University, Harbin, China, 
2 Department of Magnetic Resonance, First Affiliated Hospital of Harbin Medical University, Harbin, 
China

Purpose: Early judgment of the progress of acute pancreatitis (AP) and timely 
intervention are crucial to the prognosis of patients. The purpose of this study 
was to investigate the application value of CT-based radiomics of pancreatic 
parenchyma in predicting the prognosis of early AP.

Materials and methods: This retrospective study enrolled 137 patients diagnosed 
with AP (95 cases in the progressive group and 42 cases in the non-progressive 
group) who underwent CT scans. Patients were randomly divided into a training 
set (n  =  95) and a validation set (n  =  42) in a ratio of 7: 3. The region of interest 
(ROI) was outlined along the inner edge of the pancreatic parenchyma manually, 
and the Modified CT Severity Index (MCTSI) was assessed. After resampling and 
normalizing the CT image, a total of 2,264 radiomics features were extracted from 
the ROI. The radiomics features were downscaled and filtered using minimum 
redundancy maximum correlation (mRMR) and the least absolute shrinkage and 
selection operator algorithm (LASSO) regression, in turn, and the more optimal 
subset of radiomics features was selected. In addition, the radiomics score (rad-
score) was calculated for each patient by the LASSO method. Clinical data were 
also analyzed to predict the prognosis of AP. Three prediction models, including 
clinical model, radiomics model, and combined clinical–radiomics model, are 
constructed. The effectiveness of each model was evaluated using receiver 
operating characteristic (ROC) curve analysis. The DeLong test was employed to 
compare the differences between the ROC curves. The decision curve analysis 
(DCA) is used to assess the net benefit of the model.

Results: The mRMR algorithm and LASSO regression were used to select 
13 radiomics features with high values. The rad-score of each texture feature 
was calculated to fuse MCTSI to establish the radiomics model, and both the 
clinical model and clinical–radiomics model were established. The clinical–
radiomics model showed the best performance, the AUC and 95% confidence 
interval, accuracy, sensitivity, and specificity of the clinical–radiomics model in 
the training set were 0.984 (0.964–1.000), 0.947, 0.955, and 0.931, respectively. 
In the validation set, they were 0.942 (0.870–1.000), 0.929, 0.966, and 0.846, 
respectively. The Delong test showed that the predictive efficacy of the clinical–
radiomics model was higher than that of the clinical model (Z  =  2.767, p  =  0.005) 
and the radiomics model (Z  =  2.033, p  =  0.042) in the validation set. Decision 
curve analysis demonstrated higher net clinical benefit for the clinical–radiomics 
model.

Conclusion: The pancreatic parenchymal CT clinical–radiomics model has high 
diagnostic efficacy in predicting the progression of early AP patients, which is 
significantly better than the clinical or radiomics model. The combined model 
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can help identify and determine the progression trend of patients with AP and 
improve the prognosis and survival of patients as early as possible.

KEYWORDS

acute pancreatitis, computed tomography, modified CT severity index, radiomics, 
prognosis

Introduction

Acute pancreatitis (AP) is an inflammatory disease of the exocrine 
pancreas with a complex and variable clinical course. It is a common 
acute abdomen of the digestive system. The pathogenesis is due to the 
abnormal activation of pancreatic enzymes that destroy the pancreas 
itself and surrounding tissues and organs, with the local inflammatory 
infiltration of the pancreas as the main feature. The etiology of AP is 
diverse, mainly biliary tract diseases, alcoholism, hypertriglyceridemia, 
and less commonly drugs, endoscopic retrograde 
cholangiopancreatography, postoperative period, metabolic factors, 
infections, heredity, autoimmune disorders, and trauma (1). 
According to the pathology, AP is classified into interstitial edematous 
pancreatitis (EEP) and acute necrotizing pancreatitis (ANP) (2).

Patients can feel severe abdominal pain and often trigger systemic 
inflammatory response syndrome (SIRS) and multiple organ 
dysfunction syndrome (MODS) and other severe complications. 
Then, this triggers pancreatic necrosis and persistent organ failure, 
which in severe cases can even lead to death with a mortality rate of 
1–5% (3). Numerous studies have shown that controlling 
inflammation within 72 h of onset is crucial for reducing the incidence 
of complications and mortality in patients (4, 5).

Therefore, early prediction of the development of acute 
pancreatitis and taking reasonable measures timely are essential for 
the prognosis of patients. The occurrence of complications can be used 
as a valid indicator for prognostic assessment of pancreatitis (6). 
Complications include both immediate and long-term complications. 
Immediate complications include bleeding, pancreatic leakage, and 
gastrointestinal perforation (7). However, long-term complications are 
symptoms that lead to long-term weakness, disease recurrence, and 
endocrine and exocrine pancreatic insufficiency in some cases.

Clinicians diagnose AP mainly by observing patients’ symptoms, 
signs, and changes in laboratory indicators. However, early clinical 
symptoms and signs of AP are not specific. Serum amylase and lipase 
levels do not fully reflect the severity and progression of AP (8, 9). 
CRP > 150 mg/L suggests a complex course of acute pancreatitis. It has 
a sensitivity of 85%, but it is not specific. Procalcitonin (PCT) is also 
considered as a marker to evaluate the prognosis of acute pancreatitis. 
It is more responsive in the acute phase and can respond to bacterial 
and/or fungal infections or sepsis (10). Several scoring systems are 
now clinically available to assess the severity and prognosis of AP, such 
as the Bedside Index for Severity in Acute Pancreatitis (BISAP) and 
MCTSI (11). BISAP can identify patients early with a high risk of 
complications and death, including five indicators: BUN, impaired 
mental status, SIRS, age, and pleural effusion (12). The MCTSI has a 
high value in predicting severe acute pancreatitis, pancreatic necrosis, 
and organ failure (13). They have similar predictive efficacy for AP 
severity (14, 15). Except for the MCTSI system, all clinical scoring 

systems are based on clinical information and laboratory data. 
Although they reflect the pathologic and physiologic status of the 
patient, they may overlook both the pathoanatomical changes and 
local complications of AP. Imaging diagnosis is the basis for accurate 
clinical treatment, and CT is the main method to assess AP 
complications (16). In the early stage of AP, some patients’ pancreatic 
parenchymal changes are not significant on CT plain scan. Radiomics 
is the more novel technology of the moment. It applies high-
throughput computation to rapidly extract features from tomograms 
and quantify them. It converts digital medical images into high-
dimensional data with the aim of revealing biomedical images that 
reflect underlying pathophysiological information that cannot 
be observed by the naked eye through quantitative image analysis 
(17). A large number of studies have confirmed that a single radiomics 
model has great value in predicting the severity and recurrence of 
acute pancreatitis (18, 19). However, there is currently no research 
exploring the value of clinical–radiomics models in predicting the 
prognosis of AP patients.

This study is based on pancreatic CT plain scan images for 
radiomics analysis and fusion of clinical data. Exploring the prediction 
of complications in pancreatitis based on clinical–radiomics models 
to determine the prognosis of early AP.

Materials and methods

Patients

A total of 137 patients from April 2021 to November 2022 at the 
First Affiliated Hospital of Harbin Medical University were 
retrospectively collected, and imaging data and relevant clinical 
laboratory data of patients with a clinical diagnosis of AP were 
enrolled. Ethics committee approval was granted for this retrospective 
study, and the requirement for written informed consent was waived. 
The diagnostic criteria of AP were based on the 2012 revised Atlanta 
Classification of AP (2).

Inclusion criteria: ① Patients with the first onset of pancreatitis; ② 
the time interval between the onset and the examination was not more 
than 1 week; ③ good CT imaging quality.

Exclusion criteria: ① Patients with incomplete images, poor quality, 
or incomplete patient case information data; ② autoimmune 
pancreatitis, trauma, or recurrent pancreatitis and AP due to pancreatic 
tumor; ③ difficulty in outlining pancreatic parenchymal ROI.

Patients were divided into progressive and non-progressive groups 
according to the presence or absence of new local or systemic 
complications or exacerbation of complications. Patients were 
randomly divided into a training set and a validation set in a 
ratio of 7:3.
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Clinical information

The medical records were reviewed to collect baseline clinical and 
imaging information, including sex, age, BISAP, CPR, PCT, and 
MCTSI. The BISAP and MCTSI criteria are shown in Tables 1, 2.

BISAP is an abbreviation for five indicators. They are as follows: 
B: BUN; I: impairment; S: SIRS; A: age; P: pleural effusion. Note: SIRS 
has two or more of the following signs: ① temperature > 38°C 
or < 36°C; ② heart rate > 90 beats/min; ③ respiration >20 breaths/min 
or PaCO2 < 32 mmHg; ④ white blood cell count >12.0 × 109 /L 
or < 4.0 × 109/L or infantile cells >10%.

CT image acquisition and image analysis

Siemens 64-row spiral CT was used to scan the mid-abdomen of 
the AP patient, with the patient in the supine position and hands 
raised flat over the head. Scanning with advanced head. Image 
acquisition parameters: tube voltage of 120 kV, tube current of 220 mA, 
layer thickness of 5 mm, interlayer of 5 mm, DFOV of 32 cm × 32 cm, 
rotation speed of 0.28 s/turn, pitch of 1.7, image layer thickness of 
5 mm, matrix 512 × 512, and reconstructed thin layer of 1-mm image.

The CT plain scan images of all patients were exported in DICOM 
format from the image archiving and communication system PACS 
workstation, and all of them were uploaded to the uAI Research Portal 
(uAI Research Portal version: 20220915, Shanghai United Imaging 
Intelligence, Co., Ltd.). Moreover, the radiomics feature extraction, 
feature selection, and machine learning models building were 
established on the uAI Research Portal (version: 20220915, Shanghai 
United Imaging Intelligence, Co., Ltd.), which was integrated with 
PyRadiomics (version 2.2.0), Scikit-Learn (version 1.2.0), and so on. 
The CT images were analyzed by two radiologists with 10 and 20 years 
of clinical experience blinded to outline the region of interest (ROI) 
along the edge of the pancreatic parenchyma by manual segmentation 
(Figure  1), and MCTSI scoring was performed, and in case of 
disagreement, the decision was made after discussion between the 
two physicians.

Image preprocessing and feature 
extraction

To ensure repeatability, gray intensity normalization and 
resampling were performed to eliminate the heterogeneity between 
different scanners before feature extraction. Images were resampled to 
1 mm × 1 mm × 1 mm voxels using the B-Spline interpolation method 
and normalized by subtracting the window level (WL: 30) and 
dividing by the window width (WW: 300). The extractable feature 
groups include first-order features, shape, and texture features (gray-
level co-occurrence matrix [GLCM], gray-level travel length matrix 
[GLRLM], gray-level size zone matrix [GLSZM], gray-level 
dependence matrix [GLDM], and neighborhood gray-tone difference 
matrix [NGTDM]). The filter transforms include 14 filters, such as the 
Laplace-Gaussian filter, wavelet analysis, and local binary mode 
transform. A total of 2,264 radiomic features were finally extracted 
from the pancreatic parenchyma.

Intraclass correction coefficients (ICCs) were used to calculate 
intra-observer and inter-observer reproducibility (20). Two 
radiologists, A and B, manually delineate ROIs for all patient images. 
Moreover, 2 weeks later, radiologist B performed a second manual 
delineation to select image features with inter-observer and intra-
observer ICCs >0.75.

Filtering and establishment of radiomics 
labels

To avoid overfitting, it is necessary to reduce the dimensionality 
of the image data before the establishment of the radiomics label. The 
obtained radiomic features were reduced and filtered by using mRMR 
algorithm and LASSO regression to obtain the optimal subset of 
features, and the rad-score of each patient was calculated for each 
patient based on feature weights.

Construction of the radiomics model

The obtained rad-score was fused with the MCTSI score to create 
a radiomics model. The baseline data were used to build a clinical 
model. A joint clinical–radiomics model was established by combining 

TABLE 1 Bedside index of severity of acute pancreatitis (BISAP).

Risk factors Scoring criteria Scores

BUN
>25 mg/dL 1

≤25 mg/dL 0

Impaired mental status
2 1

1 0

SIRS
≥2 Criteria 1

<2 Criteria 0

Age
>60 years 1

≤60 years 0

Pleural effusion
Presence 1

Absence 0

TABLE 2 MCTSI scores.

Index MCTSI

Pancreatic inflammation Normal pancreas 0

Intrinsic pancreatic abnormalities with 

or without inflammatory changes in 

peripancreatic fat

2

Pancreatic or peripancreatic fluid 

collection or peripancreatic fat 

necrosis

4

Pancreatic necrosis None 0

30% or less 2

More than 30% 4

Extrapancreatic 

complications

one or more of pleural effusion, 

ascites, vascular complications, 

parenchymal complications, and/or 

gastrointestinal involvement

2
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the two. The AUC values of the three models were analyzed using 
ROC curves. Compare the performance of different models in the 
training and validation sets. The performance of the same model is 
also compared in the training and validation sets. The DeLong test was 
used to compare the statistical differences among the three models. 
Evaluate clinical–radiomics characteristics by univariate and 
multivariate logistic regression analyses. The net clinical benefit of the 
models was compared by DCA.

Statistical analysis

Statistical analysis was performed using SPSS (version 25.0, IBM) 
and R statistical software (Version 4.1.0). Clinical data for the training 
set and validation set were analyzed according to the variable type. 
Continuous variables that obeyed normal distribution are presented 
as mean ± standard deviation and analyzed by t-test for comparison of 
differences between groups; continuous variables that did not obey 
normal distribution are presented as median (interquartile range, 
IQR), and Wilcoxon rank sum test was used for comparison of 
differences between groups. Categorical variables were presented as 
frequency, and differences between groups were compared using the 
chi-square test or Fisher’s exact test for comparison of differences 
between groups. p < 0.05 was considered statistically different. The 
AUC and 95% confidence interval, accuracy, sensitivity, and specificity 
were used to evaluate the performance of the models, and the DeLong 
test was used to compare the differences between the ROC curves of 
the three models. DCA is used to compare net clinical benefit.

Results

Clinical characteristics and MCTSI scores

A total of 137 AP patients were enrolled in this study, which 
consisted of 84 male and 53 female cases with a mean age of 43 (35, 
53) years. Patients were divided into progressive (n = 95) and 
non-progressive (n = 42) groups. There were 95 cases in the training 

set (66 cases in the progressive group and 29 cases in the 
non-progressive group) and 42 cases in the validation set (29 cases in 
the progressive group and 13 cases in the non-progressive group).

In both the training set and validation set, the BISAP (Z = −5.19; 
–3.55，P < 0.001) and PCT (Z = –3.92; –2.2，P < 0.001; p = 0.028) in 
the progression group were higher than in the non-progression group, 
while the gender differences were not statistically significant (Z = 2.27; 
0.14, p = 0.707; 0.132). In the training set, the age in the progressive 
group was younger than the non-progressive group (Z = 2.11, 
p = 0.035), and the CRP was higher than the non-progressive group 
(Z = –3.05, p = 0.002) (Table 3).

In both the training set and validation set, the MCTSI scores in 
the progression group were higher than in the non-progression group 
(Z = –5.3; –3.34, P < 0.001).

Radiomics analysis

The meaningful texture features were obtained by extracting the 
texture and filtering the transform by the uAI Research Portal. 
Selection of the best parameters for binomial bias through Z-score, 
ICC, mRMR algorithm, and LASSO regression. Figure 2A shows that 
λ increases the variation of binomial deviation of the model on the 
training set samples. The value with the smallest binomial deviation is 
selected as the best parameter value. Figure 2B shows the variation of 
the coefficients of the variables in the model. Thirteen texture features 
with large values were selected from the CT plain scan images, and 
their corresponding coefficients are shown in Figure 3. Calculate the 
rad-score for each patient based on the following formula: 

Radscore = 1.0661 + 1.0718 × recursiveGaussian_glcm_
ClusterShade+0.4923 × additivegaussiannoise_glrlm_
RunEntropy+0.3503 × boxsigmaimage_glszm_
LowGrayLevelZoneEmphasis+0.2422 × normalize_glszm_
ZoneEntropy-0.0386 × log_ngtdm_log_sigma_2_0_mm_3D_
Strength-0.0424 × wavelet_firstorder_wavelet_LLL_Kurtosis-
0.048 × mean_gldm_DependenceVariance-0.1576 × log_glszm_log_
sigma_2_0_mm_3D_SizeZoneNonUniformity-0.1904 × specklenoise_
glszm_SmallAreaEmphasis-0.1940 × normalize_glszm_
LargeAreaLowGrayLevelEmphasis-0.3478 × wavelet_gldm_wavelet_
HHL_DependenceVariance-0.4221 × log_glcm_log_sigma_0_5_
mm_3D_Correlation-0.5333 × boxmean_glszm_
SmallAreaHighGrayLevelEmphasis.

The rad-score fused MCTSI is derived for each patient by 
calculating the coefficients of each texture feature to build a 
radiomics model.

Based on the texture features of plain scan images, the optimal 
features are selected. By fusing MCTSI scores, establish clinical models, 
radiomics models, and clinical–radiomics models, respectively. 
According to the ROC curve (Table 4), the AUCs in the training set 
were 0.911, 0.933, and 0.984, respectively, and the AUCs in the 
validation set were 0.857, 0.897, and 0.942, respectively. In the training 
set, the clinical–radiomics model has the best predictive performance. 
Its predictive performance is higher than the clinical model (Z = 2.767, 
p = 0.005) and the radiomics model (Z = 2.033, p = 0.042) (Figure 4). 
There was no statistically significant difference in AUC between the 
training and validation sets for clinical models (D = 0.644, p = 0.522), 

FIGURE 1

Manually delineate the ROI of pancreatic parenchyma with the uAI 
Research Portal.
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radiomics models (D = 0.823, p = 0.414), and clinical–radiomics models 
(D = 1.108, p = 0.274). The results of DCA indicate that the clinical–
radiomics model has a higher clinical net benefit (Figure 5).

Assessment of clinical–radiomics features

The results of univariate and multivariate logistic regression 
analysis of clinical–radiomics features predicting the progression of 
acute pancreatitis are shown in Table 5. The results of univariate logistic 
regression analysis showed that BISAP, CRP, PCT, MCTSI, and 
rad-score were significant factors in differentiating the progression of 
acute pancreatitis. The results of multivariate logistic regression analysis 
showed that BISAP (OR = 6.187; 95% CI: 2.259–27.047; p = 0.003), PCT 
(OR = 1.923; 95% CI: 1.040–5.568; p = 0.124), and rad-score (OR = 3.841; 
95% CI: 1.578–13.481; p =  0.013) were independent predictors of 
progression of acute pancreatitis, and two factors, MCTSI (OR = 1.281; 
95% CI: 0.690–2.617; p = 0.455) and CRP (OR = 1.001; 95% CI: 0.992–
1.010; p = 0.872), were not independent factors.

Discussion

The initial diagnosis of AP patients accounts for approximately 
0.3% of the total number of emergency department patients. The 
pathogenesis is due to the abnormal activation of pancreatic 
enzymes. The pancreatic enzyme causes damage to the pancreas 
itself and surrounding organs, which, in turn, triggers related 
inflammatory and immune responses. In severe cases, it can lead to 
organ dysfunction and even death (21). There is evidence that mild 
and acute pancreatitis is associated with hyperperfusion within the 
first few hours of symptom onset, while moderate and severe 
pancreatitis is accompanied by complications, and pancreatic 
parenchyma has progressive tissue ischemia and decreased 
perfusion. It has been suggested that damage to the pancreatic 
parenchyma from microcirculatory disorders is present at an early 
stage, and it is difficult to reflect such changes by conventional CT 
plain scan (22). In this study, we  established and validated a 
clinical–radiomics model based on CT plain scan images to predict 
the progression of AP in a non-invasive and quantitative way.

TABLE 3 Intergroup comparison of clinical indicators and MCTSI Scores in the training set and validation set for patients in the progressive and non-
progressive groups.

Project Training set (n  =  95) χ2/z P Validation set (n  =  42) χ2/z P

Non-
progressive 

group (n  =  29)

Progressive 
group (n  =  66)

Non-
progressive 

group (n  =  13)

Progressive 
group (n  =  29)

Gender 2.27 0.1322 0.14 0.7066

Male 21 (72.41) 37 (56.06) 7 (53.85) 19 (65.52)

Female 8 (27.59) 29 (43.94) 6 (46.15) 10 (34.48)

Age 47 (40.00,54.00) 39 (32.00,50.75) 2.11 0.0348 45.62 ± 16.83 43.52 ± 15.39 0.40 0.6935

BISAP 1 (1,1) 2 (2,3) –5.19 <0.0001 1 (0,1) 2 (1,3) –3.55 0.0004

CRP 141 (94.4,191.0) 201 (141.8,289.6) –3.05 0.0023 185 (34,250) 220.58 (161,392) −1.80 0.0725

PCT 0.79 (0.46,1.50) 1.93 (0.91,4.24) −3.92 0.0001 1.1 (0.25,1.60) 1.93 (0.87,8.15) −2.20 0.0275

MCTSI 2 (0,2) 4 (2,5.5) −5.3 <0.0001 2 (0,2) 4 (2,6) −3.34 0.0008

FIGURE 2

(A) The binomial deviation of the LASSO model in the training set samples with λ of the binomial deviation, and the binomial deviation with the smallest 
λ value as the best λ value. (B) Change of the coefficients of the variables in the LASSO model withλ.
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Majidi et al. (23) found CRP and PCT in the SAP group were 
higher than in the MAP group (p < 0.05). With the progressing 
pancreatitis, PCT and CRP also increased. BISAP can early identify 
patients with a high risk of complications and death using five simple 
indicators (12). Singh et al. (22) found that the BISAP can effectively 
predict the severity of AP. They found that gender was balanced by 
comparing clinical baseline data. Khanna et al. (10) found that the age 
of AP patients is between 21 and 50 years old. By comparing the 
clinical characteristics of the training set and the validation set, 
we found that the BISAP, CRP, and PCT in the progressive group were 
higher than those in the non-progressive group, and the age in the 
progressive group was smaller than in the non-progressive group.

Balthazar et al. (24–26) established the CT Severity Index (CTSI). 
It grades and scores the degree of pancreatitis and necrosis to predict 
the incidence rate and mortality of AP. Later, Mortele et  al. (27) 
improved its limitations by incorporating numerical scores for 
extrapancreatic complications and establishing MCTSI. Its 
correlation with clinical outcomes and local complications is superior 
to CTSI. Banday et al. (28) found that compared to CTSI, MCTSI is 
simpler and more accurate and has a stronger correlation with 
clinical outcomes, including hospital stay, infection development 
trends, organ failure, mortality rate, and the need for intervention 
treatment. Therefore, we fused MCTSI to the radiomics model to 
improve the predictive performance. Radiomics can reveal 

FIGURE 3

Coefficients of the 13 texture features selected by LASSO.

TABLE 4 Clinical characteristics model, radiomics label, and radiomics prediction model ROC result.

Model Training set (n  =  95) Validation set (n  =  42)

AUC ACC Sensitivity Specificity PPV NPV AUC ACC Sensitivity Specificity PPV NPV

Clinical 

features

0.911 

(0.853–

0.969)

0.853 

(0.765–

0.917)

0.864 0.828 0.919 0.727

0.857 

(0.741–

0.973)

0.81 

(0.659–

0.914)

0.793 0.846 0.920 0.647

Radiomics

0.933 

(0.875–

0.990)

0.895 

(0.815–

0.948)

0.909 0.862 0.938 0.806

0.897 

(0.803–

0.990)

0.81 

(0.659–

0.914)

0.759 0.923 0.957 0.632

Clinical–

radiomics

0.984 

(0.964–

1.000)

0.947 

(0.881–

0.983)

0.955 0.931 0.969 0.900

0.942 

(0.87–

1.000)

0.929 

(0.805–

0.985)

0.966 0.846 0.933 0.917
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FIGURE 4

(A) ROC curves of different models in the training group. (B) ROC curves of different models in the validation group.

FIGURE 5

DCA of the models in the training set and validation set.

TABLE 5 Results of univariate and multivariate logistic regression analysis of clinical–radiomics characteristics.

Clinical–radiomics features Univariate analysis Multivariate analysis

OR (95% CI) P-value OR (95% CI) P-value

BISAP 5.167 (2.630–12.094) <0.001 6.187 (2.259–27.047) 0.003

CRP 1.006 (1.002–1.011) 0.014 1.001 (0.992–1.010) 0.872

PCT 2.034 (1.381–3.511) 0.003 1.923 (1.040–5.568) 0.124

MCTSI 2.658 (1.791–4.477) <0.001 1.281 (0.690–2.617) 0.455

age 0.978 (0.949–1.007) 0.139

gender 2.057 (0.819–5.558) 0.136

Rad-score 5.037 (2.799–10.728) <0.001 3.841 (1.578–13.481) 0.013
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information hidden in conventional images to reflect potential 
biological and pathological changes.

In the early stage of a conventional CT plain scan, radiomics may 
reflect damage to the pancreatic parenchyma. In this study, a series of 
radiomics features of the first order, shape, glcm, glrlm, glszm, gldm, 
and ngtdm parameters were extracted with high throughput. They 
provided a comprehensive description of the morphology, 
radiographic attenuation, and texture information of the lesion. After 
the dimensionality reduction and radiomics analysis, the 13 most 
valuable texture features were selected. Then, the rad-score was 
calculated to obtain. The radiomics feature with the maximum 
absolute values in LASSO is recursivegaussian_glcm_ClusterShade. 
Cluster Shade is a measure of the skewness and uniformity of the 
GLCM. It is used to describe the joint distribution of two pixels with 
some spatial relationship. ClusterShade is associated with the 
heterogeneity of voxels in the area of interest. The maximum absolute 
values in LASSO indicate that the internal structure of the pancreatic 
parenchyma varies greatly due to inflammation or necrosis caused by 
leakage of pancreatic fluid. In addition, less first-order feature 
extraction may be related to the exudate parenchymal necrosis of 
inflammation resulting in poorer display of anatomical details. 
Moreover, we  obtain the texture features containing wavelet filter 
decomposition and local binomial transform account for more. The 
image signal can be  decomposed into subbands. Using different 
algorithms for different subbands aims to highlight approximation 
and details at different scales. Wavelet transforms have important 
image analysis capabilities. The wavelet transform coefficients can 
provide us with edge information of the lesion for extracting relevant 
radiomics features. The local binomial transform can extract the 
original feature information and spatial positional relationships of the 
image pixels. This analysis method has the advantages of rotation and 
gray-scale invariance (29). It can effectively reflect the invariance of 
local information in a CT plain scan (30).

Therefore, we establish a radiomics model with rad-score and 
MCTSI. We use clinical baseline data to establish a single predictive 
model. By comparing the AUC, we found that the performances of the 
radiomics model and the clinical model were good and stable. Finally, 
the radiomics model was fused with clinical baseline data to obtain a 
joint clinical–radiomics model. The performance has been further 
improved, with statistically significant differences compared to single 
clinical models or radiomics models. Moreover, the diagnostic 
efficiency of the clinical–radiomics model is the highest in both the 
training and validation sets. Moreover, there is no statistical difference 
between the two sets, which shows that the model obtained through 
further research has the best and stable predictive performance. Early 
prediction of patient progression can be achieved through quantitative 
analysis of several simple clinical data and patient CT plain 
scan images.

Limitations of this study

(1) The analysis of this study was based on radiomics features 
extracted from two-dimensional images of the pancreatic parenchyma 
at the largest level of the diseased pancreas, and it may be  more 
effective to reflect the lesions if three-dimensional images of the entire 
pancreatic parenchyma are extracted; (2) a retrospective single-center 
study was conducted with hospitalized patients. There may 

be significant bias in sample selection; (3) AP patients in our hospital 
undergo routine CT plain scans upon admission. If conducting 
radiomics analysis based on CECT scanning images, a more efficient 
model can be obtained; (4) patients with mild symptoms do not need 
image examinations to diagnose and manage AP. Currently, there are 
few imaging studies on patients with mild symptoms. Moreover, our 
results tend to analyze more severe and complicated pancreatitis.

In summary, the clinical–radiomics model based on pancreatic 
parenchymal CT has good predictive performance in both the training 
and validation sets, helping to identify and judge the progression trend 
of acute pancreatitis patients as soon as possible, and taking timely 
and effective measures to improve the patient’s prognosis.
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Deep learning-based 
clinical-radiomics nomogram for 
preoperative prediction of lymph 
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rectal cancer: a two-center study
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Background: Precise preoperative evaluation of lymph node metastasis (LNM) is 
crucial for ensuring effective treatment for rectal cancer (RC). This research aims 
to develop a clinical-radiomics nomogram based on deep learning techniques, 
preoperative magnetic resonance imaging (MRI) and clinical characteristics, 
enabling the accurate prediction of LNM in RC.

Materials and methods: Between January 2017 and May 2023, a total of 519 rectal 
cancer cases confirmed by pathological examination were retrospectively recruited 
from two tertiary hospitals. A total of 253 consecutive individuals were selected 
from Center I to create an automated MRI segmentation technique utilizing deep 
learning algorithms. The performance of the model was evaluated using the dice 
similarity coefficient (DSC), the 95th percentile Hausdorff distance (HD95), and the 
average surface distance (ASD). Subsequently, two external validation cohorts were 
established: one comprising 178 patients from center I (EVC1) and another consisting 
of 88 patients from center II (EVC2). The automatic segmentation provided radiomics 
features, which were then used to create a Radscore. A predictive nomogram 
integrating the Radscore and clinical parameters was constructed using multivariate 
logistic regression. Receiver operating characteristic (ROC) curve analysis and decision 
curve analysis (DCA) were employed to evaluate the discrimination capabilities of the 
Radscore, nomogram, and subjective evaluation model, respectively.

Results: The mean DSC, HD95 and ASD were 0.857 ± 0.041, 2.186 ± 0.956, and 
0.562 ± 0.194 mm, respectively. The nomogram, which incorporates MR T-stage, 
CEA, CA19-9, and Radscore, exhibited a higher area under the ROC curve (AUC) 
compared to the Radscore and subjective evaluation in the training set (0.921 
vs. 0.903 vs. 0.662). Similarly, in both external validation sets, the nomogram 
demonstrated a higher AUC than the Radscore and subjective evaluation (0.908 
vs. 0.735 vs. 0.640, and 0.884 vs. 0.802 vs. 0.734).

Conclusion: The application of the deep learning method enables efficient automatic 
segmentation. The clinical-radiomics nomogram, utilizing preoperative MRI and 
automatic segmentation, proves to be an accurate method for assessing LNM in RC. This 
approach has the potential to enhance clinical decision-making and improve patient care.

Research registration unique identifying number (UIN): Research registry, 
identifier 9158, https://www.researchregistry.com/browse-the-registry#home/
registrationdetails/648e813efffa4e0028022796/.
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Introduction

Rectal cancer (RC) is a prevalent tumor affecting the 
gastrointestinal system and poses a significant global burden (1). The 
presence of lymph node metastasis (LNM) in RC individuals, 
particularly in cases defined as locally advanced rectal cancer (LARC), 
is associated with a poor prognosis. In order to manage LARC, the 
customary clinical strategy comprises administering neoadjuvant 
chemoradiotherapy (nCRT) before conducting total mesorectal 
excision (TME) surgery (2). This approach proves effective in 
diminishing the likelihood of local recurrence or the spread of cancer 
to distant sites (3). Achieving precision treatment in RC relies on 
accurate preoperative assessment of LNM (4). Consequently, it 
becomes crucial to accurately detect of lymph node (LN) involvement 
before surgery (4–6).

High-resolution magnetic resonance imaging (MRI) holds 
significant importance in the initial assessment of RC conditions. 
Nonetheless, achieving a precise preoperative diagnosis of LN 
involvement remains challenging in clinical practice (5). Relying 
solely on size as the exclusive criterion provides only acceptable 
precision. For instance, just 94% of the impacted LN possess a 
dimension less than 5 mm (6). A large node could be a successful tool 
to examine dimensions, perimeter, and signal intensity in 
LN. However, morphological criteria did not enhance the precision of 
lymph node staging in cases of RC (7). This challenge is further 
complicated by the absence of agreement regarding the relevant 
standards for evaluating LN contribution (7–9). Therefore, it is 
imperative to establish advanced and highly sensitive diagnostic tools 
to enhance the accuracy of LNM diagnosis in patients with RC.

Recently, several studies have demonstrated that radiomics can assist 
researchers in tackling diverse clinical tasks. By extracting numerous 
quantitative features from medical images through high-throughput 
analysis, radiomics approaches have the potential to empower radiologists 
to enhance diagnostic accuracy, ultimately benefiting patients (10–16). 
Radiomics-based models have exhibited promising value in detecting 
LNM in digestive tumors (10–12, 17–20). However, most existing 
methodologies rely on manual volume measurements of the entire 
primary tumor, which can be highly laborious, time-consuming, and 
subject to operator variability (12, 19, 20).

To the best of our knowledge, there is a lack of clear exploration 
regarding a deep learning-based image segmentation and clinical-
radiomics nomogram for detecting LNM in individuals with 
RC. Therefore, the objective of this research was to create and validate 
an MR-based clinical-radiomics nomogram model that utilizes deep 

learning-based image segmentation. The purpose was to enable 
preoperative assessment of LNM and assess its clinical applicability in 
the context of RC.

Materials and methods

Participants

The trial followed the Declaration of Helsinki and had permission 
from the Ethics Committees of Changhai Hospital and Ruijin Hospital 
Luwan Branch. Written informed consent was waived as the 
retrospective design.

From January 2017 to January 2020, a total of 392 consecutive 
patients with RC diagnosed pathologically at Changhai Hospital (center 
I) were included in this retrospective trial. The inclusion criteria 
comprised the following: (1) histological diagnosis of rectal 
adenocarcinoma based on postoperative pathological examination; (2) 
presence of a single tumor focus; (3) baseline rectal magnetic resonance 
imaging (MRI) performed within 14 days prior to surgical resection. 
Exclusion criteria were as follows: (1) receipt of any local or systemic 
treatment prior to surgical resection (n = 86); (2) previous or concurrent 
diagnosis of cancers other than RC (n = 8); (3) poor image quality (n = 11); 
(4) synchronous distant metastasis (n = 22); (5) positive CRM (n = 7); (6) 
history of previous pelvic surgery (n = 5). Ultimately, a total of 253 cases 
were enrolled from center I. Additionally, another 178 patients from 
Changhai Hospital (temporal external validation center I, EVC1) and 88 
patients from Ruijin Hospital Luwan Branch (spatial external validation 
center II, EVC2), who met the same exclusion criteria as external 
validation sets 1 and 2, were also included between February 2020 and 
May 2023 for external validation.

Clinicopathologic data

Patient information and clinicopathologic findings were 
retrospectively obtained from the clinicopathological databases. This 
included data such as sex, age, BMI, histological differentiation, 
carbohydrate antigen 19-9 (CA19-9), carcinoembryonic antigen 
(CEA), circumferential resection margin (CRM), and pathological 
T-stage and N-stage. The CEA level was considered negative if it was 
less than 5 ng/mL, while the CA19-9 level was considered negative if 
it was less than 37 U/mL. These measurements were recorded at the 
same time as the baseline MRI. During the surgical procedure, all LN 
within the mesorectum were obtained from the surgical samples, 
ensuring a minimum of 12 lymph nodes were extracted per subject. 
The patients were categorized into different groups based on the 
National Comprehensive Cancer Network (NCCN) and American 
Joint Committee on Cancer (AJCC) staging system (21). The N0 
group consisted of patients without lymph node metastasis (LNM), 
while the N1–2 group included patients with LNM.

Abbreviations: RC, Rectal cancer; nCRT, Neoadjuvant chemoradiotherapy; LNM, 

Lymph node metastasis; MRI, Magnetic resonance imaging; T2WI, T2-weighted 

imaging; ICC, Intraclass correlation coefficient; VOI, Volume of interest; LASSO, 

Least absolute shrinkage and selection operator; ROC, Receiver operating 

characteristic; AUC, Area under the roc curve; DCA, Decision curve analysis.
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Image acquisition and analysis

Rectal MRI scans were conducted using either a 1.5 or 3.0 T MR 
systems (Siemens 1.5, 3.0, and GE 3.0 T) along with a phased array 
coil. Prior to the scan, a 20 mL glycerin enema was administered to 
perform intestinal cleansing. The standard imaging protocol included 
axial diffusion-weighted imaging (DWI) with a b-value of 0 and 
1,000 s/mm2, sagittal T2-weighted imaging (T2WI), axial T1-weighted 
imaging (T1WI), and gadolinium contrast-enhanced T1WI of the 
pelvis in sagittal, coronal, and axial planes. Additionally, oblique axial 
high-resolution T2WI (HR-T2WI) images, which were perpendicular 
to the long axis of the rectum and included the lesion, were obtained. 
Supplementary Table  1 provides detailed information on the 
parameters used for HR-T2WI, which were utilized for the 
radiomics models.

Subjective evaluation of RC using MR imaging was conducted by 
three trained radiologists, namely R1, R2, and R3, with 12, 9, and 
6 years of expertise, correspondingly. These radiologists were unaware 
of the pathological data. The assessment encompassed the evaluation 
of the subsequent tumor attributes: (1) tumor height, described as the 
measurement from the lower border of the tumor to the anal verge on 
MRI; (2) MR-reported T stage; (3) MR-reported N stage, and LN 
metastasis was identified if any of the following criteria was met: LN 
short-axis diameter superior to 10 mm, internal necrosis, nonuniform 
signal, LN fusion, nonuniform enhancement, or ill-defined borders 
(22, 23); (4) involvement of the mesorectal fascia (MRF); (5) presence 
of extramural venous invasion (EMVI). Any discrepancies among the 
radiologists’ evaluations were resolved through discussion until a 
consensus was reached by at least two of the experts. The interobserver 
correlation of subjective evaluation for LN metastasis between any two 
radiologists was assessed using the Kappa statistic. The intraclass 
correlation coefficient (ICC) was calculated to evaluate the consistency 
of subjective evaluation for LN metastasis among all three radiologists.

Deep learning-based image segmentation

Since MR scans were performed using different MR scanners, the 
acquired DICOM data (oblique axial HR-T2WI) underwent 
preprocessing in these two centers. We adopted the data preprocessing 
strategy through data fingerprint information, including resampling 
strategy, cropping area size, gray value distribution, etc. information, 
thus forming a so-called “configuration plan.” The size of each raw 
image was first adjusted by cropping to a size of 384 × 384 × 64. 
Subsequently, all images were resampled to a target spacing of [0.36, 
0.36, 0.36] mm to ensure a consistent target spacing. The preprocessed 
images were subsequently brought into ITK-SNAP software version 
4.0.01 for manual layer-by-layer segmentation of the entire RC lesion. 
This segmentation process aimed to obtain the volume of interest 
(VOI) representing the most accurate boundary fitting the primary 
tumor’s area for each case. These segmented images served as mask 
images (ground truth, GT) for the training of the segmentation 
neural network.

1 www.itksnap.org

The initial cohort of 253 cases from center I was randomly split 
into a network training set (60%, n = 152) and a network test set (40%, 
n = 101) for the development and validation of an automated 
segmentation method using nnU-Net during Stage I of our research. 
nnU-Net is a self-configuring approach specifically designed for deep 
learning-based segmentation of biomedical images (24). The details 
of the segmentation neural network can be  found in 
Supplementary Figure 1. To mitigate overfitting, we implemented data 
augmentation along with 5-fold cross-validation. Additionally, the 
dice similarity coefficient (DSC), the 95th percentile Hausdorff 
distance (HD95), and average surface distance (ASD) between the 
automatically segmented images and the GT images were also 
reported in Supplementary Figure 2.

Then, the tested cases for automatic segmentation (n = 101) were 
also employed as a subsequent training set for the model to facilitate 
LNM classification in Stage II, thus avoiding excessively time-
consuming processes. As for the segmentation task in Stage II, we also 
learned from the “configuration plan” and selected a parameter setting 
with a centered distribution. The automatic segmentation process was 
repeated with a one-week time interval to assess feature consistency. 
Finally, the Artificial Intelligence Kit software (GE Healthcare) was 
utilized to extract features from all automatically delineated VOIs 
derived from the model training set (n = 101), EVC1 (n = 178), and 
EVC2 (n = 88).

Radiomics feature extraction and reduction

Based on the automatically delineated VOIs, four categories of 
features were identified. These included: (1) first-order features, which 
describe the voxel intensity distribution on MR images, (2) shape 
features, which capture the 3D properties of the VOIs, (3) texture 
features, which quantify the dissimilarities in heterogeneity within the 
region using techniques such as size zone, run length, gray-level 
co-occurrence, and neighborhood gray-tone difference matrices, and 
(4) higher-order features, which are derived from transformed first-
order data and texture features. This category includes square, square 
root, logarithm, exponential, gradient, local binary pattern (LBP), and 
wavelet transformations.

The intraclass correlation coefficient (ICC) was calculated to 
evaluate the robustness of the features during model training. Only 
indexes with an ICC value above 0.8 were considered for further 
analysis. To identify the most relevant features associated with LNM, 
the Select K Best method and the least absolute shrinkage and 
selection operator (LASSO) algorithm were employed to develop a 
Radscore. The detailed process of feature selection can be found in 
Supplementary Figure 3.

Nomogram model building and validation

The predictive value of clinical features and the Radscore in 
detecting LNM was assessed through univariable logistic regression 
evaluation in the model training set. Factors with p lower than 0.05 
were then used to develop a nomogram model through multiple factor 
logistic regression. Receiver operating characteristic (ROC) curve 
analysis was conducted to evaluate the performance of the Radscore, 
nomogram, and subjective evaluation model. External validation sets 
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1 and 2 were used to validate the accuracy of the detection (25). The 
models were compared using the DeLong test, and the goodness-of-fit 
of the nomogram was determined employing the Hosmer-Lemeshow 
test and calibration curves. To assess the comprehensive benefits, 
decision curve analysis (DCA) was employed. The study’s workflow is 
depicted in Figure 1.

Statistical analysis

Statistical analysis was conducted using SPSS software (v. 26.0, 
IBM) and R package (v. 3.5.1, http://www.Rproject.org). Categorical 
data were analyzed using the Pearson chi-square test or Fisher’s exact 
test, whereas continuous data (mean ± standard deviation) were 
assessed using the Student’s t-test or Mann–Whitney U-test. A 
significance level of <0.05 (two-sided) was used to determine 
statistical significance.

Results

Patient features

The three cohorts exhibited no significant variations in 
demographic characteristics (all p > 0.05), as indicated in Table  1. 
Based on the pathological reports, LNM was identified in 50 out of 
253 cases (19.8%) in center I, compared to 36 out of 178 cases (20.2%) 
in EVC1 and 24 out of 88 cases (27.3%) in EVC2. The interobserver 
agreement for the subjective evaluation of MR N-stage across all 
cohorts is presented in Supplementary Table 2.

Automatic segmentation results

The developed deep learning-based automatic segmentation 
method demonstrates the capability to execute automated 
configuration for our datasets, effectively encompassing the entire 

lesion in HR-T2WI (Figure  2). The mean DSC, HD95, and ASD 
between the automatic segmentation and GT were 0.857 ± 0.041, 
2.186 ± 0.956 mm, and 0.562 ± 0.194 mm, respectively 
(Supplementary Figure 2).

Model building and evaluation

In the model training set, five features were identified and utilized 
to develop a Radscore, as shown in Table 2 and Supplementary Figure 3. 
Univariable analysis demonstrated a significant association between 
LNM and the following factors: MR T-stage, MR N-stage, CEA, 
CA19-9, and Radscore (Table 3). Subsequently, a nomogram model 
was constructed using multivariable logistic regression analysis, 
considering the selected risk factors (MR T-stage, CEA, CA19-9, and 
Radscore, as indicated in Table 4). The probabilities were calculated 
using the formula: −4.97107 + 3.72165 * Radscore + 1.85358 * 
CEA + 2.16416 * CA199 + 2.18032 * MR T-stage, resulting in an AUC 
of 0.921 (Supplementary Table  3). The generated nomogram, 
presented in Figure  3, exhibited a higher AUC compared to the 
Radscore and subjective evaluation in both external validation sets 
(0.908 vs. 0.735 vs. 0.640, and 0.884 vs. 0.802 vs. 0.734). These 
statistically significant differences were confirmed by the DeLong test. 
Detailed ROC analyses can be  found in Table  5 and Figure  4. 
Calibration curves for the nomogram in both validation datasets 
indicated no significant deviation (Hosmer-Lemeshow test, p = 0.065 
and 0.610) from an ideal fit (Supplementary Figure  4). DCA 
demonstrated that utilizing the nomogram model to assess the 
probability of LNM offered a positive net benefit compared to the 
Radscore, subjective evaluation, and the all-or-none approach at a 
significant threshold probability (Figure 5).

Discussion

Here, we focused on the development and validation of a deep 
learning-based image segmentation method for accurate delineation 

FIGURE 1

Study flowchart (A) and modeling methods (B). Center 1, Changhai Hospital; EVC1, temporal external validation center I, Changhai Hospital; EVC2, 
spatial external validation center II, Ruijin Hospital Luwan Branch.
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of rectal adenocarcinoma. Subsequently, a clinical-radiomics 
nomogram was constructed, demonstrating significantly improved 
performance compared to the Radscore and subjective evaluation 
when assessing lymph node metastasis (LNM) in patients with rectal 
cancer (RC). Radiologists and clinicians can utilize this intelligent, 
noninvasive, intuitive, and convenient approach to obtain personalized 
predictive information through straightforward calculations prior 
to surgery.

In patients with RC, preoperative detection of LNM plays a 
crucial role in tumor staging and treatment decision-making. It 

provides fundamental information for individualized treatment 
approaches, which primarily include surgical resection and nCRT, 
with variations based on the pathological stage of the lesion (2). 
Precise LN staging in RC is crucial to appropriately select 
individuals for preoperative procedure, ensuring avoidance of 
undertreatment and minimization of overtreatment. However, 
conventional magnetic resonance imaging (MRI) falls short in 
accurately detecting LN metastasis, exhibiting suboptimal 
sensitivity, accuracy, and specificity (7–9, 26). This suggests that 
subjective MRI standards for LNM detection are unreliable, 

TABLE 1 Patient demographics.

Variables Center I EVC1 EVC2 p-value

n  =  253 n  =  178 n  =  88

Gender 0.849

Male 173 (68.4%) 124 (69.7%) 63 (71.6%)

Female 80 (31.6%) 54 (30.3%) 25 (28.4%)

Age (years) 58.420 ± 12.112 56.750 ± 11.357 57.830 ± 10.254 0.442

BMI (kg/m2) 23.434 ± 2.944 24.148 ± 2.968 23.334 ± 2.611 1.000

Tumor height (cm)* 4.751 ± 2.043 3.813 ± 1.864 4.773 ± 1.987 0.926

Pathological T-stage 0.187

T1–2 117 (46.2%) 74 (41.6%) 47 (53.4%)

T3–4 136 (53.8%) 104 (58.4%) 41 (46.6%)

Pathological N-stage 0.308

N0 203 (80.2%) 142 (79.8%) 64 (72.7%)

N1–2 50 (19.8%) 36 (20.2%) 24 (27.3%)

Differentiation 0.145

High-moderate 200 (79.1%) 153 (86.0%) 69 (78.4%)

Poor 53 (20.9%) 25 (14.0%) 19 (21.6%)

MR T-stage 0.366

T1–2 148 (58.5%) 116 (65.2%) 55 (62.5%)

T3–4 105 (41.5%) 62 (34.8%) 33 (37.5%)

MR N-stage 0.069

N0 120 (47.4%) 67 (37.6%) 44 (50.0%)

N1–2 133 (52.6%) 111 (62.4%) 44 (50.0%)

MRF 0.334

Negative 202 (79.8%) 152 (85.4%) 72 (81.8%)

Positive 51 (20.2%) 26 (14.6%) 16 (18.2%)

EMVI 0.696

Negative 162 (64.0%) 121 (68.0%) 58 (65.9%)

Positive 91 (36.0%) 57 (32.0%) 30 (34.1%)

CEA** 0.844

Negative 165 (65.2%) 112 (62.9%) 55 (62.5%)

Positive 88 (34.8%) 66 (37.1%) 33 (37.5%)

CA19-9** 0.139

Negative 204 (80.6%) 130 (73.0%) 71 (80.7%)

Positive 49 (19.4%) 48 (27.0%) 17 (19.3%)

BMI, body mass index; CEA, carcinoembryonic antigen; CA19-9, carbohydrate antigen 19-9; MRF, mesorectal fascia; EMVI, extramural venous invasion. *Tumor height was defined as the 
distance between the lower edge of the tumor and the anal verge by MRI. **Preoperative blood samples at the same time as baseline MRI. Center I, Changhai Hospital; EVC1, external 
validation from center I, Changhai Hospital; EVC2, external validation from center II, Ruijin Hospital Luwan Branch.
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primarily due to the absence of a consensus on appropriate 
morphological criteria for accurate assessment of LN involvement. 
The data from our validation sets confirmed that the subjective 
evaluation demonstrates acceptable sensitivity for detecting LNM, 
ranging from 86.4% to 83.3%. However, the specificity is relatively 
low, ranging from 45.6 to 62.5%, which aligns with our clinical 
experience. Meanwhile, the accuracies of subjective MR N-stage 
were 54.5% to 71.6%. This negative influence becomes more 
pronounced when constructing a clinical-radiomics nomogram, 
leading to the exclusion of subjective MR N-stage from the final 
nomogram model in current research.

Radiomics represents a novel approach that utilizes routine 
imaging findings to conduct high-throughput quantitative 
evaluations. This quantitative method offers a noninvasive tool for 
the detailed analysis of the biological properties and variability of 
RC, surpassing the limitations of morphological visual 
representation. Currently, several studies (10–12) have showcased 
the viability of radiomics in predicting LNM in CRC. Our previous 
study (12) developed a radiomics model for primary lesions in RC 
using a random forest (RF) classifier to LNM. The RF demonstrated 
an AUC of 0.746, serving as a performance evaluation of diagnostics. 
However, the sensitivity and specificity of the model still fell below 

80%. One potential explanation for this is the absence of 
clinicopathological risk factors in the model.

It is worth noting that we  developed a clinical-radiomics 
nomogram model that combines MR T-stage, CEA, CA19-9, and 
Radscore. This model serves as an intuitive visualization tool with 
enhanced discriminatory ability for preoperative detection of LNM. It 
demonstrated favorable performance and superior diagnostic 
efficiency compared to subjective evaluation (p < 0.05). Furthermore, 
our findings suggest that the combination of Radscore and clinical 
factors outperformed the radiomics signature alone in predicting 
LNM in rectal adenocarcinoma. The addition of clinical factors 
resulted in an elevated AUC (0.802 to 0.884), along with significantly 
higher specificity (96.9%) and PLR of 21.333 in the external validation 
cohort. Consequently, a preoperative nomogram which can be trained 
effectively and explained easily was developed to assist radiologists 
and clinicians in assessment of LNM intuitively and rapidly.

Moreover, this study utilized radiomics features extracted from 
automatic segmentation based on deep learning. Specifically, 
we employed 60% of the center 1 dataset for training a neural network 
called nnU-Net, which enables automated image segmentation in 
HR-T2WI. Although nnU-net is a unified framework, the original 
architecture displays strong generalization characteristics requiring 
neither expert knowledge nor compute resources beyond standard 
network training in various medical image segmentation challenges 
(24). Compared to the conventional manual approach, the automated 
image segmentation offers convenience, eliminates the risk of 
perceptual errors, and is well-suited for processing substantial 
amounts of records. As a standardized and dataset-agnostic 
framework, nnU-Net was proposed as a robust and powerful tool for 
medical image segmentation (24). This streamlined and efficient 
procedure has the potential to alleviate the burden of the often 
laborious and inconsistent manual segmentation process. By 
leveraging artificial intelligence, this approach enhances the reliability 
of research and holds promise as a replacement for the time-
consuming and non-reproducible manual segmentation method 
currently in use (27).

The inclusion of two distinct validation cohorts from external 
sources was another noteworthy aspect of this research. Consistent 
with the findings in the training set, the temporal and spatial external 
validation cohorts exhibited favorable discrimination, calibration, and 
improved clinical utility when utilizing the nomogram. This suggests 
that incorporating an external dataset can help mitigate the limitations 
of overfitting associated with a novel model. Consequently, the 
nomogram model holds the potential to enhance diagnostic 
confidence for radiologists and offer clinicians a more valuable and 
objective understanding of overall prognostic factors prior to clinical 
decision-making.

This investigation had several limitations that should 
be acknowledged. Firstly, the sample size was small, and the study 
design was retrospective, which may introduce selection bias and 
limit the general applicability of the findings. Therefore, larger-scale 
multicenter studies are required to overcome these limitations and 
validate the results more robustly. Additionally, the imaging 
segmentation was conducted automatically based on the primary 
tumor in RC. While most methodologies emphasize the use of the 
entire tumor volume, this study only extracted and analyzed 
radiomics features from the primary tumor itself, without exploring 

FIGURE 2

Representative diagram of automatic segmentation.

TABLE 2 Description of the selected radiomics features.

Radiomics feature Radiomics class Filter

Size zone non-uniformity GLSZM wavelet-LLL

Gray level non-uniformity GLSZM wavelet-LLL

Zone entropy GLSZM wavelet-HLL

High gray level zone 

emphasis

GLSZM wavelet-HLL

Zone entropy GLSZM wavelet-HHL

GLSZM, Gray-level size zone matrix.
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TABLE 3 Univariate analysis in training set.

Variables Pathological N stage Univariate logistic regression

Total (n  =  101) N0 (n  =  79) N1–2 (n  =  22) OR (95% CI) p-value

Gender 0.897

  Male 77 (76.2%) 60 (76.0%) 17 (77.3%) 1.0 (reference)

  Female 24 (23.8%) 19 (24.0%) 5 (22.7%) 0.929 (0.302, 2.854)

Age (years) 56.139 ± 11.335 56.671 ± 10.789 54.227 ± 13.212 0.982 (0.942, 1.022) 0.371

BMI (kg/m2) 23.402 ± 2.947 23.545 ± 2.904 22.888 ± 3.110 0.925 (0.785, 1.090) 0.355

Tumor height (cm) 4.743 ± 2.057 4.785 ± 2.170 4.591 ± 1.623 0.953 (0.751, 1.210) 0.695

MR T-stage <0.001

  T1–2 66 (65.3%) 60 (76.0%) 6 (27.3%) 1.0 (reference)

  T3–4 35 (34.7%) 19 (24.0%) 16 (72.7%) 8.421 (2.886, 24.570)

MR N-stage 0.030

  N0 39 (38.6%) 36 (45.6%) 3 (13.6%) 1.0 (reference)

  N1–2 62 (61.4%) 43 (54.4%) 19 (86.4%) 1.887 (1.063, 3.351)

MRF 0.116

  Negative 81 (80.2%) 66 (83.5%) 15 (68.2%) 1.0 (reference)

  Positive 20 (19.8%) 13 (16.5%) 7 (31.8%) 2.369 (0.807, 6.952)

EMVI 0.208

  Negative 65 (64.4%) 54 (68.4%) 11 (50.0%) 1.0 (reference) 0.116

  Positive 36 (35.6%) 25 (31.6%) 11 (50.0%) 2.160 (0.826, 5.646)

CEA <0.001

  Negative 66 (65.3%) 61 (77.2%) 5 (22.7%) 1.0 (reference)

  Positive 35 (34.7%) 18 (22.8%) 17 (77.3%) 11.522 (3.732, 35.571)

CA19-9 <0.001

  Negative 82 (81.2%) 72 (91.1%) 10 (45.4%) 1.0 (reference)

  Positive 19 (18.8%) 7 (8.9%) 12 (54.6%) 12.343 (3.936, 38.709)

Radscore 0.263 ± 0.203 0.219 ± 0.153 0.421 ± 0.275 84.761 (8.301, 865.471) <0.001

LNM, lymph node metastasis; OR, odds ratio. The meaning of bold values provided in table was p-value < 0.05.

TABLE 4 Multivariate analysis in training set.

Variables Training set (n  =  101)

OR (95% CI) p-value

MR T-stage 0.005

T1–2 1.0 (reference)

T3–4 9.344 (1.973, 44.259)

MR N-stage 0.050

N0 1.0 (reference)

N1–2 2.513 (1.000, 6.317)

CEA 0.010

Negative 1.0 (reference)

Positive 7.810 (1.6252, 37.5291)

CA19-9 0.011

Negative 1.0 (reference)

Positive 9.418 (1.654, 53.641)

Radscore 39.242 (1.540, 999.808) 0.026

LNM, lymph node metastasis; OR, odds ratio. The meaning of bold values provided in table was p-value < 0.05.
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the features of the LN. This limitation may lead to incomplete 
observation data and potentially impact the overall analysis. This 
point has garnered significant attention in both theoretical and 
application domains. However, deep learning approaches for the 
direct identification of LNM have not been developed and validated 
in this research. Multiple prior studies provide evidence that DL 
models can effectively predict tumor heterogeneity in rectal cancer, 
covering aspects like lymph node metastasis, distant metastasis, 

and patient survival (28–31). Nevertheless, deep learning 
investigations vary widely, and these models often lack 
interpretability. Although it is not easy for deep learning models to 
become explanatory and reasonable, which still puzzles many 
researchers. The application of artificial intelligence methods has 
the potential to guide personalized treatment plans, offering an 
emerging prognostic approach that warrants further investigation 
in the future (32–34).

TABLE 5 ROC analysis in validation sets.

External validation set 1 External validation set 2

Subjective 
evaluation

Radscore Nomogram Subjective 
evaluation

Radscore Nomogram

AUC 0.640 0.735 0.908 0.734 0.802 0.884

95% CI 0.539 to 0.733 0.638 to 0.818 0.834 to 0.956 0.629 to 0.823 0.704 to 0.879 0.798 to 0.943

Sensitivity 86.4% 50.0% 81.8% 83.3% 66.7% 66.7%

Specificity 45.6% 92.4% 94.9% 62.5% 92.2% 96.9%

Accuracy 54.5% 83.2% 92.1% 71.6% 85.2% 88.6%

PLR 1.670 6.583 16.159 2.222 8.533 21.333

NLR 0.199 0.541 0.191 0.267 0.362 0.344

PPV 0.317 0.647 0.818 0.455 0.762 0.889

NPV 0.947 0.869 0.949 0.909 0.881 0.886

p-value* <0.001 <0.001 0.018 0.035

*Compared with nomogram by DeLong test. AUC, area under the curve; PLR, positive likelihood ratio; NLR, negative likelihood ratio; NPV, negative predictive value; PPV, positive predictive 
value.

FIGURE 3

The nomogram. In the visual nomogram, first, a vertical line was drawn according to the values of the most influential factors to determine the 
corresponding numbers of points. The total points were the sum of the above points. Then, a vertical line was drawn according to the value of total 
points to determine the probability of LNM.
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Conclusion

In summary, this study effectively developed and confirmed 
a clinical-radiomics nomogram by utilizing preoperative rectal 
MRI and automated segmentation. The nomogram incorporated 
both the Radscore and clinical risk factors, demonstrating its 
usefulness in predicting LNM. This innovative nomogram 
model demonstrated enhanced clinical utility compared to 
subjective evaluation and the Radscore alone. This noninvasive 

approach has the potential to intelligently enhance risk 
stratification in rectal cancer and can be readily applied in a 
clinical setting.

Data availability statement

The raw data supporting the conclusions of this article will 
be made available by the authors, without undue reservation.

FIGURE 4

ROC curves. (A) External validation set 1. (B) External validation set 2.

FIGURE 5

Decision curve analysis. (A) External validation set 1. (B) External validation set 2. The Y-axis represents the net benefit, calculated by adding true 
positives and subtracting false positives. The X-axis corresponds to the probability threshold (depicted as a solid line with a scale at the bottom). The 
light and dark gray lines indicate assumptions that all cases or no cases have lymph node metastasis (referred to as the “all” or “none” scheme), 
respectively. Red, green and blue curves showed that with a large probability range, utilizing the developed nomogram to predict the odds of LNM 
conferred a positive net benefit vs. the Radscore, subjective evaluation and the all-or-none scheme.
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Objective: Accurate identification of testicular tumors through better lesion 
characterization can optimize the radical surgical procedures. Here, we compared 
the performance of different machine learning approaches for discriminating 
benign testicular lesions from malignant ones, using a radiomics score derived 
from magnetic resonance imaging (MRI).

Methods: One hundred fifteen lesions from 108 patients who underwent MRI 
between February 2014 and July 2022 were enrolled in this study. Based on 
regions-of-interest, radiomics features extraction can be  realized through 
PyRadiomics. For measuring feature reproducibility, we  considered both 
intraclass and interclass correlation coefficients. We  calculated the correlation 
between each feature and the predicted target, removing redundant features. In 
our radiomics-based analysis, we  trained classifiers on 70% of the lesions and 
compared different models, including linear discrimination, gradient boosting, 
and decision trees. We applied each classification algorithm to the training set 
using different random seeds, repeating this process 10 times and recording 
performance. The highest-performing model was then tested on the remaining 
30% of the lesions. We used widely accepted metrics, such as the area under the 
curve (AUC), to evaluate model performance.

Results: We acquired 1,781 radiomic features from the T2-weighted maps of each 
lesion. Subsequently, we constructed classification models using the top 10 most 
significant features. The 10 machine-learning algorithms we utilized were capable 
of diagnosing testicular lesions. Of these, the XGBoost classification emerged as 
the most superior, achieving the highest AUC value of 0.905 (95% confidence 
interval: 0.886–0.925) on the testing set and outstripping the other models that 
typically scored AUC values between 0.697–0.898.

Conclusion: Preoperative MRI radiomics offers potential for distinguishing 
between benign and malignant testicular lesions. An ensemble model like the 
boosting algorithm embodied by XGBoost may outperform other models.
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1 Introduction

Testicular cancer, which is the most common solid tumor in males 
aged 15–34 years, is anticipated to result in approximately 470 fatalities 
and usher in an estimated 9,190 new cases in the United States by 2023 
(1). Based on a 2020 statistical report, testicular cancer ranks among 
the top five causes of cancer-related fatalities in males aged 20–39 years 
in the United  States (2). The standard treatment for malignant 
testicular lesions is inguinal orchiectomy (3, 4). For patients with 
benign testicular lesions, a more sensible treatment approach often 
involves conservative care, complemented by regular follow-ups and 
testicular preservation surgery. This is primarily because orchiectomy 
can adversely impact the patient’s reproductive abilities and mental 
health, an effect particularly profound among young adult males (4, 
5). Accurate identification of testicular tumors through better lesion 
characterization can help to reduce unnecessary radical surgical 
procedures (6).

Ultrasonography (US) is often used to confirm the presence of 
tumors in patients with testicular lesions (7). However, US has limited 
ability to distinguish benign and malignant testicular lesions 
effectively or to predict tumor size accurately (8). The advanced multi-
directional and multi-sequence scanning capabilities of magnetic 
resonance imaging (MRI) can effectively depict testicular lesions and 
their relationship to surrounding tissues. Furthermore, it can infer 
possible tissue compositions, thereby providing valuable aid in both 
the diagnosis and differential diagnoses of these lesions (9). Therefore, 
MRI can afford us more adequate information and help to clarify 
some uncertainties or ambiguities in the results of the US, thereby 
reducing unnecessary surgical treatment (10).

Machine learning (ML), a multidisciplinary facet of artificial 
intelligence, endows computers with the capability to learn, enabling 
them to perform complex tasks similarly to humans. It is applied to 
both scientific research and industrial production to make accurate 
predictions using diverse data sources (11). Since it has achieved 
excellent prediction results in a wide range of applications, machine 
learning technology has attracted significant interest from medical 
researchers and clinicians (12).

In the past decade, the rapid development of medical image 
analysis has promoted the development of radiomics, which acquires 
massive quantitative information from image (13–15). It has a great 
application prospect in diagnosis, grading, staging, and prognosis of 
many tumors (16–18). Our previous studies established machine 
learning using radiomic signatures based on histogram analysis of 
apparent diffusion coefficient (ADC) (19). A previous study combined 
features and clinical indicators extracted from MRI to create predictive 
models to diagnose benign and malignant testicular lesions (20). 
However, to the best of our knowledge, no study to date has compared 
different modeling methods for the diagnosis of testicular diseases.

Therefore, we intend to utilize MRI imaging data for a comparative 
analysis of various machine learning algorithms deployed in 
differentiating between benign and malignant testicular diseases.

2 Materials and methods

2.1 Patients

A total of 394 patients, who underwent routine testicular MRI 
examinations, were recruited from February 2014 to July 2022. Of 
these, 286 patients were excluded based on the following criteria: (1) 
patients with no significant testicular lesions on MRI (n = 185); (2) 
patients who underwent biopsies, surgery, or treatment prior to MRI 
examination (n = 77); (3) patients with no testicular lesions confirmed 
by pathology (n = 16); and (4) patients who lacked MRI data or had 
MRI data of poor image quality (n = 8). Finally, 115 lesions were 
identified from 108 patients screened, including 44 benign and 71 
malignant tumors. In this study, all lesions were diagnosed from 
testicular tissue sections after surgery or biopsy specimens. A 
flowchart of the case identification process is shown in Figure 1.

2.2 MRI protocol

We use the advanced type superconducting magnetic resonance 
system MAGNETOM Skyra, to scan patients with follow specification 
3.0 T technology parameters, and set up an 18-element matrix and a 
32-channel coil. The MRI protocol was listed in 
Supplementary Table S1. Due to the limited sample size, diffusion-
weighted imaging and dynamic contrast-enhanced MRI were not 
included in this study.

2.3 Image segmentation

All transverse T2-weighted images (T2WI) were input into 
ITK-SNAP software (version 3.4.0) to realize the 3D segmentation of 
the target region manually. The lesions of all patients were manually 
segmented by radiologists with extensive experience in abdominal 
imaging. The two readers had 4 years and 5 years of experience, 
respectively. Segmentation was independently conducted to assess the 
reproducibility of inter-observer segmentation. Both two readers were 
blinded to the histopathological results. A radiologist with 4 years of 
experience (Reader 1) visualized the testicular lesions 1 month later to 
assess intra-observer segmentation reproducibility.

2.4 Radiomics feature extraction

The PyRadiomics package (version 2.1.2) was adopted to extract 
features from MRI. All MRI data were resampled with the same 
resolution (1.0 × 1.0 × 1.0 mm), and the built-in standardization 
function of PyRadiomics with a scale of 1 was used to normalize the 
intensity of MRI data. Nineteen filters were applied to each MRI scan 
of a lesion, as listed in Supplementary Table S2. All classes of features 
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(Supplementary Table S3), with the exception of shape, were computed 
for both the original and derived images.

2.5 Inter- and intra-correlation analysis of 
features

The robustness of the features was evaluated using ICCs. 
Randomly selected 34 lesions and the segmentation was operated by 
Reader 1 (4 years’ experience in abdominal imaging). Secondary 
segmentation of these cases was performed by Reader 1 month later 
to evaluate the reproducibility within the observer. These images were 
also assessed by Reader 2 (5 years’ experience in abdominal imaging) 
to assess consistency between observers. Features with ICC ≥0.8 were 
considered to be robust and were included in the follow-up study. 
Feature selection was performed with the maximum relevance and 
minimum redundancy (mRMR) approach (21), and the classification 
model based on radiomics was established. Figure  2 shows the 
workflow of radiomics signature development.

2.6 Model construction and evaluation

The included cases were divided into the training and testing set 
according to the ratio of 7:3. The following machine-learning models 

were considered: logistic regression (LR), quadratic discriminant 
analysis (QDA), k-nearest neighbor classifier (KNN), decision tree 
(DT), support vector machine (SVM), Gaussian naive Bayes 
(GaussianNB), random forest (RF), adaptive boosting (AdaBoost), 
gradient boosting (GB), and extreme gradient boosting (XGBoost). In 
the training set used to evaluate prediction performance and stability, 
different random seeds were set to train each classifier for 10 times. 
The average performance on the training set was recorded 
(Supplementary Table S4). The optimal model in the training cohort 
was subsequently tested in testing set.

When using the XGBoost algorithm, the following parameters 
are considered for adjustment: The learning_rate refers to the 
learning rate or step size, which controls the adjustment of model 
weights in each iteration. A small learning rate may require more 
training rounds, but it can potentially result in better prediction 
performance. The n_estimators refers to the number of trees, i.e., 
the number of sub-models or subtrees in the generated model. 
Insufficient trees may cause underfitting, while an excess of trees 
may cause overfitting. The max_depth indicates the maximum 
distance between the root node and the furthest leaf node in each 
tree. It affects the complexity of the model, as deeper trees result in 
a more complex model. Excessively large depths can lead to 
overfitting. The min_child_weight is used to determine the 
minimum weight sum of child sub-trees. If the weight of instances 
in a newly partitioned sub-tree is below this value, further 

FIGURE 1

Inclusion and exclusion criteria.
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partitioning will not occur. This parameter helps avoid overfitting. 
The gamma parameter adjusts the degree of instance importance. A 
node will only split if the reduction in the loss function value after 
the split exceeds the specified gamma threshold. The colsample_
bytree refers to the subsample ratio of columns, which is feature 
sampling used to construct each tree. The colsample_bytree is the 
subsample ratio considered during tree building. The subsample 
represents the subsample ratio of observed samples, which helps 
prevent overfitting. Typically, the value is between 0.5 and 1. In the 
experimental phase of this study, grid search was used to find 
appropriate parameters that ensured the model maintained 
optimal performance.

2.7 Statistical analysis

The Python (version 3.7) package was used for statistical analysis. 
For continuous variables, data are presented as means ± standard 
deviation. ICCs were computed to evaluate the agreement between 
features. Indicators covered the area under the receiver operating 
characteristic curve (AUC), average precision of the curve and five 
confusion matrix related indicators. These were computed by the 
bootstrap method (1,000 subsamples, 100 times). To evaluate the 
efficient of models and clinical practicability, calibration curve and 
decision curve analysis (DCA) analyses were employed. p-values less 
than 0.05 were considered to be statistically significant.

3 Results

3.1 Patients

After inclusion and exclusion and characteristic analysis, the study 
included108 patients with 115 testicular lesions (44 benign and 71 
malignant). Patients had a wide age range (from 5 to 74 years), and the 
mean age was 36.25 years. Besides, the mean ages of the patients with 
benign and malignant lesion were 33.93 years and 46.40 years, 

respectively. Pathological analysis was performed in each case, and the 
statistical distribution is presented in Table 1. No significant difference 
in age was observed between the benign and malignant groups 
(p = 0.217).

3.2 Radiomics feature extraction and 
selection

T2WI contrast-enhanced sequence was used for radiomics 
features extraction. For each image space, 356 non-texture and 1,425 
texture features were obtained from both the original and filtered 
images. ICCs were calculated for the inter-observer agreement, and 
1,277 and 1,242 features were thought to be highly reproducible in 
terms of ICC values (ICC ≥0.8). A total of 1,182 features were 
considered to be robust and were included in the subsequent analysis. 
Finally, the mRMR method was used to eliminate redundant features 
and to select a subset of 10 features that were most relevant to the 
target to build the classification models. The radiomics features ranked 
by the mRMR method were mostly filter-based (7/10), which played 
an important role in the establishment of models.

3.3 Performance of models

On the training set, the prediction performance of 10 machine 
learning models was evaluated. All models performed well on the 
training set (AUC scores were greater than 0.8), and their 
performances are listed in Table 2. Among all the models, XGBoost 
exhibited the best diagnostic performance, which has a highest AUC 
(0.905, 95% CI, 0.886–0.925), sensitivity (0.895, 95% CI, 0.867–0.928), 
accuracy (0.886, 95% CI, 0.864–0.908), and NPV (0.875, 95% CI, 
0.844–0.901) on the testing set. Other indicators of performance are 
showed in Table 3.

The prediction probabilities of each model for all lesions are 
shown in Figure 3A. The positive cases are mainly concentrated at the 
top, whereas the negative samples are mainly at the bottom, and the 

FIGURE 2

Illustration of the study design.
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predicted results are more consistent with the reality. However, cases 
with a prediction probability of about 0.5 are relatively difficult to 
estimate, and the predicted values of each model are scattered. The 
correlation coefficients of the probabilities for each model are showed 
in Figure 3B. The coefficients of the RF, GB, AdaBoost and XGBoost 
models were 0.82 or higher (range: 0.82–0.93), indicating strong 
correlations. In addition, the LR, DT, GaussianNB, and RF models had 
high correlations, with coefficients >0.82, particularly RF and LR 
(coefficient = 0.94), while the correlation coefficient of SVM and KNN 
was 0.83.

In all cases, the AUC of XGBoost was 0.965 (95% CI, 0.955–
0.973), as shown in Figure 4A. The Brier score of calibration curve is 
0.091 (Figure 4B), which means the predicted probability and the 
actual malignant testicular lesions are approximated. In the decision 
curve, compared to assuming that all testicular tumors are malignant, 
the net profit of the prediction using XGBoost will be higher between 
the prediction probability of 10 to 95 percent (Figure 4C).

4 Discussion

In the present study, we  used MRI as the object of feature 
extraction for predicting benign and malignant testicular lesions. 
Among all methods, the XGBoost classifier achieved best predictive 
performance, and the results revealed that machine learning models 
established based on radiomics features were able to differentiate 
benign from malignant testicular lesions.

Currently, MRIs serve as powerful tools that offer valuable 
insights into the characterization of various pathologies. The 
differentiation of testicular lesions, particularly between benign and 
malignant lesions, presents significant challenges for clinical 
experts. For radiologists, the visual differentiation of testicular 
lesions in MRI often requires a high level of expertise and 
experience. In terms of visual differential diagnosis, experts 
typically rely on certain key characteristics observed in MRI. The 
integration of machine learning models, particularly those 

TABLE 2 Performance of the models in the training cohort.

Model AUC Sensitivity Specificity Accuracy Average 
precision

NPV PPV

QDA 0.905 0.654 1.000 0.775 0.952 0.609 1.000

LR 0.826 0.654 0.893 0.738 0.908 0.581 0.919

DT 0.796 0.923 0.643 0.825 0.822 0.818 0.828

SVM 0.897 0.904 0.786 0.863 0.937 0.815 0.887

KNN 0.852 0.538 1.000 0.700 0.894 0.538 1.000

Gaussian NB 0.828 0.731 0.821 0.763 0.903 0.622 0.884

RF 0.911 0.865 0.821 0.850 0.954 0.767 0.900

GB 0.936 0.788 0.964 0.850 0.964 0.711 0.976

AdaBoost 0.923 0.712 1.000 0.813 0.954 0.651 1.000

XGBoost 0.987 0.942 0.964 0.950 0.994 0.900 0.980

The bold values indicate the highest values for specific indicators across different models. AUC, area under the curve; CI, confidence interval; NPV, negative predictive value; PPV, positive 
predictive value.

TABLE 1 Distribution of pathological findings in the included cases.

Benign Malignant

Mean age (years) 33.90 ± 17.00 Mean age (years) 46.40 ± 11.73

Pathology Patient number Lesion number Pathology Patient number Lesion number

Epidermoid cyst 12 12 Seminoma 25 25

Sex cord-mesenchymal 

tumor
8 8 Embryonal carcinoma 9 9

Infection 13 15 Mixed germinoma 10 10

Cyst 1 1 Lymphoma 11 14

Infarction 1 1 Teratoma 6 6

Contusion 3 3 Testicular metastases 3 4

Prepubertal teratoma 1 1 Neuroendocrine carcinoma 1 1

Prepubertal teratoma and 

epidermoid cyst
1 1 Yolk sac tumor 1 1

Testicular adrenal rest 

tumor
1 2 Borderline serous tumor 1 1

Summation 41 44 67 71
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employing radiomic analysis, aims to overcome these challenges by 
quantitatively analyzing a wider range of features than what the 
human eye can discern. These advanced techniques offer promising 
avenues for improving diagnostic accuracy; they are intended to 
complement the expert judgment of clinical professionals. 
MRI-based radiomics models are emerging as an innovative 
approach to aid clinical decision-making. Several previous studies 
illustrate the efficacy and superior performance of these models. For 
instance, Zhang et  al. (22) carried out a comparative analysis 
between traditional models and MRI-based radiomics models for 
diagnosing divergent carotid plaques. The outcomes indisputably 
denoted enhanced diagnostic performance by the radiomics model. 
Furthermore, the contribution of the AdaBoost classifier was 
substantial in differentiating low-grade gliomas from glioblastoma 
peritumoral regions relying on MRI radiomics (23). In this study, 
we observed a strong association and impressive correlation among 
the predicted probabilities of the boosting algorithms, such as 
gradient boosting (GB), AdaBoost, and extreme gradient boosting 
(XGBoost), across all examined cases. This signifies their potential 
for effectively distinguishing between benign and malignant lesions 
based on multidimensional radiomic data. Furthermore, 
we unveiled a noteworthy finding: the random forest (RF) model 
and these boosting algorithms yielded correlation coefficients equal 
to or higher than 0.88. This talent of the integrated algorithm to 
capture complex relationships between various features is well 
reflected in its superior performance. Interestingly, the logistic 

regression (LR) model was found to have a high correlation 
coefficient with the RF model. This emphasizes that classical models 
can powerfully differentiate between benign and malignant tumors. 
Hence, we should not undermine their potential while exploiting 
the power of advanced algorithms. Overall, the robust performance 
of the MRI-based radiomics models in our study, alongside findings 
from prior research, proposes a promising paradigm for future 
clinical applications. Particularly for the classification and diagnosis 
of diverse pathologies, these models could influence a shift from 
conventional diagnostic methods towards a more integrated and 
personalized approach.

In this study, the superior performance of XGBoost may 
be attributed to its gradient boosting framework, which inherently 
minimizes exponentially the discrepancy between predicted and true 
outcomes at each iteration. It’s this boosting feature that makes it a 
robust and reliable algorithm for modeling complex patterns and 
predicting outcomes in healthcare data. Moreover, the significant 
findings of our study showcase the potential of employing machine 
learning models built on the basis of radiomic features in clinical 
radiology. Unlike conventional assessment methods, which rely 
heavily on subjective impressions or labor-intensive quantitative 
volumetric analysis, machine learning offers an objective and 
systematic approach to medical imaging evaluation. By leveraging 
robust algorithms, it allows for high-throughput detection and 
quantification of pertinent images’ features, offering reproducible and 
unbiased results. At its core, our findings highlight a paradigm shift in 

TABLE 3 Performance of XGBoost in the testing cohort.

Group AUC (95% 
CI)

Sensitivity 
(95% CI)

Specificity 
(95% CI)

Accuracy 
(95% CI)

Average 
precision 
(95% CI)

NPV (95% 
CI)

PPV (95% 
CI)

Training set 0.987 (0.982, 

0.991)

0.942 (0.928, 0.958) 0.964 (0.941, 0.981) 0.950 (0.938, 0.962) 0.994 (0.992, 0.996) 0.900 (0.877, 

0.926)

0.980 (0.968, 

0.990)

Testing set 0.905 (0.886, 

0.925)

0.895 (0.867, 0.928) 0.875 (0.848, 0.904) 0.886 (0.864, 0.908) 0.934 (0.922, 0.946) 0.875 (0.844, 

0.911)

0.895 (0.874, 

0.917)

AUC, area under the curve; CI, confidence interval; NPV, negative predictive value; PPV, positive predictive value.

FIGURE 3

Prediction probabilities and correlation coefficients for each model. (A) Swarm plot of predicted probability of each model for all cases. Each dot 
represents a single sample. The orange and blue dots indicate malignant and benign lesions, respectively. (B) Correlation coefficients of the predicted 
probability for each model.
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the evaluation of testicular lesions. The coupling of radiomics, 
machine learning, and, specifically, the use of the XGBoost algorithm 
underscores the emergence of a new era in clinical diagnostics. 
Interestingly, our study not only documents an improved method for 
predicting benign and malignant lesions but also sets a benchmark for 
future research to further optimize these prediction models, thereby 
enhancing our understanding and management of testicular diseases.

Correct noninvasive preoperative diagnosis is critically important 
for proper clinical decision-making and devising appropriate surgical 
plans, as it seeks to prevent unnecessary orchiectomy and enhance the 
quality of patient care. MRI has emerged as a promising imaging 
modality, exhibiting valuable radiomic features particularly relevant 
to testicular germ cell tumors (24, 25). As the body of literature in this 
area advances, a greater understanding of these radiomic 
characteristics can refine diagnostic accuracy and impact clinical 
practice. Zhang et al. (26) demonstrate the potential of T2-weighted 
imaging (T2WI)-based radiomics for differentiating seminomas from 
non-seminomas, yielding an impressive area under the curve (AUC) 
score of 0.979. In comparison to Zhang’s study, our investigation 
benefits from a larger sample size and demonstrates substantial 
diagnostic performance by leveraging sophisticated machine learning 
algorithms. This improved methodology adds validity to our results 
and bolsters the case for the incorporation of MRI-based machine 
learning models in disease diagnosis. Similarly, He et al. (27) explore 
the application of MRI-based radiomic models for distinguishing 
benign and malignant prostate lesions. The study reports AUCs of 
0.775 (T2WI) and 0.863 (apparent diffusion coefficient, ADC) for 
models based on single sequences. More notably, the integration of 
clinical characteristics enhances lesion discrimination capabilities, 
indicating the potential for combining radiomic data with patient 
profiling to further optimize diagnostic performance. The convergence 
of MRI and machine learning in these studies represents a paradigm 
shift in diagnostic approaches, signifying the growing importance of 
noninvasive and accurate methods in clinical practice. By transcending 
traditional, subjective assessments, machine-learning-assisted MRI 
has the potential to provide robust, reproducible, and data-driven 
insights with the added advantage of efficient, high-
throughput analysis.

Notably, other imaging domains, such as ultrasound, may also 
contribute to distinguishing benign and malignant testicular tumors. 
Ultrasound imaging is a first-line, non-invasive diagnostic tool used 

in the evaluation of testicular tumors. It allows us to observe variations 
in size, shape, and location and to detect any discrete lesions, which 
can help guide clinical management. Typically, benign testicular 
tumors are well-defined, have homogeneous consistency, and may 
exhibit a halo of hypervascularity if there is inflammation or cystic 
changes. Various benign tumors, such as Leydig cell tumors, Sertoli 
cell tumors, and granulosa cell tumors, can be identified based on 
these characteristics. Conversely, malignant testicular tumors often 
present with a heterogeneous echo texture due to areas of necrosis, 
hemorrhage, or calcification. Growth patterns, vascularization, and 
the presence of metastatic tumors in the abdomen or pelvis seen on 
ultrasound can help identify malignant conditions such as seminomas 
and non-seminomatous germ cell tumors. Isidori et  al. (28) 
investigated the accuracy of non-enhanced ultrasound combined with 
enhanced ultrasound in distinguishing benign and malignant lesions 
of ≤1.5 cm in the testes. Their results demonstrated that the 
combination of unenhanced and contrast-enhanced US achieved high 
accuracy in the diagnosis of small testicular malignancies (area under 
the ROC curve performance: 0.927; 95% confidence interval: 0.872, 
0.981). This study suggests that the combination of enhanced and 
non-enhanced ultrasound effectively distinguishes benign and 
malignant testicular lesions of ≤1.5 cm, compensating for the inferior 
differentiating ability of non-enhanced ultrasound. However, it should 
be  noted that ultrasound findings alone may not definitively 
distinguish benign from malignant tumors. Correlation with patient 
history, physical examination, and tumoral markers can further 
substantiate the diagnosis.

The current study emphasizes the paramount need for an accurate 
prognosis of testicular lesions in the pursuit of limiting false-negative 
results, as wrongful identification can pose a significant risk for 
patients. Orchiectomy stands as the conventional method of treatment 
for presumptive malignant testicular masses; however, the potential 
for error underscores the importance of discerning between benign 
and malignant testicular lesions. Misdiagnosis can result in 
unnecessary surgical intervention or postpone necessary treatment, 
thereby influencing patient outcomes and quality of life. Each patient 
presents a unique probability of predicting malignant testicular 
lesions, thereby underscoring individual-based therapeutic planning. 
In our quest to strike a risk-benefit balance, decision curve analysis 
(DCA) holds immense promise as a means to offer quantitative 
reference values that can inform the treatment strategy. This study 

FIGURE 4

The XGBoost classifier for all cases. (A) Receiver operating characteristic (ROC) curve for XGBoost for discrimination of testicular lesions. (B) Calibration 
curve shows that the possibility of malignant testicular tumors is consistent with the true incidence. (C) Decision curve analysis (DCA) plot of the 
testicular lesions.

54

https://doi.org/10.3389/fmed.2023.1279622
https://www.frontiersin.org/journals/medicine
https://www.frontiersin.org


Feng et al. 10.3389/fmed.2023.1279622

Frontiers in Medicine 08 frontiersin.org

incorporated DCA as a key component in our evaluation methodology 
for the listed model’s prediction results. By presenting a graphical 
representation of the model’s applicability at varying threshold 
probabilities, DCA aids in the comprehension of potential benefits 
against potential harms in decision-making processes. Moreover, it 
augments the traditional measures of test performance by integrating 
patient preferences into the analysis. Our model’s performance 
demonstrated significant consistency with the actual rate of testicular 
cancer across all cases, as revealed by the calibration plot. In essence, 
the calibration plot offers a visual demonstration of the model’s 
predictive qualities in comparison to the ideal prediction. A curve that 
aligns closely with the 45-degree line infers perfect calibration, 
whereas deviation from the line implicates over- or underestimation. 
Thus, the proximity of the presented calibration curve to the real 
cancer rate supports the robustness of our model in predicting 
malignant testicular lesions. Moreover, the results of DCA 
computations signal that our model is generally applicable for a broad 
scope of threshold probabilities. It accentuates the rigor of the model 
predictions and manifests its potential adaptability across a spectrum 
of clinical settings.

This study focused on T2WI for the diagnosis of testicular 
diseases, as it is a routine and pivotal sequence in testicular MRI 
protocols. T2WI offers exceptional tissue contrast resolution, which is 
crucial for accurately delineating testicular lesions and differentiating 
between various disease types. This technique highlights differences 
in tissue composition and internal lesion structure, aiding in the 
identification of features like cystic components and solid areas. While 
diffusion-weighted imaging (DWI) and dynamic contrast-enhanced 
(DCE) sequences have diagnostic value, their limited use in clinical 
practice restricted their inclusion in our analysis.

Our study had several limitations. First and foremost, this study’s 
reliance on data from a single center limits the scope of its findings. 
Given the wide spectrum of global health contexts and population 
dynamics, it should be noted that results derived from a single-center 
study may not be universally applicable. As a result, our findings should 
be interpreted with a certain level of caution when extended to other 
settings with differing population and health system characteristics. 
Future research could benefit from a multi-center trial, which would 
allow for a more diverse sampling of patient populations and healthcare 
settings. This would enhance the generalizability of our findings and 
further validate the insights we have gleaned from this investigation. 
Secondly, we must acknowledge the relatively small sample size of our 
study due to the low incidence of testicular cancer. While this small 
sample size enabled us to investigate this essential topic, it could 
nonetheless have affected the statistical power and practicability of our 
study. Considering this, we propose that future research on this topic 
strive for larger sample sizes to ensure a more robust analysis of data, 
gain a nuanced understanding of this cancer variety, and facilitate a 
more reliable estimate of the examination process’s practicability. Lastly, 
we  have recognized that the usage of the mRMR (minimum 
redundancy maximum relevance) algorithm could potentially 
underestimate the importance of features that individually bear limited 
impact on the targeted outcome but collectively can be highly effective. 
While the mRMR algorithm serves as a valuable tool for selecting 
relevant features in a dataset, it may not recognize the cumulative effect 
of feeble features. Future investigations should consider evaluating 
alternative methods alongside, or instead of, the mRMR algorithm. 

Employing different feature selection techniques could potentially give 
a more holistic view of factors affecting clinical outcomes, thereby 
enhancing the robustness and reliability of the results.

In summary, despite these limitations, our study provides essential 
insights into the fight against testicular cancer. Patient prognosis and 
treatment could be improved through further multi-center studies 
with larger sample sizes and different statistical methods. Nevertheless, 
it is vital that future research builds on this foundation and continues 
to explore these avenues to further advance our understanding and 
capabilities in combating this disease.

5 Conclusion

In conclusion, machine learning models based on MRI could 
accurately predict benign and malignant testicular lesions in the 
present study. Compared with a simple machine learning model, the 
ensemble model may achieve better performance, particularly when 
using the boosting algorithm represented by XGBoost. Information 
from a single sequence is limited, prompting the potential combination 
of different types of images or multiple sequences of a particular kind 
for machine learning training and prediction in the future. 
Additionally, integrating different machine learning could enhance 
predictive effectiveness.
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Background: Parkinson’s disease (PD) is the second most common 
neurodegenerative disease. An objective diagnosis method is urgently 
needed in clinical practice. In this study, deep learning and radiomics 
techniques were studied to automatically diagnose PD from healthy controls 
(HCs).

Methods: 155 PD patients and 154 HCs were randomly divided into a training 
set (246 patients) and a testing set (63 patients). The brain subregions 
identification and segmentation were automatically performed with a VB-
net, and radiomics features of billateral thalamus, caudatum, putamen and 
pallidum were extracted. Five independent machine learning classifiers 
[Support Vector Machine (SVM), Stochastic gradient descent (SGD), random 
forest (RF), quadratic discriminant analysis (QDA) and decision tree (DT)] 
were trained on the training set, and validated on the testing. Delong test 
was used to compare the performance of different models.

Results: Our VB-net could automatically identify and segment the brain into 
109 regions. 2,264 radiomics features were automatically extracted from 
the billateral thalamus, caudatum, putamen or pallidum of each patient. 
After four step of features dimensionality reduction, Delong tests showed 
that the SVM model based on combined features had the best performance, 
with AUCs of 0.988 (95% CI: 0.979  ~  0.998, specificity  =  91.1%, sensitivity 
=100%, accuracy  =  89.4% and precision  =  88.2%) and 0.976 (95% CI: 
0.942  ~  1.000, specificity  =  100%, sensitivity  =  87.1%, accuracy  =  93.5% and 
precision  =  88.6%) in the training set and testing set, respectively. Decision 
curve analysis showed that the clinical benefit of the line graph model was 
high.

Conclusion: The SVM model based on combined features could be used to 
diagnose PD with high accuracy. Our fully automatic model could rapidly 
process the MRI data and distinguish PD and HCs in one minute. It greatly 
improved the diagnostic efficiency and has a great potential value in clinical 
practice to help the early diagnosis of PD.
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Introduction

Parkinson’s disease (PD) is a complex and progressive 
neurodegenerative disorder characterized by an insidious onset, 
high incidence, and significant disability rate (1, 2). It poses a 
serious threat to the physical and mental health, as well as the 
overall quality of life, of middle-aged and elderly individuals (3). Its 
primary clinical manifestations include motor symptoms such as 
tremors, muscle rigidity, bradykinesia, postural instability; 
non-motor symptoms such as sleep disorders and olfactory 
dysfunction; autonomic nervous system dysfunction; cognitive 
impairment; and psychiatric disturbances (4). Currently, more than 
6 million people worldwide suffer from PD, and the number is 
expected to further increase, bringing a huge burden to families and 
the society (5).

The rapid and accurate diagnosis of PD is of great significance 
for targeted treatment, prevention of disease progression, 
improvement of quality of life and overall prognosis (6). At present, 
the diagnosis of PD still relies on subjective clinical symptoms (7). 
Objective diagnosis methods are urgently needed in clinical practice. 
As a medical imaging technique, MRI has the advantages of 
non-invasive, non-radiation exposure, and high-resolution 
capabilities, making it widely used in the diagnosis and staging of 
neurological diseases (8, 9). Previous studies have identified 
alterations in both the structure and function of the brain in 
individuals diagnosed with PD (10, 11). Vogt et al. (12) discovered 
that the cingulate cortex played a crucial role in identifying new 
biomarkers for patients with early PD. Nyberg et al. (13) found a 
significant increasing in the volume of bilateral hippocampal and 
right nucleus accumbens of PD patients. Kassubek et al. discovered 
a significant increasing in the gray matter volume of the ventral 
medial thalamic nucleus on the contralateral side of the tremor limb 
in patients with PD. Furthermore, they observed a positive 
correlation between changes in thalamic gray matter volume and 
tremor amplitude (14). However, these studies mainly focused on 
macroscopic changes of the brain of PD patients, but overlook the 
small structural changes.

Radiomics, proposed by Lambin et  al. (15), is a new field of 
computer-aided imaging diagnosis that assists in diagnosing and 
differentiating diseases by quantifying subtle information in medical 
images that is difficult to evaluate with the naked eye. Tupe-Waghmare 
et  al. (16) had extracted radiomic features from the subcortical 
structure, cerebellum, brainstem, and used a random forest machine 
learning model to identify PD and HCs with an accuracy of 70%. 
Tafuri et al. (17) used Freesurfer software to extract radiomics features 
from the subcortical nucleus and used SVM model to distinguish PD 
and HCs patients, achieving an AUC (area under the receiver 
operating characteristic curve) of 0.77. However, these methods 
mostly showed low accuracy and were time-consuming, taking 
approximately 4 h to process a patient. These shortcomings limited its 
clinical application. In our previous study, we  had developed a 
CNN-based artificial intelligence model for the automatic 
segmentation and measurement of the whole brain (109 brain 
regions), and the entire segmentation and reconstruction process took 
less than half a minute (18). In this study, we used this network to 
quickly segment and analyze the radiomics characteristics of the 
cerebral cortex and neuclei, and try to establish artificial intelligence 
models to help distinguish PD and HCs.

Materials and methods

Participants

All PD patients included in this study were sourced from the 
PD Progression Initiative (PPMI) database. The PD subjects in the 
PPMI were newly diagnosed patients who were not receiving any 
medication. The clinical diagnostic criteria for PD were based on 
the Movement Disorder Society guidelines. For the most up-to-
date information, please visit https://www.ppmi-info.org/. The 
T1-weighted MR images were obtained using a 3 T Tesla scanner 
manufactured by Siemens. The imaging parameters were as 
follows: Acquisition Type = 3D; Flip Angle = 9.0 degree; field of 
view (FOV) = 256 × 256; matrix = 256 × 256; TR = 2300.0 ms; 
TE = 3.0 ms; Slice Thickness = 1.0 mm; interslice gap = 0 mm. A 
total of 155 PD patients and 154 HCs were enrolled in the study. 
The HC subjects and PD patients were matched for age and sex. All 
patients were randomly assigned to a training set and a testing set 
in a ratio of 8:2.

Brain subregions segmentation

The brain subregions segmentation module was implemented 
using a deep learning algorithm based on a 3D VB-NET network. The 
data preprocessing module performed a series of operations, including 
rotation, resampling, resizing, skull stripping, image non-uniform 
correction, histogram matching, and gray-scale normalization, on the 
MRI images used for training and testing. All images are standardized 
to the size of 256*256*256*1 mm3 in the standard Cartesian LPI 
coordinate system, and the gray-scale range was within the interval 
(−1, 1). The network training module used an end-to-end deep 
convolutional neural network, taking each sample image and its 
corresponding brain substructure partition atlas as the training 
sample. The sample image was the network input, and the output label 
was the brain atlas correspondent to the sample image. The network 
parameters were adjusted according to the difference between the 
output brain division and the actual brain division, and the training 
continues until the network basically converges and the output label 
image was substantially consistent with the partition image 
corresponding to the sample. In the overall network training process, 
a coarse-to-fine cascading segmentation strategy was used, simplifying 
the complexity and difficulty of the brain segmentation problem by 
step decomposition, providing extra information to the lower level 
network by the upper level network to enhance the network’s 
segmentation performance, and achieving fine segmentation of the 
large brain region, medium brain region, and brain substructures on 
a stage-by-stage basis. The model was constructed based on 1,800 
subjects and evaluation showed an averaged 0.92 Dice overlap with 
ground truth on 295 subjects. Detailed segmentation process 
information was descripted in our previously published literature (18).

The entire brain was automatically divided into 109 subregions, 
which included 22 subregions in the temporal lobe, 20 subregions in 
the frontal lobe, 12 subregions in the parietal lobe, 8 subregions in the 
occipital lobe, 8 subregions in the cingulate gyrus, 2 subregions in the 
insula, 12 subcortical neuclei, white matter structures, ventricles, 
cerebellum structures and other structures (Supplementary material 1). 
The segmentation process took less than half a minute for each patient. 
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The flow chart of brain subregions segmentation was shown in 
Figure 1.

Features extraction and dimensionality 
reduction

The volume of 109 brain subregions of each patient was 
automatically extracted through the deep learning model. 2,264 
radiomics features were automatically extracted from the billateral 
thalamus, caudatum, putamen or pallidum of each patient. There were 
18 first-order statistics and 14 shape features, which reflect the shape 
and size of the region accurately. Texture features included 21 Gray 
Level Co-occurrence Matrix (GLCM) features, 16 Gray Level Run 
Length Matrix (GLRLM) features, 16 Gray Level Size Zone Matrix 
(GLSZM) features, 5 Neighbouring Gray Tone Difference Matrix 
(NGTDM) features, and 14 Gray Level Dependence Matrix (GLDM) 
features. The high level features were obtained through 24 filters 
(including Box Mean, additive Gaussian Noise, binomial blur, 
curvature flow, Box-Sigma, normalization, Laplace Sharpening, 
discrete Gaussian, mean, speck noise, recursive Gaussian, Shot Noise 
and LoG with sigma values of 0.5, 1, 1.5, and 2), as well as wavelet 
transformations (LLL, LLH, LHL, LHH, HLL, HLH, HHL, and HHH). 
All radiomic features were then normalized using z-score 
normalization, and the reproducibility of these features was assessed 
using a pipeline that adheres to the recommendations of the Image 
Biomarker Standardization Initiative.

The relief and least absolute shrinkage and selection operator 
(LASSO) method were used to select the most robust features. 
Hyperparameter for LASSO was evaluated using stratified 5-fold 
cross-validation-based grid search method on the training set. The 
parameters that provided the highest cross-validation AUC 
was selected.

Models building and evaluation

Based on the retained features, five independent machine 
learning classifiers, including Support Vector Machine (SVM), 
Stochastic gradient descent (SGD), random forest (RF), quadratic 
discriminant analysis (QDA) and decision tree (DT) algorithm 
were trained on the training set, and validated on the testing set. 
The performance of classifier models on the test subset was 
evaluated by the mean and 95% confidence intervals (CI) of the 
accuracy, sensitivity/recall, specificity, and precision based on a case 
probability cut-off value of 0.5, as well as the F-score metric and 
area under the receiver operating characteristic curve (AUC). The 
calibration curve was used to evaluate the calibration of the model, 
and DCA was used to evaluate the clinical applicability of the 
predictive model. The flow chart of our study was shown in 
Figure 2.

Statistical analysis

Statistical analyses were performed with R (version 4.0.4) and 
Python software. Mann Whitney U test or Student’s t test was used for 
the continuous variables according to the test of normal distribution. 
The chi-square test was used to compare categorical variables. 
Statistical significance was indicated by a two-tailed p value <0.05. 
Delong test was used for the comparison of different models.

Results

A total of 155 PD patients were enrolled in the study, including 99 
males and 56 females. Meanwhile, 154 HCs were included, including 
99 males and 55 females. There was no significant difference in age 

FIGURE 1

The flow chart of Cascading neural network framework.
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and gender between the two groups. The demographic and clinical 
features of PD and HC were shown in Table 1.

In the training set, the volume of 109 brain subregions of each 
patient was automatically obtained. 100 radiomics features were 
selected from 4,528 radiomics features of the bilateral thalamus using 
the relief method, and then 16 optimal features were obtained using 
the LASSO method. According to the same method, 12, 15, and 10 
optimal features were obtained from the caudatum, putamen, and 
pallidum, respectively. Finally, feature selection of relief method and 
LASSO were performed again for all the above brain regions together, 
to obtain the 13 optimal combined features (Figure 3).

Twenty-five models were established based on algorithms of 
SVM, SGD, RF, QDA, DT and thalamus features, caudatum 
features, putamen features, pallidum feature and combined 
features. ROC curves of SVM, SGD, RF, QDA and DT models 
based on thalamus, caudatum, putamen, pallidum and combined 
features were shown in Table 2. It was found that the SVM model 
based on the combined features (5 features from pallidum, 4 
features from putamen, 4 features from caudatum) showed the 
best performance, with AUCs of 0.988 (95% CI: 0.979 ~ 0.998, 
specificity = 91.1%, sensitivity =100%, accuracy = 89.4% and 
precision = 88.2%), 0.976 (95% CI: 0.942 ~ 1.000, 
specificity = 100%, sensitivity = 87.1%, accuracy = 93.5% and 
precision = 88.6%) in the training set and testing set, respectively 
(Figure  4). The calibration curve showed a good agreement 
between the actual and predicted probabilities of the samples 
(Figure  5A). Decision curve analysis showed that the clinical 
benefit of the line graph model was high (Figure 5B).

Discussion

It is well known that PD is a complex progressive 
neurodegenerative disease with high incidence rate (19). Developing 
an objective, accurate, and effective method to distinguish PD and HC 
has become an urgent issue in clinical practice. The changes in the 
cerebral cortex, deep nucleus, cerebellum and ventricles were found 
closely related to the occurrence of PD (20). Traditional imaging 
diagnostic methods were time-consuming, subjective and unable to 
detect these subtle changes in brain structure (21). Deep learning and 
radiomics were new fields of computer-aided imaging diagnosis (22), 
which overcomed the limitations of visual diagnosis and could 
quantify the subtle information in medical images, providing new 
hope for the rapid and accurate clinical diagnosis of PD.

In this study, a VB-net network evolved from U-Net network was 
developed to automatically identify and segment the cerebral cortex, 
cerebellum, ventricle, and 14 subcortical nuclei in 3D-T1-weighted 
imaging sequences. 2,264 radiomics features were automatically extracted 
from each region of the bilateral thalamus, caudatum, putamen, or 
pallidum. Five machine learning algorithms were applied to classify PD 
and HCs automatically and an independent verification group was set up 
to verify the performance of the model. We found among SVM, SGD, RF, 
QDA and DT classifiers, SVM classifier had the highest classification 
performance, with an AUC of 0.988 in the training set and 0.974 in the 
testing set. Our results demonstrated that the application of artificial 
intelligence technology to analyze raw T1-weighted MRI images could 
accurately differentiation PD patients from HCs. As a completely objective 
method, it did not rely on patients’ personal history or doctors’ clinical 

FIGURE 2

The flow chart of brain subregions segmentation, features extraction, features dimension reduction and models construction.

TABLE 1 Clinical and neuropsychological characteristics.

Variable PD (n =  155) HC (n =  154) p

Age (years) 61.2 ± 9.4 70.5 ± 6.5 0.143

Gender (M/F) 99/56 99/55 0.110

Education (years) 15.3 ± 2.9 16.8 ± 2.2 0.109

UPDRS III_score 20.9 ± 9.1 /

MoCA_score 27.6 ± 2.0 /

Modified Hoehn and Yahr Scale 1.6 ± 0.5 /

Two-sample t test was used for continuous variable p-value and Chi-square test was used for discrete variable p-value. *p values less than 0.05 were considered statistically significant.
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FIGURE 3

Lasso algorithm for features selection of PD patients and HCs (A). The Lasso path displayed coefficient profiles for radiomic features across the entire 
range of possible values (B). Rad_Score distribution in the training sets (C) and testing set (D). “0” group represented HCs. “1” group represented PD.

TABLE 2 Results of DT, SVM, SGD, RF, and QDA models on training set and testing set.

Models

AUC Sensitivity Specificity Accuracy

Training set Testing set
Training 

set
Testing set

Training 
set

Testing set
Training 

set
Testing set

Thalamus 

features

DT 0.975 (0.957–0.993) 0.892 (0.799–0.985) 0.992 0.968 0.902 0.871 0.947 0.919

SVM 0.967 (0.945–0.989) 0.970 (0.932–1.000) 0.967 0.968 0.894 0.903 0.931 0.935

SGD 0.890 (0.851–0.929) 0.903 (0.828–0.978) 0.846 0.903 0.927 0.903 0.886 0.903

RF 0.958 (0.934–0.981) 0.934 (0.870–0.998) 0.927 0.968 0.862 0.871 0.894 0.919

QDA 0.866 (0.817–0.916) 0.881 (0.787–0.976) 0.837 0.935 0.813 0.871 0.825 0.903

Caudatum 

features

DT 0.976 (0.961–0.992) 0.873 (0.772–0.973) 0.911 0.903 0.959 0.839 0.935 0.871

SVM 0.947 (0.917–0.977) 0.956 (0.907–1.000) 0.919 0.935 0.886 0.871 0.902 0.903

SGD 0.886 (0.846–0.926) 0.887 (0.807–0.967) 0.87 0.903 0.894 0.871 0.882 0.887

RF 0.957 (0.935–0.978) 0.937 (0.874–0.999) 0.886 0.903 0.878 0.871 0.882 0.887

QDA 0.876 (0.828–0.923) 0.921 (0.848–0.994) 0.878 0.968 0.813 0.871 0.846 0.919

Putamen 

features

DT 0.977 (0.959–0.995) 0.822 (0.699–0.994) 0.951 0.903 0.943 0.774 0.947 0.839

SVM 0.947 (0.917–0.977) 0.945 (0.885–1.000) 0.935 0.968 0.878 0.871 0.907 0.919

SGD 0.918 (0.883–0.952) 0.851 (0.762–0.940) 0.935 0.774 0.894 0.935 0.915 0.855

RF 0.957 (0.935–0.980) 0.939 (0.879–0.998) 0.886 0.935 0.878 0.871 0.882 0.903

QDA 0.867 (0.817–0.916) 0.912 (0.833–0.990) 0.878 0.935 0.821 0.871 0.85 0.903

Pallidum 

features

DT 0.958 (0.934–0.981) 0.841 (0.733–0.950) 0.951 0.839 0.886 0.839 0.919 0.839

SVM 0.941 (0.909–0.972) 0.924 (0.854–0.994) 0.886 0.839 0.87 0.871 0.878 0.855

SGD 0.849 (0.806–0.893) 0.900 (0.827–0.973) 0.943 1 0.756 0.806 0.85 0.903

RF 0.947 (0.92–0.973) 0.914 (0.836–0.991) 0.902 0.903 0.854 0.871 0.878 0.887

QDA 0.877 (0.831–0.923) 0.891 (0.801–0.980) 0.846 0.903 0.813 0.871 0.829 0.887

Combined 

features

DT 0.976 (0.957–0.996) 0.818 (0.702–0.935) 0.967 0.839 0.951 0.806 0.959 0.823

SVM 0.988 (0.979–0.998) 0.976 (0.940–1.000) 0.967 0.935 0.943 0.903 0.955 0.919

SGD 0.947 (0.919–0.975) 0.952 (0.897–1.000) 0.967 0.968 0.927 0.935 0.947 0.952

RF 0.980 (0.966–0.994) 0.960 (0.917–1.000) 0.959 0.935 0.894 0.871 0.927 0.903

QDA 0.963 (0.943–0.984) 0.969 (0.931–1.000) 0.927 0.968 0.878 0.774 0.902 0.871
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FIGURE 4

Receiver Operating Characteristic (ROC) curves for SVM, SGD, RF, QDA and DT models in training set (A) and testing set (B).

FIGURE 5

Calibration curves for nomogram goodness of fit (A). Decision curves of different models (B).

experience, making it more subjective. To the best of our knowledge, this 
study achieved the first fully automatic differentation of PD and HCs with 
high accuracy. Previously, Liu et al. (23) had used a radiomic model based 
on T2-weighted images of caudate nucleus and putamen to distinguish 
between PD and HCs, and the AUCs in the training set and testing set 
were 0.8767 (95% CI: 0.8066 ~ 0.9469) and 0.7143 (95% 
CI:0.5540 ~ 0.8746), respectively. Their results showed low accuracy and 
the manual brain segmentation took a long time, greatly reducing its work 
efficiency and clinical value. Adeli et al. (24) had utilized MRI and Single-
Photon Emission Computed Tomography (SPECT) data from 538 
subjects in the PPMI database to establish a classification framework, 
achieving a diagnostic accuracy of 97.5% for distinguishing between PD 
and HCs. However, the accuracy of their study mainly depended on the 
SPECT data, while the MRI data only made a small contribution to 
diagnostic ability. Additionally, the SPECT examination was expensive 
and involved radiopharmaceuticals that were not easily acceptable by 
patients (25). In our study, conventional MRI T1 weighted images were 
used, and all processes were fully automated, resulting in significant 
clinical significance. Our study was the first to use a deep learning model 

to automatically detect and segment brain subregions and extract valuable 
information. Our model could identify PD patients within 1 min and 
provided high accuracy. With this artificial intelligence system, doctors 
could quickly and accurately diagnose PD and perform early treatment 
timely, which could significantly improve prognosis. On the other hand, 
it could improve medical efficiency, shorten patient waiting time and 
reduce medical labor costs.

In the optimal model of this study, 13 radiomics features were 
retained, including 5 features from pallidum, 4 features from 
putamen and 4 features from caudatum. The 5 features from the 
pallidum included one Gray-level dependence matrix (GLDM) 
feature, one Gray-level run length matrix (GLRLM) feature, one 
first-order feature and two GLDM features. The pallidum receives 
afferent fibers from the subthalamic nucleus and is the primary 
region of the basal ganglia that emits efferent fibers (26). It could 
continuously release inhibitory neurotransmitter γ-aminobutyric 
acid (GABA), which may cause tremors (27). Hutchison et al. (28) 
had discovered the presence of neurons that exhibit tremor 
frequency activity ranging from 4 to 6 Hz in the pallidum, thus 
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supporting the significant role of the pallidum in generating resting 
tremors in patients with PD. The first-order feature of it reflected 
changes in the shape and volume of the pallidum (29). Previous 
studies had demonstrated significant alterations in pallidum 
volume between PD patients and HCs (30, 31). The loss and 
degeneration of pallidus neurons, as well as the proliferation of glial 
cells, could lead to texture changes in MRI images, which were 
reflected in GLDM and GLRLM. The four features of the putamen 
were all first-order characteristics, including Mean Absolute 
Deviation, Kurtosis, Energy, and Minimum. Previous studies had 
indicated that the putamen appeared to be the first region affected 
in PD (32). The four features of the caudatum included one first-
order feature, one GLCM feature and two GLRLM features. The 
caudatum is a key substructure of the unique basal ganglia circuit 
associated with emotional and psychomotor fatigue. It plays a 
crucial role in the pathological and physiological regulation of PD 
(33). Previous studies had proved that dopaminergic dysfunction 
could lead to damage in the caudatum of PD patients, resulting in 
morphological and pathological changes (34, 35). The first-order 
features reflected the asymmetry and flatness of the morphology of 
the caudate nucleus, while the features of GLCM and GLRLM 
reflected the roughness and heterogeneity caused by pathological 
changes in the internal structure of the caudate nucleus.

Our study had several limitations. Firstly, this was a retrospective 
cross-sectional study that did not reflect the dynamic changes of the 
brain in PD. A prospective longitudinal follow-up study was needed in 
the future. Secondly, the sample size of PD patients was relatively small 
and all data were obtained through 3 T Siemens scanners; therefore, the 
generalization of the model needed to be further verified. In the future, 
images from multiple research centers were required for independent 
external validation, so that it could be adapted to a wider range of 
clinical scenarios. Finally, although we had confirmed that radiomics 
features have high accuracy in distinguishing PD from HCs, the 
pathological basis behind them still needed to be further revealed.

Conclusion

In this study, we established an AI model which could distinguish 
PD and HCs accurately. It was fully automated and could quickly 
process the routine MRI data within one minute to obtain accurate 
results. Our research results have greatly improved the diagnostic 
efficiency and had a great potential value in clinical practice to help 
the early diagnosis of PD.
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Clinical application of CT-based
radiomics model in
di�erentiation between laryngeal
squamous cell carcinoma and
squamous cell hyperplasia

Fengzhi Cui, Osama A. Khodrog, Wei Liu, Jianhua Liu* and

Qinghai Yuan

Department of Radiology, The Second Hospital of Jilin University, Changchun, China

Objective: To evaluate the clinical application of the CT-based radiomics

prediction model for discriminating SCC and SCH.

Methods: A total of 254 clinical samples were selected from 291 patients

with larynx-occupying lesions who underwent primary surgery. All lesions were

validated via histopathological examination at The Second Hospital of Jilin

University between June 2004 and December 2019. All patients were randomly

allocated to the training (n = 177) and validation (n = 77) cohorts. After the

acquisition of CT images, manual 3D tumor segmentation was performed using

the CT images of the arterial, venous, and non-contrast phases via ITK-SNAP

software. Subsequently, radiomics features were extracted using A.K. software.

Based on the above features, three di�erent diagnostic models (CTN, CTA+CTV,

and CTN+CTA+CTV) were constructed to classify squamous cell carcinoma

(SCC) and squamous cell hyperplasia (SCH). Additionally, receiver operating

characteristic (ROC) and decision curve analysis (DCA) curves were measured to

evaluate the diagnostic characteristics and clinical safety of the proposed three

prognostic models.

Results: In the radiomic prediction Model 1 (CTN), the area under the

curve (AUC), accuracy, sensitivity, specificity, positive predictive value (PPV)

and negative predictive value (NPV) of the training cohorts in di�erentiating

SCC and SCH were 0.883, 0.785, 0.645, 1.000, 1.000, and 0.648, while in

the testing cohorts, these values were 0.852, 0.792, 0.66, 1.000, 1.000, and

0.652, respectively. In the radiomic prediction Model 2 (CTA+CTV), the AUC,

accuracy, sensitivity, specificity, PPV, and NPV values of the training cohorts

were 0.965, 0.91, 0.916, 0.9, 0.933, and 0.875, respectively, while in the testing

cohorts, the corresponding values were 0.902, 0.805, 0.851, 0.733, 0.833, and

0.759, respectively. In the radiomic prediction Model 3(CTN+CTA+CTV), the

AUC, accuracy, sensitivity, specificity, PPV, and NPV values of the training

cohorts were 0.985, 0.944, 0.953, 0.929, 0.953, and 0.929, while in the testing

cohorts, the corresponding values were 0.965, 0.857, 0.894, 0.8, 0.875, and

0.828, respectively.

Conclusion: The radiomic prediction Model 3, based on the arterial-venous-

plain combined scan phase of CT, achieved promising diagnostic performance,
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expected to be regarded as a preoperative imaging tool in classifying SCC and

SCH to guide clinicians to develop individualized treatment programs.

KEYWORDS

laryngeal squamous cell carcinoma, laryngeal squamous cell hyperplasia, radiomics, CT

imaging, di�erential diagnosis

1 Introduction

As the seventh most common cancer worldwide, squamous

cell cancer of the head and neck (HNSCC) is a potential health

concern worldwide with increased incidence and death rates. It

mainly occurs in the lips, oral cavity, nasal cavity, paranasal sinuses,

oropharynx, hypopharynx, larynx, and parotid gland (1). More

than 500,000 individuals are diagnosed with HNSCC worldwide

each year. Furthermore, it is estimated that the number of new cases

is expected to exceed 1 million in 2020, with the number of deaths

expected to exceed 500,000. Notably, Central Europe and Eastern

Europe had the largest increased incidence among men over 55

years of age (2, 3). In one study, ∼75% of head and neck cancers

overall are caused by tobacco smoking and alcohol abuse, with

the remaining other ∼25% attributable to HPV infection (4, 5).

Therefore, efforts to promote the HPV vaccination and reduce

pharmacy tobacco sales could help reduce risk factors in patients

with head and neck cancer (6, 7).

There are ∼2,814,000 cancer deaths in China, and the

incidence and mortality rates are steadily increasing. In almost

all populations examined, the incidence of cancer is higher in

men than women, and the mortality rate is almost equal to

the morbidity rate (8, 9). Among all cancers, HNSCC occupies

an important position which has seriously threatened the health

and lives of the Chinese people (10). Another point is that the

incidence of HNSCC is ∼3 times more common in men than

women. Therefore, this area of research to improve the early

detection, early diagnosis, and early treatment of HNSCC is of

high importance, which could possibly enable the patients to

receive the best treatment within the shortest possible time to

reduce injury and prevent death rates by improving their clinical

treatment (11).

In recent years, radiomics has been applied in the medical

field for medical diagnosis, treatment, and prognosis prediction

(12, 13). Many of radiomics features can be extracted from

regions of interest on medical images which can be associated

with clinical diagnosis and biological characteristics to build

a diagnostic model, thereby improving the diagnostic efficacy

(14). Integration of big data and medicine has raised new

hopes for personalized medicine, and radiomics has become

more feasible, extracting large amounts of data from medical

images. CT has the characteristics of quick scanning speed

and high repeatability, making it the most preferred inspection

method to detect early HNSCC. Conventional examination

methods are easily susceptible to the influence of a physician’s

subjective experiences. Furthermore, morphological characteristics

supplied by CT are insufficient to evaluate the biological

characteristics of the primary tumor. At present, radiomics

overcomes the insufficiency of the above traditional imaging

techniques, widely used in clinical diagnosis, treatment, and

prognosis (15, 16). The qualitative and quantitative assessment of

lesion characteristics and intratumoral spatial heterogeneity can

contribute to improving the non-invasive preoperative diagnosis

accuracy of HNSCC. This approach also provides personalized

adjuvant treatment programs (17). What has been inquired into

in this research is the evaluation of the clinical application

of a CT-based radiomics prediction model for discriminating

laryngeal squamous cell carcinoma (SCC) and squamous cell

hyperplasia (SCH).

2 Materials and methods

2.1 Patient characteristics

In this retrospective study, a total of 254 clinical samples

were selected from 291 patients with larynx-occupying lesions

who underwent primary surgery, and all lesions were validated

via histopathological examination at The Second Hospital of

Jilin University between June 2004 and December 2019. A

flowchart is presented in Figure 1 to represent the process

of selecting patients. All patients underwent preoperative

unenhanced and dual-phase contrast-enhanced CT examination

of the neck. Clinical-pathological data including age, gender,

smoking and drinking history, pathological grade, tumor

size, and clinical stage were collected. They were divided into

two groups: the first group of patients were diagnosed with

SCC while the second group consisted of those diagnosed

with SCH. The study involved 227 men and 27 women with

an average age of 44–85 years. Among them, 209 patients

were smokers while 45 patients were non-smokers, and 202

patients reported alcohol consumption, while 52 patients did

not drink.

The study included the following inclusion criteria: (a)

Patients with primary larynx-occupying lesion; (b) No medical

history of preoperative chemoradiotherapy; (c) Complete clinical

and pathological diagnosis data were acquired; (d) Plain scan

plus conventional dual-phase enhanced scan (arterial phase and

venous phase) were implemented before the operation with

complete image information. The exclusion criteria were as

follows: (a) The lesions measured 10mm or less in diameter,

partially becoming superficial; (b) No neck CT examination before

the operation; (c) Low-quality CT images due to movement

or artifacts.
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2.2 CT radiomics analysis

The radiomics analysis process mainly includes five phases:

CT image acquisition, ROI segmentation, feature extraction,

feature selection, forecast model establishment, and diagnostic

performance evaluation, as shown in Figure 2.

2.2.1 CT image acquisition
All patients underwent a neck CT (iCT 256, Philips,

Netherlands) to collect plain scan plus conventional dual-phase

enhanced scans (arterial phase and venous phase). In general, the

scanning neck range was from the inferior margin of the foramen

magnum to the upper edge of the aortic arch, in which the patients

were laid in the supine position with the neck completely exposed

during the scanning. The most important parameters for the neck

tissue CT scan requested here are as follows: the tube voltage

120kVp, electric current of 200mAs, scan time raging from 1s

to 3s, slice thickness of 1mm, matrix size of 256 × 256, and

pitch ratio of 0.342. For an enhanced scan, iodinated contrast

material was intravenously injected at a dose of 1.5 mL/kg, with

an injection rate of 3.5 mL/s. The time for the arterial phase scan

after injection was 35 s, whereas the time for the portal venous scan

was 65 s.

FIGURE 1

Flowchart of the patient selection process.

FIGURE 2

Graphical summarization of radiomics models analysis process.
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2.2.2 ROI segmentation
Three-dimensional manual segmentation of tumor in axial

CT image of plain, arterial, and venous phase utilized via ITK-

SNAP software (v.3.8.0; www.itksnap.org). Under the random and

double-blind method, the boundaries of each layer were manually

delineated on tumors by two radiologists with head and neck CT

imaging diagnostic experience, and the region of interest (ROI)

was composited. The tumor ROI segmentation in the larynx and

hypopharynx was performed by a junior radiologist (with 5 years

of experience) and reviewed by another senior radiologist (with 10

years of experience). In case of occurrence of a dispute, the final

decision was made after the discussion between two doctors.

2.2.3 Feature extraction
High-throughput quantitative features are extracted from 3D

ROI of tumor lesions in three-phasic CT scan, from which

mainly include histogram, gray-level size zone matrix (GLSZM),

formfactor, haralick, gray-level cooccurrence matrix (GLCM),

run length matrix (RLM) by A.K. software (Analysis Kit, GE

Healthcare). In total, 1,188 quantitative radiomics features were

extracted for each patient, with 396 features from each of the plain,

arterial, and venous phases, respectively.

2.2.4 Feature selection and forecast model
establishment

We implement a comprehensive feature selection to establish

the final forecast model via IPM statistics (V1.1.463 GE Healthcare,

Shanghai, China). Before feature selection, the collected 1188

quantitative radiomics features were preprocessed, and feature

normalization were employed. We first proposed that variables

with zero variance were excluded from analyses. Then, the missing

values and outlier values were replaced by the median. Finally, the

data were standardized by standardization.

The 254 tumors will be randomly allocated based on a 7:3

ratio between the training cohort and the testing cohort, where

177 patients were used as the training cohort for feature selection

and model building. The remaining 23 patients were regarded as

the testing cohort for verifying the selected features and forecast

model. Feature selection was implemented employing univariate

(using Variance, Correlation_xx, and General_Univariate_analysis)

and multivariate analyses (using L1) with stepwise selection-based

dimensionality reduction algorithm for all the features. To further

avoid model overfitting, 10-foldcross-validation was performed to

recurve the selection of redundancy features and the least absolute

shrinkage and selection operator (LASSO) regression to effectively

eliminate a sequence of regression coefficients to exactly zero.

Furthermore, a set of optimal features, which were compared by

the Wilcoxon test, were obtained.

Subsequently, Model 1 (CTN) was constructed based on 10

optimal features; Model 2 (CTA+CTV) was constructed based on

25 optimal features; and Model 3 (CTN+CTA+CTV) considered

all 35 parameters, extracted in the combination of Model 1 and

Model 2 using logistic regression for discriminating laryngeal SCC

and SCH. The differential diagnostic effectiveness and performance

of the proposed three models were measured by the receiver

operating characteristic (ROC) curves, area under the curve (AUC),

sensitivity, specificity, positive predictive value (PPV), and negative

predictive value (NPV). The calibration curves were measured to

analyze the goodness of fit of the predictionmodels. In addition, the

decision curve analysis (DCA) was adapted to evaluate the clinical

efficacy and safety of the three models.

2.3 Statistical analysis

All statistical analyses were conducted based on IPM statistics.

The continuous variables were assessed by the Mann–Whitney U-

test or independent samples T-test, and the categorical variables

were investigated using the chi-squared or Fisher exact tests. A two-

tailed test with a p < 0.05 (typically ≤ 0.05) was indicative of a

statistically significant difference.

3 Results

3.1 Clinical characteristics of the patients

Table 1 shows the characteristics of the 254 patients, with 154

patients diagnosed with SCC and 100 patients diagnosed with SCH.

Statistical analysis for clinical data, such as age, gender, smoking

status, alcohol consumption, and tumor location described above,

was performed. The comparison of the two groups yielded a p >

0.05, revealing that there were similar between SCC and SCH in the

training and testing cohorts.

3.2 Radiomic feature selection and model
building

There are three steps in building Model 1: For the CT plain

scan, a total of 396 features were first subjected to the variance

method (threshold: 1.0) to screen out 98 features. Next, we

adopted the procedure of Correlation_xx method with a cutoff

set to 0.7 to remove redundant features, resulting in remaining

31 parameters. Then, a total of 11 features were retained via

General_Univariate_analysis (p-value threshold 0.05). Finally, the

remaining 10 features were obtained using the L1method, revealing

an obvious difference between SCC and SCH in the training

cohorts. A correlation heat map (Figures 3A–J) revealed that strong

positive correlation radiomics features were sufficient to receive

an obviously differential diagnosis. Figure 3K shows the results

of the tenfold cross-validation method, and Figure 3L shows the

results of the LASSO regression analysis. Subsequently, 10 features

from the CT plain scan were finally selected, and the optimal

parameters are as follows: [“GLCMEnergy_angle0_offset7”],

[“GLCMEnergy_angle90_offset4”],

[“GLCMEnergy_angle90_offset7”],

[“GLCMEntropy_angle90_offset1”],

[“InverseDifferenceMoment_AllDirection_offset1_SD”],

[“InverseDifferenceMoment_AllDirection_offset7_SD”],

[“InverseDifferenceMoment_angle135_offset7”],

[“HighGreyLevelRunEmphasis_angle90_offset1”],

[“LongRunLowGreyLevelEmphasis_AllDirection_offset4_SD”],

[“RunLengthNonuniformity_angle90_offset7”].
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TABLE 1 The risk factor analysis of larynx-occupying lesions in the training and testing cohorts examining clinical characteristics.

Training cohort Testing cohort P-value

SCC (N = 107) SCH (N = 70) P-value SCC (N = 47) SCH (N = 30) P-value

Age 61.9 (9.00) 60.0 (8.05) 0.150 60.2 (8. 27) 56.9 (6.90) 0.066 0.051

Sex 0.774 1.000 0.762

Female 11 (10.3%) 9 (12.9%) 4 (8.51%) 3 (10.0%)

Male 96 (89.7%) 61 (87.1%) 43 (91.5%) 27 (90.0%)

Smoking 0.656 0.643 0.067

No 17 (15.9%) 11 (15.7%) 4 (8.51%) 1 (3.33%)

Yes 90 (84.1%) 59 (84.3%) 43 (91.5%) 29 (96.7%)

Alcohol 0.759 0.186 0.651

No 20 (18.7%) 11 (15.7%) 9 (19.1%) 2 (6.67%)

Yes 87 (81.3%) 59 (84.3%) 38 (80.9%) 28 (93.3%)

Tumor location 0.476 0.951 0.603

Supraglottis 27 (25.27%) 19 (27.1%) 11 (23.43%) 6 (20.0%)

Glottis 68 (63.6%) 47 (67.1%) 33 (70.2%) 23 (76.7%)

Subglottis 12 (11.2%) 4 (5.71%) 3 (6.38%) 1 (3.33%)

Based on above single factor analysis and multifactor

analysis, a total of 10 most predictive features and coefficients

for constructing the optimal radiomics signatures Model

1(Figure 5A). Consequently, rad-score was calculated by

selected 10 features weighted as below: Rad-score (Model

1)=0.9334 + 0.4575[“GLCMEnergy_angle0_offset7”]-

1.2571[“GLCMEnergy_angle90_offset4”]-

0.0960[“GLCMEnergy_angle90_offset7”]-

1.1963[“GLCMEntropy_angle90_offset1”]-

0.6162[“InverseDifferenceMoment_AllDirection_offset1_SD”]-

1.3213[“InverseDifferenceMoment_AllDirection_offset7_SD”]-

3.6916[“InverseDifferenceMoment_angle135_offset7”]-

0.2776[“HighGreyLevelRunEmphasis_angle90_offset1”]

+0.8819[“LongRunLowGreyLevelEmphasis_AllDirection_offset4

_SD”]+4.2529[“RunLengthNonuniformity_angle90_offset7”].

Using similar feature reduction methods, 25 features from

the CT conventional dual-phase enhanced scan were finally

selected by specific methods listed in four steps: In the first

step, after applying the variance method (threshold: 1.0), the

792 features extracted by the conventional dual-phase enhanced

scan were reduced to 331 features. Next, we obtained a feature

count of 86 parameters by the Correlation_xx method (cutoff:

0.7). Then, General_Univariate_analysis was utilized to remove

54 features, and 32 radiomics features remained. Finally, the

remaining 25 features were obtained using the L1 method. A

correlation heat map (Figures 4A–H) revealed that strong positive

correlation radiomics features were sufficient to receive an

obviously differential diagnosis. Figure 3I shows the results of the

tenfold cross-validation method, and Figure 3J shows the results

of the LASSO regression analysis. The optimal parameters

are as follows: [“V_ClusterProminence_angle0_offset7”],

[“V_Correlation_angle0_offset4”],

[“V_GLCMEnergy_angle90_offset7”],

[“V_HaralickCorrelation_angle45_offset7”],

[“V_Inertia_AllDirection_offset4_SD”],

[“V_Inertia_AllDirection_offset7”],

[“V_InverseDifferenceMoment_angle0_offset7”],

[“V_GreyLevelNonuniformity_AllDirection_offset4_SD”],

[“V_Compactness2”], [“V_Maximum3DDiameter”],

[“A_ClusterProminence_angle90_offset7”],

[“A_ClusterShade_angle135_offset1”],

[“A_ClusterShade_angle45_offset4”],

[“A_ClusterShade_angle90_offset1”],

[“A_ClusterShade_angle90_offset7”],

[“A_GLCMEnergy_angle90_offset4”],

[“A_GLCMEntropy_angle45_offset4”],

[“A_HaralickCorrelation_angle135_offset4”],

[“A_HaralickCorrelation_angle90_offset7”],

[“A_Inertia_AllDirection_offset1_SD”],

[“A_HighGreyLevelRunEmphasis_AllDirection_offset7_SD”],

[“A_LongRunLowGreyLevelEmphasis_angle45_offset7”],

[“A_RunLengthNonuniformity_AllDirection_offset1”],

[“A_RunLengthNonuniformity_AllDirection_offset7_SD”],

[“A_ShortRunHighGreyLevelEmphasis_AllDirection_offset1_SD”].

Based on the above single-factor analysis and multifactor

analysis, a total of 25 most predictive features and coefficients

were identified for constructing the optimal radiomics signatures

in Model 2 (Figure 5B). The Rad-score was calculated using the

selected 25 features weighted as below: Rad-score (Model 2) =

3.1869 + 1.4625[‘‘V_ClusterProminence_angle0_offset7’’]-4.1270[

‘‘V_Correlation_angle0_offset4’’]+ 0.2540[‘‘V_GLCMEnergy_ang

le90_offset7’’]+ 2.3007[‘‘V_HaralickCorrelation_angle45_offset7’’

]+ 0.1652[‘‘V_Inertia_AllDirection_offset4_SD’’]-0.6157[‘‘V_Iner

tia_AllDirection_offset7’’]-1.3833[‘‘V_InverseDifferenceMoment_

angle0_offset7’’] + 0.8270[‘‘V_GreyLevelNonuniformity_AllDirec

tion_offset4_SD’’] + 0.7914[‘‘V_Compactness2’’]-0.0179[‘‘V_Max
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FIGURE 3

Continued
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FIGURE 3

(A–J) shows the correlation heat maps of Model 1 demonstrating correlations between features in the training and testing cohort. (K, L) shows the

results of the 10-fold cross-validation method and LASSO regression analysis, respectively, removing highly redundant features to obtain the optimal

features.
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FIGURE 4

Continued
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FIGURE 4

(A–H) shows the correlation heat maps of Model 2 demonstrating the correlations between features in the training and testing cohort. (I, J) show the

results of the 10-fold cross-validation method and LASSO regression analysis, respectively, removing highly redundant features to obtain the optimal

features.

imum3DDiameter’’]+ 3.5277[‘‘A_ClusterProminence_angle90_of

fset7’’] + 1.5561[A_ClusterShade_angle135_offset1’’’] + 0.3104[‘‘

A_ClusterShade_angle45_offset4’’] + 1.5868[‘‘A_ClusterShade_an

gle90_offset1’’]+ 2.7000[‘‘A_ClusterShade_angle90_offset7’’]-0.00

34[‘‘A_GLCMEnergy_angle90_offset4’’]-2.0308[‘‘A_GLCMEntrop

y_angle45_offset4’’] + 1.0889[‘‘A_HaralickCorrelation_angle135_

offset4’’]-0.4997[‘‘A_HaralickCorrelation_angle90_offset7’’]-0.238

6[‘‘A_Inertia_AllDirection_offset1_SD’’] + 1.5807[‘‘A_HighGrey

LevelRunEmphasis_AllDirection_offset7_SD’’]-2.7901[‘‘A_LongR

unLowGreyLevelEmphasis_angle45_offset7’’]+ 0.6788[‘‘A_RunLe

ngthNonuniformity_AllDirection_offset1’’] + 3.7087[‘‘A_RunLen

gthNonuniformity_AllDirection_offset7_SD’’] + 0.5963[‘‘A_Short

RunHighGreyLevelEmphasis_AllDirection_offset1_SD’’]

To comprehensively and intuitively demonstrate the

characteristics and differences of the dataset, we put together

the boxplots of radiomics scores for benign and malignant cases.

Based on all collected clinical dataset, Figure 6 shows that the

Rad-score was significantly upregulated in malignant patients

as compared to benign controls in both Model 1(CTN) and

Model 2(CTAV).

As shown in Table 2, the Wilcoxon rank sum test was used to

compare the Rad-scores of Model 1 andModel 2 for discriminating

SCC and SCH in both the training and testing cohorts (both P

< 0.001).

The process of constructing the three-period combined

Model 3 is presented as follows: The 10 optimal radiomics
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FIGURE 5

Histogram shows the 10 most predictive radiomics features obtained in Model 1 (A) and 25 most predictive radiomics features obtained in

Model 2 (B).

FIGURE 6

Boxplot of di�erentially Rad-score for malignant and benign case in Model 1 (A) and Model 2 (B).

TABLE 2 The Wilcoxon rank sum test of Rad-scores in Model 1 and Model

2 for training and testing cohorts.

Training cohort
(P-value)

Validation cohort
(P-value)

Model 1 < 0.001∗ < 0.001∗

Model 2 < 0.001∗ < 0.001∗

∗Indicates that the difference is significant.

signatures selected from Model 1 and the 25 optimal radiomics

signatures from Model 2 were considered, incorporating all

35 parameters to establish Model 3 (CTN+CTA+CTV)

using logistic regression for discriminating laryngeal SCC

and SCH.

3.3 Comparing the performance of the
three di�erent models

The corresponding performance evaluation criteria for

differentiating SCC and SCH contained AUC, accuracy, sensitivity,

specificity, PPV, and NPV for each model. In radiomic prediction

Model 1(CTN), the measured values of the training cohort were

0.883, 0.785, 0.645, 1.000, 1.000, and 0.648, while in the testing
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FIGURE 7

ROC curve of three Models (CTN, CTA+CTV, and CTN+CTA+CTV) in the training (A) and testing cohorts (B).

FIGURE 8

Calibration curve of three models (CTN, CTA+CTV, and CTN+CTA+CTV) in the training (A) and testing cohorts (B).

cohorts were 0.852, 0.792, 0.66, 1.000, 1.000, and 0.652. In radiomic

prediction Model 2 (CTA+CTV), the measured values of training

cohorts were 0.965, 0.91, 0.916, 0.9, 0.933, and 0.875, while in the

testing cohorts were 0.902, 0.805, 0.851, 0.733, 0.833, and 0.759. In

radiomic prediction Model 3 (CTN+CTA+CTV), the measured

values of training cohorts were 0.985, 0.944, 0.953, 0.929, 0.953,

and 0.929, while in the testing cohorts were 0.965, 0.857, 0.894,

0.8, 0.875, and 0.828, respectively. Among them, Model 3 has the

highest performance and can be used for predicting differential

clinical diagnosis.

We constructed the calibration curve to describe the degree

of calibration of the three models in the training (Figure 7A) and

testing (Figure 7B) cohorts, which illustrates that the closer the

calibration curves (red, green and blue) are to the standard curve

Frontiers inMedicine 11 frontiersin.org75

https://doi.org/10.3389/fmed.2023.1337723
https://www.frontiersin.org/journals/medicine
https://www.frontiersin.org


Cui et al. 10.3389/fmed.2023.1337723

FIGURE 9

Decision curve of three models (CTN, CTA+CTV, and CTN+CTA+CTV) in the training (A) and testing cohorts (B).

(black), the better the calibration capability of the model. As shown

in Figure 8, the actual prediction performance of the prediction

Model 3 has a good consistency.

We also established a calibration curve with a DCA curve for

evaluating three models in the training (Figure 9A) and testing

(Figure 9B) cohorts, which indicated that a larger area under the

decision curve indicated a better clinical practicability. As shown

in Figure 9, within the safe range, the DCA indicated that the net

benefit of the prediction was higher for all threemodels, withModel

3, exhibiting the highest net benefit, and the benefit rate of the

population would reach its maximum.

4 Discussion and conclusion

Radiomics is an emerging field of image analysis with potential

applications for diagnosis, treatment response, and prognosis

evaluation in cancer patients via computer-aided diagnosis

(CAD) technology, which solved many clinical problems, reduced

misdiagnosis rate, and decreased the radiologist workload (18). In

our study, radiomics used computational algorithms to convert

medical imaging information into high-resolution quantitative

mineable “big data” and aimed to further build a more reliable

predictive and differential diagnosis model (19).

A multicenter study by Zhang et al. (20) showed that different

machines and different CT scanning parameters might influence

the radiomics result. Therefore, CT image data extraction is the

basis of radiomics. It is important to note that CT scanning

parameters could be consistent for radiomics analysis, in which

the CT images were collected uniformly. We were doubtful that

different CT scanning parameters might affect the radiomics

optimal features and prediction model establishment.

The radiomics features of the entire primary larynx-occupying

lesion were extracted from the CT images of the arterial,

venous, and non-contrast phases, which have a positive effect

on establishing a differential diagnosis model for discriminating

SCC and SCH. We concluded that the AUC, accuracy, sensitivity,

specificity, PPV, and NPV of the optimal Model 3 in training

cohorts for differentiating SCC and SCH were 0.985, 0.944,

0.953, 0.929, 0.953, and 0.929, respectively, while in the testing

cohorts were 0.965, 0.857, 0.894, 0.8, 0.875, and 0.828, respectively.

Based on the research results, a comprehensive comparative

analysis of the consequences of these three models revealed that

the amalgamation of characteristic parameters from the plain-

arterial-venous combined model provided more optimal radiomics

parameters than from the plain model or arterial-venous combined

model alone. Thus, Model 3 based on arterial-venous-plain

combined scan phase of CT has good discriminative performance

with high sensitivity and specificity in SCC and SCH.

Additionally, we collected related important clinical

characteristics of all patients, including age, gender, smoking

status, and alcohol consumption. Among them, smoking status

and alcohol consumption were the major risk factors leading

to the high incidence of laryngeal cancer. Among the enrolled

patients, 209 patients had a smoking history and 45 patients had

no smoking history. We analyzed that long-term smokers are more

susceptible to developing laryngeal cancer, taking into account

consistent smoking initiation and current smoking status. In terms

of alcohol consumption, 202 patients had a drinking history and

52 patients have no drinking history. Similarly, we found that

long-term drinkers are more susceptible to developing laryngeal

cancer, taking into account the drinking start times and current

drinking quantity. Therefore, clinicians will be able to advise their

patients to quit smoking and drinking, thereby extending overall

patient survival time (21, 22).

Chen et al. (23) evaluated the use of venous-phase CT images

to develop a radiomics model, a deep learning model, and a

combined model to predict preoperative staging in stratifying

patients with laryngeal carcinoma. The authors demonstrated that

the combined model performed significantly capability than a

radiologist in stratifying patients into stage I–II and stage III–

IV. The AUCs, which indicated model diagnostic performance,

assessed the accuracy of a model. The radiomics model, DL

model, and combined model for distinguishing staging ability in

the test set were 0.704 (95% CI: 0.588–0.820), 0.724 (95% CI:

0.613–0.835), and 0.849 (95% CI: 0.755–0.943), respectively. This
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study confirmed the application value of radiomics in accurate

preoperative staging of laryngeal cancer. Kang et al. (24) developed

a radiomics nomogram to analyze 114 patients with advanced

laryngeal cancer after induction chemotherapy. The experiments

demonstrated that the Rad-score was an independent predictor.

In addition, clinical factors were incorporated to build radiomics

nomogram which predicted the pathological response and overall

survival. This study proved that CT radiomics nomogram possesses

the best predictive property in the pathological response after

induced chemotherapy and overall survival. Therefore, we fused

plain scan and conventional dual-phase enhanced scanning to the

radiomics model to improve the predictive performance.

While the radiomics models are promising in clinical practice,

there are several key limitations to this study that require attention.

First, themodel was established based on the single-center nature of

the research that lacked prospective multicenter external validation

of our findings. Second, we only collected the CT examination

images; however, not collect MRI data, which may cause potential

data bias. Finally, the number of clinical samples size is relatively

limited, which expanded sample size to further research.

To the best of our knowledge, with the supplement of related

important clinical characteristics, Model 3 based on arterial-

venous-plain combined scan phase of CT has important clinical

significance in distinguishing SCC from SCH. In conclusion,

our results demonstrated that radiomics could provide valuable

information and play an important role in preoperative diagnosis

and clinical treatment to guide clinicians to develop individualized

treatment programs (25, 26).
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Purpose: Early and rapid diagnosis of mild cognitive impairment (MCI) has 
important clinical value in improving the prognosis of Alzheimer’s disease 
(AD). The hippocampus and parahippocampal gyrus play crucial roles in the 
occurrence of cognitive function decline. In this study, deep learning and 
radiomics techniques were used to automatically detect MCI from healthy 
controls (HCs).

Method: This study included 115 MCI patients and 133 normal individuals 
with 3D-T1 weighted MR structural images from the ADNI database. The 
identification and segmentation of the hippocampus and parahippocampal 
gyrus were automatically performed with a VB-net, and radiomics features 
were extracted. Relief, Minimum Redundancy Maximum Correlation, Recursive 
Feature Elimination and the minimum absolute shrinkage and selection operator 
(LASSO) were used to reduce the dimensionality and select the optimal features. 
Five independent machine learning classifiers including Support Vector Machine 
(SVM), Random forest (RF), Logistic Regression (LR), Bagging Decision Tree 
(BDT), and Gaussian Process (GP) were trained on the training set, and validated 
on the testing set to detect the MCI. The Delong test was used to assess the 
performance of different models.

Result: Our VB-net could automatically identify and segment the bilateral 
hippocampus and parahippocampal gyrus. After four steps of feature 
dimensionality reduction, the GP models based on combined features (11 
features from the hippocampus, and 4 features from the parahippocampal 
gyrus) showed the best performance for the MCI and normal control subject 
discrimination. The AUC of the training set and test set were 0.954 (95% CI: 
0.929–0.979) and 0.866 (95% CI: 0.757–0.976), respectively. Decision curve 
analysis showed that the clinical benefit of the line graph model was high.

Conclusion: The GP classifier based on 15 radiomics features of bilateral 
hippocampal and parahippocampal gyrus could detect MCI from normal 
controls with high accuracy based on conventional MR images. Our fully 
automatic model could rapidly process the MRI data and give results in 1  minute, 
which provided important clinical value in assisted diagnosis.
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Introduction

Alzheimer’s disease (AD) is an irreversible chronic 
neurodegenerative brain disease that poses a serious threat to human 
health. The main clinical manifestations include memory impairment, 
aphasia, loss of use and recognition, impairment of visual and spatial 
skills, executive dysfunction, and personality and behavioral changes 
(1). The occurrence and development of AD is a continuous process, 
and mild cognitive impairment (MCI) is considered as the preclinical 
stage of AD (2, 3). Early diagnosis and timely treatment of MCI can 
delay the disease progression and have important clinical value to 
improve the prognosis (2–4).

At present, the diagnosis of MCI still relies on subjective clinical 
symptoms. Objective examination methods are urgently needed in 
clinical practice. FDG-PET and Amyloid-PET are expensive and 
need to be exposed to radiation, which limits their usefulness (5). As 
a medical imaging technique, MRI has the advantages of 
non-invasive, non-radiation exposure, and high-resolution 
capabilities, making it widely used in the diagnosis and staging of 
neurological diseases. As an important part of emotion regulation, 
the hippocampus and parahippocampal gyrus play key roles in 
cognitive function, especially emotional memory (6, 7). Recent 
studies have reported that the morphology and network connectivity 
changes of the hippocampus and parahippocampal gyrus were 
important indicators of MCI and AD (8–11). However, these studies 
mainly focused on macroscopic markers, but overlooked the small 
structural indicators. Lambin et  al. proposed radiomics in 2012, 
which could help diagnose and differentiate diseases by quantifying 
the subtle information in medical images that were difficult to assess 
with the naked eye (12). Radiomics has shown important application 
value in many neurology diseases, such as PD, AD, epilepsy, and 
brain tumors (13–17). Previously, a radiomics study by Zhang et al. 
suggested that 3D textures of the hippocampus and entorhinal cortex 
might be a diagnostic biomarker for AD (18). Luk et al. used the 
hippocampus texture features of MRI to predict the conversion of 
mild cognitive impairment to AD with an accuracy of 76.2% (19). 
However, most of these literatures used manual methods to segment 
the brain region and extract relevant parameters, which were time-
consuming, taking approximately 4 h to process a patient. These 
shortcomings limited their clinical use greatly. In this study, 
we  developed a CNN-based artificial intelligence model for the 
automatic segmentation and radiomics features extraction of bilateral 
hippocampus and parahippocampal gyrus, and established 
diagnostic models to help distinguish between MCI and HC in a 
short time.

Materials and methods

Patient information

All data in this study were collected from the Alzheimer’s 
disease Neuroimaging Initiative (ADNI) database.1 This study was 
approved by the ethics standards committee of our institution. 

1 http://adni.loni.usc.edu

Totally 248 subjects with 3D-T1 weighted MR structural images, 
including 115 MCI patients and 133 normal individuals were 
included. According to the ADNI protocol, the diagnostic criteria 
for MCI should meet: (a) Cognitive problems reported by 
participants or those around them; (b) The patient showed 
impairment in the subtest logical memory-II on the Wechsler 
Memory Scale R; (c) Mini-Mental State Examination (MMSE) 
score ≥ 24. Clinical information was obtained for all participants, 
including age, sex, education, and MMSE score (Table 1).

Image acquisition and preprocessing

For all participants, 3D-T1-MPRAGE or equivalent protocol 
with slimly different resolutions was used. ADNI website offered 
all of the detailed imaging parameters.2 For scanner 1 (Siemens 
Medical Solutions, 3.0 T), the scanning parameters were listed 
below: repetition time (TR) = 2300.0, echo time (TE) = 3.0, 
matrix = 240 × 256 × 176. For scanner 2 (General Electric 
Healthcare, 3.0 T), the scanning parameters were: TR = 7.7–7.0, 
TE = 3.1–2.8, matrix = 256 × 256 × 196. For scanner 3 (Philips 
Medical Systems, 3.0 T), the MR imaging data were acquired with 
the following parameters: TR = 6.8, TE = 3.1, matrix = 256 × 256 × 
170. The layer thickness of the three different scanners was 1.0 or 
1.2 mm, and the layer spacing was 0.

The hippocampus and parahippocampal 
gyrus segmentation

The hippocampus and parahippocampal gyrus segmentation 
module was implemented using a deep learning algorithm based on a 
3D VB-NET network (20). The data preprocessing module performed 
a series of operations, including rotation, resampling, resizing, skull 
stripping, image non-uniform correction, histogram matching, and 
gray-scale normalization on the MRI images used for training and 
testing. All images were standardized to the size of 
256*256*256*1 mm3 in the standard Cartesian LPI coordinate system, 
and the gray-scale range was within the interval (−1, 1). The model 
was constructed based on 1,800 subjects and evaluation showed an 
averaged 0.92 Dice overlap with ground truth. The segmentation 
process took less than 1 minute for each patient.

2 http://adni.loni.usc.edu/methods/documents/

TABLE 1 The demographic data of MCI and HC groups.

MCI HC t/Z/F p-
value

Sample size 115 133 - -

Gender, female (%) 50 (43.48) 80 (60.15) 6.873 0.009

Age (years) 72.43±7.88 69.13±7.25 −3.441 0.001

Education (years) 16.55±2.36 16.68±2.12 0.480 0.632

MMSE [M (Q1, Q3)] 27.75 (27, 29) 29.03 (29, 30) −5.314 <0.001

MMSE, Mini-Mental State Examination.
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Radiomics features extraction

Totally 2,264 radiomics features were automatically extracted 
from the bilateral hippocampus or parahippocampal gyrus of each 
patient. The radiomics features included four categories of first-
order features, shape features, texture features, and wavelet-based 
features (21). The first-order statistics and shape features could 
reflect the shape and size of the brain region. Texture features 
included Gray Level Co-occurrence Matrix (GLCM) features, Gray 
Level Run Length Matrix (GLRLM) features, Gray Level Size Zone 
Matrix (GLSZM) features, Neighboring Gray Tone Difference 
Matrix (NGTDM) features, and Gray Level Dependence Matrix 
(GLDM) features. The high-level features were obtained through 
24 filters (including Box Mean, additive Gaussian Noise, binomial 
blur, curvature flow, Box-Sigma, normalization, Laplace 
Sharpening, discrete Gaussian, mean, speck noise, recursive 
Gaussian, Shot Noise and LoG with sigma values of 0.5, 1, 1.5 and 
2), as well as wavelet transformations (LLL, LLH, LHL, LHH, HLL, 
HLH, HHL, and HHH).

Radiomics features selection, models 
establishment and validation

All patients were randomly divided into a training group and 
a testing group in an 8:2 ratio. Four feature selection methods, 
namely Relief, Minimum Redundancy Maximum Correlation, 
Recursive Feature Elimination, and LASSO were used to gradually 
select the optimal radiomics features. Then, five independent 
machine learning classifiers, including Support Vector Machine 
(SVM), Random forest (RF), Logistic Regression (LR), Bagging 
Decision Tree (BDT) and Gaussian Process (GP) algorithm were 
trained on the training set, and validated on the testing set in the 
form of 10 fold cross-validation. The flow chart of this study was 
shown in Figure 1.

Statistics analysis

Statistical analysis was conducted using SPSS software 
(version 22.0, IBM). Quantitative data was tested for normality 
using the Kolmogorov–Smirnov method. Continuous variables 
with normal distribution were expressed as mean standard 
deviation and compared using independent sample t-tests. 
Continuous variables without normal distribution were expressed 
as median and compared using the Mann–Whitney U test. 
Classified variables were expressed in frequency (percentage) and 
compared using the chi-square test or Fisher’s exact test. The 
statistical significance was considered to be p < 0.05. The model 
performance was evaluated using the receiver operating 
characteristics (ROC) curve. The area under the curve (AUC), 
sensitivity, specificity, accuracy, as well as F1 score were calculated. 
The calibration curve was used to evaluate the calibration of the 
model, and DCA was used to evaluate the clinical applicability of 
the model.

Results

Totally 115 MCI patients and 133 healthy controls were included 
in this study. There was no significant difference in educational level 
between the MCI and healthy control groups.

In the training set, 200 features were selected from 4,528 
radiomic features of bilateral hippocampus by features 
dimensionality reduction of the Relief, Minimum Redundancy 
Maximum Correlation and Recursive Feature Elimination 
methods. Then 13 optimal features were obtained using the 
LASSO method. According to the same method, 12 optimal 
features were obtained from the bilateral parahippocampal gyrus. 
300 features were selected from radiomic features of both the 
bilateral hippocampus and parahippocampal gyrus by Relief, 
Minimum Redundancy Maximum Correlation and Recursive 

FIGURE 1

The flow chart of segmentation and models construction.
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Feature Elimination methods, and then 15 optimal features were 
obtained as combined features using the LASSO method 
(Figure 2).

Fifteen models were established based on the optimal features 
of the hippocampus, parahippocampal gyrus and combined 
features. ROC curves of GP, LR, SVM, BDT and RF models are 
shown in Figure 3. The DeLong test showed that GP models based 
on combined features (11 features from the hippocampus, and 4 
features from parahippocampal gyrus) showed the best 
performance. The AUC of the training set and test set were 0.954 
(95% CI: 0.929–0.979) and 0.866 (95% CI: 0.757–0.976), 
respectively. The sensitivity, specificity, and accuracy of the training 
set and test set were 0.848, 0.896, 0.874, and 0.870, 0.852, and 
0.860, respectively (Table 2). The calibration curve showed a good 
agreement between the actual and predicted probabilities of the 
sample (Figure 4). Decision curve analysis showed that the GP 
model had the highest clinical net benefit (Figure 5).

Discussion

With the aging of the population, the incidence of AD is increasing 
year by year. It had been proven that AD could be prevented, and the 
key lied in early detection of mild cognitive impairment (22–24). 
Therefore, developing a fast and accurate method to distinguish MCI 
and HC had become an important focus in clinical practice. Previous 
studies had reported that the morphological changes of hippocampal 
regions were closely related to the occurrence of MCI (25, 26). In this 
study, an automatic segmentation framework was established on 
3D-T1 (MPRAGE) sequence images based on a 3D VB-NET deep 
learning model. The bilateral hippocampus and parahippocampal 
gyrus were automatically segmented and a large number of radiomic 
features were automatically extracted. We  found that among the 
classifiers of GP, LR, SVM, BDT, and RF algorithms, the GP classifier 
had the highest classification performance, with an AUC of 0.954 in 
the training set and 0.866 in the test set. Our results showed that the 

FIGURE 2

15 optimal radiomics features were obtained as the optimal combined features using the LASSO method.
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application of artificial intelligence technology to analyze raw 
T1-weighted MRI images could accurately detect MCI from normal 
controls. This was a very objective method that did not rely on the 
patient’s personal medical history or the doctor’s clinical experience. 
Previously, Ferrarini et al. had used markers based on the shape of the 
hippocampus to distinguish between AD and MCI with an accuracy 
of 80% (27). A meta-analysis of the value of hippocampal volume in 
the diagnosis of MCI showed a sensitivity and specificity of 60 and 
75%, respectively (28). Beheshti et  al. used a voxel-based 
morphometric method to construct a structural connection network 
and a support vector machine (SVM) model to achieve a 70.38% 
accuracy for MCI and normal control discrimination (29). Feng et al. 

(30) developed a logistic regression machine learning model to 
identify MCI from normal control with an accuracy of 0.79 and 0.76 
using radiomics features of the hippocampus. In these previous 
studies, the accuracies were low and many software such as VBM, 
SPM, Freesufer, 3DSlicer or Python were used to achieve manual brain 
region segmentation and features extraction, which greatly reduced 
the work efficiency. Compared to them, our method could achieve 
fully automated brain segmentation, feature extraction, and diagnostic 
modeling establishment. Our results were more accurate and the 
results could be obtained in several minutes. It had the characteristics 
of objectivity, high speed, low cost, and high accuracy, making it more 
suitable for clinical application and promotion.

FIGURE 3

The models performance of GP, LR, SVM, BDT, and RF classifiers in the discrimination between MCI and normal controls.

TABLE 2 Performance of GP, BDT, SVM, RF, and LR models on training set and testing set.

AUC Sensitivity Specificity Accuracy

Models Training set Testing set Training set Testing set Training set Testing set Training set Testing set

Hippocampus

GP 0.912 (0.873–0.951) 0.839 (0.718–0.960) 0.761 0.783 0.849 0.889 0.808 0.840

BDT 0.987 (0.974–0.999) 0.855 (0.749–0.961) 0.946 0.739 0.962 0.815 0.955 0.780

SVM 0.888 (0.843–0.933) 0.810 (0.674–0.946) 0.793 0.739 0.821 0.815 0.808 0.780

RF 0.873 (0.825–0.921) 0.815 (0.692–0.938) 0.522 0.565 0.925 0.926 0.737 0.760

LR 0.863 (0.813–0.913) 0.794 (0.655–0.933) 0.750 0.826 0.821 0.778 0.788 0.800

Parahippocampal 

gyrus

GP 0.938 (0.907–0.968) 0.826 (0.709–0.943) 0.848 0.739 0.877 0.778 0.864 0.760

BDT 0.968 (0.946–0.990) 0.736 (0.592–0.880) 0.913 0.739 0.877 0.630 0.894 0.680

SVM 0.845 (0.790–0.900) 0.784 (0.650–0.918) 0.772 0.696 0.811 0.852 0.793 0.780

RF 0.902 (0.861–0.944) 0.731 (0.586–0.876) 0.696 0.522 0.906 0.815 0.808 0.680

LR 0.802 (0.741–0.862) 0.684 (0.528–0.840) 0.685 0.652 0.736 0.667 0.712 0.660

Combined 

features

GP 0.954 (0.929–0.979) 0.866 (0.757–0.976) 0.848 0.870 0.896 0.852 0.874 0.860

BDT 0.989 (0.979–0.999) 0.836 (0.719–0.952) 0.913 0.739 0.962 0.815 0.939 0.780

SVM 0.911 (0.870–0.952) 0.850 (0.737–0.964) 0.826 0.783 0.868 0.852 0.848 0.820

RF 0.925 (0.889–0.961) 0.833 (0.717–0.948) 0.750 0.652 0.953 0.852 0.859 0.760

LR 0.872 (0.823–0.922) 0.853 (0.740–0.967) 0.772 0.826 0.830 0.778 0.803 0.800

GP, Gaussian Process; BDT, Bagging Decision Tree; SVM, Support Vector Machine; RF, Random forest; LR, Logistic Regression.
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FIGURE 4

Calibration curves for GP, LR, SVM, BDT, and RF models.

FIGURE 5

Clinical decision curves of GP, LR, SVM, BDT, and RF models.

Radiomics features contain much microstructure information that 
reflects the underlying early biomarkers of pathophysiology. In this 
study, the optimal model contained 15 radiomics features, including 
11 features from the hippocampus and 4 features from the 
parahippocampal gyrus. The 11 features from the hippocampus 
included 4 first-order features, 3 GLSZM features, 2 GLRLM features, 
and 2 GLCM features. The four radiomic features of the 
parahippocampal gyrus included 2 first-order features, 1 GLCM 
features and 1 GLRLM features. The hippocampus is located between 
the thalamus and the medial temporal lobe of the brain and is part of 
the limbic system. It is mainly responsible for the storage, conversion, 
and orientation functions of short-term memory (31). The 
hippocampus is one of the earliest brain regions affected by 
Alzheimer’s disease. As the disease progresses, hippocampal damage 
gradually worsens, which can help determine the severity of the 
disease, monitor the progress of the disease, or evaluate the 
effectiveness of interventions such as medication, cognitive therapy, 
and healthy lifestyles (32). The parahippocampal gyrus is an important 
structure that assists the hippocampus in its function (33). The 

damage of them can cause abnormalities in emotion, cognition and 
behavior. The first-order features include mean absolute deviation, 
kurtosis, energy and minimum, which mainly reflect the basic 
statistical information of the image from various angles. It could 
measure the asymmetry and flatness of the morphological layout of 
the brain regions. Previously, Feng et  al. had found hippocampal 
neuroanatomical abnormalities of size, shape, gray value distribution 
and spatial heterogeneity in MCI subjects (30). GLSZM, GLRLM, and 
GLCM belong to texture features. They are based on different grayscale 
matrices to evaluate the spatial distribution of pixel intensity. These 
features have been proven to be useful in studying neuropathological 
heterogeneity. When pathological changes occur in the internal 
structure of the brain, its smoothness, roughness, and heterogeneity 
can be reflected through GLSZM, GLRLM, and GLCM features. The 
texture features of hippocampal microstructure have been proven to 
reflect cognitive function in direct and indirect ways (9).

Our study had several limitations. Firstly, this was a retrospective 
cross-sectional study, which did not track the dynamic process of the 
radiomic features. A prospective longitudinal follow-up study in the 
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future is needed. Secondly, the sample size of MCI patients was 
relatively small, and internal cross-validation was adopted; therefore, 
the generalization of the model needed to be further verified by a 
larger sample and external validation. Finally, in order to achieve rapid 
and fully automated diagnosis, this study only considered imaging 
information. Adding more clinical information and biological 
indicators could further increase accuracy.

Conclusion

The GP classifier based on 15 radiomics features of bilateral 
hippocampal and parahippocampal gyrus could detect MCI based on 
conventional MR images with high accuracy. Our fully automatic 
model could rapidly process the MRI data and distinguish MCI and 
HCs in 1 minute. Our method was fast, simple, and accurate, which 
provided important clinical value in assisted diagnosis.
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Radiomics analysis based on 
multiparametric magnetic 
resonance imaging for 
differentiating early stage of 
cervical cancer
Feng Wu 1†, Rui Zhang 1†, Feng Li 1*, Xiaomin Qin 2*, Hui Xing 2, 
Huabing Lv 2, Lin Li 2 and Tao Ai 3

1 Department of Radiology, Xiangyang Central Hospital, Affiliated Hospital of Hubei University of Arts 
and Science, Xiangyang, China, 2 Department of Obstetrics and Gynaecology, Xiangyang Central 
Hospital, Affiliated Hospital of Hubei University of Arts and Science Xiangyang, China, 3 Department of 
Radiology, Tongji Hospital, Tongji Medical College, Huazhong University of Science and Technology, 
Wuhan, China

Objective: To investigate the performance of multiparametric magnetic 
resonance imaging (MRI)—based radiomics models in differentiating early stage 
of cervical cancer (Stage I-IIa vs. IIb-IV).

Methods: One hundred patients with cervical cancer who underwent 
preoperative MRI between June 2020 and March 2022 were retrospectively 
enrolled. Training (n  =  70) and testing cohorts (n  =  30) were assigned by stratified 
random sampling. The clinical and pathological features, including age, 
histological subtypes, tumor grades, and node status, were compared between 
the two cohorts by t-test or chi-square test. Radiomics features were extracted 
from each volume of interest (VOI) on T2-weighted images (T2WI) and apparent 
diffusion coefficient (ADC) maps. The data balance of the training cohort was 
resampled by synthesizing minority oversampling techniques. Subsequently, 
the adiomics signatures were constructed by the least absolute shrinkage and 
selection operator algorithm and minimum-redundancy maximum-relevance 
with 10-fold cross-validation. Logistic regression was applied to predict the 
cervical cancer stages (low [I-IIa]) and (high [IIb–IV] FIGO stages). The receiver 
operating characteristic curve (area under the curve [AUC]) and decision curve 
analysis were used to assess the performance of the radiomics model.

Results: The characteristics of age, histological subtypes, tumor grades, and 
node status were not significantly different between the low [I-IIa] and high [IIb–
IV] FIGO stages (p  >  0.05 for both the training and test cohorts). Three models 
based on T2WI, ADC maps, and the combined were developed based on six 
radiomics features from T2WI and three radiomics features from ADC maps, 
with AUCs of 0.855 (95% confidence interval [CI], 0.777–0.934) and 0.823 (95% 
CI, 0.727–0.919), 0.861 (95% CI, 0.785–0.936) and 0.81 (95% CI, 0.701–0.918), 
0.934 (95% CI, 0.884–0.984) and 0.902 (95% CI, 0.832–0.972) in the training 
and test cohorts.

Conclusion: The radiomics models combined T2W and ADC maps had good 
predictive performance in differentiating the early stage from locally advanced 
cervical cancer.
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1 Introduction

Cervical cancer (CC) is one of the most common malignant 
among women worldwide and also the second leading cause of cancer 
deaths among women in China (1–3). Although evidence shows that 
the incidence of CC in developed countries is declining (3, 4), the 
age-standardized morbidity and mortality of CC in China have shown 
a significant upward trend (3). In China, the incidence rate of CC has 
increased from 10 to 40% over the past 30 years (3).

International Federation of Obstetrics and Gynecology (FIGO) 
staging of CC has always been the staging system commonly used in 
clinical diagnosis and treatment. CC is primarily managed by surgical 
treatment or radiotherapy, with chemotherapy as a valuable adjunct. 
Surgery is the first choice for treating stage IA1, IA2, IB1, IB2, and IIA1 
lesions (5). Concurrent chemoradiation is the standard treatment for 
stages IB3, IIA2, III, and IV diseases. A radical trachelectomy can 
be performed for young women interested in preserving their fertility, 
and it is suitable for stage IA2–IB1 tumors with a maximum diameter 
of no more than 2 cm (5). Given the excellent prognosis of early-stage 
CC and that as many as 40% of the women affected by these tumors are 
of reproductive age, fertility-sparing surgery has become a priority (6).

Magnetic resonance imaging (MRI) can noninvasively assess 
tumor size and the extent of invasion owing to its merits of 
multiparametric and multidirectional imaging with high soft tissue 
resolution (7, 8). Therefore, imaging is complementary to clinical 
assessment with MRI, which is accepted as the optimal modality for 
staging CC. Important information about the morphology and extent 
of interstitial invasion of CC can be  obtained from T2-weighted 
(T2W) images (9). The apparent diffusion coefficient (ADC) maps 
provide information about water fluidity and tissue cell structure to 
characterize cancer quantitatively (10).

The heterogeneity of CC is inconsistent among different FIGO 
stages, histological subtypes, and tumor grades (9). It is an essential 
factor that can predict tumor aggressiveness and could also be reflected 
in MRI. However, these heterogeneities may be considered similar just 
by visual assessment of MRI with the radiologist’s naked eye. Radiomics 
is an evolving field that involves extracting many quantitative features 
from images, such as MRI, computed tomography, and ultrasound, and 
using a high-throughput process that effectively transforms images into 
quantitative data to provide more valuable information (11). A series 
of quantitative features that have been generated can be further used to 
measure intra-tumor heterogeneity. Currently, several recent studies 
have described the use of radiomics in CC, mostly on 
clinicopathological characteristics (9, 12), parametrial invasion (13), 
pelvic lymph node metastases (14, 15), and predictive performance (16, 
17). However, few studies have assessed the performance of radiomics 
in predicting the stage of cervical cancer, which essentially influences 
treatment decision-making in the clinical setting. Thus, this study 
aimed to investigate the predictive performance of multiparametric 
MRI-based radiomics models in differentiating the low (I-IIa) and high 
(IIb–IV) FIGO stages of cervical cancer.

2 Materials and methods

2.1 Patients enrollment

This study was approved by the institutional ethics review board 
of our hospital (approval no. 2022–027), and the informed consent 

requirement was waived due to the retrospective study. The patients 
were enrolled through the following inclusion criteria: (a) patients 
with histologically confirmed CC; (b) patients who have not 
undergone therapy (neoadjuvant chemotherapy, radiotherapy, or 
conization) before MRI examination; (c) patients undergoing 
T2-weighted imaging (T2WI) with fat suppression, and DWI with 
ADC maps; and (d) classify the cases based on the 2018 FIGO system. 
The exclusion criteria were as follows: (a) patients with tumors that 
were too small for the region of interest (ROI) to be accurately drawn, 
(b) patients with poor MRI image quality resulting from artifacts, (c) 
patients with incomplete clinicopathological data, and (d) patients 
with rare histological subtypes. Between June 2020 and March 2022, 
100 patients with CC participated in our study. According to the 
proportion of 7:3, the 100 patients were randomly divided into two 
independent cohorts, a training and a test cohort (Figure 1).

All patients’ clinical and pathologic features, including age, 
treatment, FIGO stage, pathological information, and serum 
squamous cell carcinoma antigen (SCC-Ag) levels before treatment, 
were derived from the medical records. The treatments were divided 
into surgical and non-surgical treatments. FIGO stages were 
dichotomized into low (I-IIa) and high (IIb–IV) FIGO stages. The 
assessed pathological information comprised histological subtypes, 
tumor grades, invasion depth, and lymphovascular space invasion 
(LVSI) according to the World Health Organization Classification of 
Tumors of Female Reproductive Organs. There are two histological 
subtypes of squamous cell carcinoma (SCC) and adenocarcinoma 
(ACA). Tumor grades were divided into three groups: well (G1), 
moderately (G2), and poorly differentiated (G3). Invasion depth was 
classified into inner, middle, and outer layers. After reviewing the MRI 
of all patients, the node status was recorded by two radiologists with 
five and more than ten years of experience in gynecological cancer 
diagnosis, respectively. Any disagreements were resolved by discussion 
and consensus. Nodal status was based on T2WI. The positive lymph 
node was defined as the short axis of the lymph node >10 mm, 
spiculated or lobulated margin, or internal necrosis (9).

2.2 MRI acquisition

All preoperative MR examinations were performed with a 3.0 T 
platform with respiratory gating technology and an eight-channel 
phased array body coil (Siemens Medical Solutions, Verio 3.0, 
Germany). All recruited patients underwent T2W fat-suppressed and 
diffusion-weighted imaging (DWI) sequences acquired before surgery 
or chemoradiation. The ADC was calculated according to the 
traditional single exponential model, and patients were advised to fast 
for 5–6 h before examination (9). Conventional MRI comprised 
oblique axial T2W images (echo time [TE], 82 ms; repetition time 
[TR], 3,800 ms; gap, 2 mm; slice thickness, 5 mm; field of view [FOV], 
320 × 320 mm) with fat suppression and transverse DWI (TE, 52 ms; 
TR, 3900 ms; gap, 2 mm; slice thickness, 5 mm; FOV, 320 × 256 mm; 
and b values, 50 and 800 s/mm2).

2.3 Image segmentation and radiomics 
feature extraction

The solid lesions’ three-dimensional volumes of interest (VOIs) 
were manually segmented using ITK-SNAP (version 3.8.0), a free and 
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open-source software. A junior radiologist (with five years of 
experience in diagnosing gynecologic cancer) manually delineated the 
low-signal rim of the tumor from adjacent normal tissue, excluding 
high-signal areas within the lesion, on high-spatial-resolution axial 
T2W images. The VOI segmentation was performed on DWI with a 
b value of 800 s/mm2 and then mapped into the ADC image. All 

segmented VOIs were confirmed and corrected by a senior radiologist 
(with >10 years’ experience in gynecological tumor diagnosis). The 
radiologists were blinded to the clinicopathological results. Another 
junior radiologist (three years of experience in diagnosing 
gynecological diseases) independently performed manual 
segmentation of these lesions to analyze interobserver reproducibility. 

FIGURE 1

Schematic diagram for patient selection.
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The radiologists performed manual segmentation blinded to 
diagnostic information such as clinical and histopathology.

Python (version 3.7.5) with the PyRadiomics package (https://
github.com/AIM-Harvard/pyradiomics.git, version 3.0.1) extracted 
radiomics features from T2W and ADC images. All radiomics features 
were extracted from the original image and wavelet-filtered image, 
which could be divided into three groups: 18 first-order statistics, 14 
shape features, and 75 textural features. The feature extraction method 
is provided on an official website.1 Before radiomics feature extraction, 
all T2W and ADC maps were normalized using the z-score method 
and voxel size resampling by 1 × 1 × 1 mm. Finally, 851 features are 
extracted in each VOI of the T2W and ADC images, respectively.

2.4 Feature selection and radiomics model 
building

The interobserver reproducibility of each radiomics feature was 
assessed using the interclass correlation coefficient (ICC). The 
ICC > 0.80 was considered excellent and included in subsequent 
analyses. The synthetic minority oversampling technique (SMOTE) 
method dealt with the balance of balanced categories in the training 
cohort to prevent bias in the construction of the predictive model 
because the sample size of the high FIGO stage was 33.3% less than 
the sample size of the low FIGO stage. The training dataset used for 
model building analysis was the training dataset after SMOTE 
processing (training-SMOTE cohort). The low/high FIGO stage of CC 
patients were 1:1 (42 low FIGO stage patients and 42 high FIGO stage 
patients) in the SMOTE-training cohort.

To reduce redundancy, spearman correlation analysis was used to 
eliminate features with a Spearman correlation coefficient > 0.9. The 
top 10 features with low redundancy and high correlation with CC 
were selected for the following analysis using the minimum 
redundancy maximum correlation (mRMR) algorithm. Then, the least 
absolute shrinkage and selection operator (LASSO) method was used 
to screen the radiomics features that helped predict the CC therapy 
method in the training cohort with SMOTE. A total of 10 cross-
validation methods were used to identify the model’s generalization 
performance in the LASSO method. The single radiomics model using 
T2W images (T2 model) and ADC maps (ADC model) was weighted 
using coefficients of selected features with optimal adjustment weights 
in LASSO logistic regression. The combined model was developed 
based on multivariate analysis’s T2 and ADC models.

2.5 Statistical analyses

We conducted differences analysis of the characteristics of patients 
between the training and test cohorts, using the chi-square test for 
categorical variables and Student’s t-test for continuous variables. The 
interobserver reproducibility of the radiomics features evaluating the 
interobserver agreement among radiologists was accessed using the 
ICC, with a coefficient greater than 0.8, indicating good reproducibility. 
Receiver operating characteristic (ROC) curve analysis was used to 

1 https://pyradiomics.readthedocs.io/en/latest

assess the diagnostic performance of the radiomics models for 
predicting CC. The optimal cutoff value for predictive diagnosis for 
radiomics models was determined by maximizing the Youden index 
in the training cohort with SMOTE. The areas under the ROC (AUC), 
accuracies, specificities, sensitivities, negative predictive values, and 
positive predictive values were used to quantify the diagnostic 
performance of the radiomics models. Decision curve analysis (DCA) 
was used to assess the clinical usefulness of the models. This study’s 
statistical analysis was performed using R (version 3.6.1, https://
www.r-project.org). p < 0.05 (two-tailed) was considered to 
be statistically significant.

3 Results

3.1 Clinical characteristics

The clinical characteristics of the patients are summarized in 
Table 1. In the invasion depth, LVSI, and tumor grade groups, the 
pathological information of some patients not undergoing surgery 
(such as those receiving chemotherapy) was missing. In 100 patients 
with CC (mean age, 53.48 ± 10.58 years), 90 and 10 had SCC and ACA, 
respectively. All patients in the training and test cohorts were further 
divided into the low (n = 61) and high (n = 39) FIGO stage cohorts. The 
rates of low FIGO stages in the training and test cohorts remained 
balanced (0.600 and 0.633, respectively, p = 0.374). The clinical and 
pathologic characteristics, including age and histological subtype, 
were not significantly different between the two cohorts (p > 0.05). 
Furthermore, the MR-reported nodal status was not significantly 
different between the low and high FIGO stage cohorts (p = 0.385).

3.2 Radiomics model construction

The low/high FIGO stage cohort in the training cohort was 
converted from 42/28 to 42/42 using the SMOTE method. In total, 221 
features were screened from each VOI in a T2W image, and the 
features were reduced to six CC-related features after the application 
of the mRMR and LASSO algorithms in the training-SMOTE cohort 
(Figures  2A–C). Similarly, the 230 ADC radiomics features were 
reduced to three imaging biomarkers after applying the mRMR and 
LASSO algorithms in the training-SMOTE cohort (Figures 2D–F). 
The ICC ranges for T2W and ADC image radiomics features were 
0.34–0.99 and 0.21–0.99, respectively. The T2 and ADC model 
calculation formulae were as follows:

T2 radiomics signature =
−1.624 – 5.923 × wavelet.HHH_firstorder_Uniformity
−3.922 × wavelet.LLH_glcm_ClusterTendency
−2.531 × wavelet.HHL_glcm_Correlation
−0.163 × wavelet.HHL_glszm_LowGrayLevelZoneEmphasis
+0.271 × original_shape_Flatness
+0.660 × wavelet.

HHH_glszm_SmallAreaHighGrayLevelEmphasis
ADC radiomics signature =
0.431 + 0.431 × wavelet.LHL_glcm_Imc1
+0.523 × wavelet.HLL_glcm_Idn
+0.782 × wavelet.HLL_glszm_SmallAreaEmphasis
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3.3 Radiomics model performance

In the training cohort, the AUCs of the T2W, ADC, and 
combined models of predicting CC were 0.823 (95% CI, 0.727–
0.919), 0.810 (95%CI, 0.701–0.918), and 0.902 (95% CI, 0.832–0.972), 
respectively. In the test cohort, the AUCs were 0.829 (95% CI, 0.658–
0.999), 0.773 (95% CI, 0.578–0.969), and 0.856 (95% CI, 0.707–
1.000). The sensitivities of the three models for predicting CC were 

0.929 and 0.889, 0.762 and 0.722, 0.857 and 0.833 in the training and 
test cohorts. In the training and test cohorts, the specificities of the 
three models were 0.536 and 0.583, 0.714 and 0.667, and 0.857 and 
0.833. The accuracies were 0.771 and 0.767, 0.743 and 0.700, and 
0.857 and 0.833  in the training and test cohorts. The AUCs, 
accuracies, sensitivities, and specificities of the three models are 
shown in Table 2. Figure 3 shows the ROC curves of the three models. 
The results showed that the combined model had better diagnostic 

TABLE 1 Clinical characteristics of the patients with CC in the training and test cohorts.

Characteristics Overall Training 
cohort

Test cohort p SMD Missing

100 70 30

Age (mean [SD]) 53.480 (10.580) 55.260 (10.610) 50.980 (11.250) 0.380 0.070 0

Nodal status 0.385 0.255 0

  Positive (%) 24 (24.000) 19 (27.143) 5 (16.667)

  Negative (%) 76 (76.000) 51 (72.857) 25 (83.333)

Before SCC (median [IQR]) 1.960 (0.880–5.850) 2.040 (0.850–5.910) 3.080 (1.270–4.890) 0.958 0.041 0

Neoadjuvant chemotherapy 0.269 0.316 0

  Positive (%) 22 (22.000) 18 (25.714) 4 (13.333)

  Negative (%) 78 (78.000) 52 (74.286) 26 (86.667)

Surgery 0.374 0.243 0

  Positive (%) 68 (68.000) 50 (71.429) 18 (60.000)

  Negative (%) 32 (32.000) 20 (28.571) 12 (40.000)

Histological subtype 0.716 0.153 0

  Adenocarcinoma (%) 10 (10.000) 6 (8.571) 4 (13.333)

Squamous cell carcinoma (%) 90(90.000) 64(91.429) 26 (86.667)

Tumor grades (%) 0.393 0.322 18

  G1 6 (6.000) 3 (4.286) 3 (10.000)

  G2 15 (15.000) 12 (17.143) 3 (10.00)

  G3 61 (61.00) 43 (61.428) 18 (60.000)

Depth (%) 0.801 0.164 22

  Inner 23 (23.000) 15 (21.428) 8 (26.667)

  Middle 15 (15.000) 11 (15.714) 4 (13.333)

  Outer 40 (40.000) 25 (35.714) 15 (50.000)

LVSI 0.954 0.076 22

  Positive (%) 42 (42.000) 29 (41.428) 13 (43.333)

  Negative (%) 36 (36.000) 26 (37.143) 10 (33.333)

FIGO stage (%) 0.337 0.502 0

  I 42 (42.000) 30 (42.857) 12 (40.000)

  IIA 19 (19.000) 12 (17.142) 7 (23.333)

  IIB 8 (8.000) 4 (5.714) 4 (13.333)

  III 27 (27.000) 20 (28.571) 7 (23.333)

  IV 4 (4.000) 4 (5.714) 0 (0.000)

FIGO group 0.374 0.056

  Low FIGO (I-IIa) 61 (61.000) 42 (60.000) 19 (63.333)

  High FIGO (IIb-IV) 39 (39.000) 28 (40.000) 11 (36.667)

SD, standard deviation; SMD, standardized mean difference; IQR, interquartile range; LVSI, lymphovascular space invasion; FIGO, international federation of obstetrics and gynecology.
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and predictive performance than the T2W and ADC models alone. 
The DCA was applied to evaluate the clinical usefulness, showing that 
the combined model could provide benefits in the training cohort 
(Figure 4A), with the threshold probability greater than 0.200, and in 
the test cohort (Figure 4B), with the threshold probability between 
0.150 and 0.850.

4 Discussion

In our study, we successfully constructed a radiomics model for the 
preoperative prediction of CC therapy (surgical and non-surgical 
treatment). The radiomics model incorporated the ADC map and 
T2W radiomics signature, and the results were validated in the test 

FIGURE 2

Magnetic resonance-based radiomics feature selection using the least absolute shrinkage and selection operator (LASSO) method in the training 
cohort. (A,D) The optimal penalty coefficient lambda (λ) for the feature of the T2W (A) and apparent diffusion coefficient (ADC) (D) images was 
obtained based on 10-fold cross-validation. (B,E) Changes in the corresponding coefficients of T2W and ADC image features during Lasso analysis. 
The vertical dashed line represents the optimal λ, corresponding to six (T2) and three (ADC) nonzero feature coefficients.

TABLE 2 Performance of the sequences models.

AUC SEN SPE ACC NPV PPV

T2 model
Training cohort

0.823 (0.727–

0.919)

0.929 (0.833–

1.000)

0.536 (0.357–

0.714)

0.771 (0.656–

0.863)

0.833 (0.661–

1.000)

0.750 (0.632–

0.868)

Test cohort
0.787 (0.604–

0.969)

0.889 (0.722–

1.000)

0.583 (0.333–

0.833)

0.767 (0.577–

0.901)

0.778 (0.506–

1.000)

0.761 (0.579–

0.944)

ADC model
Training cohort

0.810 (0.701–

0.918)

0.762 (0.619–

0.881)

0.714 (0.536–

0.857)

0.743 (0.624–

0.840)

0.667 (0.624–

0.840)

0.800 (0.676–

0.924)

Test cohort
0.806 (0.634–

0.977)

0.722 (0.500–

0.889)

0.667 (0.417–

0.917)

0.700 (0.506–

0.853)

0.615 (0.807–

0.993)

0.764 (0.563–

0.996)

Combined model
Training cohort

0.902 (0.832–

0.972)

0.857 (0.738–

0.952)

0.857 (0.714–

0.964)

0.857 (0.753–

0.929)

0.800 (0.657–

0.943)

0.900 (0.807–

0.993)

Test cohort
0.852 (0.683–

1.000)

0.833 (0.667–

1.000)

0.833 (0.583–

1.000)

0.833 (0.653–

0.944)

0.769 (0.540–

0.998)

0.882 (0.729–

1.000)

AUC, area under the curve; SEN, sensitivity; SPE, specificity; ACC, accuracy; PPV, positive predictive value; NPV, negative predictive value.
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cohort. The established radiomics model demonstrated good 
discrimination and predictive power in both cohorts.

Treatment options for early-, intermediate-, and advanced-stage 
CC vary widely based on the latest FIGO staging system from 2018. 
Despite technological advancements in imaging-based diagnostics, 
many studies have shown that the morphological evaluation of MR 
images involves many subjective viewpoints. Many patients are 
misclassified, such as evaluating lymph node metastasis and 
parametrial invasion (18, 19).

Multidimensional characterization of radiomics features and 
quantification of detailed information in tumor images can reflect 
heterogeneity among different tumors. Therefore, preoperative 
radiomics signatures can provide a more objective and accurate 
assessment. Preoperative MR imaging can improve clinical staging 

accuracy by assessing the tumor’s location and size, parametrial 
invasion, and lymph node metastasis to select more appropriate 
treatment plans. Previous studies involving the radiomics method have 
noted their predictive value for diagnosing tumors and therapeutic 
effects accurately. Some of these studies have shown that the 
performance of radiomics models can be improved by using the high-
throughput features of multiparametric images of tumor lesions (20, 
21). Therefore, in our study, we extracted and screened some radiomics 
features from T2WI and ADC maps and finally obtained radiomics 
signatures based on T2WI and ADC. The results demonstrated that 
radiomics features from T2WI and ADC have roughly similar 
discrimination performance for therapy method prediction.

The T2WI-ADC-combined radiomics features contained more 
wavelet filtered features, most likely because the filter could map the 

FIGURE 3

The receiver operating characteristic (ROC) curves of the T2 (green line), apparent diffusion coefficient (ADC) (blue line), and combined (red line) 
model. The receiver operating characteristic curve shows the combined model is better than the separate T2 and ADC model in the training (A) and 
test (B) cohorts.

FIGURE 4

The decision curve analysis (DCA) of the combined model (red line). The vertical and horizontal axes represent net benefit and threshold probability, 
respectively. The DCA revealed that the combined model could provide benefits in the training cohort (A), with the threshold probability between 
0.200 and 1, and in the test cohort (B), with the threshold probability between 0.150 and 0.850.
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image to several transform domains and better conveyed the tumor’s 
biological information (22). The wavelet transform can also gradually 
convert image information into low- and high-frequency information, 
which improves local features, increases information content in tumor 
images, and provides more information about the biological behaviors 
and heterogeneity of different tumors at multiple scales (22, 23). There 
was an original feature named original_shape_Flatness in the T2WI 
radiomics features. The lesions in the high FIGO stage cohort were more 
irregular in shape because of the larger size of the tumor, deep stromal 
invasion, or parametrial invasion than those in the low FIGO stage cohort 
(24). Lee, in a review, stated that the 2018 revision of FIGO requires a 
more accurate description of the size of primary tumors and should 
be measured using MRI, especially for cervical resection plans (25).

DWI describes water mobility within the lesion tissue and enables 
quantitative evaluation of the diffusion properties of diseased tissues 
according to the calculated ADC (10). This quantitative parameter has 
been used in many studies to characterize tumors or assess their 
response to treatment (24, 26). Several studies have found that in CC, 
the minimum ADC values of tumors have been related to SCC, tumor 
grades, parametrial invasion, and poor survival rate. Furthermore, the 
changes in ADC values of lesions during radiotherapy and chemotherapy 
are also associated with the treatment response of tumors (10, 24, 27, 28). 
Haldorsen et al. considered that the ADC value of the tumor provides 
additional information about the microstructure of the tumor that may 
be relevant for staging and prediction of CC (24).

T2WI can provide detailed morphological features of CC in 
patients, and the features extracted from T2WI in this study have high 
sensitivity and low specificity. The low specificity of T2WI may be due 
to high-signal edema or inflammation within the paracervical fascia, 
which is indistinguishable from high-signal tumors (29). However, a 
combination of T2 and ADC prediction models can solve this 
problem. Many previous studies have found that radiomics features 
extracted from T2WI can help predict cervical lymph node metastasis 
and parametrial infiltration (9, 16, 21).

In the 2018 edition of the FIGO staging system, preoperative MR 
lymph node status is directly involved in IIIC staging (5). We used this 
as an important independent factor in the study; the results did not 
perform relatively well. Previous studies have used different tumor 
diameters to forecast the risk of parametrial invasion in patients with 
early-stage CC, and the measurement and selecting standards for 
tumor diameter have also varied from the different studies (19, 30). 
Some studies have found no direct correlation between tumor diameter 
and lymph node metastasis (21). Prediction of a therapeutic method 
relying on tumor diameter might not apply in clinical settings. Previous 
studies have shown that patient age is also an important independent 
factor for para-uterine invasion and lymph node metastasis prediction 
of CC (31, 32); however, the results did not perform relatively well in 
predicting the CC therapy method in our study. Gravdal et al. reported 
that the incidence of CC in women aged <30 years has increased in 
European countries over the past 20 years, but overall, the cancer does 
not tend to be more advanced when detected (33). The same study 
from the UK concluded that CC in younger women (aged 20–24 years) 
tended to be more advanced than in older women and is often a rarer 
histological type (34). In our study, there were only four patients aged 
<30 years with pathology of SCC, and statistical differences may not 
have been noted. SCC-Ag is currently the most widely used biomarker 
for diagnosing and estimating the effect of chemotherapy in patients 
with CC (21, 32). Shou et al. found that the serum SCC-Ag level was 
statistically associated with advanced FIGO stage (35). However, some 

studies have shown no relationship between SCC-Ag level and clinical 
stage (36). We also included preoperative SCC-Ag levels as a clinical 
factor, and there was no correlation between SCC-Ag levels and 
prediction of the CC therapy method. However, further studies with 
larger sample sizes are warranted.

Our study has some limitations. First, MRI acquisition and 
segmentation were independently obtained by two radiologists using 
a consensus, and further studies are needed to validate inter- and 
intra-observer repeatability. Second, in our study, radiomics features 
extracted from T2W images had low specificity, and further research 
with larger sample sizes or wider range of clinical and imaging features 
are required. Furthermore, all subjects in our study had ACAs and 
squamous carcinomas. Different histological subtypes of CC should 
be thoroughly studied in the future.

In conclusion, radiomics models were constructed from the ADC 
maps and T2WI, which were robust in differentiating the low (I-IIa) 
and high (IIb–IV) FIGO stages of cervical cancer, which may 
be valuable for the therapy decision-making in cervical cancer. The 
results also suggest that the combination model based on T2WI and 
ADC maps had the best performance in predicting the CC stage.
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Objective: High-grade serous ovarian cancer (HGSOC) has the highest mortality 
rate among female reproductive system tumors. Accurate preoperative 
assessment is crucial for treatment planning. This study aims to develop multitask 
prediction models for HGSOC using radiomics analysis based on preoperative 
CT images.

Methods: This study enrolled 112 patients diagnosed with HGSOC. Laboratory 
findings, including serum levels of CA125, HE-4, and NLR, were collected. 
Radiomic features were extracted from manually delineated ROI on CT images 
by two radiologists. Classification models were developed using selected 
optimal feature sets to predict R0 resection, lymph node invasion, and distant 
metastasis status. Model evaluation was conducted by quantifying receiver 
operating curves (ROC), calculating the area under the curve (AUC), De Long’s 
test.

Results: The radiomics models applied to CT images demonstrated superior 
performance in the testing set compared to the clinical models. The area under 
the curve (AUC) values for the combined model in predicting R0 resection 
were 0.913 and 0.881  in the training and testing datasets, respectively. De 
Long’s test indicated significant differences between the combined and clinical 
models in the testing set (p  = 0.003). For predicting lymph node invasion, 
the AUCs of the combined model were 0.868 and 0.800 in the training and 
testing datasets, respectively. The results also revealed significant differences 
between the combined and clinical models in the testing set (p = 0.002). The 
combined model for predicting distant metastasis achieved AUCs of 0.872 
and 0.796 in the training and test datasets, respectively. The combined model 
displayed excellent agreement between observed and predicted results in 
predicting R0 resection, while the radiomics model demonstrated better 
calibration than both the clinical model and combined model in predicting 
lymph node invasion and distant metastasis. The decision curve analysis (DCA) 
for predicting R0 resection favored the combined model over both the clinical 
and radiomics models, whereas for predicting lymph node invasion and distant 
metastasis, DCA favored the radiomics model over both the clinical model and 
combined model.

Conclusion: The identified radiomics signature holds potential value in 
preoperatively evaluating the R0, lymph node invasion and distant metastasis in 
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patients with HGSC. The radiomics nomogram demonstrated the incremental 
value of clinical predictors for surgical outcome and metastasis estimation.

KEYWORDS

radiomics, preoperative evaluation, serous ovarian cancer, computer tomography, 
nomogram

1 Introduction

High-grade serous ovarian cancer (HGSOC) is the malignant 
tumor with the highest mortality rate in female reproductive system 
at present. The early clinical symptoms of HGSOC are not obvious, 
and most patients are already in the middle to late stage when 
detected. The current standard treatment methods for HGSOC are 
platinum-based chemotherapy after primary tumor reduction 
surgery (PDS), or intermittent tumor reduction surgery after 
neoadjuvant chemotherapy (1). Studies have shown that these two 
treatment methods can achieve similar prognosis in patients with 
stage IIIC-IV ovarian cancer (2). However, for patients who are 
suitable for early surgical intervention, the biggest risk of undergoing 
surgical treatment after chemotherapy is the possibility of losing the 
opportunity for early surgery and developing tolerance to chemical 
drugs (3). Additionally, the residual lesion size after tumor reduction 
surgery is one of the most important independent risk factors for the 
prognosis and survival of ovarian cancer patients (4). Therefore, 
precise preoperative evaluation of tumors is crucial for selecting 
treatment plans. Factors such as lymph node invasion, distant 
metastasis, and whether complete resection of all visible diseases (R0 
resection) can be  achieved are important considerations for 
preoperative evaluation.

Radiomics is a powerful and promising image mining method 
that utilizes high-throughput feature selection based on imaging data. 
It has been proven to improve diagnostic accuracy, evaluate treatment 
response, and predict prognosis (5, 6). Several published radiomics 
prediction models have been established based on computer 
tomography (CT) (7, 8). However, these radiomics models mainly 
focused on the location, size, and the metastasis of the abdomen, and 
they all focused on a single prediction point. In this study, we aimed 
to establish multitask prediction models for HGSOC by utilizing 
preoperative CT image assessments based on radiomics.

2 Materials and methods

2.1 Study population

This retrospective study was approved by our hospital ethics 
committee, and the requirement for patient informed consent was 
waived. A total of 112 consecutive patients (age range: 36–84 years) 
with confirmed serous ovarian cancer based on pathology were 
enrolled in our study. The enrollment period spanned from November 
2012 to January 2022.

Patients’ laboratory findings, including serum cancer antigen-125 
(CA125), serum human epididymis protein 4 (HE-4) level, and 
neutrophil-to-lymphocyte ratio (NLR), were collected from the 

electronic medical record. Additionally, preoperative unenhanced CT 
scans of the abdomen and pelvis were obtained. A total of 112 
patients were included in the study to predict R0 status, lymph node 
invasion, and distant metastasis.

2.2 Radiomics analysis

The workflow of radiomics analysis consists of five steps: obtaining 
ROI, computing features, selecting features, constructing the model, 
and evaluation. Radiomics analysis was performed using the uAI 
Research Portal (United Imaging Intelligence, China), which is a 
clinical research platform implemented in Python programming 
language (version 3.7.3). the widely used package PyRadiomics 
package1 (9, 10) was utilized for this analysis.

The volume of the entire ovarian lesion was manually delineated 
on CT images by two radiologists (L. Fu with 12 years of imaging 
experience and WJ. Wang with 14 years of imaging experience) 
using the uAI Research Portal, denoted as ROI (region of interest). 
A total of 2,264 radiomic features were extracted from the ROI on 
each CT image, including 104 original features grouped as: 18 the 
first-order statistics, 72 texture, and 14 shape features. Among 14 
shape features, selection was done only on original images, while 
the others were based on both original images and images processed 
through 25 filters such as boxmean, wavelet, laplacian, etc. To 
account for any difference in index dimension, the extracted 
radiomic features for each sequence were standardized into normal 
distributed z-scores. For the three classification tasks, the top 10, 9, 
and 8 highest-ranking radiomic features were selected, respectively, 
on CT images using feature selection methods such as K best and 
least absolute shrinkage and selection operator regression (LASSO), 
as shown in Figure 1.

To evaluate the performance of the classifier and protect against 
overfitting due to the limited amount of data, we  used the cross-
validation method. Specifically, we employed 5-fold cross-validation 
(9). The feature set was randomly split into five partitions, ensuring 
that each partition maintained the same ratio of positive and negative 
images. During each fold, the classifier was trained on four-fifths of 
the dataset and validated on the remaining partition. This process was 
repeated five times with different subgroups, resulting in five distinct 
training/testing sets. The average performance across these folds was 
then calculated to obtain an overall result. To maximize the 
discrimination ability of the radiomics algorithm, we implemented 
machine learning classifiers including logistic regression (LR), 

1 https://pyradiomics.Readthedocs.io/en/latest/index.html
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random forest, decision tree, and support vector machine (SVM) for 
model construction.

Using the selected optimal feature sets, we  constructed 
classification models to predict R0 status, lymph node invasion, and 
distant metastasis. Finally, we plotted receiver operating characteristic 
(ROC) curves and calculated the area under the curve (AUC), 
sensitivity, specificity, and accuracy to evaluate the performance of 
the models.

2.3 Statistical analysis

All statistical analyses for the present study were performed using 
SPSS software (version 26.0), R (version 4.1.0), and Python (version 
3.5.6). A significance level of p < 0.1 was considered statistically 

significant. DeLong’s test was used to compare the AUC values of 
different models.

3 Results

3.1 Clinical characteristics

The clinical baseline data of patients are presented in Table 1 for 
three postoperative predictors. Firstly, a total of 112 patients were 
included to predict R0 status, with 80 patients classified as non-R0 
status and 32 patients as R0 resection. The cancer antigen-125 
(CA125), human epididymis protein 4 (HE-4), and lymphocyte levels 
showed significant differences between the R0 and non-R0 groups 
(p < 0.05), while no significant differences were observed in patient 

FIGURE 1

Flowchart of radiomics analysis.

98

https://doi.org/10.3389/fmed.2024.1334062
https://www.frontiersin.org/journals/medicine
https://www.frontiersin.org


Fu et al. 10.3389/fmed.2024.1334062

Frontiers in Medicine 04 frontiersin.org

age, neutrophil-to-lymphocyte ratio (NLR), and Neutrophils (all 
p > 0.05). Secondly, among the 112 patients collected for predicting 
lymph node invasion, 58 patients had non- Invasion status and 54 
patients had Invasion. The NLR and Neutrophils showed significant 
differences (p < 0.05), while no significant difference was detected in 
other characteristics. Thirdly, the 112 patients were collected to predict 
distant metastasis, with 79 patients having non- Metastasis status and 
33 patients having Metastasis. The age did not show a significant 
difference (p > 0.01), while significant differences were noted in other 
characteristics (all p < 0.05).

3.2 Performances of clinical and CT 
radiomics models

The predictive performance of each model is presented in Table 2. 
The clinical models exhibited relatively poor predictive performance 
in the testing set, utilizing six clinical characteristics (AUC_R0 = 0.675, 
AUC_Invasion = 0.591, AUC_Metastasis = 0.729). In contrast, the 
radiomics models on CT images demonstrated better performance in 
the testing set (AUC_R0 = 0.872, AUC_Invasion = 0.770, 

AUC_Metastasis = 0.795) than the clinical models. De Long’s test 
indicated significant differences between the radiomics and clinical 
models for predicting R0 and lymph node invasion in the testing set 
(p = 0.003 and 0.011, respectively). However, there was no statistical 
difference between the radiomics and clinical models for predicting 
distant metastasis (p = 0.367).

3.3 Performances of radiomics-clinical 
comprehensive models

The model for predicting R0 was developed using 10 radiomics 
features and three clinical features, including CA125, HE-4, 
lymphocyte. The AUCs of the combined model were 0.913 and 
0.881 in the training and testing datasets, respectively (Figure 1 and 
Table 2). De Long’s test revealed significant differences between the 
combined and clinical models in the testing set (p = 0.003). However, 
there was no statistical difference between the combined and 
radiomics models (p = 0.756).

The predicting lymph node invasion model was established based 
on 12 radiomics features and two clinical features, including NLR and 

TABLE 1 Patient characteristics for three predicting postoperative results.

Predicting R0 Predicting lymph node invasion Predicting distant metastasis

Non-R0
(n =  80)

R0
(n =  32)

p
Non-

invasion
(n =  58)

Invasion
(n =  54)

p
Non-

metastasis
(n =  79)

Metastasis
(n =  33)

p

Age, mean (SD) 61.7 ± 8.9 60.1 ± 9.9 0.426 61.8 ± 8.5 60.5 ± 9.9 0.475 61.1 ± 9.4 61.3 ± 8.9 0.904

CA125, median 

(IQR)

880 (415, 

2,155)

509 (187, 

1774)
0.039 657 (291, 1860)

1,000 (421, 

2024)
0.094 635 (288, 1,355) 1,432 (834, 2,283) 0.000

HE-4, median 

(IQR)
452 (381, 856) 394 (197, 642) 0.013 452 (198, 706) 452 (376, 944) 0.091 452 (220, 643) 642 (404, 1,011) 0.017

NLR, median 

(IQR)
3.58 (3.0, 5.59)

3.55 (2.71, 

4.96)
0.074 3.58 (2.69, 4.67) 4.39 (2.91, 6.48) 0.026 3.58 (2.69, 4.97) 4.62 (3.13, 6.55) 0.002

Neutrophils, 

median (IQR)

4.70 (3.36, 

6.44)

4.43 (4.02, 

5.15)
0.282 4.64 (3.08, 5.19) 4.71 (4.08, 6.48) 0.045 4.32 (3.33, 5.58) 4.91 (4.42, 5.80) 0.023

Lymphocyte, 

median (IQR)

1.23 (0.95, 

1.39)

1.42 (1.12, 

1.74)
0.007 1.27 (1.07, 1.48) 1.23 (0.86, 1.42) 0.183 1.30 (1.07, 1.50) 1.10 (0.85, 1.30) 0.032

*Negative/positive; p-values in bold indicated that the corresponding variables were closely related to the two types in the univariable logistic regression (p < 0.1). OR, odd ratio; CI, confidence 
interval; CA125, cancer antigen-125; HE-4, human epididymis protein 4; NLR, neutrophil-to-lymphocyte ratio.

TABLE 2 The 5-fold mean performance of the clinical model, radiomics model and radiomics  +  clinical model for predicting postoperative results.

Model AUC Sensitivity Specificity Accuracy

Predicting

R0

Clinical 0.675 (0.567–0.784) 0.652 0.648 0.649

Radiomics 0.872 (0.806–0.938) 0.819 0.835 0.827

Radiomics+ Clinical 0.881 (0.806–0.956) 0.833 0.784 0.802

Predicting Clinical 0.591 (0.406–0.885) 0.647 0.489 0.563

Lymph node Radiomics 0.770 (0.563–0.972) 0.704 0.702 0.705

Invasion Radiomics+ Clinical 0.800 (0.614–0.970) 0.776 0.689 0.732

Predicting Clinical 0.729 (0.425–0.925) 0.686 0.697 0.696

Distant Radiomics 0.795 (0.572–0.998) 0.729 0.718 0.722

Metastasis Radiomics+ Clinical 0.796 (0.623–0.981) 0.781 0.711 0.731

The highest AUC was bold in Table 2.
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Neutrophils. In the training and test datasets, the combined model 
achieved AUCs of 0.868 and 0.800, respectively. Significantly different 
results were observed between the combined and clinical models in 
the testing set according to De Long’s test (p = 0.002). However, no 
statistical difference was found between the combined and radiomics 
models (p = 0.185).

In establishing the predicting distant metastasis model, we utilized 
10 radiomics features and five clinical features, including CA125, 
HE-4, NLR, Neutrophils, and lymphocyte. The combined model 
achieved AUCs of 0.872 and 0.796 in the training and test datasets, 
respectively. However, there was no statistical difference observed 
among the three models, as all p-values were greater than 0.05.

3.4 The calibration and clinical utility of all 
models

The calibration curves of all models are shown in 
Figures 2A–C. The calibration of the radiomics model for predicting 
lymph node invasion was superior to that of the clinical model and 
combined model. Similarly, the calibration of the radiomics model for 
predicting distant metastasis outperformed that of the clinical model 
and combined model. On the other hand, the combined model for 
predicting R0 demonstrated excellent agreement between the 
observed and predicted results, surpassing both the clinical model and 
radiomics model.

The DCA of all models is displayed in Figures 2D–F, illustrating 
the clinical utility. The DCA of the radiomics model for predicting 
lymph node invasion outperformed the clinical model and combined 

model. Furthermore, the DCA of the radiomics model for predicting 
distant metastasis exhibited better results compared to both the clinical 
model and combined model. Similarly, the DCA of the combined 
model for predicting R0 demonstrated superior performance compared 
to both the clinical model and radiomics model.

4 Discussion

Accurate and non-invasive prediction of R0, lymph node invasion, 
and distant metastasis is crucial for implementing individualized 
management and improving the prognosis of patients with HGSOC. In 
this study, we developed and validated three multitask prediction 
models for HGSOC that integrate CT radiomics features and clinical 
information. The combined model demonstrated excellent 
performance in predicting R0, with AUCs of 0.913 and 0.881 in the 
training and testing datasets, respectively. For predicting lymph node 
invasion, the combined model achieved AUCs of 0.807 and 0.800 in 
the training and testing datasets, respectively. Additionally, for 
predicting distant metastasis, the combined model achieved AUCs of 
0.807 and 0.800  in the training and testing datasets, respectively. 
Notably, the AUC values of the combined models were consistently 
higher than those of the clinical models in both the R0 cohort and 
lymph node invasion cohort.

Most studies have only focused on the features of metastases for 
R0 prediction (8, 11). The observation of extensive metastases in the 
abdomen, affected by bowl and ascites, might make it hard to 
accurately predict R0 in practice. Studies had also shown that the 
likelihood of metastases can be predicted through the assessment of 

FIGURE 2

The calibration curves and DCA curves of all models. (A–C) The calibration curves for predicting lymph node invasion, distant metastasis, and R0, 
respectively. (D–F) The DCA curves for predicting lymph node invasion, distant metastasis, and R0, respectively.
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primary tumors (12, 13). Radiomics has been shown to be a high-
performance method for accurately predicting treatment response by 
assessing tumor heterogeneity (14). Rizzo et al. found that patients 
with values below the median for F2-Shape/Compactness1, F1- 
GrayLevelCooccurenceMatrix25/0-1InformationMeasureCorr2, and 
above the median for F1-GrayLevelCooccurenceMatrix25/−333-
1InverseVariance showed a higher risk of residual tumor (36, 36, and 
35%, respectively, as opposed to 18, 18, and 18%). However, models 
were not developed for prediction, or considering the value of clinical 
information (15). A radiomics signature–based nomogram was 
developed for the preoperative prediction of R0  in patients with 
advanced HGSOC. It demonstrated favorable performance in both 
training and validation sets with an AUC of 0.815 and 0.803, 
respectively (16). The metastatic situation of HOSG determines the 
FIOG stages and operation range, actual assessment carries significant 
weight. The radiomics nomogram demonstrated favorable calibration 
and discrimination in both the training cohort (AUC = 0.821) and test 
cohort (AUC = 0.843) (17). Previous studies on radiomic for predicting 
R0, lymph node invasion and distant metastasis have been based on 
CT enhanced images and MR enhanced images. However, some 
individuals may be  allergic to contrast agents or have renal 
dysfunction, making them unsuitable for enhanced CT/MRI 
examination. Additionally, some individuals may have claustrophobia 
or metal implants that are not suitable for MRI examination. 
Therefore, we explored the performance of radiomic based on CT 
examination without injecting contrast agent in predicting R0, lymph 
node invasion, and distant metastasis. The three clinical-radiomic 
combined models showed good performance, indicating that CT 
examination without contrast agent can provide favorable evidence 
for the preoperative evaluation of ovarian cancer.

Wavelet features belong to higher-order statistical features, which 
can more comprehensively reflect the heterogeneity of the original 
image and may also result in more valuable features than the original 
image (18). The three prediction models in this study include many 
Wavelet feature (Figure 1). This suggests that higher-order texture 
features have a good correlation with surgical outcomes and metastasis 
in advanced serous cancer patients. A model for predicting platinum 
resistance was constructed based on the radiomic features proposed 
by T2WI, DWI, and CE-T1WI sequences of 114 EOCs. In the 
validation set, the AUC was 0.89 (accuracy = 85.0%, sensitivity = 87.0%, 
and specificity = 80.0%) (19). The platinum resistance prediction 
model also includes 9 wavelet features, which is similar to our research 
results and once again confirms the good performance of wavelet 
features for preoperative evaluation of advanced serous ovarian cancer.

This study selected clinical features and laboratory examination 
indicators such as age, CA125, HE4, lymphocytes, neutrophils, and 
NLR to explore the differences between different groups. The clinical 
model composed of CA125, HE-4, and lymphocytes showed poor 
performance. However, with the addition of radiomic features, the 
performance of the model for predicting R0 significantly increased. 
The clinical model composed of NLR and neutrophils showed average 
performance but with the addition of radiomic features, the efficiency 
of the model for predicting lymph node infiltration significantly 
increased. This suggests a good correlation between radiomic features 
and surgical outcomes, as well as lymph node metastasis. The clinical 
models for predicting distant metastasis composed of CA125, HE-4, 
NLR, neutrophils, and lymphocyte generally performed good. 
However, the addition of radiomic features did not significantly 

improve the performance of the model possibly due to a small sample 
size. The predictive value of some blood inflammatory composite 
markers in OC has been extensively reported (20). They can be used 
for early detection and differential diagnosis of OC and can also 
predict survival, treatment response, and recurrence in the affected 
patients. Our results confirmed the NLR is related to R0 status, lymph 
node invasion, and distant metastasis in HGSC patient. This suggests 
a close correlation between NLR and surgical outcomes as well as 
metastasis. Further exploration of these correlations will be conducted 
at the molecular level in future studies. A radiomic-clinical nomogram 
based on MRI for predicting R0 also included CA125, LDH, and 
NLR (16).

The DCA of the combined model for predicting R0 confirmed the 
incremental clinical utility of the proposed model for individualized 
prediction. This finding is consistent with several previous radiomics 
studies on HGSOC and cervical carcinoma (21–23). However, the 
DCA of the combined models for predicting lymph node invasion and 
distant metastasis did not show the superior performance compared 
to a single model. The combined models were less sensitive in 
evaluating tumor heterogeneity, and other artificial intelligence 
methods will be explored to optimize the model fusion.

This study had several limitations. First, selection bias was 
inevitable due to the retrospective nature of the study and strict 
inclusion and exclusion criteria. Second, the retrospective datasets 
were relatively small, with an unbalanced distribution of patients. 
Third, radiomics has inevitable limitations in terms of reproducible 
application as it heavily relies on artificial segmentation and 
handcrafted features (24). Moreover, although volumetric tumor 
segmentation can provide a robust way to characterize tumor 
heterogeneity, it may be  time-consuming, especially for larger 
ovarian tumors.

5 Conclusion

The identified radiomics signature holds potential value in 
preoperatively evaluating the R0, lymph node invasion, and distant 
metastasis in patients with HGSC. The radiomics nomogram 
demonstrated the incremental value of clinical predictors for surgical 
outcomes and metastasis estimation. However, further external 
validation is required before its wide clinical application.
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Predicting long-term outcomes 
for acute ischemic stroke using 
multi-model MRI radiomics and 
clinical variables
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Purpose: The objective of this study was to create and validate a novel prediction 
model that incorporated both multi-modal radiomics features and multi-clinical 
features, with the aim of accurately identifying acute ischemic stroke (AIS) 
patients who faced a higher risk of poor outcomes.

Methods: A cohort of 461 patients diagnosed with AIS from four centers was 
divided into a training cohort and a validation cohort. Radiomics features were 
extracted and selected from diffusion-weighted imaging (DWI) and apparent 
diffusion coefficient (ADC) images to create a radiomic signature. Prediction 
models were developed using multi-clinical and selected radiomics features 
from DWI and ADC.

Results: A total of 49 radiomics features were selected from DWI and ADC 
images by the least absolute shrinkage and selection operator (LASSO). 
Additionally, 20 variables were collected as multi-clinical features. In terms of 
predicting poor outcomes in validation set, the area under the curve (AUC) was 
0.727 for the DWI radiomics model, 0.821 for the ADC radiomics model, 0.825 
for the DWI  +  ADC radiomics model, and 0.808 for the multi-clinical model. 
Furthermore, a prediction model was built using all selected features, the AUC 
for predicting poor outcomes increased to 0.86.

Conclusion: Radiomics features extracted from DWI and ADC images can serve 
as valuable biomarkers for predicting poor clinical outcomes in patients with AIS. 
Furthermore, when these radiomics features were combined with multi-clinical 
features, the predictive performance was enhanced. The prediction model has 
the potential to provide guidance for tailoring rehabilitation therapies based on 
individual patient risks for poor outcomes.

KEYWORDS

acute ischemic stroke (AIS), prognosis, radiomics, diffusion-weighted imaging (DWI), 
apparent diffusion coefficient (ADC), machine learning (ML)
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1 Introduction

Acute ischemic stroke (AIS) is a globally prevalent condition that 
ranks among the leading causes of disability and mortality, accounting 
for a staggering 60–80% of all stroke incidents (1, 2). The middle 
cerebral artery (MCA) territory is the most common site for AIS (3, 
4). The outcomes of AIS are influenced by various factors related to 
patient differences, such as demographics, general health conditions, 
and the extent of cerebral infarction (5, 6). Predicting the prognosis of 
AIS quickly and accurately is essential for determining appropriate 
clinical management strategies (7, 8).

Radiomics (RA) is a discipline that extracts quantitative and high-
dimensional features from medical images (9, 10). These features are 
indistinguishable to the naked eyes, but they may contain information 
related to the pathophysiology of diseases (11, 12). Currently, the role 
of RA was explored in the prediction of early outcome and long-term 
prognosis of AIS (13–17). However, most studies primarily predicted 
the outcomes of AIS based on a limited sample size of patients from 
either a single hospital or two hospitals (13–17). Additionally, the 
majority of these studies have focused on Computed Tomography 
(CT) images or a single-modality Magnetic Resonance Imaging (MRI) 
images (13, 14). Very few studies have investigated long-term 
outcomes for AIS using multi-modalities MRI images (15, 17), and 
only a few studies have developed combination models that integrated 
clinical and radiomic features with standard validation process 
(15, 16).

In this retrospective multicenter study, we developed a prediction 
model for long-term outcome of AIS in middle cerebral artery 
territory (MCA-AIS) using a combination of multi-model MRI images 
and multiple clinical variables from four medical centers. We extracted 
and selected 49 radiomics features from Diffusion-weighted imaging 
(DWI) and Apparent diffusion coefficient (ADC) images, and 
incorporated various clinical variables, such as general information, 
medical history, neurological scores, neuroimaging score, and 
laboratory examinations. Using machine learning (ML) techniques, 
we established models to rapidly and accurately predict the long-term 
outcomes of AIS. To ensure the robustness of our model, we furtherly 
validated it using comprehensive evaluations.

2 Methods

2.1 Study population

This study was a retrospective multi-center investigation. The 
study received approval from the Ethics Review Committee of Tongji 
Hospital in Shanghai (Approval No. K-2020 021), written informed 
consent for participation was not required for this study in 
accordance with national legislation and the institutional 
requirements. We pooled individual patient-level data from patients 
with AIS admitted to Tongji Hospital affiliated to Tongji University, 
Xinhua Hospital affiliated to the School of Medicine of Shanghai 
Jiaotong University, East Hospital affiliated to Tongji University and 
Putuo Hospital affiliated to Shanghai University of Traditional 
Chinese Medicine from January 2018 to December 2021. The 
admission criteria are as follows: (1) patients who had brain MRI 
(including DWI and ADC images) examination within 3 days after 
symptom onset; (2) initially diagnosed MCA-AIS patients who were 

admitted to the hospital for treatment; (3) patients who underwent 
DWI imaging for depicting lesions with a maximum diameter more 
than 1.5 cm; (4) initially diagnosed MCA-AIS patients who were 
admitted to the hospital for standard stroke treatment. The exclusion 
criteria were as follows: (1) patients with AIS involving posterior 
circulation area; (2) patients with AIS involving the anterior cerebral 
artery region; (3) patients with lacunar infarcts; (4) patients with 
poor quality images. A total of 1,675 AIS patients were included, and 
1,316 patients were excluded due to posterior cerebral AIS (n = 293), 
anterior and posterior AIS (n = 112), anterior lacunar AIS (n = 516), 
anterior cerebral artery cerebral AIS (n = 262), and image artifacts 
(n = 31). Finally, 461 cases met the inclusion criteria. All included 
patients were randomly divided into training cohort (411) and 
validation cohort (50). A flowchart of the patient selection and study 
process was provided in Figure 1.

2.2 Data collection

2.2.1 Multi-model MRI images
The MRI-DWI images were obtained using four different MRI 

scanners. The acquisition parameters were as follows: (1) Philips 
Ingenia 3.0 T: TR = 2,584 ms, TE = 96.7 ms, slice thickness 6 mm, slice 
spacing 7 mm, field of view 23 cm × 23 cm, matrix 256 × 256, 
excitation times 2, echo gap 0.75 ms, b value 1,000 s/mm2; (2) Siemens 
Verio 3.0 T: TR = 4,600 ms, TE = 89 ms, slice thickness 5 mm, scanning 
without spacing, field of view 24 cm × 24 cm, matrix 256 × 256, echo 
gap  0.75 ms, b value 1,000 s/mm2; (3) uMR 1.5 T: TR = 5,400 ms, 
TE = 94 ms, slice thickness 5 mm, layer spacing 6 mm, field of view 
23 cm × 23 cm, echo gap 0.75 ms, b value 1,000 s/mm2; (4) GE SIGNA 
EXCITE 1.5 T: TR = 6,000 ms, TE = 81.1 ms, slice thickness 7 mm, slice 
spacing 8 mm, field of view 23 cm × 23 cm, matrix 256 × 256, 
excitation times 2, echo gap 0.75 ms, b value 1,200 s/mm2. The ADC 
images were automatically created from DWI scans using 
built-in software.

2.2.2 Multi-clinical variables
The following 20 clinical data were collected: (1) General 

information: gender and age; (2) Medical history: history of smoking, 
history of alcohol, history of diabetes, history of myocardial infarction, 
history of coronary atherosclerosis, history of atrial fibrillation, history 
of hypertension and history of stroke; (3) Neurological score scale: 
National Institutes of Health Stroke Scale (NIHSS) on admission; (4) 
Neuroimaging score: diffusion weighted imaging-Alberta Stroke 
Program Early CT Score (DWI-ASPECTS); (5) Laboratory tests on 
admission: prothrombin time (PT), fibrinogen, D-dimer, serum 
Troponin I, blood glucose, blood lipids, and plasma brain natriuretic 
peptide (BNP).

2.3 Image preprocessing and delineation

Three attending neuro-radiologists manually delineated the 
ischemic lesions on MRI-DWI images using ITK-SNAP software 
(Version 3.8.0, available at http://www.itksnap.org). The ischemic 
lesion volume of interest (VOI) was also replicated from the DWI 
images onto another parametric map (ADC) and further refined by 
the radiologists. Finally, all the delineations were reviewed by two 
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chief radiologists with 8 years of experience in brain imaging. All 
parametric maps underwent a normalization using maximum and 
minimum truncation processing.

2.4 Radiomics extraction and selection

The flowchart of radiomics analysis was shown in Figure 1. 14 
image filters (such as BoxMean, AdditiveGaussianNoise, 
BinomialBlurImage, CurvatureFlow, BoxsigmaImage, LoG with sigma 
values of 0.5, 1, 1.5, and 2), Wavelet filters (LLL, LLH, LHL, LHH, 
HLL, HLH, HHL, HHH), Normalize, LaplacianSharpening, 
DiscreteGaussian, Mean, SpeckleNoise RecursiveGaussian and 
ShotNoise were used to generate derived images. From these derived 
images, first-order statistics and texture features were extracted. A 
total of 2,264 radiomics features were automatically extracted from 
each ischemic lesion. These features can be categorized into three 
groups: 14 shape features, 450 first-order features that quantify the 
distribution of voxel intensities in the images, and 1800 texture 
features. The texture features consist of 525 gray level co-occurrence 
matrix (GLCM) features, 350 gray level run length matrix (GLRLM) 
features, 400 gray level size zone matrix (GLSZM) features, 400 
neighboring gray tone difference matrix (NGTDM) features, and 125 
gray level dependent matrix (GLDM) features. These texture features 
capture regional heterogeneity differences. All radiomics features were 
normalized using Z-score.

We employed LASSO selection to identify the most reliable 
predictive radiomic features. Initially, we performed feature selection 
separately for each sequence of DWI and ADC modalities. Then, an 
additional round of LASSO selection was conducted to combine the 
selected features from both modalities, resulting in a set of multi-
modality RA features. These multi-modality RA features, along with 
clinical features, were subsequently merged and subjected to another 
round of LASSO selection to obtain a comprehensive combined 
feature set.

Based on Harrell’s guideline, the number of selected features 
should be  less than 10% of the sample size. Consequently, in our 
experiment involving the DWI sequence, ADC sequence, multi-
modality sequence, and the final combination of radiomics with 

clinical features, the final number of selected features was 
approximately 30.

2.5 Prediction model

2.5.1 Predictive task
The objective of our predictive task was to accurately predict the 

long-term prognosis of initially diagnosed MCA-AIS patients. The 
long-term prognosis was defined based on a 90-day modified Rankin 
Scale (90d-mRS) score, where scores of 0–2 indicated a good outcome 
and scores of 3–6 indicated a poor outcome. The majority of the 90-d 
mRS data were collected through telephone interviews, outpatient 
care, and clinical medical records. During phone interviews, patients 
were asked about their functional recovery 90 days after therapy.

2.5.2 Development and validation of the 
predictive model

Based on multi-model MRI RA features and/or multi-clinical 
features, three machine learning models were constructed for binary 
classification (good outcome or poor outcome) by using three 
classifiers, namely random forest (RF), support vector machine 
(SVM), and logistic regression (LR). The prediction model utilized 
input data from one of five feature sets: (1) DWI RA features with 25 
variables, (2) ADC RA features with 24 variables, (3) DWI + ADC RA 
features with 35 variables, (4) Multi-clinical features with 12 variables, 
and (5) Combining-all features with 30 variables. To optimize 
performance, a grid search was conducted on different features and 
classification algorithms for parameter tuning.

2.6 Statistical analysis

Mann–Whitney U test and chi-square test were used for 
evaluating significant differences in the variables (such as age, NIHSS 
score) between the training set and the validation set. The receiver 
operating characteristic curve (ROC) was drawn, and various 
performance metrics including sensitivity (SEN), specificity (SPE), 
accuracy (ACC), F1-Score, and area under the curve (AUC) were 

FIGURE 1

Flowchart of study patients and process. DWI  =  diffusion-weighted imaging, AIS  =  acute ischemic stroke.
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calculated to assess the model’s performance. The Shapley additive 
explanation (SHAP) diagram was utilized for model explanation. A 
two-tailed statistical test was used and p-value lower than 0.05 was 
considered to be  statistically significant. The R software package 
(version 4.0.3) was used to process the demographic data for 
evaluating significant differences in the variables between the training 
set and the validation set. Python (version 3.6) was used for 
programming the training, validation of the prediction model, as well 
as conducting statistical analysis.

3 Results

3.1 Basic characteristics

As shown in Table 1, the basic variables of most of the patients 
showed no statistical differences (p > 0.05) between the training set 
and the validation set, such as general conditions (gender and age), 
medical history (hypertension, diabetes), neurological score scales 
(NIHSS), and laboratory tests (BNP, etc.).

3.2 Assessment of radiomic features

A total of 4,528 radiomics features were extracted from DWI and 
ADC images. The optimal feature subset for the machine learning 
models consisted of 49 radiomic features, with 25 features selected 
from DWI and 24 features selected from ADC. These features were 
comprised of 4 shape features, 16 first-order features, and 29 texture 
features. The detailed information about the features based on 
DWI + ADC model was presented in Figure  2A. Rad-score was 
calculated according to the coefficient of the selected features, and the 
distribution of rad-score between good and poor outcome was shown 
both in train (Figure 2B) and test (Figure 2C) sets.

3.3 Comparison of prediction models

3.3.1 Comparison between different models
The LR model achieved the best classification results in all feature 

sets in our study. Table 2 and Figure 3 illustrated the AUC values along 
with other diagnostic performance metrics such as specificity, 

TABLE 1 Basic patient information.

Training set (n =  411) Validation set (n =  50) p-values

Basic characteristics

Age (Median, IQR) 71 (63, 82) 65 (55.25, 83.75) 0.194

Male (Percentile: %) 259 (56.2%) 25 (5.4%) 0.074

Neurological score scale (Median, IQR)

NIHSS on admission 5 (5, 10) 5 (3.25, 8.75) 0.253

Location (Left: Percentile: %) 228 (49.5%) 26 (5.6%) 0.641

Neuroimaging score scale (Median, IQR)

DWI-ASPECTS 8 (6, 9) 8 (6, 8.75) 0.752

History (Percentile: %)

Alcohol 106 (23%) 11 (2.4%) 0.561

Smoking 167 (36.2%) 17 (3.7%) 0.366

Myocardial infarction 405 (87.9%) 49 (10.6%) 0.555

Coronary atherosclerosis 86 (18.7%) 7 (1.5%) 0.249

Atrial fibrillation 74 (16.1%) 10 (2.2%) 0.730

Hypertension 295 (64%) 32 (6.9%) 0.253

Stroke 103 (22.3%) 14 (3%) 0.652

Diabetes 135 (29.3%) 14 (3%) 0.489

Laboratory test (Median, [IQR])

Prothrombin time 11.5 (10.9, 12.3) 11.25 (10.8, 11.675) 0.023

Fibrinogen 2.97 (2.55, 3.78) 2.8 (2.405, 3.475) 0.072

D-dimer 0.56 (0.27, 1.355) 0.54 (0.25, 1.145) 0.526

Serum troponin I 0.01 (0.01, 0.0305) 0.01 (0.01, 0.019) 0.048

Blood sugar 6.46 (5.605, 8.595) 6.185 (5.235, 7.145) 0.035

Blood lipids 1.21 (0.96, 1.61) 1.21 (1.04, 1.5775) 0.839

Brain natriuretic peptide 103.1 (64.15, 269.3) 103.1 (58.275, 154.95) 0.395

Long-term outcome

Poor outcome (90d-mRS>2) (Percentile: %) 184 (39.9%) 22 (4.8%) 0.918

IQR: interquartile range; NIHSS: National Institute of Health stroke scale; 90d-mRS:90 days-modified Rankin scale.
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sensitivity, accuracy, and F1 Score, which demonstrated the indicator 
results for predicting poor outcomes in the training set, test set, and 
validation set. In the test set for predicting poor outcome using LR 
model, the AUCs were as follows: DWI RA model 0.805, ADC RA 
model 0.823, DWI + ADC RA model 0.838, multi-clinical model 
0.808. When combining multi-clinical features and RA features, the 
AUC was significantly increased, reaching to 0.873. In the validation 
set for predicting poor outcome, the AUCs were as follows: DWI RA 
model 0.727, ADC RA model 0.821, ADC + DWI RA model 0.825, 
multi-clinical model 0.808. When combining all the features, the AUC 
value was increased to 0.86, which means the model with 
combining-all features achieved superior diagnostic performance 
compared to other models.

3.3.2 Model interpretability
We generated a nomogram to predict the probability of long-term 

outcomes using the multi-clinical feature set (Figure 4). It showed that 
patients with higher NIHSS on admission, a history of myocardial 
infarction, and lower DWI-ASPECTS were at greater risks for 
poor outcome.

The Shap values corresponding to each feature in combining-all 
model were also calculated. In each prediction, a positive Shap value 
denoted an elevated risk of poor outcome, while a negative value 
suggested the opposite. The accompanying Figure 5A presented the 
average Shap values for each feature within the test set. Notably, the 
NIHSS admission emerged as the most influential predictor in 
forecasting long-term outcomes. Alongside, several RA features, such 

as ADC_log_boxsigmaimage_firstorder_maximum, ADC_ 
normalize_firstorder_mean, and DWI_Wavelet_firstorder_wavelet-
lhh-mean also played an important role in this predictive model. The 
detailed SHAP values of the most important variables for one typical 
patient from the validation group (poor outcome) was illustrated in 
Figure 5B.

4 Discussion

In this retrospective multicenter study, we developed a logistic 
regression model based on DWI RA features, ADC RA features, and 
multi-clinical factors to predict long-term outcomes in patients with 
AIS. Our model was applicable to MCA-AIS patients receiving 
different therapies and provided preferable accuracy. It was worth 
mentioning that our study just conformed to the “big data” trend of 
medicine which took radiomics as a block of “big data”.

RA can provide quantitative morphological and texture features 
based on voxel level while our naked eye can only distinguish 16 gray 
scales (18). In this context, regarding the heterogeneity of AIS lesions, 
radiomics seems to be superior to conventional imaging visual analysis 
(19, 20). As we know, ADC images can more accurately reflect diffusion 
restriction than DWI images without the influence of T2 shining-
through effect. In this study, we found that the prediction model with 
ADC RA features performed better than the model with DWI RA 
features that was consistent with the principle of diffusion sequence 
imaging mentioned above, and a previous study has also yielded similar 

FIGURE 2

Radiomics based on DWI  +  ADC feature set for long-term prognosis prediction: the coefficient of each feature was taken to make a bar chart, which 
showed the importance of the top 10 feature in the prediction (A). The box diagrams of rad-score for discriminating good and poor outcomes in the 
train (B) and test sets (C).
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results (21). First-order features (ADC_boxsigmaimage_firstorder_
Maximum) was positively correlated to infarction core volume, which 
was considered to be critical factors for stroke severity and treatment 
plan in the guidelines. And Vogt et al. have reported that the initial lesion 
volume of cerebral infarction acted as an independent predictor of 
prognosis (90d-Rankin score) (22). Our study included MCA-AIS cases 
in 72 h from onset, predominantly capturing patients in the acute-
subacute phase. There was vascular edema and/or cytotoxic edema in 
acute-subacute cerebral infarction, that was the pathophysiology 
mechanism of the signal elevation on DWI images and signal reduction 
on ADC maps. First-order feature (ADC_normalize_firstorder_Mean, 
DWI_wavelet_firstorder_wavelet-LHH-Mean) showed the average gray 
level intensity within the infarction core, and both higher gray level 
intensity on DWI and lower gray level intensity on ADC reflected more 
severe overall diffusion restriction within the lesion, suggesting a higher 
grade of overall edema. Consequently, we hypothesized that the voxel-
based diffusion restriction heterogeneity represented the progress rate of 
blood–brain barrier destruction. First-order feature (ADC_normalize_
firstorder_totalenergy) measured the magnitude of voxel values in 

images, with larger values indicating a higher sum of the squares of these 
values. This metric suggested that the infarction core on ADC images of 
patients with poor outcomes had more heterogeneity. A two-center 
study showed that infarction lesion homogeneity of DWI images 
indicated favorable outcomes, which was similar with our results (16).

This study collected multiple-dimension clinical variables, 
including general information, medical history, neuroimaging scores, 
and laboratory test, which was different from previous studies (13–
17). We observed that NIHSS score on admission remained associated 
with the risks for poor outcomes whether in multi-clinical model or 
combing-all model. The National Institute of Health Stroke Scale 
(NIHSS) is the most commonly used clinical score (23), which 
quantitatively and comprehensively evaluates the functional 
impairment in stroke patients. A history of myocardial infarction, 
indicative of underlying atherosclerotic disease, and a shortened 
prothrombin time, suggestive of hypercoagulability, are both 
significant risk factors for the onset and progression of AIS (24). 
We also found that DWI-ASPECTS played an important role in the 
multi-clinical model. It is a 10-point semi-quantitative scoring system 

TABLE 2 The performance of the prediction models.

Models AUC* Sensitivity Specificity Accuracy F1 score

Training (n = 411) Train Test Train Test Train Test Train Test Train Test

DWI 0.839 (0.797–0.882) 0.805 (0.711–0.903) 0.776 0.73 0.763 0.748 0.769 0.74 0.751 0.71

ADC 0.847 (0.806–0.889) 0.823 (0.732–0.915) 0.791 0.762 0.746 0.734 0.766 0.747 0.752 0.728

DWI + ADC 0.868 (0.83–0.907) 0.838 (0.753–0.925) 0.85 0.838 0.738 0.721 0.788 0.774 0.783 0.768

Multi-clinics 0.838 (0.796–0.882) 0.808 (0.714–0.903) 0.759 0.724 0.764 0.752 0.762 0.74 0.742 0.712

Combining-all 0.912 (0.883–0.944) 0.873 (0.802–0.949) 0.847 0.805 0.815 0.801 0.83 0.803 0.817 0.783

Validation (n = 50)

DWI 0.727 (0.588–0.867) 0.636 0.679 0.66 0.622

ADC 0.821 (0.707–0.936) 0.682 0.821 0.76 0.714

DWI + ADC 0.825 (0.713–0.937) 0.727 0.75 0.74 0.711

Multi-clinics 0.808 (0.690–0.927) 0.727 0.788 0.76 0.727

Combining-all 0.86 (0.757–0.964) 0.773 0.788 0.78 0.756

*AUC = area under the receiver operating characteristic curve; DWI = diffusion-weighted imaging; ADC = apparent diffusion coefficient.

FIGURE 3

Performances of machine learning models for prediction of outcome: Receiver operating characteristic (ROC) curves of five feature sets when using 
the logistic regression classifier in the train (A), test (B) and validation (C) set, respectively.
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for assessing the degree of ischemic changes (25, 26). ASPECTS has 
been widely utilized to identify patients that presumed to have a large 
ischemic core and high risks for intracerebral hemorrhage and poor 
clinical outcome (27, 28). These findings are consistent with the 
current guidelines and consensus for the diagnosis and therapy of AIS 
(29, 30). However, medical history and laboratory test contributed 
little to the prediction models in our study.

Despite the favorable prognostic efficacy of the combining model, 
our research still has some limitations. First, a more extensive and 
prospective study cohort is needed to generalize the performance of 
the prediction model in the future. However, compared with most 
previous studies (13–17), our sample size had certain advantages, 
especially the four-center characteristic. Second, reperfusion factors, 
such as collateral circulation and vascular recanalization, have not 
been investigated as a variable. Third, when collecting the data, the 
lacunar cerebral infarction patients with good prognosis were 
excluded, which meant that this study did not include all clinically 
common cases of AIS.

5 Conclusion

Our findings highlighted the utility of radiomics based on DWI 
and ADC images in predicting long-term outcomes in patients with 
MCA-AIS. The prediction model, which incorporated multi-clinical 
variables along with ADC + DWI RA features, demonstrated the 
highest efficiency in the prediction of long-term outcomes for 

AIS. This model has the potential to assist clinicians in offering 
personalized management strategies for optimal patient care.
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FIGURE 5

Shapley additive explanation (SHAP) diagram of variable contributions for the optimal (combining-all) predictive model: (A) The relative contributions of 
RA features and multi-clinical variables for long-term prognosis prediction. The color intensity of the graph revealed a discernible pattern: an 
increment in the NIHSS admission score corresponded to an escalating probability of a poor outcome. For the DWI_Wavelet_firstorder_wavelet-lhh-
mean feature, the lower the value of the feature, the higher likelihood of a poor outcome. (B) SHAP values of a typical patient from the positive group 
(poor outcome), illustrated with the important variables.
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Background: Esophageal cancer is the seventh most frequently diagnosed 
cancer with a high mortality rate and the sixth leading cause of cancer deaths 
in the world. Early detection of esophageal cancer is very vital for the patients. 
Traditionally, contrast computed tomography (CT) was used to detect esophageal 
carcinomas, but with the development of deep learning (DL) technology, it may 
now be possible for non-contrast CT to detect esophageal carcinomas. In this 
study, we aimed to establish a DL-based diagnostic system to stage esophageal 
cancer from non-contrast chest CT images.

Methods: In this retrospective dual-center study, we  included 397 primary 
esophageal cancer patients with pathologically confirmed non-contrast chest 
CT images, as well as 250 healthy individuals without esophageal tumors, 
confirmed through endoscopic examination. The images of these participants 
were treated as the training data. Additionally, images from 100 esophageal 
cancer patients and 100 healthy individuals were enrolled for model validation. 
The esophagus segmentation was performed using the no-new-Net (nnU-Net) 
model; based on the segmentation result and feature extraction, a decision tree 
was employed to classify whether cancer is present or not. We compared the 
diagnostic efficacy of the DL-based method with the performance of radiologists 
with various levels of experience. Meanwhile, a diagnostic performance 
comparison of radiologists with and without the aid of the DL-based method 
was also conducted.

Results: In this study, the DL-based method demonstrated a high level of 
diagnostic efficacy in the detection of esophageal cancer, with a performance 
of AUC of 0.890, sensitivity of 0.900, specificity of 0.880, accuracy of 0.882, 
and F-score of 0.891. Furthermore, the incorporation of the DL-based method 
resulted in a significant improvement of the AUC values w.r.t. of three radiologists 
from 0.855/0.820/0.930 to 0.910/0.955/0.965 (p  =  0.0004/<0.0001/0.0068, 
with DeLong’s test).

Conclusion: The DL-based method shows a satisfactory performance of 
sensitivity and specificity for detecting esophageal cancers from non-contrast 
chest CT images. With the aid of the DL-based method, radiologists can attain 
better diagnostic workup for esophageal cancer and minimize the chance of 
missing esophageal cancers in reading the CT scans acquired for health check-
up purposes.

OPEN ACCESS

EDITED BY

Minjeong Kim,  
University of North Carolina at Greensboro,  
United States

REVIEWED BY

Qingxia Wu,  
Northeastern University, China
Jie-Zhi Cheng,  
Shanghai United Imaging Intelligence Co., 
Ltd., China
Yuwei Xia,  
Northwestern Polytechnical University, China 
in collaboration with reviewer J-ZC

*CORRESPONDENCE

Shengxiang Rao  
 raoxray@163.com  

Jianjun Zhou  
 zhoujianjunzs@126.com

†These authors have contributed equally to 
this work and share first authorship

‡These authors have contributed equally to 
this work

RECEIVED 16 December 2023
ACCEPTED 29 January 2024
PUBLISHED 06 March 2024

CITATION

Lin C, Guo Y, Huang X, Rao S and 
Zhou J (2024) Esophageal cancer detection 
via non-contrast CT and deep learning.
Front. Med. 11:1356752.
doi: 10.3389/fmed.2024.1356752

COPYRIGHT

© 2024 Lin, Guo, Huang, Rao and Zhou. This 
is an open-access article distributed under 
the terms of the Creative Commons 
Attribution License (CC BY). The use, 
distribution or reproduction in other forums is 
permitted, provided the original author(s) and 
the copyright owner(s) are credited and that 
the original publication in this journal is cited, 
in accordance with accepted academic 
practice. No use, distribution or reproduction 
is permitted which does not comply with 
these terms.

TYPE Original Research
PUBLISHED 06 March 2024
DOI 10.3389/fmed.2024.1356752

112

https://www.frontiersin.org/journals/medicine
https://www.frontiersin.org/journals/medicine
https://www.frontiersin.org
http://crossmark.crossref.org/dialog/?doi=10.3389/fmed.2024.1356752﻿&domain=pdf&date_stamp=2024-03-06
https://www.frontiersin.org/articles/10.3389/fmed.2024.1356752/full
https://www.frontiersin.org/articles/10.3389/fmed.2024.1356752/full
https://www.frontiersin.org/articles/10.3389/fmed.2024.1356752/full
mailto:raoxray@163.com
mailto:zhoujianjunzs@126.com
https://doi.org/10.3389/fmed.2024.1356752
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://www.frontiersin.org/journals/medicine#editorial-board
https://www.frontiersin.org/journals/medicine#editorial-board
https://doi.org/10.3389/fmed.2024.1356752


Lin et al. 10.3389/fmed.2024.1356752

Frontiers in Medicine 02 frontiersin.org

KEYWORDS

deep learning, no new net, non-contrast chest computed tomography, esophageal 
cancer, diagnosis

1 Introduction

Esophageal cancer is the seventh most frequently diagnosed 
cancer with a high mortality rate and the sixth leading cause of cancer 
deaths in the world (1–3). The prevalence of esophageal cancer is 
increasing due to the rising world population, longer longevity, and 
the popularity of risk factors such as tobacco and alcohol consumption 
(2, 4, 5). This cancer originates from the inner layer of the esophagus 
wall and progresses outward, which makes early detection difficult as 
symptoms are often absent, resulting in late-stage diagnosis and poor 
prognosis (2, 6). Given its high malignancy and unfavorable outcomes, 
timely identification is of utmost importance. While endoscopy serves 
as the gold standard for diagnosing esophageal cancer, its invasiveness 
and high cost necessitate the exploration of alternative methods to 
expand the reach of testing (7).

Esophageal carcinomas can manifest in several forms (8). They may 
appear as a focal area of mural thickening, either with or without 
ulceration. Another form is a flat or polypoid lesion. Finally, they can also 
present as generalized mural thickening. According to these 
characteristics, computed tomography (9) offers opportunities to detect 
esophageal carcinomas. With the development of medical technology, CT 
examination is a central modality in modern radiology contributing to 
diagnostic medicine in almost every medical subspecialty and has become 
increasingly convenient and common (10). Traditionally, contrast CT was 
used to detect esophageal carcinomas (8), but with the development of 
deep learning (DL) technology, it may now be possible for CT to detect 
early-stage esophageal carcinomas.

DL (6) is a type of representation learning method with complex 
multi-layer neural network architecture and has emerged as the state-
of-the-art machine learning method in many applications (11, 12). In 
radiology, DL techniques have the most significant impact: lesion or 
disease detection (13–15), classification (16, 17), quantification, and 
segmentation (12, 17, 18). Examples of these applications include the 
identification of pulmonary nodules (19, 20) and breast cancer (21), 
classification of benign or malignant lung nodules (22) and breast 
tumors (23), utilization of texture-based radiomic features for 
predicting therapy response in gastrointestinal cancer (24), and 
segmentation of brain anatomy (25, 26).

The applications of DL methods are gradually common. However, 
the early detection of esophageal cancer with DL methods is relatively 
limited. On the other hand, since the esophagus is a hollow organ with 
contractile and diastolic functions, there are still several challenges in 
the clinical early diagnosis of esophageal cancer. The benefits and 
disadvantages of CT with DL to detect esophageal carcinomas are 
worth exploring.

In this study, we aimed to establish a DL-based diagnostic system 
to detect esophageal cancer from non-contrast chest CT images. There 
were 397 esophageal cancer patients and 250 healthy individuals 
enrolled to train the model. Then, 100 esophageal cancer patients and 
100 healthy individuals were included for validation. We compared 
the diagnostic efficacy of the DL model with that of radiologists at 

different expertise levels, both with and without the reference to the 
DL model.

2 Materials and methods

2.1 Data sets

This retrospective dual-center study included non-contrast chest 
CT images of 397 primary esophageal cancer patients and 250 healthy 
individuals, collected from July 2017 to December 2022 at Zhongshan 
Hospital (Xiamen), for the purpose of training the model, then 100 
esophageal cancer patients and 100 healthy individuals were enrolled 
from October 2015 to August 2019 at Zhongshan Hospital for 
validation (Table  1). The inclusion criteria of esophageal cancer 
patients were as follows: patients with pathologically proven 
esophageal cancer through endoscopic biopsy or surgical pathology 
with non-contrast chest CT images from the thoracic inlet to the 
esophagogastric junction and patients who had no other disease that 
could cause thickening of the esophageal wall, such as varicocele 
caused by liver cirrhosis. Non-esophageal cancer subjects were 
enrolled randomly from the health checkup centers and were imaged 
with chest CT scans. These subjects were confirmed to be negative for 
esophageal cancer in the following 2 years. Patients were excluded 
from the dataset if any clinical data was incomplete, or the quality of 
chest CT scans was poor.

2.2 Computed tomography image 
acquisition

All images were scanned by Revolution CT, GE Discovery CT750 
HD, 512-slice LightSpeed VCT (GE Medical Systems), Aquilian one 
(Canon Medical Systems Corporation), and uCT 760, 128-slice 
(United imaging) with parameter setting: tube voltage as 120 kVp, 
tube current as 100 ~ 750 mA, image slice matrix as 512 × 512, and slice 
thickness as 5 mm.

2.3 CT-image convolutional neural 
network

The nnU-Net is a powerful neural network specifically designed 
for medical image segmentation. The nnU-Net is based on 2D and 3D 
U-Net models geared with several technical improvements (27). For 
instance, in terms of preprocessing and post-processing, the nnU-Net 
applies various methods such as denoising, enhancement, cropping, 
thresholding, and fusion to improve image quality and segmentation 
results, while also enhancing the visualization and interpretability of 
segmentation outcomes. For model optimization, the nnU-Net 
employs an optimizer with adaptive learning rate and momentum to 
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expedite the training process and enhance the performance of the 
model. In model training, the cross-validation scheme is implemented 
for the selection of the best-performing model. These technical 
improvements promise that the nnU-Net can yield more 
robust models.

In previous research, the nnU-Net has been widely used for the 
segmentation of the aorta (28), carotid artery (29), liver (30), and fetal 
brain (31), with promising performance in terms of accuracy, 
reliability, and efficiency. Accordingly, the nnU-Net is employed for 
the segmentation of the esophagus in the CT images with the 
evaluation metrics of Dice coefficient and Hausdorff Distance.

In the experiment, we trained a 3d U-Net model to segment the 
esophagus (see Figure 1). After preprocessing the training data, the 
networks automatically cropped the image patch with the sizes 80, 
192, and 160 for training. The initial learning rate was 0.01, which 
continuously decreased with the increase in the number of iterations, 
and it no longer decreased when it reached 0.001. The networks were 
optimized with SGD and the training loss was dice loss.

Specifically, the nnU-Net demarcates the esophagus, and a post-
processing of the appropriate thresholding for the removal of the air 
portions within the esophagus is applied to delineate the esophageal 
wall. Afterward, the average diameter and wall thickness of the 
esophagus can be calculated through distance transform, see Figure 1. 
In clinical definition, the esophagus is typically divided into upper, 
middle, and lower segments. In such cases, each segment may need 
different analytical methods and treatments. To mimic the clinical 
analytical paradigm, the center line is computed from the esophagus 
and further straightened to facilitate the automatic division of the 
upper, middle, and lower segments with intervals of 5 cm, 10 cm, and 
the remaining length from the starting point, respectively. For each 
segment, the measurement variances of the diameter and wall 
thickness of sampled transversal cut-planes are further computed. 
With these measurement variances, a decision tree is applied to 

determine if esophageal cancer is presented in the corresponding 
segment, see Figure 2.

2.4 The clinical application of the DL model

To assess the efficacy of the model in clinical application for the 
detection of esophageal cancer, three radiologists participated in this 
study. The participants reviewed the CT images in the validation 
dataset independently, which were presented in a randomized 
sequence, and made diagnoses either on their own or with the 
assistance of the model. The detailed reading protocol is elaborated 
as follows.

Two junior radiologists, Radiologist 1 and Radiologist 2, with 
5 years of image diagnosis experience, and one senior radiologist, 
Radiologist 3, with 13 years of experience were invited to this study. 
All three radiologists were involved in the reading and diagnosis of 
the validation set tests. None of them had any knowledge of the 
study’s purpose or any clinical information. Each radiologist 
independently reviewed the CT images of the validation dataset and 
made routine diagnostic practices. The diagnostic efficiency of each 
radiologist, including sensitivity, specificity, accuracy, F1 score, and 
AUC, was then calculated.

After a 3-month memory washout period, the three radiologists 
reevaluated the CT images of the validation dataset with the assistance 
of the DL model and made another round of diagnoses. The diagnostic 
workups of each radiologist, with the aid of the model, were further 
assessed with the same evaluation metrics. Finally, a quantitative 
comparison was performed to illustrate the diagnostic efficacy among 
the image diagnostic workups of radiologists, with and without the 
assistance of the DL model, as well as the pure prediction results from 
the DL model. The total flow diagram of the study is shown in 
Figure 3.

TABLE 1 Patient background information.

Esophageal cancer negative Esophageal cancer positive

Training (n  =  250) Validation (n  =  100) Training (n  =  397) Validation (n  =  100)

Ages (years) 54.79 ± 12.42 58.475 ± 9.83 64.86 ± 9.58 61.91 ± 7.91

Female/Male 100/150 45/55 93/304 10/90

Main location N/A N/A

Upper thoracic N/A N/A 34 12

Middle thoracic N/A N/A 209 63

Lower thoracic N/A N/A 154 25

Length of esophageal cancers (mm) N/A N/A 44.92 ± 22.26 25.41 ± 12.08

T stage N/A N/A

T1 N/A N/A 18 5

T2 N/A N/A 63 15

T3 N/A N/A 185 53

T4 N/A N/A 26 26

Tx N/A N/A 105 1

Pathology N/A N/A

SCC N/A N/A 349 95

Adenocarcinoma N/A N/A 37 2

Other N/A N/A 11 3
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2.5 Statistical analysis

In the classic evaluation paradigm for a classification model, four 
basic metrics of true positive (TP), true negative (TN), false negative 
(FN), and false positive (FP) may commonly need to be calculated for 
the computation of sensitivity and specificity. In this study, a TP 
suggests true cancer identification, whereas TN is the true 
non-cancerous classification. The FN indicates a missing cancer 
finding by either the model or the radiologist, while the FP represents 
a false cancer finding from the radiologist or DL model. In addition 
to sensitivity and specificity, the metrics of precision, false negative 
rate (FNR), false positive rate (FPR), and F1 score are computed to 
support extensive and quantitative performance comparison. The 
mentioned evaluation metrics are defined as follows.

 Sensitivity TP TP FN= +( )/ , (1)

 Specificity TN TN FP= +( )/ , (2)

 Recall TP TP FN= +( )/ , (3)

 Precision TP TP FP= +( )/ , (4)

 FNR sensitivity= −1 , (5)

 FPR specificity= −1 , (6)

 F score Recall Precision Recall Precision1 2= ∗ ∗( ) +( )/ . (7)

Meanwhile, the area under the receiver operating characteristic 
(ROC) curve (AUC) was also employed as another quantitative 
metric (32). We used the intraclass correlation efficient (ICC) to 
compare the diagnosis consistency between the two junior 
radiologists. The ICC (95%CI) was 0.942 (0.924 and 0.955), which 
showed good diagnosis consistency. To further compare the 
performance of the DL model as well as the readers’ performance 
with and without the referencing of the DL model, DeLong’s test 
for AUC was adopted (33). The overall statistical analyses were 
carried out with software packages of SPSS 26.0 and MedCalc 
22.016. Continuous variables were presented as mean ± standard 
deviation. Statistical significance was defined at a value of p of less 
than 0.05.

3 Results

In this study, CT scans of 397 primary esophageal cancer patients 
and 250 healthy individuals were involved in training the DL model, 
whereas independent images of 100 esophageal cancer patients and 
100 healthy individuals were used for validation. Table 1 summarizes 
the background of all 497 primary esophageal cancer patients and 350 
healthy individuals.

FIGURE 1

Flow diagram of the nnU-net.
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3.1 The diagnostic efficiency of the DL 
model in the validation data set

The nnU-Net-based DL model was evaluated in a five-fold cross-
validation scheme. The DICE for the esophagus segmentation in the 
validation data set was 0.875 ± 0.0728 and Hausdorff Distance was 
1.765 ± 0.154. The performance of the DL model in the validation data 
set was summarized in Table 2. In the validation data set, the AUC of 
the model was 0.890, whereas the metrics of sensitivity, specificity, 
accuracy, and F1 score were 0.900, 0.880, 0.882, and 0.891, respectively.

Among the 10 CT examinations segmented by all three 
radiologists, the segmentations created by the different radiologists 
were shown to be similar. As shown in Table 3, Median interreader 
DSC ranged from 0.80 to 0.89 for all CT examinations. Median model-
reader DSC ranged from 0.76 to 0.88 for all scans. The interreader DSC 
was not different than the model-reader DSC, indicating that the 
segmentation performance of the machine-learning algorithm did not 
differ significantly from that of the radiologists.

3.2 The diagnostic efficiency of radiologists 
with and without referring to the results of 
the DL model

The diagnostic efficiency of the radiologists in the validation data 
set is shown in Table 2. The AUC of Radiologist 1 independently in 
the validation set was 0.855, whereas the metrics of sensitivity 
Equation (1), specificity Equation (2), accuracy, and F1 score 
Equations (3, 4, 7) were 0.860, 0.850, 0.855, and 0.856, respectively. 
The AUC of Radiologist 2 independently in the validation set was 
0.820, with the sensitivity, specificity, and F1 score of 0.780, 0.870, and 
0.817, respectively. The AUC of Radiologist 3 independently in the 
validation set was 0.930, with the sensitivity, specificity, and F1 score 
of 0.950, 0.910, and 0.931, respectively. The diagnostic performance of 
the DL model is better than Radiologist 1 and Radiologist 2 
independently with statistical significance in the AUC; however, it was 
lower than Radiologist 3 significantly. The other metrics of sensitivity, 
specificity, and F1 score were also attained higher by the DL model 

FIGURE 2

Flow diagram of the deep learning model.

116

https://doi.org/10.3389/fmed.2024.1356752
https://www.frontiersin.org/journals/medicine
https://www.frontiersin.org


Lin et al. 10.3389/fmed.2024.1356752

Frontiers in Medicine 06 frontiersin.org

than Radiologist 1 and Radiologist 2, but lower than Radiologist 3. 
With the help of the model, Radiologist 1 and Radiologist 2 showed 
significant improvement in the AUC, as well as the other metrics. 
Meanwhile, the performance of Radiologist 3 also improved with the 
DL model when compared to the performance in the independent 
reading session. Figure 4 visually compares the ROC curves of the DL 
model and the radiologists.

3.3 Comparison of the rates of 
misdiagnosis and missed diagnosis 
between DL model and radiologists

In the validation set, the DL model missed 10% of esophageal 
cancer cases [FNR = 0.100, Equation (5)], which was lower than the 
average FNR of 13.7% for all radiologists in the independent reading 
session (without the DL model). With the incorporation of DL 
modeling in the reading session, the average FNR by all radiologists 

was lowered to 5%. In such cases, the DL model can improve 
radiologists’ workups in finding esophageal cancers. On the other 
hand, the DL model yielded 12% false positives in the validation set, 
which was similar to the average FPR Equation (6) of 12.3% by all 
radiologists in independent reading sessions. With the aid of the DL 
model, the average FPR by all radiologists was reduced to 6%, see 
Table  2. Accordingly, the DL model can on average improve 
radiologists’ performance and reduce the FP and FN rates in half.

Further analysis was conducted for the FPs yielded by the DL model. 
The majority of FPs were acute and chronic esophagitis (75%, nine 
cases), and a small proportion were esophageal papillomas, esophageal 
hyperplastic polyps, and gastric mucosal ectopies (25%, one case for each 
abnormality). For the FN cases by the DL model, most of them were 
early-stage cancers, involving seven cases (70%) of esophageal cancer at 
T1-2 and three cases (30%) of T3-4 esophageal cancer. The DL model 
missing the T3-4 cancers may be because the nearby soft tissues around 
the cancers are complicated which further confused the model to an 
incorrect differentiation. Additionally, a challenging case involving a 
77-year-old man diagnosed with T1 stage esophageal cancer was missed 
by the radiologists but successfully detected by the DL model (Figure 5), 
which revealed the excellent performance of the DL model. There were 
still some cases that were too early and did not have detectable changes 
in the images to be detected, see Figure 6.

4 Discussion

In this retrospective dual-center study, a DL-based method was 
developed to detect esophageal cancer to assist the clinical reading. 
The model was trained with non-contrast chest CT scans acquired 
from 397 esophageal cancer-positive patients and 250 individuals with 
no esophageal cancer. In the validation, the DL-based method showed 
a satisfactory diagnostic efficacy in detecting esophageal cancer with 
an AUC of 0.890 and an accuracy of 0.882, which were higher than the 
two junior radiologists, i.e., Radiologist 1 and Radiologist 2, but lower 
than the senior radiologist (Radiologist 3). Referring to the previous 
study, the underlying reasons the DL model outperformed the junior 
radiologists may be two-fold (34). First, the DL model was trained by 
the esophageal cancer cases which were validated by pathology. The 
junior radiologists did not get systematic and sufficient training in the 
reading and diagnosis of esophageal cancer in non-contrast chest CT 

FIGURE 3

Experimental flow chart of the study.

TABLE 2 Diagnostic efficiency comparison between deep learning model and radiologists.

Sensitivity Specificity Accuracy F1 score AUC FNR FPR Pa Pb

Deep learning model 0.900 0.880 0.882 0.891 0.890 0.100 0.120

Radiologists 1 independently 0.860 0.850 0.855 0.856 0.855 0.140 0.150 0.0040

Radiologists 2 independently 0.780 0.870 0.857 0.817 0.820 0.220 0.130 0.0001

Radiologists 3 independently 0.950 0.910 0.913 0.931 0.930 0.050 0.090 0.0040

Radiologists average 1 0.860 0.877 0.873 0.866 0.867 0.137 0.123

Radiologists 1 with model 0.920 0.900 0.902 0.911 0.910 0.080 0.100 0.0444 0.0004

Radiologists 2 with model 0.960 0.950 0.950 0.955 0.955 0.040 0.050 0.0002 <0.0001

Radiologists 3 with model 0.960 0.970 0.970 0.965 0.965 0.040 0.030 0.0001 0.0068

Radiologists average 2 0.947 0.940 0.941 0.944 0.943 0.053 0.060

Pa: Comparisons of AUC value between the deep learning model and each radiologist with or without the deep learning model.
Pb: Comparisons of AUC value between the radiologist with and without the deep learning model.
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images. Second, DL algorithms have a higher sensitivity to subtle 
image changes than human eyes, and hence yield better detection 
results for the easy-missing lesions like esophageal cancers (32). With 
the help of the DL model, the junior and senior radiologists achieved 
better diagnostic workups in detecting esophageal cancers. 
Accordingly, the computerized DL system may be potentially valuable 
in the context of health checkup non-contrast CT examination for the 
early detection of esophageal cancers.

In this study, our model reached the performance of sensitivity, 
specificity, accuracy, F1 score, and AUC values of 0.900, 0.880, 
0.882, 0.891, and 0.890, respectively, which was better than the 
previous study with V-net, where the sensitivity, specificity, and 
AUC were 0.690, 0.610, and 0.650, respectively (35). It may 
be because our method is equipped with a more robust segmentation 
model and better cancer identification post-processing scheme for 
better results. Compared to the method with the pure image 
classification model of VGG16 on the contrast-enhanced CT, the 
reported performance of sensitivity, specificity, accuracy, and F1 

score were 0.717, 0.90, 0.842, and 0.742, respectively (36). 
Accordingly, a segmentation model may be helpful to improve the 
detection performance with slightly lower specificity. On the other 
hand, another image classification CNN for the contrast-enhanced 
chest images suggested a performance with metrics of sensitivity, 
specificity, accuracy, and AUC as 0.87, 0.92, 0.92, and 0.95 (33), 
respectively, since the contrast-enhanced CT may better depict the 
esophageal cancers and may ease the algorithmic difficulty for DL 
models. However, our experimental results suggested that the DL 
can also assist radiologists in improving the workups of esophageal 
cancers by reducing FPs and FNs in non-contrast chest CT scans. 
In particular, the DL model may improve the performance of junior 
radiologists to the senior level, which resonates with the conclusion 
of the studies (33, 35). Accordingly, this may shed light on the early 
detection of esophageal cancers, especially in the context of health 
check-up examinations.

There are several limitations in our study. First, the distribution of 
sex and age were uneven in the training and validation data, but the 

TABLE 3 Median interreader and radiologists-model DSCs for 10 cases in the test set.

Reader no. Radiologists 1 Radiologists 2 Radiologists 3 Model

Radiologists 1 1 0.80 (0.65–0.96) 0.89 (0.79–0.98) 0.87 (0.73–0.99)

Radiologists 2 1 0.81 (0.68–0.88) 0.76 (0.64–0.83)

Radiologists 3 1 0.87 (0.76–0.98)

Data are Dice similarity coefficients (DSCs), with minimum and maximum values in parentheses.

FIGURE 4

The ROC curve in the deep learning model and radiologists with or without the deep learning model. Blue, red, green, orange, lemon-yellow, blue-
green, and pink lines indicate the ROC curve of the deep learning model, radiologist1, radiologist2, radiologist3, radiologist1 with the model, 
radiologist2 with the model, and radiologist3 with the model.
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esophageal cancers mainly occurred in men and ages >50 years (9); 
therefore, the enrolled individuals were suitable for model training. 
Second, we enrolled some early-stage esophageal cancer in this study. 
However, the DL model and the radiologists failed to identify all these 
cases. The detection of early-stage esophageal cancer can be  very 
challenging for both the radiologist and the DL model (such as 
Figure 6), but it is important for clinical practice. Referencing the 
other studies (33, 36), the contrast-enhanced CT images may provide 
more information about esophageal cancer from early to late stage 
than the non-contrast images. Accordingly, we  will consider 
incorporating contrast-enhanced CT to augment the capability of the 
DL model. Third, for some patients with neoadjuvant chemotherapy 
before the surgical operation, we  obtained the pathology from 
endoscopic biopsy and did not get the true cancer stage. Fourth, this 
study involved a medium number of patients. A further expansion of 
the cohort is needed.

5 Summary statement

The DL model can detect esophageal cancer from non-contrast 
chest images with good sensitivity and specificity. With the help of the 
DL model, the radiologist can improve the diagnostic efficacy in 
detecting esophageal csancer, shorten the training time for junior 
radiologists, and reduce the missed diagnosis of esophageal cancer in 
routine physical examinations of individuals with only non-contrast 
chest CT images.

Data availability statement

The original contributions presented in the study are included in 
the article/Supplementary material, further inquiries can be directed 
to the corresponding authors.

FIGURE 5

Visualization of two cancer cases. For the easy case, there is a significant thickening of the diameter and thickening of the esophageal wall; the difficult 
case is a 77-year-old man diagnosed with T1 stage esophageal cancer; the radiologists failed to accurately diagnose the cancer, whereas the deep 
learning model successfully detected it by the subtle variation of the esophageal wall thickness. The cancer part is indicated by the red color, and the 
green color part presents a normal esophagus.

FIGURE 6

Visualization of a missed diagnosed case by DL. A 62-year-old man diagnosed with T1 stage esophageal cancer under an endoscope; the pathology 
showed the cancer was confined to the lamina propria of the mucosa and very close to the cardia. The cancer part is indicated by the red color, and 
the green color part presents a normal esophagus.
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Evaluation of peri-plaque 
pericoronary adipose tissue 
attenuation in coronary 
atherosclerosis using a dual-layer 
spectral detector CT
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Xigang Xiao 1*
1 Department of Radiology, The First Affiliated Hospital of Harbin Medical University, Harbin, China, 
2 Department of Radiology, Zigong Fourth People's Hospital, Zigong, China

Purpose: This study aimed to evaluate the differences between pericoronary 
adipose tissue (PCAT) attenuation at different measured locations in evaluating 
coronary atherosclerosis using spectral computed tomography (CT) and to 
explore valuable imaging indicators.

Methods: A total of 330 patients with suspicious coronary atherosclerosis were 
enrolled and underwent coronary CT angiography with dual-layer spectral 
detector CT (SDCT). Proximal and peri-plaque fat attenuation index (FAI) of 
stenosis coronary arteries were measured using both conventional images (CIs) 
and virtual monoenergetic images (VMIs) ranging from 40  keV to 100  keV. The 
slopes of the spectral attenuation curve (λ) of proximal and peri-plaque PCAT 
at three different monoenergetic intervals were calculated. Additionally, peri-
plaque FAI on CI and virtual non-contrast images, and effective atomic number 
were measured manually.

Results: A total of 231 coronary arteries with plaques and lumen stenosis were 
finally enrolled. Peri-plaque FAICI and FAIVMI were significantly higher in severe 
stenosis than in mild and moderate stenosis (p  <  0.05), while peri-plaque λ, 
proximal FAI, and proximal λ were not statistically different. Proximal FAI, peri-
plaque FAI, and peri-plaque λ were significantly higher in low-density non-
calcified plaque (LD-NCP) and non-calcified plaque (NCP) than in calcified 
plaque (p  <  0.01). Peri-plaque FAI was the highest in the LD-NCP group, while 
proximal FAI was the highest in the NCP group. In severe stenosis and in LD-
NCP, peri-plaque FAI was significantly higher than proximal FAI (p  <  0.05). The 
manually measured parameters related to peri-plaque PCAT attenuation had a 
positive correlation with the results of peri-plaque FAI measured automatically.

Conclusion: Peri-plaque PCAT has more value in assessing coronary 
atherosclerosis than proximal PCAT. Peri-plaque PCAT attenuation is expected 
to be  used as a standard biomarker for evaluating plaque vulnerability and 
hemodynamic characteristics.

KEYWORDS

pericoronary adipose tissue, fat attenuation index, coronary inflammation, 
longitudinal location, dual-layer spectral detector CT
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Introduction

According to the 2021 World Health Organization report, 
cardiovascular disease (CVD) is the world’s leading cause of death, 
with 85% of deaths resulting from heart attacks and strokes (1). As the 
most common CVD, coronary atherosclerotic heart disease (CAD) is 
receiving increasing attention, especially in the aspect of accurate 
diagnosis and treatment. Traditionally, the assessment of CAD using 
coronary computed tomography angiography (CCTA) focuses mainly 
on the morphological evaluation of plaque types and lumen stenosis. 
Recent studies have shown that CAD is a chronic inflammatory 
disease that can release mediators into pericoronary adipose tissue 
(PCAT), causing morphological changes and increased attenuation of 
PCAT (2, 3). PCAT is visceral adipose tissue, which contacts the 
coronary artery directly. PCAT was defined as an epicardial adipose 
tissue (EAT) with a radial distance of 1 mm from the outer wall of the 
coronary artery, and all voxel values were within the range of −190 to 
−30 HU (4). PCAT has a complex bidirectional paracrine pathway 
with the coronary artery wall. The dysfunctional PCAT, which reflects 
the inflammatory status of the PCAT and the coronary artery, can also 
be detected by CCTA according to the increased PCAT attenuation (4, 
5). Thus, some studies measured the perivascular fat attenuation index 
(FAI) of coronary arteries to assess the plaque risk or severity of CAD 
(6–9). Most of them adopted FAI around the proximal right coronary 
artery (RCA) due to the abundance of adipose tissue, which can 
be  obtained and measured easily compared to the left anterior 
descending (LAD) artery and left circumflex (LCX) artery. Other 
studies used FAI of proximal segments of three major coronary 
arteries or around the plaque that caused the maximal degree of 
vascular stenosis as the evaluation indicator (10–12). At present, there 
is no unified standard in terms of measurement locations of PCAT 
attenuation for the evaluation of CAD-related ischemic severity or 
risk. Therefore, the aim of this study is to evaluate the diagnostic value 
of PCAT attenuation at different positions based on spectral CT 
for CAD.

Materials and methods

Patients

A total of 330 consecutive patients with suspected CAD 
underwent CCTA using dual-layer spectral detector CT (SDCT) at the 
First Affiliated Hospital of Harbin Medical University from April to 
November 2021. A total of 170 patients were excluded according to 
the following exclusion criteria: no coronary atherosclerotic plaque or 
luminal stenosis, or only the left main coronary artery or coronary 
branches of three main coronary arteries with atherosclerotic plaques; 
a history of percutaneous coronary intervention (PCI) or coronary 
artery bypass graft (CABG); malignant tumor or severe inflammatory 
disease; poor CCTA image quality; and incomplete clinical data. The 
remaining 160 patients had 480 main coronary arteries, including the 
LAD artery, LCX artery, and RCA. Among them, only 231 branches 
had atherosclerotic plaques and luminal stenosis. Therefore, the other 
249 branches without plaques or stenosis were excluded. All CCTA 
images were independently evaluated for plaque types and luminal 
stenosis according to previous studies (13, 14) by two radiologists who 
had more than 10 years of experience in cardiac imaging diagnosis. 

The consensus was reached when there were different opinions. 
Finally, there were 123 coronary arteries with mild stenosis, 69 arteries 
with moderate stenosis, and 39 arteries with severe stenosis. In terms 
of plaque types, there were 66 coronary arteries with calcified plaques 
(CPs), 92 arteries with non-calcified plaque (NCP), and 73 arteries 
with low-density non-calcified plaque (LD-NCP). The study flow 
chart is shown in Figure 1. This retrospective study was approved by 
the ethics committee of the First Affiliated Hospital of Harbin Medical 
University (No. 202214).

CCTA scan protocol and image 
reconstruction

The retrospective ECG-gated CCTA scans were performed on 
SDCT (IQon Spectral CT, Philips Healthcare, Best, The 
Netherlands). A bolus of 60–80 mL non-ionic contrast media 
(iobitridol; 350 mg iodine/ml, Guerbet, Roissy, France) was 
injected into the median cubital vein at a flow rate of 4–5 mL/s via 
a high-pressure injector with binocular tube (Ulrich, Germany), 
followed by 30 mL of saline flush. When the descending aorta 
reached the 110HU threshold, the CCTA scan was triggered 
automatically. The scan protocol was as follows: 120kVp tube 
voltage, automatic tube current modulation, 0.9 mm slice thickness 
and slice interval, 64 × 0.625 mm detector collimation, 270 ms tube 
rotation time, and 512 × 512 matrix. The original data were 
reconstructed, including both conventional images (CIs) and 
virtual monoenergetic images (VMIs) from 40 keV to 100 keV with 
a 10 keV interval. All data were transferred to the post-processing 
workstation (IntelliSpace Portal Vision 10, Philips Healthcare, 
Best, The Netherlands).

PCAT attenuation parameter measurement

Proximal and peri-plaque FAI of stenosis coronary arteries were 
measured both on CI and VMI by semi-automatic software (Shukun 
Technology, Beijing, China), which can automatically segment 
coronary arteries and identify PCAT. The measurement starting 
point, length, and width of proximal PCAT were set manually, 
completely consistent with the method used in our previous research 
(10). The starting point of the RCA measurement was set at 10 mm 
from the right coronary sinus ostium. LAD and LCX were measured 
from the bifurcation of the left main coronary artery. The 
measurement length was proximal 40 mm, and the measurement 
width was the mean diameter of the proximal coronary. Peri-plaque 
FAI was measured surrounding the plaque at the obvious stenosis. 
The measurement length was set according to the length of the 
plaque, and the measurement width was set according to the mean 
diameter of normal lumens at the proximal and distal ends of the 
plaque. Adipose tissue voxels on CI, 40 keV, 50 keV, 60 keV, 70 keV, 
80 keV, 90 keV, and 100 keV images were identified with different 
thresholds, respectively: -190 ~ -30HU, −280 ~ -40HU, −260 ~ -40HU, 
−240 ~ -40HU, −220 ~ -30HU, −210 ~ -30HU, −200 ~ -30HU, 
and − 190 ~ -30HU. The slope of the spectral attenuation curve (λ) 
was computed: λ40-70 KeV = (CT40keV-CT70keV)/30, λ40-100 keV = (CT40keV-
CT100keV)/60, and λ70-100 KeV = (CT70keV-CT100keV)/30. The automatic 
PCAT attenuation parameter measurement is shown in Figure 2. In 
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addition, peri-plaque FAI on CI, virtual non-contrast (VNC) image, 
and effective atomic number (Zeff) were also measured manually. The 
mean value of each parameter was obtained from three consecutive 
regions of interests (ROIs) with consistent size in the PCAT at the 
highest luminal stenosis.

Statistical analysis

Continuous variables were expressed as the average ± standard 
deviation (SD). Normal distribution and homogeneity of variance 
tests on the data were performed. If the data were a normal distribution 

FIGURE 1

Study flowchart. CAD, coronary atherosclerotic heart disease; CCTA, coronary CT angiography; SDCT, dual-layer spectral detector computed 
tomography; PCI, percutaneous coronary intervention; CABG, coronary artery bypass graft; LAD, left anterior descending artery; LCX, left circumflex 
artery; RCA, right coronary artery; CP, calcified plaques; NCP, non-calcified plaque; and LD-NCP, low-density non-calcified plaque.

FIGURE 2

PCAT attenuation parameter measurement. (A) The measurement of proximal FAI of the left anterior descending artery (40  mm length from the 
bifurcation of the left main coronary artery) on a 120 kVp conventional image and 40–100  keV virtual monoenergetic images, respectively. (B) The 
measurement of peri-plaque FAI around a low-density non-calcified plaque at the most stenosis of the lumen of the right coronary artery. FAI, fat 
attenuation index.
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with homogeneity of variance, analysis of variance (ANOVA) was 
used for comparison among groups. Otherwise, a multi-variant 
ANOVA was performed. SPSS 26.0 (SPSS, Inc., Chicago, IL, USA) was 
used for statistical analysis. A p-value of <0.05 was considered 
statistically significant.

Results

FAI gradually increased with the increase in monoenergetic level 
on VMI, whether it was proximal or peri-plaque FAI, whether it was 
mild, moderate, or severe lumen stenosis, whether it was CP, NCP, or 
LD-NCP (Supplementary Figure S1).

Among the different degrees of stenosis, both proximal and peri-
plaque FAI increased with the stenosis degree of the coronary artery. 
Peri-plaque FAICI and FAIVMI were significantly higher in severe 
stenosis than in mild and moderate stenosis (p < 0.05), while λ of 
proximal and peri-plaque PCAT attenuation was neither statistically 
different (p > 0.05) nor was the proximal FAI of vessels with different 
degrees of stenosis (p > 0.05). In severe stenosis, peri-plaque FAI was 
significantly higher than proximal FAI (p < 0.05), while they were not 
significantly different in mild and moderate stenosis (p > 0.05) 
(Figure 3) (Supplementary Tables S1, S2).

Among different plaque types, peri-plaque FAICI, FAIVMI, and λ 
were significantly higher in LD-NCP and NCP than in CP (p < 0.01). 
The values were the highest in the LD-NCP group. Proximal FAICI and 
FAIVMI were also significantly different in different plaque types 

(p < 0.05), but the highest FAI values were in the NCP group. λ of 
proximal PCAT attenuation was not statistically different among 
different plaque types (p > 0.05). In LD-NCP, peri-plaque FAI was 
significantly higher than the proximal FAI (p < 0.05), while they were 
not significantly different in CP and NCP (p > 0.05) (Figure  4) 
(Supplementary Tables S3, S4).

The manually measured peri-plaque FAI on CI (FAIMA) was 
significantly positively correlated with the peri-plaque FAICI obtained 
automatically (r = 0.7265, p < 0.0001). Similar to the differences in 
automatically measured peri-plaque PCAT attenuation parameters 
between groups, the three manually measured peri-plaque PCAT 
spectral parameters also showed differences. The values of FAIMA, 
FAIVNC, and Zeff were as follows: severe stenosis > moderate stenosis 
> mild stenosis (p < 0.01) and LD-NCP > NCP > CP (p < 0.001) 
(Figure 5).

Discussion

The present study explored the different roles between measured 
locations of PCAT attenuation in assessing coronary atherosclerosis. 
Peri-plaque PCAT attenuation was more valuable than proximal 
PCAT attenuation, and manual measurement of peri-plaque PCAT 
spectral quantitative parameters derived from SDCT also had 
important value. Therefore, peri-plaque measurement is 
recommended to obtain PCAT attenuation and spectral quantitative 
parameters, which are used to monitor and identify inflammation in 

FIGURE 3

Differences in PCAT parameters at the luminal stenosis level. (A) Proximal FAI on CI and VMI. (B) Spectral attenuation slope of proximal PCAT at three 
monoenergetic intervals. (C) Peri-plaque FAI on CI and VMI. (D) Spectral attenuation slope of peri-plaque PCAT at three monoenergetic intervals. 
PCAT, pericoronary adipose tissue; FAI, fat attenuation index; CI, conventional image; and VMI, virtual monoenergetic image. *, p  <  0.05; **, p  <  0.01.
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patients with CAD. To the best of our knowledge, this is the first study 
to explore the measured location and measured method of PCAT 
quantitative parameters on SDCT.

CAD is caused by coronary atherosclerosis and luminal stenosis 
or occlusion. Due to the substantial risk of recurrent cardiovascular 
(CV) events, CAD remains the leading single cause of death worldwide 
(1, 15). The key driver of atherogenesis and atherosclerotic plaque 
rupture resulting in acute coronary syndrome (ACS) has been 
confirmed to be vascular inflammation (16). Therefore, the detection 
of coronary inflammation has important implications for CV risk 
stratification and targeted medical therapy, in order to improve patient 
prognosis. The routine non-invasive method for systemic 
inflammation monitoring is based on laboratory tests. It is convenient 
and sensitive, whereas it lacks specificity for coronary inflammation 
(17). Thus, it cannot be used for assessing the process of coronary 
atherosclerosis or the presence of vulnerable plaques. Several studies 
have proved that the CT attenuation index can represent the functional 
status of PCAT, which is closely related to coronary inflammation 
(3–5, 7). Hence, the study of evaluating coronary inflammation and 
related clinical issues through PCAT attenuation has become one of 
the research hotspots in recent years.

As part of perivascular adipose tissue (PVAT) and EAT, PCAT is 
also a functional sensor of coronary inflammation. PCAT is an active 
metabolic fat pool that is closely located around coronary arteries. It 
has a complex bidirectional paracrine pathway with a coronary artery 
wall. Dysfunctional PCAT secretes pro-inflammatory adipocytokines, 
causing vascular inflammation and leading to the formation of 

coronary atherosclerosis plaques. Vascular inflammation prevents 
lipid accumulation in PCAT by inhibiting preadipocyte differentiation 
(4, 18, 19). They are affected by each other’s inflammation and 
functional status. Therefore, it is possible to detect vascular 
inflammation non-invasively through PCAT attenuation using 
CCTA. In this study, we  first confirmed the differences in PCAT 
attenuation among different degrees of luminal stenosis and among 
different coronary atherosclerotic plaque types, respectively. The result 
was particularly significant among plaque types. Therefore, the stages 
of plaque development may be an ideal target for better and earlier 
monitoring of atherosclerosis (20). In this study, we  divided 
atherosclerotic plaques that caused the maximal degree of luminal 
stenosis into three types according to the attenuation characteristics 
on CCTA images. Among them, NCP and LD-NCP are the 
foundations of CV events and help to determine an individual’s CV 
risk (21). This study on the analysis of the relationship between plaque 
types and PCAT attenuation found that the degree of inflammation 
around NCP and LD-NCP was higher than that of the CP group. This 
finding indicates that the inflammatory state of PCAT and the 
coronary artery is closely related to the instability of atherosclerotic 
plaques, while CP is relatively stable and the degree of inflammation 
around it is relatively mild.

In addition, different measured locations of PCAT have different 
results, which is the main finding of this study. In the CRISP-CT study, 
PCAT around the proximal RCA was selected as a representative 
imaging marker of coronary inflammation for the analysis of PCAT 
in each participant (6). The main reason is that the adipose tissue 

FIGURE 4

Differences in PCAT parameters at the plaque-type level. (A) Proximal FAI on CI and VMI. (B) Spectral attenuation slope of proximal PCAT at three 
monoenergetic intervals. (C) Peri-plaque FAI on CI and VMI. (D) Spectral attenuation slope of peri-plaque PCAT at three monoenergetic intervals. 
PCAT, pericoronary adipose tissue; FAI, fat attenuation index; CI, conventional image; VMI, virtual monoenergetic image; CP, calcified plaques; NCP, 
non-calcified plaque; LD-NCP, low-density non-calcified plaque. *, p  <  0.05; ***, p  <  0.001.
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around the proximal segment of RCA is relatively abundant, and it is 
easy to sketch, extract, and measure. However, this method may have 
limitations for the evaluation of some diffuse or focal lesions. It may 
not be sufficient for evaluating diffuse lesions, while for evaluating 
focal lesions, it may not be accurate enough because it covers normal 
adipose tissue. Therefore, some scholars have selected to adopt PCAT 
around the proximal segments of three major coronary arteries for 
attenuation measurement. However, they found that PCAT of LAD 
and LCX were not associated with event-free survival, although both 
PCAT of LAD and LCX and the occurrence of CV were correlated 
with RCT PCAT (6). In Alexios SA et al.’s study, they examined the 
relationships between FAI and radial measurement distance from the 
vascular wall in patients with coronary atherosclerosis compared to 
healthy individuals. The results showed that there was no difference 
in FAI 2 cm away from the coronary wall between the two groups. 
However, they found that FAI around the culprit lesion was higher 
than FAI proximal to the lesion. Therefore, they proposed that there 
is a gradient in adipocyte size and the expression of adipose genes 
moving from PVAT adjacent to coronary arteries to adipose tissue 
further away from the coronary wall, which makes a parallel shift of 
FAI to more negative values moving away from the coronary wall (4). 
Another study also found different FAI values with the radial distance 
for PCAT proximal to the coronary artery. As shown, FAIref (within 
the radial distance from the outer vessel wall equal to the coronary 
vessel diameter) proximal to LAD could better represent the 
inflammation of culprit lesions in patients with ACS than FAI with 
any other radial distances proximal to the coronary arteries or FAI 
around culprit lesions (22). In our study, we confirmed that there are 

indeed differences in the PCAT attenuation at different locations. 
What is different is that we have confirmed that the change in PCAT 
attenuation around the plaque is more significant than that of 
proximal coronary arteries, especially in severe stenostic vessels and 
LD-NCP. A possible explanation for this result may be that the lesion 
is mainly on a single coronary artery in most participants in this study. 
The paracrine signal sent to PCAT from the vascular inflammation is 
easier to be limited around the plaque and then transmitted to PCAT 
around the inflamed coronary arteries and other locations. Therefore, 
peri-plaque PCAT attenuation is a more robust and easily accessible 
measurement of coronary inflammation. It has a higher diagnostic 
value in CAD patients as compared to proximal PCAT attenuation.

Furthermore, SDCT was used, and several spectral parameters of 
PCAT were obtained to assess coronary arteriosclerosis in this study, 
which is another innovation. In our previous study (10), we confirmed 
that PCAT attenuation parameters obtained using dual-layer SDCT 
can aid in distinguishing patients with and without CAD, which might 
predict the formation of atherosclerotic plaques before they appear. 
Most previous studies on PCAT attenuation in evaluating coronary 
atherosclerosis and CV events were performed by conventional 
polyenergetic CT. In this study, PCAT attenuation parameters from CI 
and VMI were both adopted. In addition, manually measured peri-
plaque PCAT attenuation on CI and VNC images and Zeff of peri-
plaque PCAT were also used for assessing coronary atherosclerosis. 
The results confirmed that peri-plaque PCAT spectral parameters 
measured manually have significant value in estimating coronary 
atherosclerosis, which is similar to the results of automatically 
measured peri-plaque PCAT attenuation. As the most commonly used 

FIGURE 5

Differences in manually measured peri-plaque PCAT spectral parameters. (A–C) At luminal stenosis level. (D–F) At plaque-type level. FAIMA, fat 
attenuation index measured manually; FAIVNC, fat attenuation index on a virtual non-contrast image; Zeff, effective atomic number; CP, calcified 
plaques; NCP, non-calcified plaque; and LD-NCP, low-density non-calcified plaque.
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imaging detection method, conventional CCTA can offer information 
on the morphological manifestation of coronary plaques and the 
structural change in vascular walls. However, SDCT can provide more 
functional information and quantitative parameters. It achieves 
accurate “homologous, simultaneous, codirectional and synchronous” 
spectral scanning based on collecting low- and high-energy data 
simultaneously using a dual-layer detector (23, 24). Therefore, it can 
derive more real and accurate data for measurement and diagnosis 
based on non-invasive multimodal images. Besides, it can also supply 
more spectral quantitative parameters. In this study, the combination 
of multiple PCAT spectral parameters can better diagnose and assess 
the severity of luminal stenosis and atherosclerotic plaques.

This study has some limitations. First, this is a single-center 
retrospective study, which is based on vessel level and the specific 
device. Therefore, culprit plaques, follow-up prognosis, and the 
influence of different types and brands of CT imaging devices were 
not analyzed, which requires further and prospective research in the 
future. Second, the laboratory test was not included in this study. The 
calcified score and invasive coronary angiography were not adopted, 
either. Thus, the level of coronary inflammation and the severity of 
coronary atherosclerosis could not be assessed comprehensively and 
accurately. Third, only the relationship between the longitudinal 
location of PCAT parameters and coronary atherosclerosis was 
analyzed, while PCAT attenuation with different radial distances was 
not measured. Although peri-plaque PCAT attenuation parameters 
are expected to be used as a standard biomarker for evaluating the 
severity of coronary atherosclerosis, further randomized controlled 
trials with a large sample and detailed analysis are required to verify 
this hypothesis.

In conclusion, peri-plaque PCAT is more valuable than proximal 
PCAT in assessing coronary atherosclerosis. Spectral parameters of 
peri-plaque PCAT can further improve the diagnostic accuracy of 
coronary atherosclerosis. The quantitative parameters related to peri-
plaque PCAT attenuation are expected to become standard biomarkers 
and predictors for assessing plaque vulnerability and the 
hemodynamic characteristics of coronary atherosclerosis.
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Radiomics analysis of pancreas 
based on dual-energy computed 
tomography for the detection of 
type 2 diabetes mellitus
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Yuhong Liang 1, Xixi Zhong 1, Xianjie Zhang 2, Wei Deng 2, 
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United Imaging Intelligence Co., Ltd., Shanghai, China

Objective: To utilize radiomics analysis on dual-energy CT images of the 
pancreas to establish a quantitative imaging biomarker for type 2 diabetes 
mellitus.

Materials and methods: In this retrospective study, 78 participants (45 with type 
2 diabetes mellitus, 33 without) underwent a dual energy CT exam. Pancreas 
regions were segmented automatically using a deep learning algorithm. From 
these regions, radiomics features were extracted. Additionally, 24 clinical 
features were collected for each patient. Both radiomics and clinical features 
were then selected using the least absolute shrinkage and selection operator 
(LASSO) technique and then build classifies with random forest (RF), support 
vector machines (SVM) and Logistic. Three models were built: one using 
radiomics features, one using clinical features, and a combined model.

Results: Seven radiomic features were selected from the segmented pancreas 
regions, while eight clinical features were chosen from a pool of 24 using the 
LASSO method. These features were used to build a combined model, and its 
performance was evaluated using five-fold cross-validation. The best classifier 
type is Logistic and the reported area under the curve (AUC) values on the 
test dataset were 0.887 (0.73–1), 0.881 (0.715–1), and 0.922 (0.804–1) for the 
respective models.

Conclusion: Radiomics analysis of the pancreas on dual-energy CT images 
offers potential as a quantitative imaging biomarker in the detection of type 2 
diabetes mellitus.

KEYWORDS

pancreas, dual-energy CT, type 2 diabetes mellitus, radiomics analysis, deep learning

1 Introduction

The anatomy of the human pancreas is closely related to its endocrine and exocrine 
functions. In individuals diagnosed with type 1 or type 2 diabetes, alterations in the pancreas 
have been observed (1). Chronic inflammation of the pancreas can cause damage to the 
insulin-producing cells, potentially leading to the development of diabetes. Pancreatitis and 
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type 2 diabetes share similar risk factors (1). Several imaging 
techniques, such as computed tomography (CT), magnetic resonance 
imaging (MRI), and ultrasound (US), have been used in various 
studies to investigate pancreatic changes in individuals with diabetes. 
These studies aim to assess the size (diameter, area, or volume) as well 
as the fat content of the pancreas using these imaging modalities. The 
comparisons are made between individuals with type 1 diabetes 
(T1DM) and/or type 2 diabetes (T2DM) and healthy controls (2).

These imaging studies hold significant potential for providing 
reliable insights into diabetes mellitus (DM). Between 2008 and 2013, 
a total of 1,478 lean individuals without diabetes underwent CT scans 
(3). The presence of fatty pancreas was evaluated using a validated 
histological method, which measured the attenuation of the pancreas 
on CT scans conducted at the beginning of the study. Lower pancreas 
attenuation values indicate higher fat content in the pancreas (3). 
Furthermore, a study aimed to investigate abdominal CT biomarkers 
for type 2 diabetes mellitus using advanced automated deep learning 
techniques within a substantial clinical dataset (4). The analysis 
demonstrated a correlation between the diagnosis of type 2 diabetes 
mellitus and specific abdominal CT biomarkers, particularly 
measurements related to pancreatic CT attenuation and visceral fat 
(4). Dual-energy CT (DECT) has shown promise in providing more 
precise quantitative information compared to conventional methods 
by utilizing two different X-ray beams with distinct absorption 
characteristics (5).

Radiomics analysis has made significant advancements in the 
field of medical image analysis in recent years (6). This approach 
enables the extraction of numerous features from medical images, 
facilitating the quantification of phenotypic characteristics of 
tumors (7). These quantifications play a crucial role in various 
areas such as diagnosis, clinical prognosis, treatment selection, and 
decision support. By optimizing the selection of features and 
utilizing machine learning algorithms, it becomes possible to 
effectively differentiate between patients with similar outcome 
conditions and establish personalized prediction models based on 
scientific and data-driven analyses for treatment outcomes. The 
emerging field of radiomics also holds promise in identifying 
previously undetectable characteristics and assisting in the 
diagnosis and prediction of diabetes through pancreas imaging. 
For instance, a study focused on evaluating the diagnostic accuracy 
of a Dual-Energy Computed Tomography (DECT)-based 
technique that utilizes iodine quantification and fat fraction 
analysis for early detection of acute pancreatitis (8). The results 
indicated that DECT with iodine quantification exhibits higher 
sensitivity in diagnosing early acute pancreatitis compared to 
standard image evaluation methods (8). Furthermore, another 
study aimed to assess whether an AI model based on pancreas 
radiomics can identify the CT imaging pattern associated with type 
2 diabetes (9). The findings showed that the model successfully 
detects the imaging pattern linked to type 2 diabetes. However, 
further enhancements and validation are necessary to evaluate its 
potential for identifying type 2 diabetes in the millions of CT scans 
conducted annually.

Our previous study investigated the clinical value of pancreatic fat 
fraction measured on DECT images for the detection of type 2 
diabetes mellitus (10). Given the burgeoning evidence linking 
pancreatic imaging characteristics with DM and the advancements in 
imaging and analytical technologies, we hypothesize that radiomics 

analysis of dual-energy CT images of the pancreas can identify specific 
imaging biomarkers that quantitatively differentiate individuals with 
type 2 diabetes mellitus from non-diabetic controls. This approach 
aims to establish a novel, quantitative imaging biomarker for T2DM, 
leveraging the precision of DECT and the analytical power of 
radiomics to enhance early detection and intervention strategies for 
diabetes mellitus.

2 Materials and methods

2.1 Study population

This retrospective study received approval from the Ethics 
Committee of Liuzhou Municipal Liutie Central Hospital (Approval 
No. 2021033), and the requirement for informed consent was waived. 
We conducted a search in our medical information database for cases 
that occurred between September 2021 and July 2022. Eligible patients 
meeting the following criteria were included in the study: (1) those 
who underwent dual-energy abdominal CT with a non-contrast 
phase; (2) individuals who had blood tests done within 3 days before 
and after DECT; and (3) patients whose electronic medical records 
clearly indicated either “type 2 diabetes” or “non-diabetes.” Patients 
with malignant tumors (n = 12), pancreatitis (n = 5), or significant 
pancreatic atrophy without visible pancreatic parenchyma (n = 4) were 
excluded from the study.

2.2 Datasets

2.2.1 DECT images
Abdominal DECT was conducted using a Dual-source CT 

scanner (SOMATOM Drive, Siemens Healthineers, Forchheim, 
Germany). The tube voltages used were 100 kV and Sn140 kV, with 
average effective tube currents of 250 mAs and 193 mAs. Automatic 
tube current modulation technology (CARE Dose 4D) was employed 
for dose control. The CT parameters were as follows: detector 
collimation of 32 × 0.6 mm, pitch of 0.6, gantry rotation time of 0.5 s, 
and matrix size of 512 × 512. Reconstruction of the CT image was 
performed using an iterative reconstruction technique called Adaptive 
Model-based Iterative Reconstruction (ADMIRE) with the Q30f 
algorithm, resulting in a reconstructed image thickness of 1.5 mm (see 
Figure 1).

2.2.2 Clinical variables
The following 24 clinical data were collected: (1) categorical 

variables: gender, lipid turbidity index, hemolysis index, jaundice 
index, and clinical manifestations (now the criteria for the diagnosis 
of diabetes include the patient exhibiting symptoms of polydipsia, 
polyuria, polyphagia, and weight loss (referred to as “three excesses 
and one deficiency”), along with elevated blood glucose levels and 
the presence of glucose in the urine (which should not be found in 
normal urine). So if the subject has these manifestations the 
category of the subject is “positive”); (2) normally distributed 
variables: age, albumin, globulin, systolic blood pressure, total 
cholesterol, and high-density lipoprotein; (3) non-normally 
distributed variables: hematocrit, low-density lipoprotein. Others 
are listed in Table 1.
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2.3 Pancreas segmentation on DECT 
images

In our previous work (11), we  implemented a deep learning 
framework that utilized a cascade coarse-to-fine segmentation 
approach with an attention mechanism to segment organs. In this 
study, we applied this deep learning framework specifically to segment 
the pancreas from fusion DECT images. The segmentation process 
was carried out using the uAI Research Portal (United Imaging 
Intelligence, China) (12), which is a clinical research platform based 
on the Python programming language (version 3.7.3). Figure  2 
displays the original pancreas DECT image and the corresponding 
segmentation results. In our previous work (11), we  conducted a 
quantitative analysis comparing the DECT results between the 
diabetes and control groups. Figure 2 demonstrates that the head of 
the pancreas exhibited lower density and higher fat fraction compared 
to the body and tail of the pancreas in the diabetes group. Finally, all 
delineations were reviewed by a highly experienced chief radiologist 
with 8 years of expertise in abdominal imaging.

2.4 Radiomics extraction and selection

A total of 2,264 radiomic features were extracted from each 
pancreas region. These features consisted of 104 original features, 
which were further categorized into 18 first-order statistics, 14 
shape features, and 21 texture features. The texture features included 

Gray-Level Co-occurrence Matrix (GLCM), Gray-Level 
Run-Length Matrix (GLRLM), Gray-Level Size-Zone Matrix 
(GLSZM), Gray-Level Dependence Matrix (GLDM), and 
Neighboring Gray-Tone Difference Matrix (NGTDM). Additionally, 
14 image filters including Box Mean, Additive Gaussian Noise, 
Binomial Blur Image, Curvature Flow, Box Sigma Image, LoG with 
sigma values of 0.5, 1, 1.5, and 2 were applied to generate derived 
images. Derived images were further processed using Wavelet filters 
(LLL, LLH, LHL, LHH, HLL, HLH, HHL, HHH), Normalize, 
Laplacian Sharpening, Discrete Gaussian Mean Speckle Noise 
Recursive Gaussian and Shot Noise to extract first-order statistics 
and texture features within the pancreas regions. This resulted in a 
total of 2,160 derived features.

Figure 3 illustrates the flowchart of the radiomics analysis. First, 
radiomic features were calculated from the region of interest (ROI) on 
each DECT image. All the radiomic features were then normalized 
using Z-score. Next, the least absolute shrinkage and selection 
operator (LASSO) technique was applied to sift through these 
normalized radiomic features, with the aim of identifying those with 
the highest predictive reliability for type 2 diabetes mellitus (T2DM). 
This critical step focused on isolating features that are predictive of the 
binary outcome of diabetes presence (yes or no). Then a similar 
LASSO selection process was conducted for the clinical features 
gathered from the study participants. The radiomic and clinical 
features deemed significant through these selection processes were 
then amalgamated. A final round of LASSO selection was performed 
on this combined set to refine and identify a comprehensive feature set.

FIGURE 1

Flowchart of the study including diabetes patients enrolled with dual-energy CT images.
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LASSO selection was employed to identify the most reliable 
predictive radiomic features. Finally, another round of LASSO selection 
was performed to evaluate clinical features. The selected radiomic and 
clinical features were merged and subjected to another round of LASSO 
selection to obtain a comprehensive combined feature set.

2.5 Model construction

Three machine learning models were developed for binary 
classification (diabetes or not) using three classifiers: random forest 
(RF), support vector machine (SVM), and logistic regression (LR). 
The models were built based on the selected features and/or clinical 
features. The input data for the detection model came from one of the 
three feature sets: (1) radiomic features with 7 variables, (2) clinical 
features with 8 variables, or (3) a combination of all features with 8 
variables. To enhance performance, a grid search was performed to 

fine-tune the parameters for different features and classification  
algorithms.

2.6 Statistical analysis

The receiver operating characteristic curve (ROC) was generated 
to evaluate the performance of the detection model, and several 
performance metrics such as sensitivity (SEN), specificity (SPE), 
accuracy (ACC), F1-Score, and area under the curve (AUC) were 
computed. The confidence intervals for cross-validated AUC were 
computed to estimate the performance of each model. The 
demographic data was processed using the uAI Research Portal to 
examine significant differences in variables between the training set 
and the validation set. Python (version 3.6) was utilized for 
programming the training, validation of the prediction model, and 
conducting statistical analysis.

TABLE 1 Clinical variables of the study population.

Indicators Control group 
(n =  33)

Diabetic group (n =  45) p-value Note

Categorical variables

Gender, Female:Male 12:21 19:26 0.601

Clinical manifestations None:Present 33:0 36:9 0.006

Lipid turbidity index 6:26:1:0 4:38:2:1 0.535 0:1:2:3

Hemolysis index 20:12:0:1 36:7:2:0 0.065 0:1:2:3

Jaundice index 2:28:2:1 2:37:6:0 0.483 0:1:2:3:4

Normal distribution variables

Age (years) 59 ± 14 64 ± 10 0.083

Albumin 28.2 ± 5.0 28.6 ± 7.4 0.771

*Globulin 40.6 ± 3.6 35.8 ± 5.0 0.000

Systolic blood pressure 135.8 ± 22.6 137.3 ± 21.5 0.755 mmHg

Total cholesterol 4.8 ± 0.9 5.0 ± 1.6 0.416 mmol/L

High-density lipoprotein 1.3 ± 0.3 1.3 ± 0.3 0.721 mmol/L

Non-normally distributed variables

Endogenous creatinine clearance rate (%) 72.2 (38.9) 90.2 (38.2) 0.004

Hematocrit (%) 42.6 (5.2) 40.6 (9.6) 0.055

Albumin/Globulin ratio (%) 1.4 (0.5) 1.3 (0.4) 0.005

Low-density lipoprotein 2.7 (1.1) 2.7 (1.7) 0.903 mmol/L

Indirect bilirubin 6.7 (4.6) 7.1 (4.5) 0.980

AST 18.0 (8.0) 17.0 (13.5) 0.598 IU/L

ALT 18.0 (9.5) 19.0 (17.5) 0.567 IU/L

*Total protein 69.5 (9.9) 63.8 (7.4) 0.002

Triglycerides 1.3 (0.9) 1.5 (1.2) 0.482 mmol/L

Total bilirubin 12.2 (7.7) 11.9 (5.2) 0.561 μmol/L

Direct bilirubin 4.4 (2.1) 4.3 (2.7) 0.675 μmol/L

Creatinine 73.0 (17.5) 71.0 (36.0) 0.992 μmol/L

Diastolic blood pressure 78.0 (16.5) 80.0 (15.0) 0.689 mmHg

ALT, alanine transaminase; AST, aspartate transaminase; clinical manifestations, polyphagia, polydipsia, polyuria, and weight loss; categorical variables, described using sample proportions; 
normal distribution variables, described using mean ± standard deviation; non-normally distributed variables, described using median (interquartile range).
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3 Results

Based on Harrell’s guideline, the number of selected features 
should be  less than 10% of the sample size. Consequently, in our 
experiment involving the radiomic and clinical features, as well as the 
final combination of radiomic and clinical features, the number of 
selected features was less than 10% of the sample size (13, 14).

3.1 Assessment of radiomic and clinical 
features

A total of 2,264 radiomic features were computed using the uAI 
Research Portal for each pancreas region. These features were then 
normalized using the Z-score approach. The feature selection method, 
Lasso, was employed to reduce dimensionality. Ultimately, 7-dimensional 
features were selected for the subsequent classification modeling. The 
names and corresponding importance coefficients of these 7 features 
calculated by Lasso are illustrated in Figure  4A. The selection of 

coefficient values was computed using the least square method. Each 
coefficient signifies the average impact of the corresponding feature on 
the selection results. In simpler terms, a higher value indicates a greater 
importance of the feature for the detection model.

Additionally, for each patient, a total of 24 clinical features were 
digitized and normalized using the Z-score method. Employing a 
similar feature selection procedure with Lasso, 8 clinical features were 
chosen. The names and coefficients of each clinical feature are featured 
in Figure 4B.

Moreover, a combination of all extracted radiomic features (2,264) 
and clinical features (24) resulted in a total of 2,288 features. Through 
Lasso computation, an optimal subset of 8 features was obtained, 
consisting of 6 radiomic features and 2 clinical features. Detailed 
information regarding all selected features is presented in Figure 4C.

3.2 Evaluation of models

The feature selection step automatically chose the most 
significant features for this classification task. In this step, all 

FIGURE 2

Illustration of pancreas DECT images, dual-energy fat map, and the segmentation results (each row from top to bottom) of the healthy subject and 
diabetes patient. (A) Healthy subject. (B) Diabetes patient.
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features were given equal priority and underwent Z-score 
normalization as a preprocessing step before using LASSO. To 
avoid overfitting, the LASSO parameter α was set to 0.05. The 
logistic regression classifier was then used to construct the 
detection model with the following parameter settings: a penalty 
factor C of 1.0, no class weight, L2 penalty type, a threshold of 0.5, 
and a tolerance of 1 × 10−4.

To effectively assess the performance of the detection models, the 
five-fold cross-validation technique was implemented due to the 
limited amount of data. Cross-validation is a widely accepted statistical 
technique used to evaluate predictive models by partitioning the 
original dataset into a training set to train the model, and a testing set 
to evaluate it. In the context of our study, we divided the complete 
dataset into five equal (or nearly equal) parts randomly. During the 
validation process, four of these subsets are combined to form the 
training set, and the remaining one subset is used as the testing set. 
This process is repeated five times (folds), with each of the five subsets 
serving as the testing set exactly once.

LR, RF, and SVM classifiers were constructed for each fold 
using the selected features, which consisted of radiomic features, 
clinical features, and combined features. The overall performance 
was summarized by calculating the mean AUC, sensitivity, 
specificity, accuracy, and F1 score for both the training set and 
testing set. The results are presented in Table 2, we can found that 
LR get the best performance among these three models (RF, SVM, 
and Logistic) in AUC 0.922, Specificity 0.886, Accuracy 0.862, and 
F1 Score 0.871 indexes on test dataset with combined model, which 
demonstrate LR model having a robust classification ability. Then 
we do some other tests in the LR model, according to the Delong 
test, there was no statistically significant difference in the area 

under the ROC curve between the training set and testing set (as 
shown in Figure 5).

3.3 Regenerate response

The performance of the models built with radiomic features, 
clinical features, and combined features shown in Table 2.

4 Discussion

In our previous study (10), we calculated the fat fraction and CT 
value of the head, body, and tail of the pancreas from dual-energy CT 
images of 45 patients with type 2 diabetes mellitus (T2DM) and 33 
control subjects. The experimental results demonstrated a significant 
association between the fat content of the pancreas and diabetes (10). 
While our focus was on fat fraction measurements, there are 
numerous other quantitative parameters that can be derived from 
dual-energy CT data. Hence, further studies could evaluate additional 
parameters such as radiomic features.

This retrospective study aims to establish a quantitative imaging 
biomarker for type 2 diabetes mellitus using dual-energy CT images 
of the pancreas. We have constructed three models using radiomic 
features, clinical features, and combined features, obtained through 
the LASSO regression approach, as shown in Table 3. The coefficients 
listed in Table 3 were derived from LASSO regression and represent 
the average impact of each corresponding feature on the classification 
results. A higher coefficient value indicates greater importance of the 
feature for the detection model.

FIGURE 3

Flowchart of radiomics analysis on pancreas DECT images.
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The description and explanation of each feature for the three 
models are as follows: these radiomics features are linked to the focus 
of the doctor’s attention, such as image texture, gray level intensity, 
local homogeneity, and etc.

 1. Informational Measure of Correlation (IMC) 1: IMC1 evaluates 
the correlation between the probability distributions of variables 
i jand , using mutual information I i j,( ). This feature quantifies 
the complexity of the texture within the region of interest (ROI).

 2. Minimum: This is a first-order feature that represents the 
minimum gray level intensity within the ROI.

 3. Inverse Difference Normalized (IDN): IDN is a measure of the 
local homogeneity within the ROI.

 4. 90 Percentile: This is a first-order feature that represents the 
number of voxels exceeding 90% of the voxel values in the set 
of all voxel values within the ROI.

 5. Median: This first-order feature represents the median gray 
level intensity within the ROI.

 6. Maximum 2D Diameter Slice: This shape feature is defined as 
the largest pairwise Euclidean distance between organ 
surface mesh vertices in the row-column plane (typically 
axial plane).

FIGURE 4

The selected features and their corresponding importance coefficients calculated by Lasso. (A) Selected Radiomic features. (B) Selected clinical 
features. (C) Combined features.
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For the clinical model, diabetes is primarily characterized by 
hyperglycemia and metabolic disturbances. Its key clinical 
manifestations include increased appetite, excessive thirst, frequent 
urination, and unintended weight loss (i.e., more than three kilograms 
but less than one kilogram). In terms of serum biochemical markers, 
triglycerides, aspartate aminotransferase, endogenous creatinine 
clearance, low-density lipoprotein cholesterol, total bilirubin, and 
albumin are all intricately linked to human metabolism.

For the combined model, two additional features were listed 
as follows:

 1. Informational Measure of Correlation (IMC) 2: IMC2 also 
evaluates the correlation between the probability distributions 
of variables i jand , similarly quantifying the complexity of the 
texture within the region of interest (ROI).

 2. Busyness: This feature measures the change from a voxel to its 
neighbor. A high value for busyness indicates a “busy” image, with 
rapid changes in intensity between voxels and their neighborhood.

These additional features contribute to capturing more detailed 
information about texture complexity and local intensity variations in 
relation to diabetes detection.

From the selected features above, it is evident that some of them 
quantify the complexity of the texture of the pancreas. This suggests 
that there are rapid changes in intensity between voxels and their 
neighborhood in the medical images of patients with type 2 diabetes 
mellitus. These texture complexities may be indicative of underlying 
structural or compositional changes in the pancreas associated with 
diabetes. The identification and quantification of such changes can 

potentially provide valuable insights into disease progression and aid 
in the development of imaging biomarkers for diabetes diagnosis 
and monitoring.

Radiomics has indeed gained widespread utilization in clinical 
diagnosis. It has emerged as a valuable tool for auxiliary diagnosis by 
converting clinical images into mining data with high fidelity, 
repeatability, and minimal redundancy. This is achieved through the 
extraction of mathematical structural features from quantitative 
images. With the focus on personalized precision diagnosis and 
treatment, radiomics has played a pivotal role in advancing medical 
imaging beyond being just a diagnostic tool. It has become a 
fundamental instrument that provides specific and effective guidance 
for clinical diagnosis and treatment. By leveraging radiomic features, 
medical professionals can gain deeper insights into diseases, enabling 
them to make more accurate and personalized decisions regarding 
patient care (15). The integration of radiomics into clinical practice 
holds great promise for improving patient outcomes, optimizing 
treatment strategies, and facilitating precision medicine approaches.

Radiomics has been widely utilized in various diseases. van 
Griethuysen et al. (16) extracted radiomic features from 429 different 
lung lesions, including 48 texture features, 310 logarithmic features, 
and 158 wavelet features, to differentiate between benign and 
malignant nodules in the lungs. Their analysis revealed a correlation 
between image-based subtypes and the benign or malignant status of 
lung lesions. In another study, Grimm et  al. (17) analyzed 275 
preoperative breast MRI images of breast cancer patients and extracted 
a total of 56 imaging features encompassing morphology, texture, and 
dynamic characteristics for each patient’s image. Utilizing multivariate 
analysis, they determined the correlation between these imaging 

TABLE 2 The performance of the models built with radiomic features, clinical features, and combined features.

Methods Methods AUC (95% CI) Sensitivity Specificity Accuracy F1 score

A. Performance of the models on train dataset

Clinical model

LR 0.918 (0.857–0.985) 0.85 0.795 0.827 0.85

RF 0.871 (0.788–0.958) 0.778 0.788 0.782 0.805

SVM 0.96 (0.925–1) 0.933 0.812 0.882 0.901

Radiomics model

LR 0.928 (0.87–0.993) 0.883 0.894 0.888 0.901

RF 0.945 (0.897–0.997) 0.894 0.818 0.862 0.883

SVM 0.861 (0.764–0.958) 0.833 0.749 0.798 0.827

Combined model

LR 0.955 (0.918–0.999) 0.861 0.94 0.894 0.904

RF 0.97 (0.94–1) 0.922 0.879 0.904 0.917

SVM 0.891 (0.801–0.981) 0.878 0.849 0.866 0.883

B. Performance of the models on test dataset

Clinical model

LR 0.881 (0.715–1) 0.822 0.757 0.795 0.819

RF 0.719 (0.441–0.967) 0.711 0.61 0.67 0.709

SVM 0.876 (0.704–1) 0.8 0.752 0.782 0.807

Radiomics model

LR 0.887 (0.73–1) 0.844 0.876 0.86 0.873

RF 0.794 (0.596–0.975) 0.822 0.638 0.745 0.779

SVM 0.856 (0.679–1) 0.844 0.762 0.809 0.835

Combined model

LR 0.922 (0.804–1) 0.844 0.886 0.862 0.871

RF 0.889 (0.748–1) 0.822 0.733 0.784 0.81

SVM 0.902 (0.773–1) 0.867 0.767 0.823 0.85

The bold meaning is the best performance.

137

https://doi.org/10.3389/fmed.2024.1328687
https://www.frontiersin.org/journals/medicine
https://www.frontiersin.org


Jiang et al. 10.3389/fmed.2024.1328687

Frontiers in Medicine 09 frontiersin.org

features and molecular subtypes of breast cancer. The findings revealed 
a significant association between radiomic features derived from 
dynamic contrast-enhanced MRI and the molecular subtypes of 
luminal A and luminal B hormone receptor-positive breast cancers.

Kaissis et al. (18) retrospectively analyzed preoperative CT images 
of 207 patients diagnosed with pancreatic ductal adenocarcinoma. They 
developed a random forest machine learning algorithm to accurately 
predict the molecular subtype of pancreatic cancer based on radiomic 
features. The classification algorithm demonstrated high sensitivity 
(0.84 ± 0.05) and specificity (0.92 ± 0.01). Furthermore, the area under 
the receiver operating characteristic curve (AUC-ROC) was determined 
to be  0.93 ± 0.01, indicating that preoperative CT image radiomics 
analysis utilizing machine learning holds promise in predicting 
molecular subtypes closely associated with the survival outcomes of 
pancreatic cancer patients. Xue et al. (19) retrospectively analyzed CTA 
images and clinical data of 170 cases involving the head and radiomic 
features in conjunction with elevated levels of homocysteine and 
hypertension. Both the Rad-score model and joint model were 
established to investigate associations with symptomatic carotid plaque. 
Their findings demonstrated that hyper-homocysteinemia and 
hypertension exhibited independent associations with symptomatic 
carotid plaque. These studies highlight the potential of radiomics in 
various disease contexts, including lung lesions, breast cancer, pancreatic 
cancer, and carotid plaque. Radiomics analysis can provide valuable 
insights into disease characterization, subtype classification, and 
prediction of clinical outcomes.

In this study, a total of 2,264 radiomic features were extracted from 
pancreatic dual-energy CT images. A feature selection procedure similar 
to Lasso was employed to identify 7 optimal features. Simultaneously, 24 
clinical features were digitized and normalized. Out of these, 8 
representative clinical features were selected. The radiomic features were 
integrated with the clinical features, resulting in an optimal subset 
comprising of 8 calculated features determined by the Lasso algorithm. 
Subsequently, three models were constructed: one solely based on 
radiomic features, another solely based on clinical features, and the third 

model incorporating both types of features. The performance evaluation 
of these models was conducted using cross-validation. In the test set, the 
area under the curve (AUC) values were 0.887 (0.73–1), 0.881 (0.715–1), 
and 0.922 (0.804–1), respectively. When compared with previous studies 
(10), the sensitivity (0.844, 0.822, 0.844), specificity (0.876, 0.757, 0.886), 
accuracy (0.86, 0.795, 0.862), and F1 score (0.873, 0.819, 0.871) of this 
study showed significant improvement in performance.

Furthermore, we  evaluated the performance of the combined 
model using three clinical features: average blood glucose, duration of 
diabetes, and diabetic complications. The feature “average blood 
glucose” was used for the diagnosis of diabetes patients, which is 
consistent with the ground truth. Regarding diabetes duration, all 
patients who were classified incorrectly by the combined model had a 
disease duration of less than 10 years. This interesting finding may 
be due to the selected feature not being able to capture the difference 
between healthy controls and diabetes patients with a duration of less 
than 10 years as shown in Figure 6. Additionally, when classifying 
patients with (25 patients) or without (20 patients) diabetic 
complications, 2 patients were classified into the complication group.

There are several limitations to our study. Firstly, the sample size 
was relatively small, and further expansion of the sample size is 
necessary to enhance the credibility of the results. Secondly, we only 
analyzed the imaging features of all patients using dual-energy 
pancreatic plain scans without considering differences in pancreatic 
imaging features during different enhanced phases. Additionally, 
we  solely selected axial pancreatic images for analysis, potentially 
resulting in the omission of certain characteristic radiomics data.

5 Conclusion

After a comprehensive analysis, the three models constructed 
based on CT radiomic features demonstrate the potential of pancreatic 
dual-energy CT images as quantitative imaging biomarkers for 
detecting type 2 diabetes.

FIGURE 5

The ROC curves of different models using LR method, including radiomic features, clinical features, and combined features on train and test datasets, 
respectively. (A) ROC curve on train dataset. (B) ROC curve on test dataset.
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FIGURE 6

Statistical graph of the disease duration for 45 diabetes patients.

TABLE 3 The significance of radiomic features, clinical features, and combined features to build three models.

Models Features Coefficient

Radiomics model

wavelet_glcm_wavelet-HLH-Imc1 0.125

boxsigmaimage_firstorder_Minimum 0.057

wavelet_glcm_wavelet-HLH-Idn 0.052

log_firstorder_log-sigma-4-0-mm-3D-90Percentile 0.046

wavelet_firstorder_wavelet-LHH-Median −0.046

normalize_glcm_Imc1 −0.056

original_shape_Maximum2DDiameterSlice −0.077

Clinical model

Clinical manifestations 0.112

Triglycerides 0.053

Aspartate aminotransferase 0.034

Endogenous creatinine clearance 0.034

LDL cholesterol 0.018

Total bilirubin −0.027

White/ball −0.043

*albumin −0.132

Combined model

wavelet_glcm_wavelet-HLH-Imc1 0.024

Clinical manifestations 0.006

boxsigmaimage_firstorder_Minimum 0.002

original_shape_Maximum2DDiameterSlice −0.003

binomialblurimage_ngtdm_Busyness −0.007

curvatureflow_ngtdm_Busyness −0.011

wavelet_glcm_wavelet-LLH-Imc2 −0.016

*albumin (clinical feature) −0.059

The specific calculation method of each feature can be found from Pyradiomics website (https://pyradiomics.readthedocs.io/en/latest/features.html).
The bold meaning is the best performance.
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Quantitative radiomics analysis of 
imaging features in adults and 
children Mycoplasma pneumonia
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1 Clinical Medicine School of Hebei University, Baoding, China, 2 Department of Radiology, Affiliated 
Hospital of Hebei University, Baoding, China, 3 Hebei Key Laboratory of Precise Imaging of 
Inflammation Related Tumors, Baoding, China, 4 Department of Radiology, Baoding First Central 
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Purpose: This study aims to explore the value of clinical features, CT imaging 
signs, and radiomics features in differentiating between adults and children with 
Mycoplasma pneumonia and seeking quantitative radiomic representations of 
CT imaging signs.

Materials and methods: In a retrospective analysis of 981 cases of mycoplasmal 
pneumonia patients from November 2021 to December 2023, 590 internal data 
(adults:450, children: 140) randomly divided into a training set and a validation 
set with an 8:2 ratio and 391 external test data (adults:121; children:270) were 
included. Using univariate analysis, CT imaging signs and clinical features with 
significant differences (p  <  0.05) were selected. After segmenting the lesion area 
on the CT image as the region of interest, 1,904 radiomic features were extracted. 
Then, Pearson correlation analysis (PCC) and the least absolute shrinkage and 
selection operator (LASSO) were used to select the radiomic features. Based 
on the selected features, multivariable logistic regression analysis was used to 
establish the clinical model, CT image model, radiomic model, and combined 
model. The predictive performance of each model was evaluated using ROC 
curves, AUC, sensitivity, specificity, accuracy, and precision. The AUC between 
each model was compared using the Delong test. Importantly, the radiomics 
features and quantitative and qualitative CT image features were analyzed using 
Pearson correlation analysis and analysis of variance, respectively.

Results: For the individual model, the radiomics model, which was built using 45 
selected features, achieved the highest AUCs in the training set, validation set, 
and external test set, which were 0.995 (0.992, 0.998), 0.952 (0.921, 0.978), and 
0.969 (0.953, 0.982), respectively. In all models, the combined model achieved 
the highest AUCs, which were 0.996 (0.993, 0.998), 0.972 (0.942, 0.995), and 
0.986 (0.976, 0.993) in the training set, validation set, and test set, respectively. 
In addition, we  selected 11 radiomics features and CT image features with a 
correlation coefficient r greater than 0.35.

Conclusion: The combined model has good diagnostic performance for 
differentiating between adults and children with mycoplasmal pneumonia, and 
different CT imaging signs are quantitatively represented by radiomics.
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1 Introduction

Mycoplasma pneumonia (MP) accounts for 10%–30% of 
community-acquired pneumonia (CAP) and often occurs in autumn, 
especially in children and adolescents (1). In recent years, the adult 
incidence rate has also increased. This disease spreads approximately 
every 3–7 years (2). During the epidemic period, this microbe can cause 
up to 20%–40% of CAP cases in the general population and even up to 
70% in closed populations (3). The diagnosis of mycoplasmal pneumonia 
depends on the detection of specific antibodies. Due to its often negative 
early diagnosis, computed tomography (CT) imaging plays an important 
guiding role in the early diagnosis and treatment of mycoplasmal 
pneumonia. Previous studies have shown that children tend to present 
with large patchy consolidation on CT imaging compared to adults (4), 
but the discovery of this difference often depends on the reading habits 
and clinical experience of the reader. Moreover, as the disease progresses, 
the imaging manifestations at different stages of the same disease are not 
always the same, and there are often overlapping manifestations. In 
recent years, the term radiomics has received increasing attention (5). 
Radiomics has been successfully applied in the identification, staging, 
and evaluation of lung cancer (6, 7). However, radiomics methods are 
relatively less applied in the prediction and diagnosis of non-tumor 
diseases of the lung. Yanling et al. (8) applied radiomics nomograms to 
identify pneumonia and acute paraquat lung injury. Xie et al. (9) applied 
CT radiomics to conduct a comparative analysis of ground-glass density 
shadows in COVID-19 and non-COVID-19 and proposed that the CT 
radiomics model can help to differentiate between COVID-19 and 
non-COVID-19 ground-glass density shadows. At the same time, 
Honglin Li et al. (10) confirmed that radiomics-clinical nomograms 
have good discriminative effects on mycoplasmal pneumonia and 
bacterial pneumonia, which is helpful for clinical decision-making. In 
addition, radiomics also plays an important role in grading severity (11) 
and prognostic evaluation (12) of pneumonia.

The above results provide confidence and reference for our research. 
Considering that there is no research on differentiating the radiomic 
features of adult and child mycoplasmal pneumonia in domestic and 
foreign studies, this article will analyze and compare the clinical 
features, CT imaging signs, and radiomic features of adult and child 
patients and conduct external validation. It will provide a quantitative 
representation of different CT imaging signs using radiomics, thus 
providing evidence for early clinical diagnosis and precise treatment.

2 Materials and methods

2.1 Study population

In a retrospective analysis of clinical and imaging data of patients 
diagnosed with MP in two hospitals from November 2021 to December 
2023, 590 patients (450 adults and 140 children) with internal data, 
which were divided into a training set and a validation set according to 
an 8:2 ratio, and 391 patients (121 adults and 270 children) with external 
data, which were used as an external test set, were included. Based on 
age, patients were divided into adult group (>14 years old) and child 
group (≤14 years old). The inclusion criteria were as follows: (1) patients 
with mycoplasmal pneumonia confirmed by throat swab or fiberoptic 
bronchoscopy with alveolar lavage nucleic acid testing; and (2) patients 
with clear lesions detected by chest CT. Exclusion criteria were as follows: 

(1) poor image quality; and (2) previous bronchial asthma, chronic 
obstructive pulmonary disease, recurrent respiratory tract infections, 
severe pneumonia without a history of cure, congenital or secondary 
immune suppression or immune deficiency, and connective tissue 
disease (Figure 1). This study was approved by the ethics committee of 
the Affiliated Hospital of Hebei University, and because this is a 
retrospective study, written informed consent is waived. This study was 
conducted in accordance with the principles of the Helsinki Declaration.

2.2 CT image acquisition

Philips Brilliance 256-row, GE Discovery HD750 CT, and United 
Imaging uCT550 spiral CT scanner were used. The patient was placed 
in a supine position with both hands raised above his head. The 
scanning range was from the thoracic inlet to the level of the diaphragm, 
and deep breath-holding scanning was performed after deep 
inspiration. Scanning parameters: tube voltage 120 kV, tube current 
automatic milliamp technology, pitch 0.900; 0.984; 1.175, Rotation time 
0.5; 0.6; 0.6 s, matrix 512 × 512, layer thickness 5 mm, interlayer spacing 
5 mm, and field of view 40 cm × 40 cm. Axial reconstruction of lung 
window (window width 1500HU, window level −600 HU) and 
mediastinal window (window width 350HU, window level 40HU).

2.3 CT image analysis

The CT images were independently reviewed by two physicians 
mainly engaged in chest imaging diagnosis. In case of disagreement, 
the two physicians reached a consensus through consultation. The CT 
characteristics of each patient were recorded, including consolidation 
pattern, consolidation with ground-glass opacity (GGO), bronchial 
wall thickening, air bronchogram, atelectasis, interlobular septal 
thickening, number of involved lung lobes, mediastinal enlargement 
of lymph nodes, pleural effusion, and other imaging features, as well 
as quantitative characteristics such as mean lesion density, lesion 
volume, and CTLP.

2.4 Radiomics feature extraction, feature 
selection, and machine learning models 
building

Before radiomics feature extraction, the images were normalized 
by subtracting the window level (WL: 40) and dividing by the window 
width (WW: 300). The auto-segmentation, radiomics feature 
extraction, feature selection, and machine learning models building 
were established on the uAI Research Portal V1.1 (Shanghai United 
Imaging Intelligence, Co., Ltd.) (13–16). The radiomics features were 
automatically extracted from ROIs using an open-source Python 
package, Pyradiomics V3.0 (17). The PCC, LASSO, LR, and other 
methods used the package of Scikit-learn (18). All analyses were 
implemented in Python (Python Software Foundation, http://python.
org). Two physicians modified the ROI of the automatically segmented 
lesions layer-by-layer to avoid non-lesion areas such as blood vessels 
and ribs, confirmed and submitted it, and obtained the volume of 
interest (VOI) of the lesion (Figure 2). The features were divided into 
seven groups, and the shape features were extracted from the original 
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image based on the ROI. The texture features and grayscale statistics 
features were extracted from the original image and 15 filtered images, 
with a total of 1,904 features extracted, which were:

 1. Shape feature: 14;
 2. Grayscale statistics feature: 450;
 3. Gray Level Cooccurence Matrix, GLCM: 525;
 4. Gray Level Run Length Matrix, GLRLM: 350;
 5. Gray Level Size Zone Matrix, GLSZM: 400;
 6. Neighboring Gray Tone Difference Matrix, NGTDM: 400;
 7. Gray Level Dependence Matrix, GLDM: 125.

Using univariate analysis to select CT imaging signs and clinical 
features with significant differences (p < 0.05), we  constructed the 
clinical model. Z-score was used to normalize radiomics features before 
feature selection and model construction. Pearson correlation 
coefficient (PCC) and least absolute shrinkage and selection operator 
(LASSO) were used to screen and reduce the dimensionality of radiomic 
features, and RadScore was calculated by weighting the features based 
on the coefficients obtained by LASSO. In addition, multivariable 
logistic regression analysis is used to construct radiomic models based 
on the features selected. Finally, the combined model was constructed 
using Radscore, CT imaging signs, and clinical features selected.

Importantly, the radiomics features and quantitative and 
qualitative CT imaging signs were analyzed using Pearson correlation 
analysis and analysis of variance, respectively.

2.5 Statistical analysis

All data were analyzed using SPSS 26.0. For quantitative data, 
independent sample t-tests (when normal distribution) or Mann–
Whitney U-tests (when non-normal distribution) were performed. 
For count data, χ2 tests were performed. Logistic regression analysis 
was performed on the clinical features, CT imaging signs, and 
radiomics features that showed statistical differences between the 
groups. Single-phase models and combined models were established, 
and the predictive performance of each model was evaluated using 
AUC, sensitivity, specificity, and accuracy. The Delong test was used 
to compare the AUCs between the models. Pearson correlation 
analysis and variance analysis were used to analyze quantitative and 
qualitative CT imaging signs and radiomics features, respectively, to 
find the quantitative radiomics of CT imaging signs.

3 Results

3.1 Clinical features

Statistical analysis was conducted on the clinical data of the 
training set, validation set, and test set. There were significant 
differences in the type of fever, LC, CK-MB, LDH, D-dimer, and CRP 
between adult and child groups with mycoplasmal pneumonia 
(p < 0.05), but there was no significant difference in PLT. The 

FIGURE 1

Research flowchart.
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proportion of severe cases in the training set was 30.8% in the adult 
group and 36.6% in the child group; in the validation set, it was 32.2% 
in the adult group and 35.7% in the child group; in the test set, it was 
21.5% in the adult group and 36.7% in the child group, with 
statistically significant differences (p < 0.05). The details are shown in 
Table 1.

3.2 CT imaging signs

Statistical analysis was conducted on the CT image features of 
the training set, validation set, and test set. Segmental and Wedge-
shaped consolidation showed significant differences between the 
adult group and the child group, with Segmental and Wedge-shaped 
consolidation in the child group, with statistical significance 
(p < 0.05; Figure 2), consolidation mixed GGO and air bronchogram 
signs were significantly different in children, with statistical 
significance (p < 0.05). In addition, there were statistically significant 
differences between adults and children in interlobular septal 
thickening, number of lobes involved, mean lesion density, and 
CTLP (p < 0.05), while there was no statistical difference in bronchial 
wall thickening (p > 0.05). For details, see Table 1 and Figure 2.

3.3 Models construction

The seven most clinically relevant features extracted from the 
patient’s clinical characteristics are type of fever, LC, CRP, PLT, 
CK-MB, LDH, and D-dimer (p < 0.05); and 10 CT imaging signs, are 
consolidation pattern, consolidation mixed GGO, bronchial wall 
thickening, air bronchogram sign, interlobular septal thickening, 
number of lobes involved, pleural effusion, mediastinal enlargement 

of lymph nodes, mean lesion density, and CTLP, with significant 
differences (p < 0.05). Based on these features, we  constructed the 
clinical model and the CT imaging model. For the radiomics analysis, 
45 features with the highest correlation were obtained after PCC and 
LASSO, and Figure 3 shows the top 20 features with a correlation 
coefficient greater than 0.02 in the LASSO. Based on this, the radiomic 
model was constructed. In addition, we build the combined model 
using the clinical features, CT imaging signs, and the radiomics selected.

For the three models, the AUC for the testing set were 
0.893(0.863,0.921), 0.744(0.698,0.783), and 0.969(0.953,0.982), the 
AUC for training set and validation set is shown in Table 2, and the 
ROC curve and prediction performance results were plotted (Table 2; 
Figure 4). The results showed that the combined model showed higher 
predictive performance in distinguishing adult and child Mycoplasma 
pneumonia than any single model. According to the Delong test, there 
was a statistical difference (p < 0.05) in the AUC between the CT 
imaging model, radiomics model, and combination model in the 
external test set (Table 3).

3.4 Correlation analysis between CT 
imaging signs and radiomics features

Pearson correlation analysis evaluated the correlation between 
CT features and radiomics features; the correlation map is shown in 
Figure 5, and the case presentation is shown in Figure 6. Those with 
a correlation coefficient r greater than 0.35 were included in the 
charts (Table 4). For the quantitative and qualitative CT images, 
we visualized the data distribution using box plots and correlation 
plots, respectively. Mean_lesion_density, Consolidation_pattern, 
Air_bronchogram_sign, and Interlobular_septal_thickening 
demonstrated a high correlation with texture features.

FIGURE 2

(A) Mycoplasmal pneumonia in a child (male, 9  years old), mainly manifested as large patchy consolidation, with air bronchogram sign visible; 
(C) Mycoplasmal pneumonia in an adult (female, 57  years old), characterized by focal and small patchy consolidation; (B–D) Lesion annotation.
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TABLE 1 General information of adult and child patients with mycoplasmal pneumonia.

Train N =  472 Validation N =  118 Test N =  391 Overall 
N  =  981

Characteristic 0 1 p-value1 0 1 p-value1 0 1 p-value1 p-value2

N =  360(76%) N =  112(24%) N =  90(76%) N =  28(24%) N =  121(31%) N =  270(69%)

Age 58 (17) 7 (3) <0.001 57 (16) 7 (4) <0.001 46 (19) 7 (3) <0.001 <0.001

Gender 0.48 0.88 0.043 0.033

  Female 200 (55.6%) 58 (51.8%) 40 (44.4%) 12 (42.9%) 48 (39.7%) 137 (50.7%)

  Male 160 (44.4%) 54 (48.2%) 50 (55.6%) 16 (57.1%) 73 (60.3%) 133 (49.3%)

Type_of_fever <0.001 <0.001 <0.001 <0.001

None 276 (76.7%) 19 (17.0%) 69 (76.7%) 8 (28.6%) 26 (21.5%) 4 (1.5%)

Grade 1(37.1–38°C) 24 (6.7%) 6 (5.4%) 6 (6.7%) 0 (0.0%) 24 (19.8%) 8 (3.0%)

Grade 2(38.1–39°C) 35 (9.7%) 38 (33.9%) 11 (12.2%) 8 (28.6%) 50 (41.3%) 103 (38.1%)

Grade 3(39.1–41°C) 25 (6.9%) 48 (42.9%) 4 (4.4%) 12 (42.9%) 21 (17.4%) 153 (56.7%)

Grade 3(>41°C) 0 (0.0%) 1 (0.9%) 0 (0.0%) 2 (0.7%)

LC 1.56 (1.14,2.03) 2.16 (1.61,2.88) <0.001 1.51 (1.14,2.06) 2.43 (1.63,4.05) <0.001 1.50 (1.10,2.01) 2.12 (1.61,2.70) <0.001 <0.001

PLT 247 (192,312) 298 (236,383) <0.001 245 (193,329) 300 (255,368) 0.001 256 (195,309) 284 (228,354) <0.001 0.031

CK-MB 0.70 (0.40,1.10) 1.10 (0.60,2.20) <0.001 0.60 (0.39,0.91) 1.51 (0.60,2.22) 0.001 12.8 (10.7,17.3) 2.3 (1.9,2.9) <0.001 <0.001

LDH 191 (161,231) 261 (222,323) <0.001 188 (155,227) 277 (206,337) <0.001 173 (127,211) 284 (242,336) <0.001 <0.001

D-dimer 178 (137,343) 137 (1,235) <0.001 162 (137,298) 137 (104,234) 0.064 1.31 (0.42,9.77) 0.23 (0.15,0.38) <0.001 <0.001

CRP 6 (2,30) 6 (1,19) 0.13 6 (2,41) 7 (2,18) 0.43 19 (6,48) 7 (2,16) <0.001 0.024

Severe 0.25 0.73 0.003 0.98

No 249(69.2%) 71(63.4%) 61(67.8%) 18(64.3%) 95(78.5%) 171(63.3%)

Yes 111(30.8%) 41(36.6%) 29(32.2%) 10(35.7%) 26(21.5%) 99(36.7%)

Consolidation_pattern 0.001 0.86 <0.001 <0.001

None 134 (37.2%) 26 (23.2%) 33 (36.7%) 9 (32.1%) 28 (23.1%) 41 (15.2%)

Patchy 77 (21.4%) 16 (14.3%) 16 (17.8%) 7 (25.0%) 42 (34.7%) 83 (30.7%)

Segmental 77 (21.4%) 38 (33.9%) 27 (30.0%) 8 (28.6%) 40 (33.1%) 63 (23.3%)

Wedge-shaped 72 (20.0%) 32 (28.6%) 14 (15.6%) 4 (14.3%) 11 (9.1%) 83 (30.7%)

Consolidation_mixed_GGO <0.001 0.026 0.003 <0.001

No 253 (70.3%) 58 (51.8%) 68 (75.6%) 15 (53.6%) 70 (57.9%) 113 (41.9%)

Yes 107 (29.7%) 54 (48.2%) 22 (24.4%) 13 (46.4%) 51 (42.1%) 157 (58.1%)

Pleural_effusion <0.001 0.24 0.005

(Continued)

145

https://doi.org/10.3389/fmed.2024.1409477
https://www.frontiersin.org/journals/medicine
https://www.frontiersin.org


M
en

g
 et al. 

10
.3

3
8

9
/fm

ed
.2

0
24

.14
0

9
4

77

Fro
n

tie
rs in

 M
e

d
icin

e
fro

n
tie

rsin
.o

rg

Train N =  472 Validation N =  118 Test N =  391 Overall 
N  =  981

Characteristic 0 1 p-value1 0 1 p-value1 0 1 p-value1 p-value2

N =  360(76%) N =  112(24%) N =  90(76%) N =  28(24%) N =  121(31%) N =  270(69%)

None 276 (76.7%) 107 (95.5%) 71 (78.9%) 27 (96.4%) 101 (83.5%) 253 (93.7%)

Minor 58 (16.1%) 4 (3.6%) 8 (8.9%) 1 (3.6%) 15 (12.4%) 11 (4.1%)

Moderate 14 (3.9%) 1 (0.9%) 8 (8.9%) 0 (0.0%) 4 (3.3%) 3 (1.1%)

Massive 12 (3.3%) 0 (0.0%) 3 (3.3%) 0 (0.0%) 1 (0.8%) 3 (1.1%)

Mediastinal_enlargement_of_

lymph_nodes

0.001 0.020 0.002 0.004

No 295 (81.9%) 106 (94.6%) 75 (83.3%) 28 (100.0%) 104 (86.0%) 257 (95.2%)

Yes 65 (18.1%) 6 (5.4%) 15 (16.7%) 0 (0.0%) 17 (14.0%) 13 (4.8%)

Air_bronchogram_sign 0.003 0.25 <0.001 <0.001

No 228 (63.3%) 53 (47.3%) 56 (62.2%) 14 (50.0%) 63 (52.1%) 89 (33.0%)

Yes 132 (36.7%) 59 (52.7%) 34 (37.8%) 14 (50.0%) 58 (47.9%) 181 (67.0%)

bronchial_wall_thickening 0.010 0.29 0.93 0.28

No 247 (68.6%) 91 (81.3%) 70 (77.8%) 19 (67.9%) 83 (68.6%) 184 (68.1%)

Yes 113 (31.4%) 21 (18.8%) 20 (22.2%) 9 (32.1%) 38 (31.4%) 86 (31.9%)

Interlobular_septal_thickening <0.001 0.029 0.019 <0.001

No 244 (67.8%) 102 (91.1%) 66 (73.3%) 26 (92.9%) 94 (77.7%) 235 (87.0%)

Yes 116 (32.2%) 10 (8.9%) 24 (26.7%) 2 (7.1%) 27 (22.3%) 35 (13.0%)

Number_of_lobes_involved 0.40 <0.001

1 133 (36.9%) 60 (53.6%) 28 (31.1%) 14 (50.0%) 29 (24.0%) 97 (35.9%)

2 37 (10.3%) 25 (22.3%) 12 (13.3%) 4 (14.3%) 22 (18.2%) 65 (24.1%)

3 50 (13.9%) 6 (5.4%) 10 (11.1%) 2 (7.1%) 16 (13.2%) 52 (19.3%)

4 42 (11.7%) 7 (6.3%) 9 (10.0%) 2 (7.1%) 17 (14.0%) 20 (7.4%)

5 93 (25.8%) 8 (7.1%) 27 (30.0%) 4 (14.3%) 37 (30.6%) 36 (13.3%)

0 5 (1.4%) 6 (5.4%) 4 (4.4%) 2 (7.1%)

Mean_lesion_density −487 (155) −432 (180) 0.005 −506 (140) −475 (137) 0.33 −488 (141) −400 (207) <0.001 <0.001

CTLP 0.05 (0.08) 0.07 (0.12) 0.050 0.09 (0.15) 0.04 (0.05) 0.28 0.06 (0.11) 0.09 (0.10) <0.001 <0.001

1Pearson’s Chi-squared test; Wilcoxon rank sum test; Fisher’s exact test; 2Pearson’s Chi-squared test; Kruskal–Wallis rank sum test. 0, adult; 1, child.

TABLE 1 (Continued)
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4 Discussion

In this study, we established clinical models, CT imaging models, 
radiomics models, and combined models and confirmed their 
effectiveness in differentiating adult and children mycoplasmal 
pneumonia. For the individual model, the radiomics model achieved 
the highest AUC. In addition, the radiomics features were well 

correlated with CT imaging signs, which could quantitatively 
represent different CT imaging signs to a certain extent.

Through the analysis of the CT imaging signs of the two groups 
of patients, it was found that there was no or patchy consolidation 
in the adult group and segmental or wedge-shaped consolidation in 
the child group, indicating that the condition of adult Mycoplasma 
pneumonia was mild and slow, and children had the characteristics 

FIGURE 3

The correlation ranking of the top 20 radiomic features in the training set.

TABLE 2 Predictive ability of four models for distinguishing adult and childhood mycoplasmal pneumonia.

Model Cohort AUC(95% CI) Sensitivity Specificity Accuracy Precision threshold_
train

Clinical model Training 0.915(0.886,0.941) 0.865 0.839 0.879 0.827 0.315

Validation 0.889(0.802,0.956) 0.825 0.750 0.864 0.810 0.315

Testing 0.893(0.863,0.921) 0.744 0.537 0.665 0.720 0.315

CT image 

model
Training 0.831(0.794,0.863) 0.748 0.768 0.737 0.689 0.291

Validation 0.736(0.660,0.825) 0.714 0.750 0.695 0.659 0.291

Testing 0.744(0.698,0.783) 0.689 0.511 0.621 0.670 0.291

Radiomics 

model
Training 0.995(0.992,0.998) 0.965 0.955 0.970 0.954 0.354

Validation 0.952(0.921,0.978) 0.896 0.893 0.898 0.850 0.354

Testing 0.969(0.953,0.982) 0.764 0.544 0.680 0.739 0.354

Combined 

model
Training 0.996(0.993,0.998) 0.970 0.982 0.964 0.937 0.270

Validation 0.972(0.942,0.995) 0.890 0.857 0.907 0.864 0.270

Testing 0.986(0.976,0.993) 0.824 0.656 0.760 0.779 0.270
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of rapid progress, serious disease, and high incidence of 
complications, which was consistent with previous studies (4). The 
reason for this analysis is that mycoplasma, as the smallest 
microorganism between bacteria and viruses, can induce cellular 
and humoral immune responses after infection. Due to the immature 
and incomplete development of the lungs in children, the number of 
pulmonary alveoli is relatively small compared to adults, and the 
immune system is relatively incomplete. The elastic fibers of the 
bronchial tube are not strong. After mycoplasma infection, the 
disease progresses faster, the function of defending inflammation is 
weaker, and the inflammatory manifestations are more obvious than 
those in adults. If it invades the bronchioles and interstitial lung 
tissue near the lung field, it will cause congestion, edema, infiltration, 
and exudation of inflammatory cells, and the exudate will stimulate 
the pleura, causing pleural reactive effusion, leading to pleural 
effusion (4). Based on the different imaging manifestations and 
progression of adult and children mycoplasmal pneumonia, once 
mycoplasmal pneumonia is diagnosed, especially in children, active 
treatment should be taken to prevent complications or the possibility 
of progression to severe disease. In addition, after feature selection, 
a CT imaging model was established, and a ROC curve was drawn. 
The internal training set AUC value was 0.831 (0.794, 0.863), the 
validation set AUC value was 0.736 (0.660, 0.825), and the external 
test set AUC value was 0.744 (0.698, 0.783). It has good 
discriminative power, indicating that typical CT imaging signs are 
important in distinguishing between adult and pediatric 
mycoplasmal pneumonia. At the same time, Dongdong Wang et al. 
(19) used radiomics to analyze the diagnostic value of distinguishing 
between mycoplasmal pneumonia (MPP) and streptococcus 

pneumoniae pneumonia (SPP) in children under 5 years old and 
divided them into a testing set and a validation set at a ratio of 7:3. 
In the validation cohort, the consolidation + surrounding halo sign 
was used to distinguish between MP and SPP, resulting in an AUC 
value of 0.822 and sensitivity and specificity of 0.81 and 0.81, 
respectively. Through the decision curve, RF was found to 
be superior to other classifiers.

Radiomics is an artificial intelligence technology that extracts 
features such as shape, intensity, texture, and wavelet from images 
based on images and converts them into high-dimensional 
quantifiable quantitative feature data to further reflect the biological 
information of lesions. It can provide relevant information for 
disease diagnosis, prognosis evaluation, and efficacy prediction 
(20–22). To date, few studies have used radiomics to solve the 
problem of pneumonia identification. Mei et al. (23) used artificial 
intelligence algorithms to combine chest CT findings with clinical 
symptoms, exposure history, and laboratory tests to diagnose 
COVID-19. Wang et al. (24) combined deep learning-radiomics 
models to distinguish COVID-19 from non-COVID-19 viral 
pneumonia. Honglin Li (10) confirmed that radiomics-clinical 
nomograms have good discriminative power for mycoplasmal 
pneumonia and bacterial pneumonia. These studies demonstrate 
the feasibility of using radiomics to identify lung inflammation. On 
this basis, we distinguish between adult and children mycoplasmal 
pneumonia. Logistic regression is a multiple regression analysis 
method that studies the relationship between a binary or multi-class 
response variable and multiple influencing factors (25). This study 
used the LASSO logistic regression model to screen and model 
1,904 imaging features and calculated the Radscore for each patient, 

FIGURE 4

The ROC curves of the four models in the training set, validation set, and test set.

TABLE 3 Comparison of AUC between the three individual models and the combined model on the test set.

Group model_
name_1

model_
name_2

auc_1 auc_cov_1 auc_2 auc_cov_2 P-value

Test Clinical model CT image model 0.893 0.000307134 0.744 0.000658474 P > 0.05

Test Clinical model Radiomics model 0.893 0.000307134 0.969 7.25E-05 P > 0.05

Test Clinical model Combined model 0.893 0.000307134 0.986 2.79E-05 P > 0.05

Test CT image model Radiomics Model 0.744 0.000658474 0.969 7.25E-05 P < 0.05

Test CT image model Combined model 0.744 0.000658474 0.986 2.79E-05 P < 0.05

Test Radiomics model Combined model 0.969 7.25E-05 0.986 2.79E-05 P < 0.05
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which can more intuitively reflect the imaging differences between 
adults and children with Mycoplasma pneumonia. The internal 
training set AUC value of the radiomics feature model in this group 
is 0.995 (0.992, 0.998), the validation set AUC value is 0.952 (0.921, 
0.978), and the external test set AUC value is 0.969 (0.953, 0.982), 
indicating good differential diagnostic performance. To explore the 
relationship between radiomics features, CT imaging signs, and 
clinical features, a combined model nomogram was established 
based on radiomics, combining clinical and CT imaging signs. The 

internal training set had an AUC value of 0.996 (0.993, 0.998), the 
validation set had an AUC value of 0.972 (0.942, 0.995), and the 
external test set had an AUC value of 0.986 (0.976, 0.993), which is 
higher than that of the single model. Consistent with the study by 
Honglin Li et  al. (10), a combined nomogram combining 
radiological and clinical features was established and validated for 
distinguishing Mycoplasma pneumonia and bacterial pneumonia 
with similar CT manifestations. In the radiomics model, the AUC 
of the training set was 0.877 and the AUC of the test set was 0.810. 

FIGURE 5

Visualization through scatter plot and box plot analysis of the correlation between quantitative and qualitative imaging features and radiomics features.
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In the radiomics-clinical model, the AUC of the training set is 0.905 
and the AUC of the test set is 0.847. Decision curve analysis shows 
that both models can improve the clinical benefits of patients, and 
the radiomics-clinical combination model achieves higher clinical 
benefits than the radiomics model.

The features of radiomics, including shape, grayscale, and 
texture, help to build radiomics models (26). This study establishes 
the correlation between radiomics features and CT imaging signs, 
and the study reveals that “mean lesion density” is negatively 
correlated with “original glrlm ShortRunLowGrayLevelEmphasis,” 
“wavelet-LHL firstorder Median,” “normalize glrlm 
GrayLevelNonUniformityNormalized,” and “specklenoise glrlm 
ShortRunLowGrayLevelEmphasis”; and is positively correlated with 
“wavelet-HLL firstorder Skewness”; “consolidation pattern” is 
negatively correlated with “original glrlm 
ShortRunLowGrayLevelEmphasis” and “normalize glrlm 

GrayLevelNonUniformityNormalized”; “air bronchogram sign” is 
negatively correlated with “original glrlm 
ShortRunLowGrayLevelEmphasis,” “normalize glrlm 
GrayLevelNonUniformityNormalized,” and “specklenoise glrlm 
ShortRunLowGrayLevelEmphasis”; “Interlobular_septal_
thickening” is negatively correlated with “discretegaussian glszm 
SizeZoneNonUniformity”; and the correlation coefficients were all 
greater than 0.35. Most of these radiomics features are texture 
features and grayscale statistics features, indicating that texture 
features and grayscale statistics features are largely quantitative 
representations of CT image features. Moreover, based on the close 
correlation between radiomics features and traditional CT image 
features, the advantage of radiomics lies in its ability to transform 
images into a large amount of high-throughput imaging information 
that can be  mined. Through selection and comparison of the 
information, optimal features are selected, resulting in more 

FIGURE 6

Correlation analysis between radiomics and CT imaging signs: case presentation. (A) Child (male, 9 years old) with mycoplasmal pneumonia: 
Consolidation pattern:3; original_glrlm_ShortRunLowGrayLevelEmphasis:0.031; normalize_glrlm_GrayLevelNonUniformityNormalized:0.513. (B) Adult 
(female, 57 years old) with mycoplasmal pneumonia: Consolidation pattern:1; original_glrlm_ShortRunLowGrayLevelEmphasis:0.046; normalize_
glrlm_GrayLevelNonUniformityNormalized:0.534.

TABLE 4 Correlation analysis results between CT imaging signs and radiomics features.

CT feature Radiomics feature r P

Mean_lesion_density original_glrlm_ShortRunLowGrayLevelEmphasis −0.561384238 1.51E-82

Mean_lesion_density wavelet-LHL firstorder Median −0.552387518 1.88E-79

Mean_lesion_density normalize_glrlm_GrayLevelNonUniformityNormalized −0.428460907 4.51E-45

Mean_lesion_density specklenoise_glrlm_ShortRunLowGrayLevelEmphasis −0.385539074 4.06E-36

Mean_lesion_density wavelet-HLL firstorder Skewness 0.408192167 1.11E-40

Consolidation_pattern original_glrlm_ShortRunLowGrayLevelEmphasis −0.380854025 3.22E-35

Consolidation_pattern normalize_glrlm_GrayLevelNonUniformityNormalized −0.394684625 6.44E-38

Air_bronchogram_sign original_glrlm_ShortRunLowGrayLevelEmphasis −0.353032225 3.61E-30

Air_bronchogram_sign normalize_glrlm_GrayLevelNonUniformityNormalized −0.353370265 3.16E-30

Air_bronchogram_sign specklenoise_glrlm_ShortRunLowGrayLevelEmphasis −0.352479244 4.50E-30

Interlobular_septal_thickening discretegaussian_glszm_SizeZoneNonUniformity 0.385360317 4.39E-36
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objective and accurate results (27). Radiomics is non-invasive, 
quantitative, easily accessible, and reproducible. When combined 
with CT imaging signs and clinical features, it can provide more 
comprehensive information about the biological characteristics and 
microenvironment changes of diseases and has broad prospects in 
disease diagnosis and prognosis evaluation. This study achieved 
good results in external validation, indicating that multiple centers 
and different scanners are beneficial for universality.

There are certain limitations in this study: (1) There are common 
shortcomings in retrospective studies, such as selection bias; (2) Due 
to the vague outline of pneumonia lesions, it is difficult to accurately 
delineate the ROI, and even some smaller lesions are easily missed; 
(3) Without classifying patients into mild and severe groups before 
extracting features, further research is needed to investigate the 
impact of different disease severities.

In summary, this study proposes that radiomics features, CT 
imaging signs, and clinical features facilitate the identification of 
differences between adults and children with mycoplasmal 
pneumonia. For the individual model, the radiomics model 
achieved the highest AUC. The radiomics features are well-
correlated with CT imaging signs, which can provide a quantitative 
representation of different CT imaging signs using radiomics to a 
certain extent.
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Deep learning radiomics based 
on multimodal imaging for 
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malignant breast tumours
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Dongmei Liu 4, Zijie Xiang 5 and Guoxu Zhang 2*
1 College of Medicine and Biological Information Engineering, Northeastern University, Shenyang, 
Liaoning, China, 2 Department of Nuclear Medicine, General Hospital of Northern Theater Command, 
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Liaoning Cancer Hospital and Institute, Shenyang, Liaoning, China, 4 Department of Ultrasound, 
Beijing Shijitan Hospital, Capital Medical University, Beijing, China, 5 Biomedical Engineering, Shenyang 
University of Technology, Shenyang, Liaoning, China

Objectives: This study aimed to develop a deep learning radiomic model using 
multimodal imaging to differentiate benign and malignant breast tumours.

Methods: Multimodality imaging data, including ultrasonography (US), 
mammography (MG), and magnetic resonance imaging (MRI), from 322 patients 
(112 with benign breast tumours and 210 with malignant breast tumours) with 
histopathologically confirmed breast tumours were retrospectively collected 
between December 2018 and May 2023. Based on multimodal imaging, the 
experiment was divided into three parts: traditional radiomics, deep learning 
radiomics, and feature fusion. We tested the performance of seven classifiers, 
namely, SVM, KNN, random forest, extra trees, XGBoost, LightGBM, and LR, 
on different feature models. Through feature fusion using ensemble and 
stacking strategies, we obtained the optimal classification model for benign and 
malignant breast tumours.

Results: In terms of traditional radiomics, the ensemble fusion strategy achieved 
the highest accuracy, AUC, and specificity, with values of 0.892, 0.942 [0.886–
0.996], and 0.956 [0.873–1.000], respectively. The early fusion strategy with US, 
MG, and MRI achieved the highest sensitivity of 0.952 [0.887–1.000]. In terms 
of deep learning radiomics, the stacking fusion strategy achieved the highest 
accuracy, AUC, and sensitivity, with values of 0.937, 0.947 [0.887–1.000], and 
1.000 [0.999–1.000], respectively. The early fusion strategies of US+MRI and 
US+MG achieved the highest specificity of 0.954 [0.867–1.000]. In terms of 
feature fusion, the ensemble and stacking approaches of the late fusion strategy 
achieved the highest accuracy of 0.968. In addition, stacking achieved the 
highest AUC and specificity, which were 0.997 [0.990–1.000] and 1.000 [0.999–
1.000], respectively. The traditional radiomic and depth features of US+MG  +  MR 
achieved the highest sensitivity of 1.000 [0.999–1.000] under the early fusion 
strategy.

Conclusion: This study demonstrated the potential of integrating deep learning 
and radiomic features with multimodal images. As a single modality, MRI based 
on radiomic features achieved greater accuracy than US or MG. The US and MG 
models achieved higher accuracy with transfer learning than the single-mode or 
radiomic models. The traditional radiomic and depth features of US+MG  +  MR 
achieved the highest sensitivity under the early fusion strategy, showed 
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higher diagnostic performance, and provided more valuable information for 
differentiation between benign and malignant breast tumours.

KEYWORDS

deep learning, radiomics, multimodality imaging, breast tumours, deep learning 
radiomics, MRI, Mammography, Ultrosonography

1 Introduction

Breast cancer is the most prevalent cancer and the second leading 
cause of cancer-related deaths among women in the United States (1). 
In 2023, an estimated 55,720 women were diagnosed with carcinoma 
in situ, whilst 297,790 were diagnosed with invasive carcinoma, and 
43,170 women died from breast cancer (2). Early diagnosis and 
classification are critical for effective treatment. Currently, many 
imaging modalities, such as ultrasonography (US), mammography 
(MG), and magnetic resonance imaging (MRI), are commonly used 
for the classification and diagnosis of breast cancer (3). MG is the 
predominant tool used for breast cancer screening (4–6), showing 
high sensitivity for calcification, but its low specificity is one of its 
limitations. Consequently, a large number of unnecessary biopsies are 
carried out, leading to healthcare resource waste and stress for patients 
(7, 8). These disadvantages have led to increased use of other adjunct 
imaging modalities in clinical practise, including US and MRI (9). US 
can effectively distinguish between cysts and solid masses and is more 
sensitive in dense breasts than MG (10). As an adjunct to MG, US 
provides highly accurate breast mass information and facilitates 
annotations (11, 12), but it often misses certain types of breast masses, 
such as invasive micropapillary carcinoma, ductal carcinoma in situ, 
invasive lobular carcinoma, fat-surrounded isoechoic lesions, 
heterogeneous echoic lesions with heterogeneous backgrounds, 
subareolar lesions, and deep lesions in large breasts. Additionally, 
lesions may be missed due to poor operator skills (12–15). MRI, which 
has high sensitivity, supports multiplanar scanning and 3D 
reconstruction, allowing for better visualisation of breast lesion size, 
shape, and location (16). MRI is valuable for screening high-risk 
individuals, diagnosing occult cases, staging, and assessing the 
response to chemotherapy (17, 18). However, MRI scans are expensive, 
and the examination requires more time than other tests (19).

Early and precise detection of malignant breast lesions is crucial 
for timely intervention and improvement of patient prognosis. 
Conventional diagnostic methods such as US, MG, and MRI are 
available but have inherent limitations, including indistinct 
boundaries, false-positive results, and potential sampling errors. In 
recent years, deep learning radiomics (DLR) in breast cancer has 
gained attention as a promising field (20, 21). Although deep learning 
(DL) models have achieved considerable progress in the automatic 
segmentation and classification of breast cancer (22, 23), data on how 
they are improving the overall management of breast cancer, starting 
from screening to diagnosis and ultimately to survival, are lacking 
(24). MG, US, and MRI are routinely used during breast cancer 
screening and are commonly used to identify and characterise breast 
lesions and guide biopsy. Several studies have focussed on MG and 
US. Cruz et al. (25) proposed a method consisting of different steps, 
including segmentation and extraction of deep learning features 

performed by a CNN—specifically, DenseNet 201. They analysed deep 
learning and handcrafted features during the fusion stage and then 
applied several classifiers (XGBoost, AdaBoost, and multilayer 
perceptron) based on stochastic measures. Ultimately, they achieved 
strong performance in multimodal imaging studies (US and MG). 
Lamb et al. (26) reported a higher cancer detection rate for patients 
who underwent breast screening by MRI than for patients identified 
as high risk with the traditional risk model using a retrospective 
mammogram-based model of 2,168 women. Natalia et al. (27) tested 
three different clinical imaging modalities (dynamic contrast-
enhanced MRI, full-field digital mammography, and ultrasound) by 
pretraining a CNN and fusing it with deep learning methods for 
radiomic computer-aided diagnosis. They found that compared to 
previous breast cancer methods, computer-aided diagnosis methods 
achieved better performance in distinguishing between malignant and 
benign lesions. However, open questions remain on how to use the DL 
risk assessment model in clinical practise, and few studies have 
focussed on multimodality imaging based on deep learning and 
radiomics with MG, US, and MRI.

The aim of this study was to develop a comprehensive deep 
learning radiomic framework utilising multimodal imaging data, 
including MG, US, and MRI data. By integrating deep learning 
radiomic technology with multimodal imaging, complementary 
information from different imaging modes can be leveraged to fully 
characterise the imaging features of breast tumours, thereby achieving 
a greater differential diagnosis capability for benign and malignant 
tumours than single-mode radiomics, which will ultimately lead to a 
reduction in unnecessary biopsies.

2 Materials and methods

2.1 Patient population

This retrospective study obtained approval from the institutional 
review board of our hospital (Approval No. Y(2404)-030), and the 
requirement for informed consent was waived. This study enrolled 
1,564 female patients who preoperatively underwent multimodality 
(US, MG, and MRI) examinations at our centre between January 2018 
and May 2023. The inclusion criteria were (a) complete imaging and 
clinical data availability, (b) multimodality breast examination 
performed within 4 weeks before breast surgery, and (c) no treatment 
performed before the aforementioned examination. The exclusion 
criteria were as follows: (a) a history of preoperative therapy, including 
radiotherapy or neoadjuvant chemotherapy; (b) poor image tumour 
segmentation due to blurred boundaries; (c) missing US, MG, and 
MRI data; and (d) no available pathological results. Ultimately, 322 
patients (112 with benign breast tumours and 210 with malignant 
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breast tumours) were included, with 257 patients (96 with benign 
breast tumours and 161 with malignant breast tumours) enrolled in 
the training cohort and 65 patients (23 with benign breast tumours 
and 42 with malignant breast tumours) enrolled in the internal testing 
cohort. The enrolment process is shown in Figure 1.

2.2 Image acquisition

Each patient’s multimodality imaging examinations were as 
follows: MG-CC, MRI-T2WI, and US. In all patients, routine digital 
mammography was performed with the Hologic Selenia Dimensions 
system using standard, craniocaudal (CC), and mediolateral (MLO) 
views, and we  analysed the former images. Routine ultrasound, 
including Doppler US, was performed using Philips IU22 and EPIQ7 
instruments with 12–5-MHz transducers. All contrast-enhanced MRI 
examinations were performed on a 3.0 T MR system (Skyra, Siemens 
Healthcare, 3.0 T GE Discovery MR750) in the prone position with no 
breast compression using a dedicated four-channel breast coil and the 
following sequences: T2-weighted imaging (T2WI), dynamic contrast-
enhanced (DCE) imaging, and diffusion-weighted imaging (DWI). 
Within 2 min after intravenous injection of gadolinium contrast agent 
(0.2 mL/kg), the first postcontrast images were acquired, followed by 
five subsequent postcontrast images were acquired. Axial DWI scans 
were acquired with two b-values (0 and 1,000 s/mm2). All patients had 
undergone core biopsy or surgery of the abnormal area. The final 
histopathological results were all recorded.

2.3 Region of interest segmentation

Primary breast tumours were selected for region of interest (ROI) 
segmentation on the largest layer of the tumour. Two radiologists and 
one diagnostic ultrasound physician with extensive experience (reader 

1 with 12 years, reader 2 with 10 years, and reader 3 with 12 years) in 
breast imaging diagnosis manually delineated each ROI along the 
tumour margin from the first to the last layer of the whole tumour 
using ITK-SNAP software (version 3.80). They completed ROI 
segmentation under the supervision of a senior radiologist with 
30 years of experience in breast imaging diagnosis. The radiologists 
were blinded to the histopathological information of the malignant 
breast tumours and benign tumours from the US, MG-CC, and 
MRI-T2W images. We traced abnormal areas in these images and 
attempted to delineate the burr at the edge of each tumour as 
completely as possible. All lesion images were included, as shown in 
Figure 2.

2.4 Feature extraction and selection

A total of 108 radiomic features were extracted using the 
PyRadiomics (3.0.1) open-source Python package. In this study, the 
following features were extracted: first-order statistics (FOSs), shape-
based 2D (S-2D/3D) features, grey-level co-occurrence matrices 
(GLCMs), grey-level run length matrices (GLRLMs), grey-level size 
matrices (GLSZMs), neighbourhood grey tone difference matrices 
(NGTDMs), and grey-level dependence matrices (GLDMs) (28). 
Feature selection and fusion techniques were applied to reduce 
dimensionality and integrate complementary information. The 
Mann–Whitney U-test and Spearman’s rank correlation coefficient 
were used to determine the statistical significance and repeatability of 
the features, respectively. Finally, the least absolute shrinkage and 
selection operator (LASSO) regression model was used to construct 
the feature signature for the entire dataset.

Classification models for single-mode and multimodal fusion 
were established from multimodal imaging (MG-CC, US, and 
MRI-T2WI). The classification model was then constructed using 
different strategies, including support vector machine (SVM), 

FIGURE 1

Flowchart of patient recruitment.
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K-nearest neighbour (KNN), random forest (RF), extremely 
randomised trees (ExtraTree), extreme gradient boosting (XG Boost), 
light gradient boosting machine (LightGBM), and logistic regression 
(LR), and the optimal fusion method was selected. The workflow for 
classification model construction is shown in Figure 3.

For US, MG-CC, and MRI-T2WI multimodality imaging, in 
terms of deep learning, we used a pretrained ResNet-50 model to 
perform transfer learning tasks on rectangular ROI images acquired 
from the three imaging modes, as shown in Figure  4 (Step  1). 
Specifically, the convolution layer parameters of the ResNet-50 model 
were fixed, and the output of the fully connected layer was 2. During 

the model training stage, the optimal parameter settings (batch 
size = 32, learning rate = 0.001, epochs = 200, and optimiser = sgd) were 
obtained through hyperparameter fine-tuning. Next, we  input the 
images from the three imaging modes into their respective optimal 
models and derived the deep feature values of the average pooling 
layer. Since the size of the feature map of the pooling layer was fixed, 
the number of dimensions of the deep feature values for all the modes 
was 2048. For feature selection, the PCA algorithm was used to reduce 
the dimension of the depth feature value. The classification model was 
then established using different strategies, as shown in Figure  4 
(Step  2). For model interpretability, Grad-CAM was utilised to 

FIGURE 2

Raw images, hand-crafted masks, and cropped ROIs of three modal images. (A) Ultrasound, (B) T2-weighted magnetic resonance imaging, and 
(C) mammography (MG) craniocaudal view.

FIGURE 3

Workflow of conventional radiomics from multimodal data. We extracted conventional radiomic features from US, MR, and MG-CC images. Feature 
selection and fusion techniques were applied to reduce dimensionality and integrate complementary information. The classification model was 
constructed using seven machine learning algorithms.
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visualise and explain the validity of the multimodal models, as shown 
in Figure 4 (Step 3).

2.5 Feature fusion

The fusion workflow of deep features and conventional radiomic 
features from multimodal data were below: The feature fusion methods 
were divided into early fusion and late fusion (ensemble and stacking) 
approaches. For early fusion, features from different modalities were 
concatenated before modelling to create an integrated feature 
representation as input to the classifier. For the ensemble approach, 
accuracy-weighted average integration based on softmax normalisation 
weighting was used. For the stacking approach, separate models were 
first built on each modality, and then their outputs were combined via 
the ensemble method. Stacking involved using a machine learning model 
to fuse the results from the training and testing sets and using another 
machine learning algorithm for classification, as shown in Figure 5.

2.6 Evaluation indicators

The model performance evaluation adopted four evaluation metrics, 
namely accuracy, sensitivity, specificity, and AUC value. Accuracy refers 
to the proportion of correctly classified samples to the total number of 
samples. Sensitivity represents the proportion of correctly classified 
positive samples to the actual number of positive samples. Specificity 
represents the proportion of correctly classified negative samples to the 
actual number of negative samples. The AUC is the area under the ROC 
curve, and the ROC curve is the curve obtained by plotting the True 
Positive Rate on the Y-axis and the False Positive Rate on the X-axis. The 
value of AUC ranges from 0.5 to 1, and the higher the AUC, the better the 
performance of the classifier. TP is the number of true-positive results, FP 
is the number of false-positive results, TN is the number of true-negative 
results, and FN is the number of false-negative results.

 
Accuracy TP TN

TP TN FP FN
=

+
+ + +  

(1)

FIGURE 4

Workflow of transfer learning from multimodal data (Step 1 and Step 2) and visualisation of the CNN decision process (Step 3). For US, MG-CC, and 
MRI-T2WI images, we employed transfer learning using a pretrained ResNet-50 model. After model training, deep features were extracted from the 
average pooling layer and reduced in dimensionality with PCA. A classification model was then constructed using two different late-fusion strategies. 
For model interpretability, Grad-CAM was utilised to visualise and explain the validity of the CNN models.
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Sensitivity TP

TP FN
=

+  
(2)

 
Specificity FP

FP TN
=

+  
(3)

3 Results

3.1 Clinical characteristics

In this study, 322 female patients with a mean age of 
50.48 ± 11.57 years were enrolled. The patients were divided into a 
training set (257 patients) and a test set (65 patients). A total of 112 

benign breast tumours and 210 malignant breast tumours were included. 
The clinicopathological data and corresponding multimodal imaging 
data resulted in 6440 data points. No significant difference in clinical 
features was noted amongst the cohorts (p > 0.05), as shown in Table 1.

3.2 Radiomic model for multimodal 
imaging

A total of 108 groups of feature values from US, MRI-T2WI, and 
MG-CC rectangular ROI images were extracted. After feature selection, 
we retained 42 sets of feature values for the training of the machine 
learning model. As shown in Figure 3, the experiments were divided into 
a single-mode radiomic model, a prefusion model (two-mode image 
fusion model and three-mode image fusion model), and an ensemble 
fusion modal method. For both single-mode features and multimode 

FIGURE 5

Fusion workflow of deep features and conventional radiomic features from multimodal data. The feature fusion methods were divided into early fusion 
and late fusion (ensemble and stacking) approaches. In early fusion, features from different modalities were concatenated before modelling to create 
an integrated feature representation as input to the classifier. In late fusion, separate models were built on each modality first, and then, their outputs 
were combined via ensemble or stacking techniques to produce final predictions.
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fusion features, seven classifiers were tested in the experiment, and 
finally, the optimal classification model was obtained. For the generation 
of classification models, 20% of the images were randomly selected for 
testing, and the other 80% were selected for training. Notably, when 
training the first classification model, we set up random seeds to fix the 
instances of the training set and the test set. The established training set 
and test set ensured the consistency of training and testing of all 
classification models and thus the fairness of model evaluation.

The combined modalities integrating multimodal imaging 
(MG-CC, US, and MRI) showed good validity and stability. 
We described the diagnostic indices of the different modalities for all 
patients in the primary cohort and validation cohorts. Table 2 and 
Figure  6A show the evaluation performance of the optimal 
classification model under different traditional image radiomic feature 
sets. With respect to the conventional radiomic features, for the single-
modal images, MRI-T2WI achieved the best accuracy (80.0%) and an 
AUC of 0.785 [0.674–0.915]. US had the best sensitivity of 90.4% 
[81.5–99.3%]. MG-CC had the best specificity of 82.6% [67.1–98.0%] 
(lines 1 to 3). Amongst the two multimodal methods, US+MRI had 
the highest AUC of 0.858 [0.763–0.952] and a specificity of 78.2% 
[61.4–95.1%] (lines 4 to 6). For the three-mode imaging method, the 
highest accuracy was 84.3%, the AUC was 0.812, the sensitivity was 
95.2% [88.7–100.0%], and the specificity was 63.6% (line 7). The 
ensemble fusion modal method performed the best, with an accuracy 

of 89.2%, an AUC of 0.942 [0.886–0.996], a sensitivity of 85.7%, and a 
specificity of 95.6% [87.3–100.0%] (line 8).

3.3 Deep learning models for multimodal 
imaging

In summary, we used the pretrained ResNet-50 model to extract 
2048 sets of feature values from US, MRI-T2WI, and MG-CC 
rectangular ROI images, as shown in Figure 4 (Step 1). The difference 
was that feature selection with PCA was used for dimension reduction. 
The experiment reduced the eigenvalue of each mode to 32 
dimensions. In terms of the model, we  generated single-mode, 
multimode, prefusion, and postfusion classification models, as shown 
in Figure 4 (Step 2). Similarly, seven classification models were tested 
to determine the optimal classifier. In addition, the experimental setup 
was also consistent with that described above.

The performance of the deep features from the transfer learning 
model, when combined with multimodal imaging, outperformed that of 
the single-mode models, as shown in Table 3 and Figure 6B. For the 
single-mode images, US achieved the best accuracy and sensitivity of 78.1 
and 88.0%, respectively [78.3–97.8%]. MRI had the best AUC and 
specificity (0.830 [0.723–0.935] and 81.8 [65.7–97.9%], respectively) (lines 
1–3). For the two multimodal imaging methods, the accuracies were 85.9, 

TABLE 1 Characteristics of breast tumours in this study.

Characteristics Training (n =  257) Testing (n  =  65) Values p

Menstrual status 89 (34.6%) 23 (35.4%) χ2 = 3.078 0.079

Age (years) 50.31 ± 11.57 51.08 ± 10.72 t = 0.486 0.627

Diameter (mm) 19.94 ± 11.27 22.78 ± 10.01 t = 1.476 0.141

CA-153 19.76 ± 8.97 20.52 ± 10.27 t = 0.593 0.554

BI-RADS category χ2 = 6.080 0.108

1–3 57 (22.2%) 24 (36.9%) – –

4(4a,4b,4c) 138 (53.7%) 28 (43.1%) – –

5 44 (17.1%) 8 (12.3%) – –

6 18 (7.0%) 5 (7.7%)

Pathology χ2 = 0.087 0.768

Benign 96 (37.4%) 23 (35.4%) – –

Malignant 161 (62.6%) 42 (64.6%) – –

TABLE 2 Results of radiomic classification utilising conventional features.

Methods Accuracy AUC Sensitivity Specificity Classifier

US 0.784 0.707 [0.555–0.858] 0.904 [0.815–0.993] 0.565 [0.362–0.767] SVM

MR 0.800 0.795 [0.674–0.915] 0.857 [0.751–0.962] 0.695 [0.507–0.883] SVM

MG 0.753 0.748 [0.612–0.883] 0.714 [0.577–0.850] 0.826 [0.671–0.980] XGBoost

US+MR 0.815 0.858 [0.763–0.952] 0.833 [0.720–0.946] 0.782 [0.614–0.951] SVM

US+MG 0.692 0.718 [0.578–0.857] 0.642 [0.497–0.787] 0.782 [0.614–0.951] LightGBM

MR + MG 0.815 0.746 [0.603–0.889] 0.881 [0.783–0.978] 0.727 [0.507–0.883] XGBoost

US+MR + MG 0.843 0.812 [0.693–0.929] 0.952 [0.887–1.000] 0.636 [0.435–0.837] XGBoost

Ensemble 0.892 0.942 [0.886–0.996] 0.857 [0.751–0.962] 0.956 [0.873–1.000] SVM + LightGBM#

# denotes the classifiers (SVM + LightGBM), and [] represents the 95% confidence intervals (CI).
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87.5, and 86.1%; the AUCs were 0.922, 0.906, and 0.909; the sensitivities 
were 80.9, 83.3, and 90.4%; and the specificities were 95.4, 95.4, and 
78.2%, respectively. US+MR and US+MG had the same specificity of 
95.4% [86.7–100.0%] (lines 4–6). For the three multimodal imaging 
methods, the highest accuracy was 90.6%, the AUC was 0.937 [0.877–
0.996], the sensitivity was 92.8% [85.0–100.0%], and the specificity was 
86.3% (line 7). Overall, the postfusion model’s performance was better 
than that of the multimodal models. The ensemble model had an accuracy 
of 90.6%, an AUC of 0.927, a sensitivity of 100.0%, and a specificity of 
72.7% (line 8). The stacking model performed best, with an accuracy of 
93.7%, an AUC of 0.947 [0.877–1.000], a sensitivity of 100.0% [99.9–
100.0%], and a specificity of 81.8% (line 9).

3.4 Deep learning radiomic models for 
multimodality imaging

The classification model with both conventional image 
radiomic features and deep learning features showed robust 

performance. We  tried to integrate the conventional image 
radiomic features and deep learning features from multimodal 
imaging of breast tumours and further improve the performance 
of the classification model.

The deep learning feature values of US, MRI-T2WI, and 
MG-CC were spliced in the same dimension. Figure 5 shows the 
specific process of feature fusion. In traditional image radiomics, 
after the three sets of eigenvalues are spliced in the same 
dimension, the number of dimensions is reduced to 108 according 
to PCA. After the two types of features were generated, 
we  repeated the above operation, first splicing and then 
PCA dimension reduction. Finally, we obtained 108-dimensional 
features containing 51 sets of deep feature values and 57 
sets of traditional image radiomic feature values. The 108 
sets of features represented a valid feature set for each patient 
and formed the basis for our classification model. The experiment 
implemented three fusion methods—early fusion, ensemble, 
and stacking—for the classification model. Research has 
shown that the radiomic and deep features of these multimodal 

FIGURE 6

Comparison of ROC curves under different classifiers with different sources of features. (A) Conventional radiomic features; (B) deep features from 
transfer learning.

TABLE 3 Results of transfer learning classification utilising deep features.

Methods Accuracy AUC Sensitivity Specificity Classifier

US 0.781 0.780 [0.655–0.903] 0.880 [0.783–0.978] 0.619 [0.385–0.796] RF

MRI 0.719 0.830 [0.723–0.935] 0.667 [0.524–0.809] 0.818 [0.657–0.979] ExtraTrees

MG 0.734 0.735 [0.611–0.859] 0.738 [0.605–0.871] 0.761 [0.541–0.913] KNN

US+MR 0.859 0.922 [0.852–0.991] 0.809 [0.690–0.928] 0.954 [0.867–1.000] XGBoost

US+MG 0.875 0.906 [0.811–1.000] 0.833 [0.720–0.946] 0.954 [0.867–1.000] SVM

MR + MG 0.861 0.909 [0.828–0.989] 0.904 [0.815–0.993] 0.782 [0.614–0.951] SVM

US+MR + MG 0.906 0.937 [0.877–0.996] 0.928 [0.850–1.000] 0.863 [0.720–1.000] XGBoost

Ensemble 0.906 0.927 [0.861–0.992] 1.000 [0.999–1.000] 0.727 [0.541–0.913] SVM+KNN+LightGBM#

Stacking 0.937 0.947 [0.887–1.000] 1.000 [0.999–1.000] 0.818 [0.657–0.979] XGBoost

# denotes the classifiers (SVM + KNN + LightGBM).
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images play a decisive role in the final performance of the model 
(Figure 6).

Table 4 shows the performance evaluation indices of the three 
fusion models. We  noted that the SVM classifier used in the 
stacking model achieved the best overall performance, yielding 
the highest accuracy, AUC, and specificity of 0.968, 0.997 [0.990–
1.000], and 1.000 [0.999–1.000], respectively (Figure 7).

3.5 Comparison with different classification 
models

By setting random seeds, we fixed the training sets and test 
sets of cases for the deep learning radiomic model (stacking). 

This study compared benign and malignant breast tumour 
classification models based on VGG19 (29), GoogLeNet (30), 
ResNet-101 (31), and Inception-v3 (32). Specifically, the same 
training set was used for model migration training and fixed 
convolution layer and modified fully connected layer parameters 
(the fully connected layer parameter was set to 2). After the 
model was generated, the same test set was used for the 
performance evaluation. Table 4 shows the classification results 
of the deep learning radiomic models and existing deep learning 
models. The experiments showed that the deep learning image 
model, which combined traditional imaging radiomic and deep 
learning features, was superior to the model based on deep 
learning in the classification of benign and malignant breast 
tumours, as shown Figure 8.

TABLE 4 Feature fusion results of conventional radiomic features and deep features from transfer learning.

Methods Accuracy AUC Sensitivity Specificity classifier

Rad + DF 0.953 0.986 [0.966–1.000] 1.000 [0.999–1.000] 0.863 [0.720–1.000] SVM

Ensemble 0.968 0.994 [0.982–1.000] 0.976 [0.930–1.000] 0.954 [0.867–1.000] SVM+XGBoost+LightGBM#

Stacking 0.968 0.997 [0.990–1.000] 0.952 [0.887–1.000] 1.000 [0.999–1.000] SVM

VGG-19 (29) 0.846 0.867 [0.775–0.959] 0.938 [0.850–1.000] 0.695 [0.507–0.883] Softmax

GoogLeNet (30) 0.828 0.807 [0.678–0.935] 0.928 [0.863–0.952] 0.636 [0.435–0.837] Softmax

ResNet-101 (31) 0.796 0.770 [0.640–0.899] 0.952 [0.827–0.987] 0.500 [0.291–0.708] Softmax

Inception-v3 (32) 0.875 0.892 [0.803–0.980] 0.952 [0.887–1.000] 0.727 [0.541–0.913] Softmax

In addition, we compared against existing deep learning classification models. Rad+DF represents fused radiomic and deep features. # represents the classifiers (SVM + XGBoost + 
LightGBM).

FIGURE 7

Radiomic and deep features of multimodal images role in the final performance of the model.
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FIGURE 8

Evaluation of classification models. (A) ROC curves under different classifiers. (B, C) Optimal classification model evaluation, namely, stacking, including 
confusion matrix and decision curve analysis (DCA).

4 Discussion

Breast cancer shows profound disease heterogeneity, metastasis, 
and therapeutic resistance and is a leading cause of cancer-related 
mortality in women. The accuracy and sensitivity of diagnostic tools 
for differentiating breast tumours need to be  further improved, 
although several diagnostic methods have been developed. Compared 
to a traditional radiomic model and deep learning feature model, the 
deep learning radiomic model showed better performance in the 
classification of benign and malignant breast tumours (33). In our 
study, we compared a traditional radiomic model, a deep learning 
model, and a deep learning radiomic model for multimodal imaging. 
The experimental results showed that the deep learning radiomic 
fusion model of multimodal imaging exhibited an outstanding 
performance in distinguishing between benign and malignant breast 
tumours and achieved the best classification performance. 
We obtained an AUC of 0.937 with the multimodal model with deep 
features and transfer learning. With the support of multimodality 
imaging, the model integrating traditional imaging radiomic and deep 

learning eigenvalues could more accurately capture key information 
from the tumour images. Therefore, this model improved the accuracy 
and robustness of classification.

Hu et  al. (34) developed a computer-aided diagnosis method 
based on dynamic contrast-enhanced (DCE) and T2-weighted MR 
sequences. The study classified lesions as benign or malignant using 
support vector machine (SVM) classifiers, and the area under the 
curve (AUC) of the multiparametric schemes was 0.86 for classifier 
fusion. The best result was obtained with the feature fusion method. 
Compared with the prefusion, postfusion added more features into 
analysed information, so it got the best performance of all the modals.

Huang et  al. (35) constructed a deep learning radiopathomic 
model based on preoperative US images and haematoxylin and eosin 
(H&E)-stained biopsy slide feature fusion. The deep learning 
radiopathomic model yielded high performance, with an AUC of 
0.929, outperforming the deep learning radiomic model based only 
on US images and the deep learning pathomic model based only on 
WSIs. Their study achieved good diagnostic efficacy, which was 
superior to that of the MG and MRI modalities alone, whilst our study 
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focussed on US, MG, and MRI multimodal and obtained better 
performance than single-modal or two-fused modals. We  also 
obtained a high AUC of 0.937, similar to that reported by Huang using 
H&E staining. Therefore, in the future with the mulitmodal image 
DLR, we may achieve a non-invasive means of examination, aimed at 
reducing the need for breast mass biopsy.

Based on the performance of the three models, both the deep 
radiomic model and the feature fusion model outperform the 
traditional radiomic models in classifying benign and malignant 
breast tumours. We attribute this to the incorporation of deep feature 
values into the traditional radiomic features. To assess the efficacy of 
the deep feature values, the final convolutional layer of the ResNet-50 
model was visualised using the Grad-CAM method, as depicted in 
Figure 4 (Step 3). The visualisation reveals that the deep feature values 
contributing to the decision-making are distributed within and 
around the tumour. We observed that the highlighted areas on the 
heatmap align with those observed by clinicians, underscoring the 
significance of integrating deep feature values into traditional 
radiomic features.

The excellent performance of the deep learning radiomic 
model provides important technical support and guidance for the 
early diagnosis and treatment of breast tumours. The advantage of 
deep learning radiomic modalities in breast tumour classification 
could not only be reflected in the classification performance but 
also in the full use of multimodal imaging. The fusion of 
multimodal imaging could provide more comprehensive and 
multidimensional information for the model such that the model 
had more diagnostic value and clinical application prospects. 
Therefore, we  believe that the deep learning radiomic imaging 
model has the best performance in distinguishing benign and 
malignant breast tumours and plays an important role in the field 
of medical imaging.

Previous studies have also explored the use of radiomic models 
and DLR nomograms with promising results. For example, Gao 
et  al. achieved an AUC of 0.82 with a radiomic model using 
combined craniocaudal + lateral oblique MG features (36). Zhang 
et  al. (37) developed an ultrasound-based DLR nomogram that 
showed excellent performance in predicting axillary lymph node 
load. The AUCs of the training and test sets were 0.900 and 0.821, 
respectively. In our study, in the field of traditional radiomic 
models, the integrated features in the ensemble model showed 
better overall performance than the single-mode models. The 
advantage of this multimodal fusion was not only the integration of 
information from different imaging modes but also the exquisite 
design of the ensemble model. The ensemble model seamlessly 
integrated information from various imaging modes, making full 
use of the advantages of each mode, thus improving the overall 
classification performance. Classifiers such as SVM and LightGBM 
were selected not only because of their applicability in processing 
multimodal data but also based on their performance and stability 
in different situations. Through this clever combination, ensemble 
models were able to maintain high accuracy whilst maintaining 
modal robustness and generalisability. In the forecasting process, 
the ensemble model adopted the weighted voting strategy, which 
synthesised the opinions of various classifiers, effectively reducing 
the error rate and improving the reliability of the classification 
results. In summary, the application of the ensemble model to the 
traditional radiomic model showed its unique advantages in 

integrating multimodal information and improving 
classification performance.

Chen et al. (38) used deep learning features from DWI-ADC 
imaging and DCE-MRI to predict axillary lymph node metastasis 
with high accuracy (AUC = 0.80 and 0.71) in training and testing 
cohorts, respectively. In our study, amongst the deep learning 
models, the model with amalgamated deep learning features 
demonstrated superior performance compared to the single-mode 
models. The fusion strategy of the stacking method significantly 
enhanced the performance and robustness of the model compared 
to the single-mode deep learning feature model, rendering it more 
competitive in practical applications. Integrating predicted 
probabilities into feature sets through the stacking model enhanced 
new stacking relationships and data labelling, providing a novel 
idea for further optimisation of deep feature models (39, 40). Unlike 
traditional radiomics, we also used a stacking-based deep learning 
feature model, which enhanced the classification performance, 
particularly the stacking model and XGBoost classifier, amongst the 
various classifiers. The unique advantage of the stacking model is 
its ability to effectively fuse deep learning features from each mode 
and achieve more precise classification using efficient classifiers 
such as XGBoost. Kwon et al. (41) compared the performance of 
every meta-learner model with a stacking ensemble approach as a 
supporting tool for breast cancer classification. The study showed 
that using specific models as a meta-learner resulted in better 
performance than that of single classifiers. Mohammed et al. (42) 
took the output of the submodels (base-learners) as input and then 
merged the input predictions to determine the final prediction, 
which was better than that of each of the base-classifiers. In this 
study, we achieved high accuracy and perfect specificity (100%) 
with the stacking deep learning model, which may benefit from our 
multimodal images.

Currently, differentiating malignant breast tumours from 
benign breast tumours is very important for guiding future clinical 
treatment and avoiding unnecessary biopsies. Although several 
diagnostic methods have been developed (34, 43, 44), the accuracy 
and sensitivity of those tools for differentiating breast tumours 
need to be  further improved. Patterns of breast calcifications 
visible on mammograms may be useful for differentiating between 
benign and malignant lesions. A radiomic feature analysis revealed 
several statistically significant correlations of the tumour and near 
and far regions in mammograms with intensity-based histogram 
features, edge frequency features, and Fourier-based power-law 
beta features (45). Yamamoto et  al. studied 353 patients and 
identified 21 MRI features, finding that they correlated with 71% 
of the gene expression profiles of breast cancer (46). Cai et  al. 
created a deep learning (DL)-based CNN capable of discriminating 
amongst benign and malignant microcalcifications of radiological 
features of the breast (47). Two model datasets are commonly used 
by several authors in the state of the art (48–50). Our study 
analyzed multimodal imaging (MG, US and MRI) of breast tumor 
with deep learning model. And we got good diagnostic efficacy, 
which was superior to single model image (MG, US or MRI) and 
two models of fused image (MG+MRI, MG+US or US+MRI). 
Therefore, the deep learning radiomic method has a certain value 
in the differential diagnosis of breast tumours, and multimodal 
image data can complement each other. We  also found that 
multimodality methods had a strong advantage when the 
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maximum diameter was less than 1 cm compared to using one or 
two model images alone.

In the present study, we also detected a noticeable difference in 
multimodality imaging between DLR and BI-RADS categories 3 
and 4, whilst this difference was not detected for BI-RADS 
categories 5 and 6. The BI-RADS category sometimes varied 
amongst the model images. MRI images were much more common 
than US and MG images in our study, especially for BI-RADS 4 
and 5. Multimodality imaging provides the best evaluation of the 
exact BI-RADS category, so multimodality imaging is 
recommended for diagnosis or surgical consultation for patients in 
the BI-RADS category 4 or 5. Witowski et  al. studied 13,463 
patients with breast carcinoma and developed a CNN model based 
on T1-weighted MR images to generate a three-dimensional (3D) 
mask of the breast area, achieving the highest sensitivity for 
BI-RADS 5 (92.5%) and a low value for BI-RADS 3 (33.3%), 
indicating that BI-RADS 3 represents an uncertain category not 
only for radiologists but also for DL approaches. This approach 
also prevents biopsies from yielding benign results in up to 20% of 
all patients with BI-RADS category 4 lesions (51). Both of the 
above results showed that the DLR model could serve as a helpful 
tool in the reporting system to increase the specificity of cancer 
screening. We still need to further developped broadly accessible, 
reliable, and accurate multimodality imagings with DLR tools. In 
this way breast tumor could be detected earlily and get more 
measures for prevention.

Our study has several limitations: (1) the classification 
proposed in this study focussed only on the differentiation of 
benign or malignant breast tumours; thus, it did not accurately 
distinguish pathological subtypes, which is a topic for future 
research. (2) In the present study, we utilised only the CC view in 
the MG and T2 MR images, whilst other piesces of information, 
such as lateral oblique images from MG and T1-weighted imaging 
(T1WI), diffusion-weighted imaging (DWI), apparent diffusion 
coefficient (ADC) images, and DCE-MRI sequences, were not fully 
analysed. Exploring these additional data may provide more 
insights into DLR applications. (3) This was a retrospective analysis 
with a relatively small sample size. For our future study, we plan to 
use a multicentre external validation dataset and prospective 
validation to further confirm these findings. (4) Manual 
segmentation of ROIs on each image slice increases the workload. 
Further studies should focus on developing deep learning-based 
segmentation methods for automatic lesion segmentation via 
multimodal imaging.

5 Conclusion

In this study, we demonstrated the potential of integrating deep 
learning and radiomic features with multimodal images. As a single 
modality, MRI based on radiomic features achieved greater accuracy 
than US or MG. The US and MG models achieved higher accuracy 
with transfer learning than the single-mode or radiomic models. Our 
findings may contribute to the growing body of research on the use of 
DLR in breast cancer diagnosis and classification with MG, US, and 
MRI. The traditional radiomic and depth features of US+MG + MR 
achieved the highest sensitivity under the early fusion strategy, 
exhibited higher diagnostic performance, and provided more valuable 
information for differentiation between benign and malignant breast 

tumours. By incorporating multimodal images and DLR analysis, 
we demonstrated the potential for improved accuracy and clinical 
relevance in distinguishing breast mass characteristics. In future 
investigations and validation, we plan to employ the designed fusion 
approach to other medical images, for example, PET/CT or PET/MRI.
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