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Chronic inflammation of the alveolar bones and connective tissues supporting teeth causes periodontal disease, one of the most prevalent infectious diseases in humans. It was previously reported that oral cancer was the sixth most common cancer in the world, followed by squamous cell carcinoma. Periodontal disease has been linked to an increased risk for oral cancer in some studies, and these studies have found a positive relationship between oral cancer and periodontal disease. In this work, we aimed to explore the potential correlation between oral squamous cell carcinoma (OSCC) and Periodontal disease. The single-cell RNA sequence analysis was applied to explore the genes that were closely associated with cancer-associated fibroblasts (CAFs). the head and neck squamous cell carcinoma. The Single sample Gene Set Enrichment Analysis (ssGSEA) algorithm was applied to explore the scores of CAFs. Subsequently, the differentially expressed analysis was applied to explore the CAFs-related genes that play a key role in the OSCC cohort. The LASSO regression analysis and the COX regression analysis were applied to construct the CAFs-based periodontal disease-related risk model. In addition, the correlation analysis was used to explore the correlation between the risk model and clinical features, immune-related cells, and immune-related genes. By using the single-cell RNA sequence analysis, we successfully obtained the biomarkers for the CAFs. Finally, we successfully obtained a six-CAFs-related genes risk model. The ROC curve and survival analysis revealed that the risk model showed good predictive value in OSCC patients. Our analysis successfully provided a new direction for the treatment and prognosis of OSCC patients.
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Introduction

Among the most prevalent infectious diseases affecting humans is periodontal disease, which results in the destruction of the alveolar bones and connective tissues supporting teeth due to chronic inflammation (1). As a result of the diverse microbiota associated with periodontal biofilms, pathological inflammation occurs. There is a growing understanding of the pathophysiology of periodontal disease, based on the identification of key bacteria in biofilms, host immune responses, and environmental factors (2). Oral health examinations conducted by the National Health Survey show a high prevalence of periodontitis in the United States. It is estimated that 47% of adults over the age of 30 have periodontitis, and the number of adults over the age of 65 has increased to 70% (3). Smokers are more likely to suffer from severe periodontal disease, bone attachment and tooth loss, gingival recession, and periodontal pockets compared with nonsmokers (4). It was also highlighted that passive smoking could lead to disease and death in non-smokers because studies have shown that passive smoking can result in disease and death (5).

Globally, oral cancer kills 2.7 people per 100,000 in 2012. An estimated 300,378 new cases are reported each year (6). In recent years, young and middle-aged populations have been experiencing an increase in incidence (7). Previously, it was reported that oral cancer was the sixth most common cancer in the world, and squamous cell carcinoma was the most common form. It is thought that oral cancer is a multifactorial disease, with tobacco, alcohol, and betel nut being the main risk factors (8). There is a significant epidemiological correlation between smoking and oral cancer, which plays a crucial role in its development and occurrence (9). The risk of developing oral cancer in smokers is 7 to 10 times higher than that of non-smokers, and the risk of developing second primary cancers is 3 times higher than that of non-smokers (10). The presence of the periodontal disease may be an independent risk factor for oral cancer, according to some studies that have found a positive association between periodontal disease and oral cancer (11).

The function of fibroblasts is critical to disease progression, tissue homeostasis, cancer progression, inflammatory and fibrotic conditions, and wound healing (12). The complex nature of cancer-associated fibroblasts (CAFs) could provide prognostic and therapeutic information, which could help stratify and tailor therapy (13). Among the main components of the stroma are CAFs, which secrete growth factors and extracellular matrix proteins that promote the proliferation of tumors, resistance to therapy, and immune rejection (14). These reasons have historically led to CAFs being viewed as tumor-promoting agents. As a result of the new understanding of CAF heterogeneity in solid tumors, findings in one cancer type may have a broader impact on the field of oncology (15). As is reported by a previous study, through stromal lncRNA-CAF/interleukin-33 signaling, fibroblasts are reprogrammed to promote oral squamous cell carcinoma growth (16).

In the latest research, tobacco has been shown to significantly increase the prevalence of oral cancer and aggravate the damage caused by periodontal disease. The prevalence of oral cancer may be linked to periodontal disease, but there is limited evidence for this association. It is essential to investigate further the mechanisms by which tobacco contributes to periodontal disease exacerbation and progression, as well as the specific molecular mechanisms of periodontal disease and oral cancer. Therefore, in this work, we aim to explore the potential correlation between oral cancer and periodontal disease. In addition, we also explore the potential relationship between CAF and oral cancer.





Methods




The dataset downloaded

In this study, oral cancer RNA-seq data and corresponding clinical information were obtained from The Cancer Genome Atlas (TCGA) dataset (https://portal.gdc.com). A Limma package of R software was used to study mRNA differential expression. A scRNA-seq database focused on tumor microenvironment is called Tumor Immune Single-cell Hub 2 (TISCH2). With TISCH2, you can explore TME across different cancer types by annotating every single cell type at the single-cell level. The Chemical-Gene-Protein Database (CTD, http://ctdbase.org/) is a robust database that provides human-curated information on chemical-gene/protein interactions, chemical diseases, and gene diseases.





Pathways enrichment analysis

In order to further confirm the potential functions of the potential targets, functional enrichment was used to analyze the data. Annotating genes with functions using Gene Ontology (GO) is a widely used method, especially for molecular functions (MF), biological pathways (BP), and components of cells (CC). Gene function and high-level genome function information can be analyzed by KEGG enrichment analysis. An analysis of GO functions and enrichment of KEGG pathways of potential mRNAs was done using the ClusterProfiler package in R.





The single sample gene set enrichment analysis algorithm evaluates the CAF-related scores in the oral squamous cell carcinoma cohort

In this study, tumor cases were scored using the ssGSEA method, which calculates overexpression measures based on a rank-based method. Various pathways-related signatures have been used in previous studies to calculate ssGSEA scores.





The differentially expressed analysis

In order to obtain RNAseq data and corresponding clinical information for OSCC, we consulted the TCGA database (https://portal.gdc.com). A TCGA correction was applied to correct for false positive results when analyzing the differential expression of mRNA using the Limma package of R software. The mRNA differential expression was defined by “adjusted P value < 0.05 and log2 (fold change) > 0.5 or log2 (fold change) < -0.5” as the threshold.





The immune cell infiltration analysis

In R, various algorithms were applied to RNA-seq data of different subgroups of oral squamous cell carcinoma patients. A Spearman correlation analysis was performed on gene expression and expression to estimate the relative proportion of multiple immune infiltrating cells. In addition, statistical significance requires P < 0.05.





Construction of the prognostic prediction model in the oral squamous cell carcinoma cohort

The gene expression data and the clinical-related data were obtained from the TCGA database. Subsequently, in order to explore the genes that are closely associated with the prognosis of oral squamous cell carcinoma patients, the Lasso regression analysis, and univariate and multivariate COX regression analysis were applied to construct the prognostic prediction model in oral squamous cell carcinoma (OSCC) cohort.





Gene set variation analysis of key genes

In order to evaluate the gene set enrichment, GSVA scores gene sets associated with individual genes. This analysis interprets gene-level changes as pathway-level changes, then assesses the sample’s biological function using the molecular signature as a database. Based on the GSVA algorithm, a comprehensive assessment of possible biological function changes was conducted.





Cell culture

In our laboratory, human oral gingival epithelial cell line HOEC and OSCC cell line SCC-4 has previously been stored. Penicillin/streptomycin and 10% fetal bovine serum were added to the cell lines during incubation at 37°C and 5% CO2.





Quantitative real-time PCR

HOEC cells and SCC-4 cells were gathered and total RNA was isolated using TRIzol reagent. To synthesize cDNA, RNA (as a template) was used along with the PrimeScriptTM RT Kit (TaKaRa). Once reverse transcription was completed, PCR amplification was carried out with SYBR Green qPCR Master Mix. The experimental data was calculated using the 2 −△△CT method, and GAPDH was used as the internal control. The primers for the genes are as follows: IL-10, Forward Primer, 5’-GACTTTAAGGGTTACCTGGGTTG-3’, Reverse Primer, 5’-TCACATGCGCCTTGATGTCTG-3’.





Statical analysis

To assess the prognostic significance of multiple clinicopathological features associated with OSCC, data were analyzed using the R package and ROC curve analysis. Kaplan-Meier survival analysis was used to assess the survival benefit of clinical features by using Cox proportional hazards regression, and Cox proportional hazards regression was used to assess their independent prognostic value for OS. The significance level was set at P value < 0.05.






Results




The single-cell RNA sequencing analysis revealed the genes that are closely associated with the CAFs

With TISCH2, we successfully obtained the genes that are closely associated with the CAFs in head and neck squamous cell carcinoma samples. In this work, the GSE148673 was taken into analysis. After the cell clustering analysis, a total of 11 cell types were involved in the analysis, which includes B cells, CD4Tconv cells, CD8T cells, CD8tex cells, DC, endothelial cells, fibroblasts, malignant cells, mono and macro cells, neutrophils and Tprolif (Figures 1A, B). In addition, we also evaluate the proportion of different cells in the different samples (Figures 1C, D). Finally, a total of ten genes were considered to be closely associated with the fibroblasts, such as FN1, CALD1, SPARC, TMSB10, MT-CO3, S100A6, TIMP1, COL6A2, FTH1 and LGALS1 (Figures 1E–N).




Figure 1 | (A, B) The single-cell demonstrated the different cell types in the GSE148673; (C, D) The cell proportion of different cell types in the GSE148673; The expression level of FN1 (E), CALD1 (F), SPARC (G), TMSB10 (H), MT-CO3 (I), S100A6 (J), TIMP (K), COL6A2 (L), FTH1 (M) and LGALS1 (N) in the GSE148673.







The ssGSEA was applied to evaluate the scores of multiple immune-related indexes and fibroblasts in the OSCC cohort

In order to obtain the scores of multiple immune-related indexes and fibroblasts, we then performed the ssGSEA (Figure 2A). The heatmap demonstrated that the OSCC cohort was divided into immune-H and immune-L groups based on the multiple immune-related indexes, such as aDCs, APC co-inhibition, APC co-stimulation, B cells, CCR, CD8+ T cells, Check-point, Cytolytic activity, DCs, HLA, iDCs, Inflammation promoting, Macrophages, Mast cells, MHC class I, Neutrophils, NK cells, Parainflammation, pDCs, T cell co-inhibition, T cell co-stimulation, T helper cells, Tfh, Th1 cells, Th2 cells, TIL, Treg, Type I IFN Response, Type II IFN Response and Fibroblasts (Figure 2C). In addition, OSCC patients with low immune-related scores are also associated with low fibroblast-related scores (Figure 2D). On the basis of the immune-related scores, the OSCC cohort was successfully divided into immune-low and immune-high groups (Figure 2B).




Figure 2 | (A) The ssGSEA analysis was applied to evaluate the immune-related score and the fibroblasts-related score in OSCC cohort; (B) The OSCC cohort was divided into low- and high-immune related groups; (C) The heatmap demonstrated the immune-related score and the fibroblasts-related score in OSCC cohort; (D) The correlation analysis between low- and high-risk groups in OSCC cohort. ***P < 0.001.







Evaluation of the correlation between immune-related scores and tumor mutational burden, human leukocyte antigen and immune checkpoint therapy

In order to further explore the association between immune-related scores and some immune-related indexes, we then performed the correlation analysis. For TME, the results demonstrated that the higher immune-related scores were also correlated with the higher stromal score, immune score, and estimate score. In terms of the HLA-related genes, the correlation analysis suggested that the higher immune-related score was highly correlated with the higher expression level of HLA-related genes, such as HLA-A, HLA-B, HLA-C, HLA-DMA and et al. (Figure 3A). Finally, in order to explore the role of immune-related scores in immune checkpoint therapy, we then performed the correlation analysis. The results demonstrated that the expression level of immune checkpoint-related genes was significantly associated with the immune-related scores. The results demonstrated that the immune-related scores may also be able to guide immune checkpoint-related therapy (Figures 3B, C).




Figure 3 | (A) The correlation analysis between the expression level of HLA-related genes and the risk scores; (B, C) The correlation analysis between the expression level of immune checkpoint-related genes and risk scores. *P < 0.05; **P < 0.01; ***P < 0.001. ns, results were not statistically significant.







Explore the genes that are closely associated with the periodontal disease and CAFs

In order to further explore the genes that were closely correlated with the CAFs, we then performed the differentially expressed analysis between CAFs-low and CAFs-high groups. The results demonstrated that a total of 2251 genes were regarded as differentially expressed genes. Among them, 1759 of them were considered up-regulated genes. In addition, 492 of the were regarded as down-regulated genes (Figure 4A). The heatmap demonstrated 50 of the differentially expressed genes in the OSCC cohort (Figure 4B). Subsequently, we obtained the periodontal disease-related genes from the CTD database. Genes with more the 15 inference scores were taken into consideration. We finally obtained 1505 periodontal disease-related genes. The Venn diagram demonstrated that a total of 237 genes were closely associated with periodontal disease and CAFs (Figure 4C).




Figure 4 | (A) The differentially expressed analysis between low- and high-fibroblasts groups; (B) The heatmap demonstrated 50 key genes in OSCC cohort; (C) The Venn diagram demonstrated the genes that were associated with the CAFs and periodontal disease; (D) The GO BP enrichment analysis; (E) The GO CC enrichment analysis; (F) The GO MF enrichment analysis.







Exploration of the potential pathways that were closely associated with the key genes linked with CAFs and periodontal disease

Further, we performed the GO enrichment analysis, the results demonstrated many pathways were significantly enriched. For GO BP, the results demonstrated that extracellular matrix organization, extracellular structure organization, external encapsulating structure organization, ossification, and regulation of trans-synaptic signaling were the most enriched pathways (Figure 4D). In terms of the GO CC, the results demonstrated that collagen-containing extracellular matrix, endoplasmic reticulum lumen, platelet alpha granule, focal adhesion, and Golgi lumen were the most enriched pathways (Figure 4E). In addition, the GO MF enrichment analysis demonstrated that integrin binding, signaling receptor activator activity, receptor-ligand activity, growth factor activity, and growth factor binding were the most enriched pathways (Figure 4F).





The construction of the risk model based on the CAFs and periodontal disease in the OSCC cohort

Based on the above analysis, we successfully obtained the genes that were closely associated with CAFs and periodontal disease. In order to further explore the genes that were closely correlated with the prognosis in OSCC patients, we first performed the univariate COX regression analysis, the results demonstrated that a total of 24 CAFs and periodontal disease-related genes were closely associated with the prognosis of OSCC patients (Figure 5A). Then, we performed the LASSO regression analysis (Figures 5B, C) and the multivariate COX regression analysis. The results demonstrated that ACTN2, AQP1, IL10, PLAU, SLC2A3 and TIMP4 were the key prognostic factors in the OSCC cohort, which were involved in the risk model. In addition, each OSCC patient was assigned the risk score as follows: Risk score = ACTN2 * 0.0893092372500448 + AQP1 * -0.288187341626548 + IL10 * -0.428014707494522 + PLAU * 0.137656068510232 + SLC2A3 * 0.248403275463445 + TIMP4 * 0.321091675329555. The heatmap demonstrated the expression level of 6 key genes in the OSCC cohort. In addition, the risk plots revealed that the OSCC patients were averagely divided into low- and high-risk groups based on the median risk score (Figures 5E, F). The survival analysis suggested that OSCC patients with higher risk scores were correlated with lower overall survival (OS) (Figure 5D). Subsequently, we also performed the univariate and multivariate independent prognostic analysis. For univariate independent analysis, the age, stage, and risk score were the independent risk factors in the OSCC cohort (Figure 5G). In addition, for multivariate independent prognostic analysis, the results demonstrated that age, stage, and risk score were the independent risk factors in the OSCC cohort (Figure 5H). Finally, the time-dependent ROC curve revealed that the risk model showed good predictive value in the OSCC cohort (Figure 5I).




Figure 5 | (A) The univariate COX regression analysis was applied to evaluate the prognosis-related genes; (B, C) The LASSO regression analysis was further applied to evaluate the prognosis-related genes; (D) The survival analysis was performed between low- and high-risk groups; (E) The heatmap of 6 genes involved in risk model in OSCC cohort; (F) The risk plot of 6 genes involved in risk model in OSCC cohort; (G) The univariate independent prognosis analysis based on the risk score and clinical features; (H) The multivariate independent prognosis analysis based on the risk score and clinical features; (I) The ROC curve demonstrated the predictive value in OSCC cohort.







Identification of the immune cell and immune checkpoint-related genes in the risk model

Furth, we performed the immune cell infiltration analysis in the OSCC cohort to evaluate the correlation between immune-related cells and the risk score. The results demonstrated that multiple immune-related cells were closely correlated with the CAFs-based periodontal disease-related risk model, such as NK T cell, M1 macrophage, M0 macrophage, M2 macrophage cancer-associated fibroblasts and mast cell (Figures 6A–C). Additionally, we also evaluate the correlation between risk score and the immune checkpoint-related genes. The results demonstrated that the expression level of many immune checkpoint-related genes was also closely related to the risk scores, which may be able to guide immune checkpoint-related therapy (Figure 6D).




Figure 6 | (A) The immune cell infiltration analysis; (B) The correlation analysis between risk score and cancer-associated fibroblasts; (C) The correlation analysis between risk score and M0 macrophages; (D) The correlation analysis between risk score and immune checkpoint-related genes.







Construction of the risk models-based nomogram and evaluation of the correlation between risk score and clinical features

In order to obtain a better model in the OSCC cohort, we then constructed the nomogram based on the risk score and the clinical features (Figure 7A). The calibration curve demonstrated that the nomogram can be regarded as a good model for the prediction of OSCC patients (Figure 7B). Subsequently, we performed the correlation analysis. The results demonstrated that the high-risk score was correlated with the higher age, grade, stage, T stage, and N stage. In addition, the patients involved in the high-risk group were more likely to be associated with male OSCC patients (Figures 7C–H).




Figure 7 | (A) The nomogram was constructed based on the clinical features and risk score; (B) The calibration curve was applied to evaluate the predictive value in OSCC cohort; The correlation between risk score and age (C), gender (D), grade (E), T stage (F), N stage (G) and stage (H).







Exploration of the pathways, expression level, and OS of genes involved in the risk model

Next, in order to further explore the role of genes involved in the risk model, we first performed the GSVA by the terms of KEGG and Hallmark. For the Hallmark term, the results demonstrated that wnt beta-catenin signaling, unfolded protein response, TGF beta signaling, reactive oxygen species pathway, protein secretion, and coagulation were the most associated pathways (Figure 8A). In terms of the KEGG, the results demonstrated that the wnt signaling pathway, toll-like receptor signaling pathway, T cell receptor signaling pathway, and notch signaling pathway were closely associated with the risk score (Figure 8B). The expression of IL10, PLAU, and SLC2A3 was high in OSCC samples, while the expression of ACTN2, AQP1, and TIMP4 was low in OSCC samples (Figures 8C–H). In addition, we also performed the survival analysis of 6 key genes in the OSCC cohort. For ACTN2, PLAU, SLC2A3, and TIMP4, the high expression level of ACTN2, PLAU, SLC2A3, and TIMP4 were correlated with the poorer OS. However, the high expression level of AQP1 and IL10 were correlated with better OS (Figures 8I–N).




Figure 8 | (A) The GSVA based on the Hallmark term; (B) The GSVA based on the KEGG term; The expression level of ACTN2 (C), AQP1 (D), IL10 (E), PLAU (F), SLC2A3 (G) and TIMP4 (H); The survival analysis between low- and high-ACTN2 (I), AQP1 (J), IL10 (K), PLAU (L), SLC2A3 (M) and TIMP4 (N) groups.







Evaluation of the expression level of IL10 in HOEC and SCC-4 cells

Finally, in order to evaluate the expression level of the IL10 in HOEC and SCC-4 cells, we then performed the PCR assay. The results demonstrated that the expression of IL10 is higher in SCC-4 cells compared to the HOEC cells (Figure 9).




Figure 9 | The expression level of IL10 in HOEC and SCC-4 cells.








Discussion

Genetic factors associated with periodontitis are currently being investigated in many studies. In addition to genetic risk factors, behavioral factors also play a role in determining an individual’s propensity to develop periodontitis in a complex multifactorial disease such as periodontitis (17). In addition, many studies have discovered that periodontal disease may be closely correlated with multiple cancers (18). In this work, we aim to explore the potential correlations between OSCC and periodontal disease. Firstly, we obtained the interactive genes of periodontal disease from the CTD database and the expression data of OSCC from the TCGA database. In addition, the function of fibroblasts is essential for disease progression, tissue homeostasis, cancer progression, inflammatory and fibrotic conditions, as well as wound healing. In addition to secreting growth factors and extracellular matrix proteins, CAFs promote tumor proliferation, resistance to therapies, and rejection of the immune system (19). Therefore, we then explored the role of CAFs in the OSCC cohort. The ssGSEA was applied to evaluate the score of CAFs in OSCC patients. Based on the ssGSEA, the OSCC cohort was successfully divided into different cohorts. Further analysis suggested that the immune-related scores were closely correlated with the expression level of HLA-related genes and immune checkpoint-related genes, which may be the potential biomarkers for immune-related therapy. In recent years, CAFs have been discovered to be closely associated with multiple cancers (12). In a previous study, IL32 secreted by CAF promoted breast cancer cell invasion and metastasis through integrin β3-p38 MAPK signaling (13). In addition, CAF-based risk signatures are found to be able to accurately predict hepatocellular carcinoma prognosis, and can also be used to interpret the response of hepatocellular carcinoma to immunotherapy (14). According to another study, CAF-derived lipids facilitate cancer peritoneal metastasis through the enhancement of membrane fluidity. Our study successfully revealed the potential correlation between CAFs and the OSCC (15).

In order to further explore the role of CAFs in periodontal disease and OSCC, we then performed the differentially expressed analysis between low- and high-CAF groups. And then, we successfully obtained the CAFs-related genes. Based on the periodontal disease-related genes, we finally obtained the genes that were closely associated with the CAFs and periodontal disease. Further analysis revealed that 6 genes, which include ACTN2, AQP1, IL10, PLAU, SLC2A3, and TIMP4, were the key prognosis-related genes in the OSCC cohort. In recent years, multiple analyses focused on the role of bioinformatics analysis in the diagnosis and treatment of cancer patients. In a previous study, pharmacological techniques and omics databases were used to predict the potentially harmful effects of hazardous substances The effects of dibutyl phthalate on prostate cancer are possibly androgen-independent at low concentrations, so androgen-deprivation therapy patients may be exposed to this chemical (20). In another study, an online database provided a rationale for mRNA vaccine development and suggested that KLHL14 might serve as an antigen for the development of mRNA vaccines in MALT lymphoma patients (21).

Next, we also evaluate the potential pathways that were closely correlated with the risk model. The results demonstrated that the wnt signaling pathway, toll-like receptor signaling pathway, T cell receptor signaling pathway, and notch signaling pathway were closely associated with the risk score. Multiple studies have discovered that these pathways may play a key role in cancers. Wnt signaling plays a critical role in developing and growing organisms. Its complexity and functional roles make it one of the most important signaling pathways (22). The enzyme plays a key role in developing new organisms during embryogenesis by promoting the differentiation, polarization, and migration of cells. Regulatory signals from Toll-like receptors are crucial for activating innate and adaptive immune responses and play an important role in colorectal cancer development (23). The benefit of targeting this pathway in cancer treatment is now well established, and several drugs have been approved, including BCG, monophosphoryl lipid A, and imiquimod (24) (Figure 10).




Figure 10 | The flow chart in this work.



Finally, we also performed the differentially expressed analysis and the survival analysis. The results demonstrated that 6 genes involved in the risk model were closely correlated with the OS of the OSCC patients. Multiple studies have discovered that these genes were closely associated with cancers. In a previous study, ERCC1, PARP1, and AQP1 were identified as poor prognostic biomarkers for colon cancer at stages II-III (25). In addition, another study revealed that TIMP/KLF2 is a target of tumor-derived exosomal miR-3157-3p that promotes angiogenesis, vascular permeability, and metastasis in non-small cell lung cancer (26).

However, some limitations were also within in this work. Firstly, the different methods used in the bioinformatics analysis may lead to the bias (27). In addition, the application of the biomarkers in the clinical diagnosis, treatment and diagnosis requires the further validation (20, 21). Also, multiple studies are also very important to further validate the role of risk model in the OCSS cohort (28, 29).
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Background

Melanoma is typically regarded as the most dangerous form of skin cancer. Although surgical removal of in situ lesions can be used to effectively treat metastatic disease, this condition is still difficult to cure. Melanoma cells are removed in great part due to the action of natural killer (NK) and T cells on the immune system. Still, not much is known about how the activity of NK cell-related pathways changes in melanoma tissue. Thus, we performed a single-cell multi-omics analysis on human melanoma cells in this study to explore the modulation of NK cell activity.





Materials and methods

Cells in which mitochondrial genes comprised > 20% of the total number of expressed genes were removed. Gene ontology (GO), gene set enrichment analysis (GSEA), gene set variation analysis (GSVA), and AUCcell analysis of differentially expressed genes (DEGs) in melanoma subtypes were performed. The CellChat package was used to predict cell–cell contact between NK cell and melanoma cell subtypes. Monocle program analyzed the pseudotime trajectories of melanoma cells. In addition, CytoTRACE was used to determine the recommended time order of melanoma cells. InferCNV was utilized to calculate the CNV level of melanoma cell subtypes. Python package pySCENIC was used to assess the enrichment of transcription factors and the activity of regulons in melanoma cell subtypes. Furthermore, the cell function experiment was used to confirm the function of TBX21 in both A375 and WM-115 melanoma cell lines.





Results

Following batch effect correction, 26,161 cells were separated into 28 clusters and designated as melanoma cells, neural cells, fibroblasts, endothelial cells, NK cells, CD4+ T cells, CD8+ T cells, B cells, plasma cells, monocytes and macrophages, and dendritic cells. A total of 10137 melanoma cells were further grouped into seven subtypes, i.e., C0 Melanoma BIRC7, C1 Melanoma CDH19, C2 Melanoma EDNRB, C3 Melanoma BIRC5, C4 Melanoma CORO1A, C5 Melanoma MAGEA4, and C6 Melanoma GJB2. The results of AUCell, GSEA, and GSVA suggested that C4 Melanoma CORO1A may be more sensitive to NK and T cells through positive regulation of NK and T cell-mediated immunity, while other subtypes of melanoma may be more resistant to NK cells. This suggests that the intratumor heterogeneity (ITH) of melanoma-induced activity and the difference in NK cell-mediated cytotoxicity may have caused NK cell defects. Transcription factor enrichment analysis indicated that TBX21 was the most important TF in C4 Melanoma CORO1A and was also associated with M1 modules. In vitro experiments further showed that TBX21 knockdown dramatically decreases melanoma cells’ proliferation, invasion, and migration.





Conclusion

The differences in NK and T cell-mediated immunity and cytotoxicity between C4 Melanoma CORO1A and other melanoma cell subtypes may offer a new perspective on the ITH of melanoma-induced metastatic activity. In addition, the protective factors of skin melanoma, STAT1, IRF1, and FLI1, may modulate melanoma cell responses to NK or T cells.





Keywords: single-cell sequencing, novel biomarker, tumor heterogeneity, cancer immunotherapy, melanoma, clinical outcome





Introduction

Melanoma is generally considered a fatal kind of skin cancer, predominantly caused by cell-intrinsic age-related mutations (1, 2). Elderly patients with melanoma have worse prognoses and response rates to targeted treatment than younger melanoma patients (3). Due to its tendency for metastasis, skin melanoma is generally considered the worst type of skin cancer. Even though melanoma may be efficiently treated by surgical excision of in situ lesions, the metastatic illness remains challenging to cure.

Prior to the beginning of this decade, chemotherapy was the standard treatment method for metastatic melanoma (4). However, chemotherapy was generally ineffective, mostly palliative, and limited in prolonging survival due to its resistance to apoptosis (5). Melanoma is particularly favorable for immune treatment due to its high immunogenicity.

Recent advances in targeted and immunotherapeutic treatments have introduced substantial changes in the standard treatment for advanced stages of melanoma, known as metastatic disease. Cancer therapies have greatly progressed thanks to an increased emphasis on the immune system. Utilizing immune checkpoint inhibitors (ICIs), which concentrate on T cells capable of recognizing malignancies, is one of the essential advances (6). The introduction of immunotherapy, more specifically ICIs, has introduced a great change in the environment. Ipilimumab, a monoclonal antibody (mAb) targeting the cytotoxic T-Lymphocyte Antigen 4 (CTLA-4), was the first ICI approved by the FDA in 2011. It increased the overall response rate to 19% and the percentage of patients who survived for 5 years to 20% (7). Additionally, the introduction of anti-programmed cell death protein-1 (anti-PD-1) further enhanced the percentage of 5-year survival rates to 30-40% (8–10). However, more than half of the patients who were treated with anti-PD-1 promptly gained resistance to treatment. Also, it has been reported that around 30% of patients who initially react well to anti-PD-1 therapy eventually acquire resistance to the drug (11, 12), thus suggesting that other immunotherapies should be researched and developed (13). Natural killer (NK) cell immunotherapy is thought to have substantial promise and therapeutic prospects in the immunotherapy of melanoma; it arises as a promising frontier for future melanoma treatment, necessitating additional scientific scrutiny and clinical validation to ensure its safety and efficacy.

NK cells, as lymphocytes of the innate immune system, hold essential importance and play a crucial role in antitumor responses (14). NK cells can detect tumors resistant to T-cell lysis due to deletion or downregulation of MHC class I antigens, hence complementing anticancer action. Consequently, it has been proposed that activating NK cells against malignant cells is a useful technique for tumor treatment, in addition to T-cell immunotherapy (15, 16). NK cells can immediately target changed cells while protecting healthy nonmalignant cells. This is accomplished by initiating cell death or releasing granules containing gran-zyme B and perforin. Apoptosis is induced by the activation of receptors (17). Thus, NK cells hold promise for cancer immunotherapy, and a variety of approaches, including antibodies that block inhibitory receptors (e.g., NKG2A (18), TIGIT (19), are being developed to enhance NK cell-mediated tumor immunity. Multiple studies have reported that individuals with colorectal carcinoma, gastric cancer, and lung cancer with high amounts of NK cells in their malignant tissue are more likely to have a better prognosis (20, 21). More importantly, NK cells may be effective effector cells in the treatment of melanomas because of the low surface levels of HLA class I molecules on melanoma cells and the fact that these cells frequently produce ligands (such as B7H6, MICA/B, ULBPs, PVR, and nectin2) recognized by key activating NK receptors (22). However, although NK cells were found to be active toward melanoma cells in vitro, multiple studies have shown impaired NK cell function in melanoma patients (23). It has been hypothesized that this ineffectiveness was caused by the high level of immunosuppression produced in the tumor microenvironment (TME) due to the presence of both cancer cells and stromal cells.

Consequently, restoring NK cell function, which results in a greater response to melanoma, could be potentially effective for individuals who do not react to conventional metastatic melanoma treatments. However, the heterogeneity and differences of NK cell-related pathway activity in metastatic melanoma tissue are not well understood. Accordingly, we performed a single-cell RNA-seq study of human metastatic melanoma cells.





Materials and methods




Data of single cell source collection and processing

The overall analysis workflow for this research was shown in Figure 1. The scRNA-seq data of melanoma skin metastases, melanoma brain metastases (MBM), and leptomeningeal melanoma metastases (LMM) were downloaded from GSE174401 via the Gene Expression Omnibus database (https://www.ncbi.nlm.nih.gov/geo/). The Seurat package (v4.1.1) was used to load the 10X genomics data from each individual sample into R software (4.1.3). Firstly, the DoubletFinder program (v2.0.3) was utilized to detect any doublets that may have occurred as a consequence of cell encapsulation or as a result of random pairings of cells and samples that were not separated during the production of the samples. In this study, we excluded low-quality cells exhibiting fewer than 500 identified genes or more than 6000 genes. It is crucial to emphasize that we eliminated cells displaying an expression of mitochondrial genes exceeding twenty percent. Genes exhibiting expression in fewer than three cells were also excluded from the following analysis. This research did not require ethical approval for our research since we used data from a publicly accessible database.




Figure 1 | The analysis workflow for this research.







Clustering and cell type identification of scRNA-seq

In order to execute the natural log transformation, the log(x+1) method was employed to compute the amount of gene expression in each cell as a fraction of the gene multiplied by 10,000. The normalized expression matrix was used to find the top 2000 highly variable genes (HVGs). Then, we scaled them before running a principal component analysis (PCA) on these genes. Using the R Harmony package (version 1.0) (24), batch effects were eliminated based on the top 50 PCA components. Based on harmony-corrected data, k-nearest neighbors (KNN) were calculated, and a shared nearest neighbor (SNN) graph was constructed. The modular function was then modified based on the clustering algorithm to accomplish cluster recognition. The identified clusters were presented on the 2D map made with the t-distributed stochastic neighbor embedding (tSNE) or uniform manifold approximation and projection (UMAP) for dimension reduction method (25).

Using the “FindAllMarkers” function, we identified the marker genes for each cluster based on the following parameters: logfc.threshold = 0.25, min.pct = 0.25, and min.diff.pct = 0.25. The DotPlot and featureplot tools of Seurat were used to show the expression patterns of each marker gene across clusters. Based on the DEGs and well-known cellular markers mentioned in the scientific literature (26), the cell groups were annotated. Additionally, to further investigate melanoma cell heterogeneity, the melanoma cells were re-clustering. Each subgroup of melanoma cells was then labeled based on its distinctive genes.





Gene ontology (GO), enrichment analysis by gene set enrichment analysis (GSEA), gene set variation analysis (GSVA), and AUCell analysis of differentially expressed genes (DEGs) among melanoma subtypes

We compared the upregulated genes to the related terms according to the Gene Ontology (GO) database (http://www.geneontology.org/) to determine the functional significance of the DEGs; GO terms with varying degrees of enrichment were determined using hypergeometric testing. The likelihood-ratio test was used to identify genes that were differentially expressed in different types of melanoma cells. In this research, the p-values were changed to account for the FDR, and it was decided that a p-value of 0.05 was statistically significant. GSEA software (version 4.1.0) was used to investigate gene function using the MSIGDB database from the GSEA website (http://software.broadinstitute.org/gsea/msigdb). To determine which pathways differ the most between subgroups, the differential induction of genes was utilized to rank them, and the Pi package (version 2.6.0) and MsigdbH were employed to conduct a gene set enrichment analysis. The majority of pathway studies were conducted on the 50 hallmark pathways outlined in the molecular signature database (27). Furthermore, using the data of melanoma cells, we also evaluated the activity of NK cell-related pathways. Next, to assign pathway activity estimates to individual cells, we used the GSVA package (version 1.42.0) (28). AUCell (29) is a novel approach for identifying cells with active genes in single-cell RNA-seq data. A gene set is the input to AUCell, and the output is the “activity” of the gene set in each cell. To functionally annotate genes, annotation and visualization of GO terms was used by metascape (30) (http://metascape.org).





Cell-cell communication

Based on single-cell RNA sequencing data, the CellChat package (version 1.4.0) projected cell–cell communication across all cell types (31). To predict cell-cell interactions among the different cell types, a significance threshold of 0.05 (P-value) was employed.





Pseudotemporal ordering of melanoma cells

The pseudotime trajectories of melanoma cells were analyzed using the Monocle package (version 2.22.0). Using pseudotemporal profiling of scRNA-seq data, Monocle aims to identify cellular alterations that occur during differentiation of melanoma cells. After inserting the scale of raw UMI counts into the “newCellDataSet” function with its clustering information, it was transformed into a reduced dimensional space using the discriminative dimensionality reduction with trees (DDRTree) technique, a more current manifold learning method. According to pseudotime, melanoma cells were then arranged. The plot pseudotime heatmap was used to identify and display the genes whose expression varied simultaneously with pseudotime.





CytoTrace analysis of melanoma cells

CytoTRACE (version 0.3.3) (32) is a computational framework for recreating the relative differentiation state of single-cell RNA sequencing data using the gene expression profile. The differentiation state of cells may be deduced from scRNA-seq data without any previous knowledge. Initially, a KNN graph containing information on the undirected relationships between cells was built. CytoTRACE was then utilized to determine the recommended time order of cells. The KNN graph and planned time were then utilized to generate a transfer matrix, which was afterwards shown on a UMAP scatter plot.





Single cell copy number variation (CNV) evaluation of tumor cells

InferCNV (version 1.12.0) were utilized to calculate the CNV level. Using copy-kat, copy-number karyotyping of aneuploid tumors was created to differentiate between non-malignant and malignant cell types. The NK cell was utilized as a reference in inferCNV to identify whether or not other cancer cells exhibit substantial chromosomal copy number variation.





Scenic analysis

SCENIC is a tool that uses scRNA-seq data to reconstruct gene regulatory networks while identifying stable cell states. Using the package pySCENIC (version 0.10.0) in Python (version 3.7), this research assessed the enrichment of transcription factors and the activity of regulons. The gene regulatory network was developed using co-expression and DNA motif analysis as the foundation. The cell state was identified by examining the activity of the network in each cell. The gene-motif ranking (10 kb around the transcription start site) was used as a guide to determine the search space around the transcription start site for transcription factor regulatory networks. Human gene-motif rankings are collected from https://resources.aertslab.org/cistarget/. Hallmark Gene Set from Molecular Signatures Database (MsigDB) was utilized as the database (33).





Kaplan–Meier survival curves of selected genes

Bulk transcriptomic data of TCGA- SKCM cohort from the TCGA database (https://portal.gdc.cancer.gov/). Among them, 404 melanoma samples with complete clinical information were used for further analysis. According the expression of the selected genes, patients were divided into two groups (gene high, gene low, by means). In order to assess the survival disparity, Kaplan–Meier survival curves were plotted first. For survival analysis, the survival package (version 3.4.0) and the survminer package (version 0.4.9) were employed (34), and TFs with differing survival rates between gene high group and gene low group were selected.

Subsequently, the univariate Cox regression analysis was utilized to further filter for TFs linked with the outcomes of melanoma patients (p < 0.05). To narrow the range of TFs, Least Absolute Shrinkage and Selection Operator (LASSO) regression was conducted using 10-fold cross-validation and a p-value of 0.05 (35). TFs with prognostic values were included in the LASSO regression analysis, and receiver operating characteristic (ROC) curves of 1, 3, and 5 years were drawn using the timeROC package to estimate the efficiency of these TFs (version 0.4.0).

Finally, by correcting for confounding factors (stage, age, and gender), the multivariate Cox regression analysis was used to determine independent protection or risk factors among the selected TFs.





Cell lines culture of melanoma cells and cell transfection

A375 and WM-115 melanoma cell lines were purchased from the Cell Resource of the Shanghai Life Sciences Institute. These cells were grown in 10% fetal bovine serum (FBS), 1% streptomycin, and penicillin (Gibco BRL, USA) in MEM or RPMI-1640 (Gibco BRL, USA) (Gibco, Invitrogen, Waltham, MA, USA). The cells were cultured at 37°C, 5% CO2.

Small interfering RNA (siRNA) constructs were used to achieve TBX21 knockdown (GenePharma, Suzhou, China). In addition, TBX21 siRNA sequences (Si-1 and Si-3) are listed in Table S1 of the Supplementary Materials. In brief, cells were seeded at 50% confluence in a 6-well plate and then infected with negative control (NC) and knockdown (Si-1 and Si-3). Every transfection was performed with Lipofectamine 3000. (Invitrogen, USA).





Extraction of RNA and real-time PCR

TRIzol was used to extract total RNA from cell lines according to the manufacturer’s instructions (15596018, Thermo). cDNA was then made utilizing the PrimeScript TMRT kit (R232-01, Vazyme). The real-time polymerase chain reaction (RT-PCR) was performed using SYBR Green Master Mix (Q111-02, Vazyme), and the expression levels of each mRNA were standardized to the level of mRNA GAPDH. Expression levels were quantified using the 2–ΔΔCT method. Tsingke Biotech (Beijing, China) supplied all primers, and the primer sequences are detailed in Supplemental Table S1.





Cell counting kit-8, colony formation, and EdU experiments

The cell suspension was seeded at a density of 3×103 cells per well in 96-well plates. After adding 10 μL of CCK-8 labeling agent (A311-01, Vazyme) to each well, the plate was incubated for 2 hours at 37°C in the dark. Absorbance at 450 nm was measured at 0, 24, 48, 72, and 96 hours using an enzyme-labeled meter (A33978, Thermo) to evaluate cell viability. Each well of a 6-well plate contained 1×103 transfected cells, and we maintained cell growth for 14 days. Two PBS washes and 15 minutes in 4% paraformaldehyde were performed before staining with Crystal Violet (Solarbio, China). Stained with 0.1% crystal violet. The experiment was performed after the cells had adhered to the wall using a 96-well plate with 2×104 treated cells in each well. The 5-Ethynyl-2’-deoxyuridine (EdU) assay was then performed according to the manufacturer’s instructions (Ribobio, China). Cell proliferation was quantified using an inverted microscope.





Wound-healing assay and transwell assay

Transfected cells were seeded in 6-well plates and grown in a cell incubator until they reached 95% confluence. Each culture well was scraped with a sterile 200μL plastic pipette tip, and unattached cells and detritus were rinsed twice with PBS. After collecting photographs of the scratch wounds at 0 h and 48 h, we utilized the Image J program to measure the breadth of the scratches. Transwell assay was utilized for cell invasion and migration experiments. Forty-eight hours were spent incubating treated A375 and WM-115 (2×105) in the upper chamber of 24-well plates. The top of the plate was either precoated with matrigel solution (BD Biosciences, USA) or left untreated in order to evaluate the cells’ capacity to invade and migrate. After removing the cells from the top surface, the residual cells on the bottom layer were fixed with 4% paraformaldehyde and stained with 0.1% crystal violet (Solarbio, China).






Results




Quality control, normalization, and removal of a batch effect

First, doublets were detected using DoubletFinder (version 2.0.3) and eliminated prior to further analysis. Subsequently, we removed cells that expressed < 500 genes, or > 20% of the total number of expressed genes, as mitochondrial genes in our study. Low-quality cells with < 200 genes, < 3 cells, or > 6000 genes found were also eliminated. The Harmony package (version 0.1.0) was used to eliminate batch effects between samples based on the top 50 PCA components.





Cell type annotation of 28 clusters

After batch effect correction, 26,161 cells were divided into 28 clusters with 1.0 resolution. According to the specific expression genes of 28 clusters, these clusters were labeled as melanoma cells (cluster 1, 4, 7, 8, 13, 14, 17, 19, 20, 22, 23, and 24), neural cells (clusters 15 and 25), fibroblasts (cluster 16), endothelial cells (cluster 26), NK cells (cluster 10), CD4+ T cells (clusters 0, 9), CD8+ T cells (clusters 2 and 3), B cells (cluster 18), plasma cells (clusters 12 and 21), monocytes and macrophages (clusters 5, 6, 27), and dendritic cells (cluster 11). We used the UMAP techniques to decrease dimensionality, and then plotted the result as a 2D scatter plot (Figures 2A, B). The proportion chart depicted the percentages of clusters and cell types between samples (Figures 2C, D). Dot plot and violin plot were used to depict the expression of specific markers among clusters (Figures 2E, F). From the aforementioned cell type statistics, we determined that the proportion of various cell types varied significantly between different tissues.




Figure 2 | Identification of the cell types based on specific markers among 28 clusters. (A) The 2D plots of UMAP dimensionality reduction of the 26,161 high-quality cells. (B) The 2D plots of UMAP dimensionality reduction of cell type. (C, D) The percentage of clusters and cell types between tissues was represented on a proportion chart. (E, F) Dot plot and violin plot showing top3 marker genes for 28 clusters.







Identification of melanoma cell subtypes

A total of 10137 melanoma cells were clustered into 7 subtypes (C0 Melanoma BIRC7, C1 Melanoma CDH19, C2 Melanoma EDNRB, C3 Melanoma BIRC5, C4 Melanoma CORO1A, C5 Melanoma MAGEA4, C6 Melanoma GJB2) (Figure 3A). Dot plot was used to depict the expression of markers among melanoma cell subtypes (Figure 3B). In addition, the columnar scatter plot of DEGs among melanoma cell subtypes is shown in Figure 3C. In addition, the proportion chart depicted the percentages of melanoma cell subtypes between tissues (Figure 3D).




Figure 3 | Melanoma cell subtypes. (A) The 2D plots of UMAP dimensionality reduction of the 10,137 melanoma cells. (B) Dot plot showing top5 marker genes for melanoma cell subtypes. (C) Columnar scatter plot of DEGs among melanoma cell subtypes (a value of adjusted p-value < 0.01 is displayed in red (up) or blue (down), whereas a value of adjusted p-value≥ 0.01 is displayed in black). (D) The percentage of melanoma cell subtypes between tissues was represented on a proportion chart. (E) GO enrichment analysis of DEGs among melanoma cell subtypes.







The heterogeneity and immune-related pathways of melanoma cell subtypes

According to the analysis of GO (Figure 3E), the DEGs of C4 Melanoma CORO1A were primarily enriched in NK cell-mediated cytotoxicity, NK cell activation, regulation of NK cell-mediated immunity, regulation of NK cell-mediated cytotoxicity, NK cell-mediated immunity, T cell activation, regulation of T cell activation, positive regulation of T cell activation, positive regulation of cell killing, and immune response−regulating signaling pathway. However, compared to the C4 Melanoma CORO1A, the DEGs of other melanoma cell subtypes were mainly enriched in positive regulation of signal transduction by p53 class mediator, negative regulation of macrophage migration, positive regulation of extrinsic apoptotic signaling pathway, negative regulation of innate immune response, negative regulation of immune system process, negative regulation of immune response, negative regulation of immune effector process, mitotic cell cycle phase transition, regulation of actin filament−based process.

The results above of GO enrichment across melanoma cell subtypes may imply that the regulation of NK and T cell-mediated cytotoxicity-associated signal pathways are active in C4 melanoma CORO1A compared to other melanoma cell subtypes. Thus, in order to compare the differences in positive regulation of NK (Figure 4) and T cell (Figure 5) mediated immunity among melanoma cell subtypes, the AUCell GSVA and GSEA were used for further analysis. The results of AUCell indicated that compared to the other melanoma cell subtypes, the positive regulation of NK cell-mediated immunity and cytotoxicity was significantly activated in C4 Melanoma CORO1A (Figures 4A–D). In addition, the results of AUCell also revealed that the positive regulation of T cell-mediated immunity and cytotoxicity was significantly activated in C4 Melanoma CORO1A (Figures 5C–F).




Figure 4 | AUCell, GSVA, and GSEA analysis of NK cell-related genes among melanoma cell subtypes. (A, B) Differences in positive regulation of NK cell-mediated immunity activities scored per cell by AUCell among melanoma cell subtypes. (C, D) Differences in positive regulation of NK cell-mediated cytotoxicity activities scored per cell by AUCell among melanoma cell subtypes. (E) GSVA enrichment analysis between C4 Melanoma CORO1A and other melanoma cell subtypes. (F) GSEA enrichment analysis among melanoma cell subtypes. ****P < 0.0001.






Figure 5 | GSEA and AUCell analysis among melanoma cell subtypes. (A) GSEA enrichment analysis of NK cell-mediated cytotoxicity among melanoma cell subtypes. (B) GSEA enrichment analysis of T cell receptor signaling pathway among melanoma cell subtypes. (C, D) Differences in positive regulation of T cell-mediated immunity activities scored per cell by AUCell among melanoma cell subtypes. (E, F) Differences in positive regulation of T cell-mediated cytotoxicity activities scored per cell by AUCell among melanoma cell subtypes. ****P < 0.0001.



In addition to the above-reported data, the results of GSVA were also used to examine the differences between C4 Melanoma CORO1A and other subtypes of melanoma cells in terms of NK cell-mediated cytotoxicity-related pathways (Figure 4E). In a nutshell, consistent with the prior analysis, the results of GSEA revealed that NK cell-mediated immunity-related signal pathways were more active in C4 Melanoma CORO1A than in other subtypes of melanoma cells (Figure 4F). Besides, the results of GSEA analysis of NK cell-mediated cytotoxicity and T cell receptor signaling pathway between C4 Melanoma CORO1A and other melanoma cell subtypes are shown in Figures 5A, B. In conclusion, the above-reported data suggested that the activity of NK cell-mediated cytotoxicity is upregulated in C4 Melanoma CORO1A.





Potential communication networks between NK cells and melanoma cell subtypes

The above enrichment analysis results indicated NK cell-related pathways were much more active in C4 Melanoma CORO1A than in other subtypes of melanoma cells. Accordingly, uncovering the potential difference in molecular connections between NK cells and melanoma cell subtypes is important. Therefore, the CellChat package (version 1.4.0) was employed to determine the potential molecular interactions between NK cells and melanoma cell subtypes and ligand-receptor pairings. This was done to establish communication networks between NK cells and melanoma cell subtypes. The overall results of the CellChat analysis are shown as a Sankey diagram, dotplot, and chordal graphs in Figure 6. Further investigation of outgoing communication among these cells revealed that NK cells and C4 Melanoma CORO1A belong to the same pattern (Figures 6A, B). In addition, detailed information regarding potential molecular interactions was presented in Figures 6C–F.




Figure 6 | Cell-Chat analysis between NK cells and subtypes of melanoma cells. (A, B) Sankey Diagram of communication patterns of secreting cells between NK cells and subtypes of melanoma cells. (C, D) Dot plot of communication patterns of secreting cells between NK cells and subtypes of melanoma cells. (E) Chordal graphs of the overall ligand–receptor pairs. (F) The numbers (left) and weights (right) of ligand receptors among all NK cells and subtypes of melanoma cells.







Pseudotime trajectories analysis of melanoma cell subtypes

Monocle package (version 2.22.0) of R was applied to evaluate the differentiation of melanoma cell subtypes. The results of Monocle showed that compared to the other melanoma cell subtypes, C4 Melanoma CORO1A had the highest differentiation (Figures 7A–I). The expression changes in melanoma cell subtype core markers (BIRC7, CDH19, EDNRB, BIRC5, CORO1A, MAGEA4, and GJB2) are shown in Figure 7J. Besides, the top 20 markers of melanoma cell subtypes are also shown in heatmaps based on the pseudotime trajectories analysis (Figure 7K).




Figure 7 | Pseudotime trajectories analysis of melanoma cell subtypes. (A–C) The UMAP plots show pseudotime trajectories of subtypes of melanoma cells. (D–F) The trajectory of differentiation of subtypes of melanoma cells predicted by Monocle. (G–I) The percentage of subtypes of melanoma cells between different states shown in a violin plot, proportion chart, and ridgeline plot. (J) The expression of BIRC7, EDNRB, BIRC5, CORO1A, MAGEA4, and GJB2 among different states and subtypes. (K) Heatmap depicting the scaled expression of top 20 markers of melanoma cell subtypes in two branches, as classified into four major gene clusters.







The AUCell analysis of positive regulation of epithelial-to-mesenchymal transition and oxidative phosphorylation among melanoma cell subtypes

The results of AUCell indicated that compared to the other melanoma cell subtypes, the positive regulation of epithelial-to-mesenchymal transition, oxidative phosphorylation related genes were significantly suppressed in C4 Melanoma CORO1A (Supplemental Figure 1).





CytoTrace, cell stemness, and inferred CNV analysis of melanoma cell subtypes

Consistent with previous results of pseudotime trajectories analysis, the results of CytoTrace showed that compared to the other melanoma cell subtypes, C4 Melanoma CORO1A had the highest differentiation (Figures 8A, B).




Figure 8 | CytoTrace and inferred copy number variation (CNV) analysis of melanoma cell subtypes. (A) Differentiation of melanoma cell subtypes. (B) The lowest differentiation of C5 Melanoma MAGEA4 and the highest differentiation of C4 Melanoma CORO1A can be observed from the graph. (C, D) Differences in cell stemness scored per cell by AUCell among melanoma cell subtypes, C4 Melanoma CORO1A has the lowest cell stemness. (E) The heatmap displayed large-scale CNVs of melanoma cells. The red color represents a high CNV level, and the blue represents a low CNV level. ****P < 0.0001.



In order to elucidate the cell stemness of melanoma cell subtypes, AUCell was applied to score the degree of cell stemness in the melanoma cell subtypes (Figures 8C, D). The results of AUCell showed that C4 Melanoma CORO1A had the lowest cell stemness compared to the other melanoma cell subtypes.

Next, InferCNV analysis was used to infer the CNV status of cells from different cell types using NK cells as controls (Figure 8E). C4 Melanoma CORO1A was characterized by their unique CNV amplification/deletion on different chromosomes compared with other melanoma cell types. Furthermore, the dot plot, heatmap, UMAP plots, and violin plots were used to show the expression of cell stemness-related genes among subtypes of melanoma cells (Figure 9).




Figure 9 | The expression of cell stemness-related genes in melanoma cell subtypes. (A) The dot plot showed the expression of cell stemness-related genes. (B) Heatmap depicting the scaled expression of cell stemness-related genes of melanoma cell subtypes, as classified into four major gene clusters. (C–R) The UMAP plots and violin plots show the differential expression of cell stemness-related genes among subtypes of melanoma cells. *P < 0.05, **P < 0.01, ****P < 0.0001.







The AUCell analysis of positive regulation of NK and T cell activation-related genes in subtypes of melanoma cells

The results of AUCell indicated that compared to the other melanoma cell subtypes, the positive regulation of NK and T cell activation-related genes were significantly activated in C4 Melanoma CORO1A (Figures 10A, B). The dot plot, heatmap, UMAP plots, and violin plots were used to show the expression of positive regulation of NK and T cell activation-related genes among subtypes of melanoma cells (Figures 10C–M). The above results suggest that most of these genes are expressed at the end of the differentiation. Consistent with the results of pseudotime trajectories analysis, compared with other subtypes of melanoma cells, these genes had the higher expression in C4 Melanoma CORO1A. In addition, the Kaplan-Meier survival analysis further revealed that the high-expression groups of HLA-C, HLA-E, and HLA-F had a longer survival time among patients with metastatic melanoma (Figures 10N–P).




Figure 10 | The expression of positive regulation of NK and T cell activation-related genes in subtypes of melanoma cells. (A, B) Differences in positive regulation of NK and T cells activation-related genes activities scored per cell by AUCell among melanoma cell subtypes. (C) Heatmap depicting the scaled expression of positive regulation of NK and T cells activation-related genes of melanoma cell subtypes, as classified into four major gene clusters. (D) The dot plot shows the expression of positive regulation of NK and T cells activation-related genes. (E–G) The expression of HLA-C, HLA-E, and HLA-F in pseudotime trajectories of subtypes of melanoma cells. (H–M) The UMAP plots and violin plots show the differential expression of HLA-C, HLA-E, and HLA-F among subtypes of melanoma cells. (N–P) Kaplan-Meier survival plots of the high and low gene groups for HLA-C, HLA-E, and HLA-F. ****P < 0.0001.







Gene regulatory network analysis of melanoma cell subtypes

In order to determine the core TFs detectable in subtypes of melanoma cells, a SCENIC analysis was carried out. The pySCENIC was used to infer the gene regulatory networks of all melanoma cell subtypes. The most activated TFs of these melanoma cells subtypes, as determined by the results of the study on cell type-specific regulon activity, included ZNF580 (C0 Melanoma BIRC7), CREB3 (C1 Melanoma CDH19), IRF4 (C2 Melanoma EDNRB), ZNF93 (C3 Melanoma BIRC5), TBX21 (C4 Melanoma CORO1A), ZNF799 (C5 Melanoma MAGEA4), and HEY2 (C6 Melanoma GJB2) (Figure 11). The heatmap was used to demonstrate the expression levels of the genes TBX21, ZNF799, HEY2, ZNF580, IRF4, CREB3, and ZNF93 during the pseudotime trajectories of four distinct subtypes of melanoma cells (Figure 11A).




Figure 11 | Gene regulatory network analysis of melanoma cell subtypes. (A) Heatmap depicting the scaled expression of TBX21, ZNF799, HEY2, ZNF580, IRF4, CREB3, and ZNF93 among melanoma cell subtypes, as classified into four major gene clusters. (B) The dot plot shows the expression of these TFs. (C–I) Rank for regulons in melanoma cell subtypes based on regulon specificity score (RSS). Melanoma cell subtypes are highlighted in the t-SNE (red dots). Binarized regulon activity scores (RAS) for the top regulon of melanoma cell subtypes on t-SNE (perform Z score normalization across all samples, and set 2.5 as the cutoff to convert to 0 and 1) (dark green dots). Kaplan-Meier survival plots of the 7 key TFs of melanoma cell subtypes. (J, K) The violin plots show the expression of ZNF93 and TBX21 in melanoma cell subtypes. *P < 0.05, **P < 0.01, ***P < 0.001, ****P < 0.0001.



In order to more intuitively display gene expression, the dot plot was also used (Figure 11B). Regulons in melanoma cell subtypes were ranked according to their specificity score (RSS). In the t-SNE, melanoma cell subtypes were highlighted (red dots). Binarized regulon activity scores (RAS) for the leading regulon of melanoma cell subtypes based on t-SNE (conduct Z score normalization across all samples and use 2.5 as the cutoff to convert 0 and 1) (dark green dots) were also shown. Kaplan-Meier survival graphs were made for melanoma cell subtypes’ seven most important TFs (Figures 11C–I). These results suggest that the patients with high expression of TBX21, which is the top-regulated TF of C4 Melanoma CORO1A, have longer survival probabilities. In addition, the expression of ZNF93 and TBX21 in C4 melanoma CORO1A most significantly differed between other melanoma subtypes (Figures 11J, K).

Furthermore, we discovered regulon modules of melanoma cell subtypes, as well as representative transcription factors, associated binding motifs, and linked macrophage cell subtypes, using the connection specificity index (CSI) matrix. These regulons were grouped into the following 4 major modules (M1, M2, M3, and M4). According to the average activity ratings of each module, the typical TFs and cell types were selected (Figure 12A). In addition, the t-SNE plots provided further evidence that the functions of these TFs are highly exclusive to corresponding melanoma cell subtypes. We found that each module occupied a distinct zone and that all highlighted parts exhibited complementary patterns when we mapped the average activity score of each module into t-SNE. The 12 TFs that were inferred to regulate NK and T cells activation in these modules are shown as follows: Module M1 contained the regulators IRF1, STAT1, SPI1, FLI1, IRF7, and E2F1, which are essential regulators for C4 Melanoma CORO1A. Module M2 contained the STAT1 regulator, which has been linked to C4 Melanoma CORO1A, C0 Melanoma BIRC7, and C6 Melanoma GJB2. Module M3 contained JUND, SOX2, THAP11, and JUN, as well as regulators for C5 Melanoma MAGEA4, C6 Melanoma GJB2, C2 melanoma EDNRB, and C1 melanoma CDH19. Module M4 contained regulators such as FOSL1 that are associated with C1 melanoma CDH19 and C0 melanoma BIRC7.




Figure 12 | Identification of TF regulon modules in melanoma cell subtypes. (A) Based on the connection specificity index (CSI) matrix, identified regulon modules of melanoma cell subtypes, as well as representative transcription factors, related binding motifs, and connected macrophage cell subtypes. (B) PPI network of TFs and positive regulation of NK cell activation-related genes. (C) GO enrichment analysis of TFs and positive regulation of NK cell activation-related genes.



Moreover, a PPI network of these TFs and T and natural killer cell activation-related genes was built. The red lines reflected the interaction between selected genes and TFs associated with NK and T cells activation (Figure 12B). Finally, in order to identify the biological significance of these genes and TFs, the GO enrichment analysis was performed (Figure 12C).





Twelve key TFs are involved in the activation of NK and T cells

From the heatmap of pseudotime trajectories analysis for these TFs, we found that these TFs were mainly expressed at the ends of pseudotime trajectories, such as THAP11, JUN, JUND, FLI1, IRF1, STAT1, and STAT2 (Figures 13A, C–E). In the above TFs, compared to other melanoma subtypes, STAT1, IRF1, and FLI1 were more highly expressed in C4 Melanoma CORO1A (Figures 13B, F–K). Interestingly, according to the CSI matrix results, STAT1, IRF1, and FLI1 belonged to Module 1, which primarily regulated gene expression in C4 melanoma CORO1A. In order to further investigate the relationship between gene expression levels of STAT1, IRF1, and FLI1 and survival probability in melanoma patients, Kaplan-Meier survival plots of high and low gene groups for these TFs were utilized (Figures 13L–N).




Figure 13 | Key TFs of regulon modules in melanoma cell subtypes. (A) Heatmap demonstrating the scaled expression of key transcription factors (TFs) in the regulon modules of the melanoma cell subtypes. (B) The dot plot shows the expression of these TFs. (C–E) The expression of STAT-1, IRF1, and FLI1 in pseudotime trajectories of subtypes of melanoma cells. (F–K) The violin plots and UMAP plots show the differential expression of STAT-1, IRF1, and FLI1 among subtypes of melanoma cells. (L–N) Kaplan-Meier survival plots of the high and low gene groups for STAT-1, IRF1, and FLI1. *P < 0.05, ****P < 0.0001.







Kaplan-Meier survival analysis of the core TFs and identification of independent protective or risk factors

According to the expression levels of the above core TFs in melanoma cell subtypes, the TCGA-SKCM cohort was divided into two groups (high and low gene expression). Furthermore, in order to investigate the prognostic evaluation value of these core TFs, Kaplan–Meier survival analysis was applied, revealing that 14 core TFs (TBX21, MYB, CEBPE, SPIB, GFI1, NFE2L3, ZNF799, TFAP2C, HEY2, NR2F2, IRF4, CREB3, CEBPG, and ESRRA) were related to the overall survival of melanoma (P<0.05) (Figure 14A).




Figure 14 | Identification of the overall survival-related TFs. (A) Kaplan-Meier survival plots of the high and low gene groups for 14 TFs. (B) Univariate Cox analysis of 14 TFs. (C) LASSO analysis with 10-fold cross-validation. (D) Coefficient profile plots of 8 TFs (TBX21, MYB, GFI1, NFE2L3, TFAP2C, HEY2, NR2F2, SPIB). (E) ROC curves of gene signature constructed by 7 TFs (TBX21, MYB, GFI1, NFE2L3, TFAP2C, HEY2, NR2F2) in TCGA- SKCM cohort. (F) Multivariate Cox analysis of 7 TFs and clinicopathological characteristics. (G) Network of enriched terms colored by cluster identity or p-value, with nodes that share the same cluster identification generally located adjacent to one another.



Next, using univariate Cox analysis, 8 TFs (TBX21, MYB, GFI1, NFE2L3, TFAP2C, HEY2, NR2F2, SPIB) associated with OS (P<0.05) were screened and shown as forest maps (Figure 14B). LASSO regression analysis was used to filter TFs further in order to identify a biomarker that could predict the prognosis of patients with melanoma (Figures 14C, D), based on which seven TFs (TBX21, MYB, GFI1, NFE2L3, TFAP2C, HEY2, NR2F2) were selected. In addition, the ROC curve was used to evaluate the discrimination of gene signature based on 7 TFs, and indicated that the gene signature was highly sensitive and specific depending on the AUC values (Figure 14E).

Furthermore, to identify the independent protective or risk TFs of overall survival for patients with melanoma, we applied multivariate COX regression analysis and found that TBX21 is an independent protective factor with HR (0.55, 95%CI: 0.45-0.69) for patients with melanoma (Figure 14F).





Functional enrichment analyses of genes regulated by TBX21

The results of multivariate COX regression analysis revealed TBX21 as an independent protective factor for patients with melanoma. So, in order to further explore TBX21, we applied to GO (performed by Metascape online analyses) of genes regulated by TBX21 and found that the genes were mainly enriched in NK cell-mediated cytotoxicity, NK cell activation, immune response-regulating signaling pathway, and adaptive immune response. Therefore, in order to further investigate TBX21, we used GO (performed by Metascape online analyses) of genes regulated by TBX21 and discovered that the genes were primarily enriched in NK cell-mediated cytotoxicity, NK cell activation, immune response-regulating signaling pathway, adaptive immune response, and so on (Figure 14G).

In conclusion, based on the above-reported results, the expression of TBX21 in C4 melanoma CORO1A was significantly different from those of other melanoma subtypes. Furthermore, patients with high expression of TBX21, the most highly regulated transcription factor (TF) of C4 melanoma CORO1A, had higher survival prospects. In order to further investigate the function of TBX21 in melanoma, we performed in vitro experiments.





In vitro biological function in melanoma cells

In order to further investigate the function of TBX21 in melanoma, we performed in vitro tests to further investigate the function of TBX21 in melanoma cells. The level of TBX21 expression 24h after transfection was measured using qRT-PCR to determine the efficacy of siRNA-mediated TBX21 knockdown in A375 and WM-115 cell lines (Supplemental Figure 2). The CCK8 test further revealed that after TBX21 knockdown, cell viability decreased significantly in A375 and WM-115 (P < 0.001) (Figures 15A, B). The colony formation experiment exhibited that cells exhibiting diminished TBX21 expression displayed a substantially reduced count of colonies in comparison to the NC group (A375 and WM-115 without TBX21 knockdown). Therefore, a slower colony formation rate was seen in TBX21 knockdown cells, suggesting that TBX21 may be essential for the proliferation of the melanoma cell line (Figure 15C).




Figure 15 | In vitro experimental verification of TBX21. (A, B) The CCK-8 assay revealed a notable decrease in cell viability following the knockdown of TBX21. (C) The colony formation experiment demonstrated that cells with decreased TBX21 expression had a significantly lower number of colonies than the NC group. (D) The scratch-wound healing experiment showed that reduced TBX21 expression dramatically decreased the rate of wound healing. (E) EdU staining assay demonstrated that the downregulation of TBX21 hindered the proliferation of A375 and WM-115 cells relative to the NC group. (F) Transwell experiments showed that the downregulation of TBX21 drastically reduced the migration and invasion of A375 and WM-115 cells. *P < 0.05, **P < 0.01, ***P < 0.001.



The scratch-wound healing experiment generated equivalent results. Reduced TBX21 expression dramatically decreased the rate of wound healing in cells (Figure 15D). Moreover, the findings of the EdU staining assay demonstrated that decreased expression of TBX21 hindered the proliferation of A375 and WM-115 cells relative to the NC group (Figure 15E). Transwell experiments demonstrated that TBX21 knockdown drastically reduced the migration and invasion of A375 and WM-115 cells (Figure 15F). To illustrate the accuracy and consistency of the results, all tests were performed in two melanoma cell lines (A375 and WM-115), and all data were provided as means standard deviations from three separate experiments. *P < 0.05, **P < 0.01, ***P < 0.001.






Discussion

Melanoma is usually considered the most lethal kind of skin cancer, mainly due to its high risk of metastasizing and spreading to other organs. In contrast, surgical removal of in situ cancers typically has a curative effect. However, managing metastatic disease is more challenging (15, 36, 37). Therefore, the emergence of immunotherapy as a cancer treatment has caused a revolution in oncology and led to adopting new, more effective treatment standards (38–40). Most effective immunotherapy medicines, including monoclonal antibodies, immune checkpoint inhibitors, and chimeric antigen receptors (CARs), target the antigen-dependent adaptive immune system, emphasizing T cells to increase antitumor immunity (41). Since the introduction of ICIs, which reactivate T cell-mediated immune responses against cancer, the survival for metastatic melanoma has improved significantly (42).

Consequently, the vast majority of melanoma immunotherapies have focused on using the adaptive immune system to stimulate the elimination of cancerous cells by B and T lymphocytes (43, 44). Still, as some patients with metastatic melanoma fail to respond to therapy with ICIs, it is urgently needed to explore new treatments to improve the efficiency of therapy and survival of metastatic melanoma. NK cell is a kind of lymphocyte vital to the operation of the innate immune system and is important in the development of the body’s natural defenses against cancer (45, 46).

Additionally, NK cells can be intrinsically activated, meaning they do not require a specific antigen (47). Consequently, in contrast to T lymphocytes, NK cells can eliminate melanoma tumor cells in a special and complementary manner, thus attracting a great deal of interest in the field of immunotherapy in recent years (45, 46, 48). Nevertheless, recent research reported that in metastatic melanoma, NK cells were present at low frequencies, were dysfunctional, and downregulated the expression of TIGIT and CD226 (49). Therefore, exploring the mechanism of NK cell dysfunction in metastatic melanoma is essential.

However, the detailed communication between NK cells and metastatic melanoma cells still remains unclear. Consequently, the activity differences of NK cell-mediated cytotoxicity-related pathways in metastatic melanoma cells are also yet to be elaborated. In order to elucidate the potential communication discrepancies between NK cells and melanoma cells as well as the activity differences of NK cell-mediated cytotoxicity-related pathways in metastatic melanoma tissue, we used the scRNA-seq data of metastasized melanoma. After the QC process, batch effect removal, and initial cell type annotation of 28 clusters, 26,161 cells were grouped into 11 cell types. From the number of cells, the highest proportion of cell types was melanoma cells. Melanoma exhibited the most intratumor heterogeneity (ITH) due to the presence of a large number of clones harboring a range of mutations impacting critical pathways, resulting in abnormally high levels of phenotypic variation and ITH (50), and posing a substantial barrier to customized cancer treatment. However, it remains uncertain to what extent the heterogeneity of melanoma influences the immune microenvironment (51).

To reveal the ITH of melanoma, 10137 melanoma cells were further grouped into seven subtypes (C0 Melanoma BIRC7, C1 Melanoma CDH19, C2 Melanoma EDNRB, C3 Melanoma BIRC5, C4 Melanoma CORO1A, C5 Melanoma MAGEA4, and C6 Melanoma GJB2), each named based on the top marker. Through NK cell-mediated cytotoxicity, NK cells can effectively eliminate multiple types of cancer cells. However, tumor cells can develop resistance mechanisms to circumvent NK cell-mediated elimination (52). The GO enrichment analysis of DEGs in melanoma cell subtypes showed that only the DEGs of C4 Melanoma CORO1A were enriched in NK and T cell-mediated cytotoxicity and related pathways. Thus, we inferred that C4 Melanoma CORO1A might have more sensitivity to NK and T cells compared to other melanoma cell subtypes. In addition, the analysis of AUCell and GSEA was used to further explore the differences in pathway activity among these melanoma cell subtypes. Both indicated the positive regulation of NK and T cell-mediated cytotoxicity and immunity were more activated in C4 Melanoma CORO1A. Moreover, the results of GSEA also revealed that the T cell receptor signaling pathway acquired a higher enrichment score in C4 Melanoma CORO1A than in other subtypes of melanoma.

The aforementioned findings from AUCell, GSEA, and GSVA among melanoma cell subtypes suggested that the C4 Melanoma CORO1A may be more sensitive to NK and T cells by positively regulating NK and T cell-mediated immunity, whereas the other subtypes of melanoma may be more resistant to NK cells. The difference in positive regulation of NK and T cell-mediated cytotoxicity and related pathways between C4 melanoma CORO1A and other melanoma cell subtypes may provide a new perspective that the ITH of melanoma-induced activity and the difference in NK cell-mediated cytotoxicity may have caused NK cell defects. Thus, the potential molecular communication between NK cells and melanoma cell subtypes is vital in uncovering the potential molecular mechanism of NK cell defects in melanoma cells. Interestingly, the overall results of communication networks between NK cells and melanoma cell subtypes suggested that the weights of cell-cell communication between NK cells and C4 Melanoma CORO1A were higher than those of other melanoma cell subtypes, which may lead to the difference in NK cell function between C4 Melanoma CORO1A and other melanoma cell subtypes. Moreover, additional research into outgoing communication revealed that NK cells and C4 Melanoma CORO1A share a similar pattern. NK cells are known to attack MHC-deficient tumor cells because these tumor cells cannot convey inhibitory signals via MHC-specific inhibitory receptors (53). As some of their inhibitory receptors detect MHC-I as ligands, NK cells target tumor cells that have escaped CTL control by downregulating MHC-I expression (54). Interestingly, we discovered that NK cells primarily communicate with C4 melanoma CORO1A via MHC-I. In addition, the Src family kinase LCK can bind to WASH and trigger its phosphorylation during the activation of NK cells, which suggests that Lck may regulate the activity of NK cells (55). These ligand receptors may have a crucial role in NK cell activity in melanoma cells.

In order to explore the key TFs among melanoma cell subtypes, the analysis of gene regulatory networks was used for further research. Four main modules (M1, M2, M3, and M4) were identified among melanoma cell subtypes based on the CSI results. Furthermore, we found that the highest regulon activity scores of melanoma cell subtypes in M1-M4 were C4 Melanoma CORO1A (M1), C4 Melanoma CORO1A (M2), C5 Melanoma MAGEA4 (M3), and C1 Melanoma CDH19 (M4), respectively. Besides, the key TFs of melanoma cell subtypes were identified, including TBX21, the core TF of M1 modules, and C4 Melanoma CORO1A. Through the Kaplan-Meier survival analysis, we found that the high-expression group of TBX21 had a longer survival probability. Interestingly, previous research has found that T-bet (encoded by the TBX21 gene) is essential for NK and T cells’ growth and maturation, and NK and T cells can develop or mature further in the absence of T-bet (56, 57). From another perspective, our study concentrated on the link between melanoma ITH and T/NK cell activity. It is possible that C4 Melanoma CORO1A is more susceptible to NK and T cells than the other melanoma subtypes are. TBX21 is the most important TF in C4 Melanoma CORO1A and is associated with M1 modules. According to the results of SCENIC, the genes predicted to be controlled by TBX21 were utilized for the enrichment of GO. Surprisingly, these genes were mainly enriched for immune response-regulating signaling pathway, T-cell receptor signaling pathway, cytokine signaling in the immune system, adaptive immune response, NK cell-mediated cytotoxicity, and NK cell activation. Thus, we inferred that TBX21 might impact the response of melanoma cells to NK and T cells by regulating the activation of genes associated with NK and T cells.

In our further investigation, we employed the study of gene regulatory networks to examine the important TFs that may regulate the positive regulation of NK and T cells activation-related genes among the melanoma cell subtypes. A total of 12 TFs were identified, among which the expression of STAT1, IRF1, and FLI1 in C4 Melanoma CORO1A was higher than that of other subtypes. In addition, the Kaplan-Meier survival analysis was applied for further investigation, and the results showed that high-expression groups of STAT1, IRF1, and FLI1 had a longer survival probability.





Conclusion

Based on the single-cell profile of metastatic melanoma, we concluded that C4 Melanoma CORO1A might be more vulnerable to NK and T cells, whereas other subtypes of melanoma may be more resistant to NK and T cells. The difference in NK and T cell-mediated immunity and cytotoxicity between C4 melanoma CORO1A and other melanoma cell subtypes may provide a new perspective that the ITH of melanoma-induced activity and the difference in NK and T cell-mediated immunity and cytotoxicity may have caused NK and T cell defects. Importantly, we discovered that STAT1, IRF1, and FLI1, the protective factors of melanoma, may regulate the response of melanoma cells to NK and T cells by modulating the expression of positive NK and T cell regulation activation-related genes. Although our bioinformatics analysis has yielded valuable insights and we have conducted in vitro experimental validation on melanoma cells, the absence of in vivo experimental validation limits our ability to confirm the functional implications and mechanisms proposed by our study. Further studies will incorporate in vivo experimental validation to further advance our research.
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As the most abundant infiltrating immune cells in the tumor microenvironment (TME), tumor-associated macrophages (TAMs) are pivotal in tumor development and treatment. The present investigation endeavors to explore the potential of M1 macrophage-related genes (MRGs) as biomarkers for assessing risk in individuals with osteosarcoma. RNA-sequence data and clinical data were derived from TCGA and GEO databases. The CIBERSORT method was utilized to discern subtypes of tumor-infiltrating immune cells. Identification of MRGs was achieved through Pearson correlation analysis. A prognostic risk model for MRGs was developed using Cox and LASSO regression analyses. A tripartite gene signature comprising CD37, GABRD, and ARHGAP25 was an independent prognostic indicator and was employed to develop a risk score model. The internal and external validation cohort confirmed the results. The area under the ROC curve (AUC) was determined for survival periods of 1 year, three years, and five years, yielding values of 0.746, 0.839, and 0.850, respectively. The C-index of the risk score was found to be superior to clinicopathological factors. GO/KEGG enrichment showed that the differences between high- and low-risk groups were predominantly associated with immune response pathways. Immune-related analysis related to proportions of immune cells, immune function, and expression levels of immune checkpoint genes all showed differences between the high- and low-risk groups. The qRT-PCR and Western blotting results indicate that CD37 expression was markedly higher in MG63 and U2OS cell lines when compared to normal osteoblast hFOB1.19. In U2OS cell line, GABRD expression levels were significantly upregulated. ARHGAP25 expression levels were elevated in both 143B and U2OS cell lines. In summary, utilizing a macrophage genes signature demonstrates efficacy in predicting both the prognosis and therapy response of OS. Additionally, immune analysis confirms a correlation between the risk score and the tumor microenvironment. Our findings, therefore, provide a cogent account for the disparate prognoses observed among patients and furnish a justification for further inquiry into biomarkers and anti-tumor treatment strategies.
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Introduction

Osteosarcoma (OS) is a widely occurring primary bone tumor that stems from primitive mesenchymal cells (1). This type of tumor primarily affects the long bones, where the sarcoma cells create immature bone or osteoid tissues (2). Nearly two-thirds of all primary bone malignancies are accounted for by OS, which is the most prevalent bone cancer among children and adolescents (3). Essential features include severe pain and swelling of the impacted bones; in some instances, osteosarcoma may result in pathological fractures. OS can potentially spread to various body parts, most notably the lungs (4). The survival rates for two years, 5 years, and ten years are 67%, 49%, and 42%, respectively (5). The overall survival for patients with metastases is poor, ranging from 15% to 30% (6). Due to the complicated and unsteady nature of the genome, the effects on treatment outcomes are substantial (7). Therefore, it is necessary to identify novel prognostic gene markers to predict the prognosis of OS and guide the treatment regimens.

The treatment for osteosarcoma has evolved from amputation to preserving limbs. Lately, immunotherapeutic approaches, including adoptive cell treatments, vaccinations, and immune checkpoint inhibitors, have become potential therapeutic strategies (8). Preclinical studies have demonstrated encouraging results for OS with immunotherapy (9, 10). However, the objective response for OS patients receiving anti–programmed cell death 1 antibody remains unsatisfactory (11, 12). The low rate of response could be attributed primarily to the heterogeneity of the tumor immune microenvironment (TME). This is due to the distinct subsets of immune cells that perform contrasting roles in either promoting or inhibiting tumorigenesis (13).

Tumor-associated macrophages (TAMs), which are the predominant infiltrating immune cells within the tumor microenvironment, exhibit the capacity to undergo phenotypic polarization. This process is driven by specific cues from the surrounding microenvironment, facilitating the initiation of tailored functional responses (14). Macrophage phagocytosis could result in the eradication of tumors, the initiation of inflammasome activation, and the presentation of antigens. These processes may stimulate the development of adaptive immunity (14). During the initial stages of tumor development, TAMs predominantly exhibit an M1 pro-inflammatory phenotype and facilitate immune reactions that restrain tumor growth. With tumor progression, TAMs undergo a gradual transition towards an M2 functional phenotype that promotes their involvement in tumor angiogenesis and immunosuppression (15, 16). M1 macrophages demonstrate anti-tumor activity via the synthesis of pro-inflammatory molecules including tumor necrosis factor alpha (TNF-α), interleukin-1 beta (IL-1β), and inducible nitric oxide synthase (iNOS), as well as the secretion of chemokines such as C-X-C motif chemokine ligand 10 (CXCL10), C-X-C motif chemokine ligand 11 (CXCL11), and C-C motif chemokine ligand 2 (CCL2). Furthermore, M1 macrophages exhibit the presence of antigen-presenting molecules (MHCII), co-stimulatory molecules, and antigen-processing peptidases, all of which play a role in enhancing their anti-tumor capabilities (17).. Macrophage-related genes have been reported to correlate with the prognosis, and immunotherapy response in kinds of tumors, which suggests that MRGs have acceptable prognostic values for disease outcomes (18–22). However, the role of M1 macrophages related genes in the prognosis of OS and treatment response has not been well studied.

Here, this study is to explore the potential of M1 macrophage-related genes as biomarkers for assessing risk in individuals with osteosarcoma. By comparing gene expression patterns between high- and low-risk groups, we analyzed differentially expressed genes (DEGs) and investigated the underlying molecular mechanisms, regulatory pathways, and immune cell infiltration. The main objective of this study was to elucidate the immunogenomic profile of osteosarcoma and identify survival-associated genes that could serve as valuable clinical biomarkers and guide treatment plans.





Materials and methods




Data collection and processing

The mRNA expression data and clinical details for osteosarcoma patients (TARGET-OS dataset) were obtained from the Cancer Genome Atlas Program (TCGA) database (https://portal.gdc.cancer.gov/). The RNA-seq raw read count from the TCGA database was converted to transcripts per kilobase million (TPM) and further log-2 transformed. The GSE21257 dataset from the Gene Expression Omnibus (GEO) database (https://www.ncbi.nlm.nih.gov/geo/) supplied as an external validation set mRNA expression data and clinical information for osteosarcoma specimens. The CIBERSORT algorithm was employed to quantify the presence of 22 infiltrating immune cell types within the TME using the TARGET-OS dataset (23). Pearson correlation analysis identified 281 genes exhibiting a correlation with M1 macrophage expression (|R2| > 0.4, p < 0.001). Samples with a survival duration of less than 30 days were excluded from the analysis.





Development of prognostic genes signature

A total of 84 samples, consisting of survival and expression data from the TARGET-OS dataset, were divided into a training set (n=59) and an internal validation set (n=25) at a 7:3 ratio. The GSE21257 dataset provided 53 samples for an external validation cohort. In the training set, univariate Cox regression analysis identified M1 macrophage genes with prognostic relevance. The least absolute shrinkage and selection operator (LASSO) algorithm, with 1000 iterations, was then employed to select the optimal subset of prognostic genes, leading to the development of an M1 macrophage gene signature (MRS). The multivariate Cox regression model determined the final genes after LASSO algorithm application. Risk scores were calculated using the linear combination of each chosen gene, following the formula: Risk score = ∑(coef (β) * EXP(β)), where β denotes the regression coefficient. Patients were categorized into high- and low-risk groups based on the median risk score as the threshold, and the clinical differences between these groups were investigated using Kaplan-Meier survival analysis. The predictive accuracy of the model was evaluated via the ROC curve and C-index. Moreover, stratified analysis was performed to assess the additional prognostic value of the MRS.





Validation of the MRS

The patients of the internal and external validation set were subjected to the identical grouping methodology utilized in the training set, after which their survival was assessed through the application of Kaplan-Meier survival analysis and risk plot.





Construction of nomogram

A nomogram was constructed to forecast the 1-, 3-, and 5-year survival rates of OS patients using the risk score in conjunction with the clinicopathological factors of age, gender, race, and metastasis. The accuracy of the nomogram’s predictions was then tested using a calibration curve to compare actual overall survival with predicted survival rates.





Functional enrichment analysis in the TARGET-OS cohort

The cohort was partitioned into high- and low-risk groups using the predetermined risk score threshold. Subsequently, gene expression fold changes were analyzed using the R package “limma”. Pathway analysis was performed using the R package “clusterProfiler” and focused on identifying significantly enriched pathways within the reference gene set for the high- and low-risk groups. The reference gene set was defined as the hallmark gene sets described by Subramanian et al. (24).





Immune-related analysis of MRS

Single-sample gene set enrichment analysis (ssGSEA) algorithm using R packages, specifically limma, GSVA, and GSEABase, was used to evaluate the disparity in immune function between high- and low-risk groups classified according to MRS (25). TME and immune cell infiltration were evaluated using the ESTIMATE and CIBERSORT algorithms to determine the proportions of its components (23, 26). Subsequently, the association between the expression levels of immune checkpoint genes and the two groups was investigated.





Significance of the MRS in drug sensitivity

The Genomics of Drug Sensitivity in Cancer (GDSC) public repository offers valuable insights into cancer cell drug sensitivity and associated molecular markers for drug responses (27). By employing the oncoPredict package, gene expression profiles from GDSC2 and corresponding drug response data were obtained to build a ridge regression model tailored for osteosarcoma transcriptomic information. Following this, sensitivity scores were calculated to estimate the half-maximal inhibitory concentration (IC50) for various drugs in the context of OS patients.





Cell culture

Human OS cell lines (143B, MG63, and U2OS) and human normal osteoblast cell line (hFOB1.19) were purchased from Wuhan Servicebio Technology Co., Ltd. (Wuhan, China). Each cell line was cultured in its specific medium (Wuhan Servicebio Technology Co. Ltd., Wuhan, China). Human OS cell lines and hFOB1.19 cells were cultured, respectively, at 37°C in humidified incubator with 5% CO2 and at 34°C in an incubator with 5% CO2.





RNA extraction and qRT-PCR

Total RNA was extracted from OS cell lines and the normal osteoblast cell line, hFOB1.19, employing TRIzol reagent (Invitrogen, USA). First-strand cDNAs were synthesized using the PrimeScript™ RT reagent kit (Takara, Japan) as per the manufacturer’s guidelines. MRG mRNA levels were assessed through qRT-PCR, utilizing SYBR Premix Ex Taq (TaKaRa, Japan) and specific primers (Table 1). The relative expression levels were determined and adjusted to the reference control GAPDH using the 2–ΔΔCt method.


Table 1 | Primer sequence for qRT-PCR.







Western blotting

Total protein from OS cell lines and hFOB1.19 was isolated using RIPA buffer (Beyotime, China). Protein samples (20 μg each) were then separated using SDS-PAGE and transferred onto PVDF membranes. Following this, the membranes were blocked using 5% non-fat milk in TBST for 1 hour at room temperature and subsequently incubated with specific primary antibodies at 4˚C overnight. The employed antibodies included: CD37 (Abcam, ab300400, 1:1,000), ARHGAP25 (Abcam, ab181202, 1:10,000), GABRD (Abcam, ab93619, 1:1,000), β-Tubulin (Cell Signaling Technology, #2146, 1:1,000), and GAPDH (Cell Signaling Technology, #5174, 1:1,000).





Statistical analysis

The statistical software R version 4.1.2 and Prism 8.0 (GraphPad) were utilized to conduct data analysis and generate visual representations of the findings. To assess the associations between variables, Spearman or Pearson correlation coefficients were calculated. Kaplan-Meier methodology was utilized to construct survival curves, and the log-rank test was performed to compare the curves. Univariable and multivariable Cox regression models were used to identify prognostic factors for overall survival. Experimental data were presented as mean ± standard error of the mean (SEM). One-way ANOVA followed by Tukey post hoc analysis was used to compare 3 or more groups. P values of <0.05 were considered to be statistically significant.






Results




Construction of M1 macrophage-related gene signature

Figure 1 illustrates the study’s workflow. The CIBERSORT algorithm was employed to analyze the M1 macrophage subpopulation abundance in each sample. A total of 281 genes exhibiting a correlation with M1 macrophages were pinpointed through Pearson correlation analysis (|R2| > 0.4, p < 0.001) (Figure 1, Supplementary Table S1). Forty-nine genes associated with M1 macrophages were recognized as potential prognostic indicators via univariate Cox analysis (Figure 1). To mitigate the risk of overfitting, LASSO Cox regression was subsequently performed (Figures 1A–E). After applying the LASSO algorithm, the multivariate Cox regression model was used to identify the final gene set, which consisted of 3 robust genes, forming a prognostic signature for overall survival.




Figure 1 | Construction of risk prognostic model. (A) Flowchart of the present research. (B) M1 macrophage-related genes. (C) Univariate Cox regression analysis obtained 49 candidate prognostic MRGs for OS. (D) LASSO regression analysis. (E) Selection of the optimal penalty parameter for LASSO regression.







Correlation between MRS and prognosis of OS patients

Coefficients of the three M1 macrophage-associated genes were employed to determine scores for each patient. The risk score computation was as follows: Risk score = (-2.284 × CD37 expression) + (3.845 × GABRD expression) + (-3.632 × ARHGAP25 expression). Subsequently, participants were assigned to low- or high-risk groups based on the median value of the risk score. In the training set, high-risk patients demonstrated shorter overall survival than low-risk counterparts (p < 0.001, Figure 2). Similar trends were observed in both internal and external validation cohorts (p < 0.001, Figures 2A–C).




Figure 2 | Kaplan-Meier survival analysis in training and validation sets and prognostic value of MRS. (A) Kaplan-Meier analysis of the overall survival of training set. (B) Kaplan-Meier analysis of the overall survival of internal validation set. (C) Kaplan-Meier analysis of the overall survival of external validation set. (D) ROC curve and AUCs at 1-year, 3-years and 5-years survival for MRS. (E) The ROC curve of the risk score and clinicopathological variables. (F) C index of the risk score and clinicopathological variables. (G) Forest plot for univariate Cox regression analysis. (H) Forest plot for multivariate Cox regression analysis.



To assess the signature’s effectiveness, a time-dependent ROC curve was utilized. AUC values for 1-year, 3-year, and 5-year survival periods were 0.746, 0.839, and 0.850, respectively (Figure 2). The one-year survival rate AUC suggested that both risk score (0.850) and metastasis (0.694) had satisfactory predictive capabilities (Figure 2). As depicted in Figure 2, the risk score’s C-index surpassed that of clinicopathological factors.

Univariate and multivariate Cox regression analyses were performed to evaluate the prognostic value of risk score and other factors. The risk score and metastasis emerged as significant independent prognostic factors, as evidenced by the HR and CI values: 4.905 (95% CI = 2.677–8.989, p < 0.001) and 4.516 (95% CI = 2.044-9.979, p < 0.001) for univariate analysis, and 4.669 (95% CI = 2.455-8.879, p < 0.001) and 3.392 (95% CI = 1.478-7.782, p = 0.004) for multivariate analysis (Figures 2A–H).





Independent prognostic value of the MRS and establishment of the nomogram

In order to furnish a numerical means of clinical utilization, a nomogram was devised incorporating factors such as age, gender, race, metastasis, and risk score to forecast the overall survival of patients (Figure 3). The calibration plot demonstrates a high degree of agreement between the observed and predicted rates of 1, 3, and 5-year overall survival (Figure 3). Finally, the applicability of MRS was evaluated by grouping patients based on their age, gender, race and metastasis. The results showed that patients with high-risk scores within each subgroup had an unfavorable prognosis, demonstrating the efficacy of MRS in predicting outcomes for all patients (Figures 3A–F).




Figure 3 | Clinical prognostic nomogram for survival prediction and subgroup analysis. (A) A nomogram combining clinicopathological variables and risk score predicts 1, 3, and 5 years OS of HCC patients. (B) Calibration plots for 1-, 3-, and 5-years survival predictions. (C-F) Subgroup survival analysis in the high- and low-risk groups, (C) Age ≤65y (D) Gender between male and female patients (E) Race between white and non-white (F) Metastasis or not.







Functional analysis of high- and low-risk score groups

A comprehensive analysis of GO and KEGG methodologies was carried out to explore the potential mechanisms responsible for the differing prognoses observed between high- and low-risk groups. A total of 631 differentially expressed genes were identified between the two groups. GO enrichment analysis of biological processes (BP) indicated that the DEGs were predominantly involved in “leukocyte activation regulation,” “positive modulation of lymphocyte activation,” and “leukocyte-driven immunity.” In relation to cellular components (CC), the DEGs were chiefly linked to “immunoglobulin complexes,” “external aspect of plasma membrane,” and “circulating immunoglobulin complexes.” Likewise, molecular function (MF) analysis revealed that the DEGs primarily focused on “antigen binding” and “immunoglobulin receptor binding” (Figure 4). KEGG analysis results showed that the DEGs were mainly enriched in several pathways, including “Th1 and Th2 cell differentiation”, “Cytokine-cytokine receptor interactions,” “Antigen processing and presentation,” “Osteoclast differentiation,” “PD-L1 expression and PD-1 checkpoint pathway in cancer”, and “NF-kappa B signaling pathway” (Figure 4).




Figure 4 | Gene enrichment in high- and low-risk groups. (A) GO enrichment analysis (B) KEGG enrichment analysis. GO, Gene Ontology; KEGG, Kyoto Encyclopedia of Genes and Genomes; BP, Biological process; CC, Cellular component; MF, Molecular function.







Immune-related analysis of high- and low-risk score groups

In order to further investigate the relationship between risk score and infiltration of immune cells into tumors, the CIBERSORT algorithm was employed to compare the proportions of 22 different types of immune cells between groups of individuals classified as either low or high risk. The findings revealed that the low-risk group had higher fractions of plasma cells, CD8+ T cells, regulatory T cells, and memory CD4+ T cells (p < 0.05), while the high-risk group had higher fractions of M0 macrophages, which is associated with immunosuppressive activity (p < 0.05) (Figure 5). There was an indication of a greater prevalence of immune and stromal cells within the low-risk group according to the ESTIMATE algorithm (Figures 5A–C). The ssGSEA algorithm was utilized to deduce the immune function. Figure 5 reveals that there exists a significant disparity between the two groups in immune function. These findings suggest that the low-risk group exhibits a higher level of immune function activity. Then we investigated the potential association between risk scores and the expression levels of immune checkpoint genes. Patients categorized as low-risk exhibited significantly elevated expression levels of 26 immune checkpoint genes, namely CD274, HAVCR2, SELPLG, LAG3, CD27, ICOS, TIGHT, TNFRSF9, TNFRSF14, CD28, LGALS9, CD80, TNFRSF15, NRP1, CD40, TNFSF14, CD86, KIR3DL1, CD48, LAIR1, CD40LG, TMIGD2, CD200R1, CD44, CD96, SIGLEC7, while TNFSF9 was found elevated expression in the high-risk group (Figure 5).




Figure 5 | Immune related analysis in high- and low-risk groups. (A) Differences in the infiltration of immune cells between the high- and low- risk groups. (B, C) Comparison of immune score (B), and stromal score (C) between the high- and low-risk groups. (D) The correlation between the signature and immune functions. (E) Differential expression of immune checkpoint genes between the high- and low-risk groups *P < 0.05; **P < 0.01; ***P < 0.001.







Drug response features of MRS in OS

We investigated the correlation between the risk score and the effectiveness of targeted therapy and chemotherapy for OS patients. The findings indicated a positive correlation between the IC50 of Dasatinib and the risk score. In contrast, a negative correlation was observed between the IC50 of Daporinad, Linsitinib, Sabutoclax, and Dihydrorotenone and the risk score (Supplementary Figure S1).





Expression of MRGs in different OS cell lines

In order to investigate the disparities in gene expression patterns between tumor and normal cell lines, we chose three OS cell lines to determine their expression levels of mRNA and protein, with the normal osteoblast hFOB1.19 serving as the control group. Western blotting results indicate that CD37 protein expression was markedly higher in MG63 and U2OS cell line when compared with normal osteoblast hFOB1.19, and GABRD expression levels were significantly upregulated in U2OS cell line. In addition, the protein expression levels of ARHGAP25 were elevated in both 143B and U2OS cell lines. Figures 6A illustrate these findings.




Figure 6 | Verification of the expression of MRGs. (A, B) Western blotting of CD37, ARHGAP25 and GABRD proteins in normal and OS cell lines. (C) The mRNA expression levels of the above genes in normal and OS cell lines were analyzed by qRT-PCR. In (A) data are representative of three independent experiments. In B and C, data are presented as mean ± SEM of three independent experiments; ns, not significant; *P < 0.05; **P < 0.01; ***P < 0.001 compared with hFOB1.19 normal cells, as analyzed by ANOVA.



The mRNA expression levels of CD37, GABRD and ARHGAP25 were analyzed by qRT-PCR (Figure 6). The outcomes revealed that the levels of CD37, GABRD and ARHGAP25 were significantly elevated in the tumor cells than that in the normal cell line.






Discussion

Osteosarcoma is an infrequent malignant neoplasm of bone tissue that primarily afflicts the adolescent and young adult demographic. The prevailing treatment modality involves neoadjuvant chemotherapy, surgery, and adjuvant chemotherapy (28). This study generated a signature for M1 macrophages and subsequently evaluated for its correlation with overall survival in patients with osteosarcoma. Additionally, the potential impact of this signature on the tumor microenvironment and its response to therapy were investigated. To explore the underlying mechanisms involved, gene enrichment analysis was conducted.

The gene ontology functions analysis showed that the M1 macrophage-related genes pertained largely to the immune system, encompassing positive regulation lymphocyte activation, immunoglobulin complex and antigen binding. Among the biological processes, cell activation, including lymphocyte stood out as the most significantly correlated term. Lymphocyte activation is a crucial mechanism that triggers the lymphocytes to recognize and attack cancer cells. The level of lymphocyte activation has been found to be associated with the prognosis of patients with cancer. A study by Galon et al. found that patients with colorectal cancer who had a high density of activated T lymphocytes had a better prognosis than those with a low density of activated T lymphocytes (29). Similarly, another study showed that patients with ovarian cancer who had a high level of tumor-infiltrating lymphocytes had a better prognosis than those with a low level of tumor-infiltrating lymphocytes (30). This suggests that the immune response mediated by lymphocytes plays a critical role in determining the outcome of cancer patients. Furthermore, the level of lymphocyte activation has also been found to be a predictor of response to immunotherapy. For instance, patients with melanoma with a higher T-cell activation level had a better response to immune checkpoint inhibitors than those with lower levels of T-cell activation (31). Through KEGG analysis we found that many of them were related to cytokine-cytokine receptor interaction, the nuclear factor kappa B (NF-κB) signaling pathway and osteoclast differentiation. Cytokines are recognized as essential regulators of both innate and adaptive immune systems, facilitating communication among immune cells via paracrine and autocrine signaling mechanisms (32). Interactions between cytokines and their receptors are acknowledged as crucial determinants of inflammation and oncogenesis (33). These results suggested that disparities in immune function and carcinogenesis and progression exist between the high- and low-risk cohorts, subsequently influencing the prognosis of patients within the two groups.

The results of tumor microenvironment in the two groups revealed that patients with low-risk scores exhibited a higher proportion of CD8+ T cells, regulatory T cells, and memory CD4+ T cells and lower proportion of M0 macrophage. This observation indicates the ability of MRS to differentiate the tumor microenvironment. As we know, CD8+ T cells play an important role in the immune response against cancer and serve as the fundamental component of contemporary efficacious cancer immunotherapies (34). The CIBERSORT algorithm was employed to analyze the comparative distribution of infiltrating immune cell subtypes across various tumor specimens. Our findings evinced a positive association between both immune score and estimate score with the low-risk cohort. The ssGSEA algorithm showed that patients in the low-risk group exhibited a significantly elevated cytolytic activity score. This finding might imply a potentially favorable tumor immune microenvironment. Also, the results showed a higher expression level of immune checkpoint genes. OS is recognized as a highly heterogeneous cancer type, and to date, the efficacy of immunotherapy for OS remains unsatisfactory (35). The MRS might help to identify patients suitable for immunotherapy.

Three genes were used to establish the prognostic model. CD37 is a transmembrane protein that plays a crucial role in the regulation of tumorigenesis and progression (36). Moreover, CD37 serves as a significant immune marker for various immune cells, such as T-cells, B-cells, and macrophages. Its high expression may suggest the adequate filtration of immune cells and immunity in the tumor microenvironment (37). GABRD is a gene that codes for a protein called gamma-aminobutyric acid (GABA) receptor delta subunit (38). Study has investigated the relationship between GABRD and cancer. Niu et al. found that GABRD was overexpressed in colorectal cancer tissues and that higher levels of GABRD were associated with poorer prognosis in colorectal cancer patients (39). ARHGAP25 has been reported in study of OS. Ding et al. found that ARHGAP25 exerted an inhibitory effect on MG63 cell proliferation, migration, and progression of epithelial–mesenchymal transition (EMT) and could work as a predictive biomarker for osteosarcoma metastasis (40). These genes play an important role in TME and tumorigenesis and progression, which could predict prognosis of OS.

The present study had some limitations. First, we constructed and validated the prognostic model with a single retrospective data source. Second, the sample size was not large enough. Third the database provides limited clinical information. Thus, a prospective study is needed to verify the predictive value of the signature.

In summary, utilizing a macrophage genes signature demonstrates efficacy in predicting both the prognosis and therapy response of OS. Additionally, immune analysis confirms a correlation between the risk score and the tumor microenvironment. Our findings, therefore, provide a cogent account for the disparate prognoses observed among patients and furnish a justification for further inquiry into biomarkers and anti-tumor treatment strategies.
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Introduction

Cellular senescence (CS) plays a critical role in cancer development, including clear cell renal cell carcinoma (ccRCC). Traditional RNA sequencing cannot detect precise molecular composition changes within tumors. This study aimed to analyze cellular senescence’s biochemical characteristics in ccRCC using single RNA sequencing (ScRNA-seq) and traditional RNA sequencing (Bulk RNA-seq).





Methods

Researchers analyzed the biochemical characteristics of cellular senescence in ccRCC using ScRNA-seq and Bulk RNA-seq. They combined these approaches to identify differences between malignant and non-malignant phenotypes in ccRCC across three senescence-related pathways. Genes from these pathways were used to identify molecular subtypes associated with senescence, and a new risk model was constructed. The function of the gene DUSP1 in ccRCC was validated through biological experiments.





Results

The combined analysis of ScRNA-seq and Bulk RNA-seq revealed significant differences between malignant and non-malignant phenotypes in ccRCC across three senescence-related pathways. Researchers identified genes from these pathways to identify molecular subtypes associated with senescence, constructing a new risk model. Different subgroups showed significant differences in prognosis level, clinical stage and grade, immune infiltration, immunotherapy, and drug sensitivity.





Discussion

Senescence signature markers are practical biomarkers and predictors of molecular typing in ccRCC. Differences in prognosis level, clinical stage and grade, immune infiltration, immunotherapy, and drug sensitivity between different subgroups indicate that this approach could provide valuable insights into senescence-related treatment options and prognostic assessment for patients with ccRCC. The function of the gene DUSP1 in ccRCC was validated through biological experiments, confirming its feasibility as a novel biomarker for ccRCC. These findings suggest that targeted therapies based on senescence-related mechanisms could be an effective treatment option for ccRCC.
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Introduction

Renal cell carcinoma (RCC) is the most typical malignant tumor in the kidney from renal epithelial cells. RCC patients’ five-year overall survival (OS) is below 20% (1). Clear cell RCC (ccRCC) is the most common histology subtype and contributes about 70% to all cases of RCC (2). Surgical excisions are the preferred method of ccRCC treatment. However, the outcome is disappointing and is expected to be recurrent (3). The pathogenesis of ccRCC is influenced by the tumor microenvironment (TME), which includes malignant tumor cells, tumor-associated macrophages (TAMs), CD8 T cells, and fibroblasts (4). Even though many biomarkers have been proposed to assess risk models of ccRCC, a significant insufficient value remains with these models (5). Therefore, developing a new predictive model based on the significant genes and pathways of ccRCC is critically essential.

Cell senescence (CS) is a permanent break in the cell cycle and can be caused by various physiological and pathological situations, including tissue injury, aging, and tumorigenesis (6). CS can suppress the unregulated proliferation of cancer cells, thus inhibiting tumor progression (7). Studies also indicated that CS was a robust prognostic biomarker for many cancers in which senescent cells in tumor tissues may facilitate the proliferation and invasions of adjacent pre-neoplastic cells (8). However, the biological mechanisms and prognostic roles of senescence-related genes remain unclear. There is currently little understanding of whether the characteristics of CS within the ccRCC samples can be used for treatment guidance and screening out the prognostic risk subgroups.

Traditional RNA sequencing (bulk RNA-seq) profiling is conducted on a mixed population of cells, which is insufficient for detecting particular cell types and unable to assess the complexity of intra-tumor heterogeneity (9). In contrast, the single-cell RNA-seq (scRNA-seq) technique has flourished recently, allowing researchers to intuitively identify specific gene characteristics at a genome-wide scale and investigate cellular heterogeneity. In this study, we integrated scRNA-seq and bulk RNA-seq data to analyze senescence-related pathways with “ccRCC characteristics” at multiple levels. Based on the genes in these distinct senescence-related pathways, we constructed senescence-related subtypes and risk models and identified significant differences between different subtypes and risk groups in biology and clinical phenotypes. Additionally, we discovered a novel molecular marker, DUSP1, in ccRCC. These findings highlight the important value of cellular heterogeneity in ccRCC and lay the foundation for further development of clinically relevant applications.





Materials and methods




Data acquisition

The scRNA-seq files were collected from GSE159115 via the GEO database. The dataset includes 14 samples. Among them, seven lesions were ccRCC tumor samples, one lesion was a Chromophobe RCC tumor sample, and six lesions were cancer-adjacent normal tissues. For ccRCC clinical phenotype data, 526 ccRCC samples and 72 cancer-adjacent normal samples were downloaded from The Cancer Genome Atlas (TCGA) dataset that matched survival information (survival time and survival status). TCGA ccRCC gene-level copy number variation (CNV) data of Masked Copy Number Segment type assessed using the GISTIC2 method was performed. The predictive value for the risk model was validated using RECA-EU data of 91 ccRCC samples downloaded from the ICGC Data Portal. Furthermore, we utilized the GSE167573 dataset downloaded from the GEO database and the E-MTAB-1980 dataset downloaded from the ArrayExpress database (https://www.ebi.ac.uk/arrayexpress/) to further validate the performance of our risk model. Finally, to validate the model’s application in immunotherapy, we downloaded the datasets GSE78220 and GSE135222, along with their respective clinical information, from the GEO database. Additionally, we obtained the expression matrix and clinical data for IMvigor210 using the R package “IMvigor210CoreBiologies”.





Single-cell data processing

Data analysis was conducted using Seurat R package (version 3.6.3, https://satijalab.org/seurat/). At first, by setting the criteria that each gene expressed in no fewer than 3 cells and no fewer than 250 genes expressed in each cell, single-cell data were filtered, and 32352 cells were obtained. Then, according to the criteria that each cell expressed 100 to 5000 genes, 25% less mitochondrial content, and 100 to 50000 unique molecular identifier (UMI) counts. The proportions of mitochondria and rRNA were calculated using the PercentageFeatureSet function. The data of the 14 samples were individually normalized using log normalization. Hypervariable genes were screened with the FindVariableFeatures function (variant features were identified based on a variance stabilizing transformation [vst]). Subsequently, we used the canonical correlation analysis (CCA) method to identify the sample batch with the FindIntegrationAnchors function and integrated the 14 samples using the IntegrateData method genes were subjected to scaling using the ScaleData function, and anchors were obtained through principal component analysis (PCA) dimensionality reduction. The condition dim = 25 was set for cell clustering using FindNeighbors and FindClusters functions (Resolution = 0.2). We next performed t-distributed Stochastic Neighbor Embedding (tSNE) for dimension reduction on cells using the RunTSNE function and annotated subpopulations using several classical immune cell markers. Marker genes in subpopulations were screened using the FindAllMarkers function with the logarithm of fold change (log FC) = 0.5, minimal percent of the differentially expressed gene (Minpct) = 0.5, and adjusted p< 0.05 as screening thresholds.





Construction of molecular subtypes and risk model

We conducted consensus clustering on gene expression profiles using the ConsensusClusterPlus package. We simultaneously utilized the PAM algorithm and “Euclidean” metric distance and performed 500 bootstraps, with 80% of patients in the training set for each bootstrap. With the number of clusters set as 2 to 10, the consensus matrix and the consensus cumulative distribution function (CDF) were analyzed to calculate the optimal clusters. LASSO Cox regression was achieved using the R package glmnet. Then, the R package timeROC was utilized to perform the ROC analysis of RiskScore for prognostic classification.





Acquisition and quantification of gene sets

31 genes related to cell cycle progression (CCP) and 24 genes related to angiogenesis were obtained from previous studies (10). In addition, we downloaded 27 genes related to the G1/S phase from the KEGG website. To analyze differences in cell cycle scoring, tumor metastasis scoring, inflammatory response scoring, and telomerase scoring among different subtypes, several common gene sets, including HALLMARK_G2M_CHECKPOINT, HALLMARK_EPITHELIAL_MESENCHYMAL_TRANSITION, HALLMARK_INFLAMMATORY_RESPONSE, HALLMARK_HYPOXIA and REACTOME_TELOMERE_EXTENSION_BY_TELOMERASE were downloaded from the GSEA website (https://www.gsea-msigdb.org/gsea/msigdb/). Finally, we obtained relevant gene sets for 10 tumor-related pathways previously reported in the study, involving different cancer aspects (11). All gene sets were calculated using ssGSEA analysis to obtain corresponding scores.





Cell culture and transfection

Human ccRCC cell line 786-O (KCB200815YJ) were obtained from the Chinese Academy of Sciences (Kunming, China). Cells cultured as described previously (12). Small interfered RNA (Si-RNA) targeted DUSP1 (Shanghai Gene Chem Co., Ltd.) using GV493 vectors (hU6-MCS-CBh-gcGFP-IRES-puromycin) to silence the DUSP1 gene expression in 786-O cell.





Colony formation, transwell migration, invasion, Western blot assay

The Colony Formation, Transwell Migration, and Invasion assay of 786-O cell were performed as described previously (13). A minimum of five random fields of view were immediately captured on the 786-O cell. For western blot assay, 786-O cell were incubated with anti-DUSP1 (Cat# AF5286, Affinity Biosciences), anti-β-tubulin (Cat# T0023, Affinity Biosciences), anti-p21 (Cat# AF6290, Affinity Biosciences) and anti-p53 (Cat# AF0879, Affinity Biosciences), following are the specific methods shown (14).





SA-β-galactosidase detection assay

The activity of SA-β-gal with 786-O cell was performed in accordance with the manufacturer guidelines (C0602, Beyotime Biotechnology, Shanghai, China). The stained cells were visualized under an inverted microscope.





Statistical analysis

Apart from the stated bioinformatic methods, R (version 4.1.0, www.r-project.org) and GraphPad Prism 8.0 were used to analyze this research. Spearman’s rank correlation was utilized to evaluate the connection between two continuous variables. The relevance of two group divergences was tested using Student’s t-test. p< 0.05 was statistically significant.






Results




Single-cell clustering and dimension reduction analysis

After filtering, a total of 27,300 cells were obtained. As shown in Figure S1A, the UMI count was significantly related to the number of mRNAs, while the amount of UMI/mRNAs was insignificantly linked to the number of mitochondrial genes. Figures S1B, C represents the violin plot before and after quality control. Next, tSNE was performed on 27300 cells for dimension reduction using the RunTSNE function, and 12 subpopulations were identified and annotated using several classical immune cell markers (Figure S2). Among these subpopulations, subpopulation 4 was T cell (CD2, CD3D, CD3E, CD3G); subpopulation 10 was B cell (CD79A); subpopulation 11 referred to Mast cell (TPSAB1 and CPA3), subpopulation 1 referred to Macrophage (CD163, CD68, CD14); subpopulations 3 and 9 referred to Fibroblast (ACTA2, PDGFRB, NOTCH3); subpopulations 0, 5, 6, and 8 referred to ccRCC (CA9); subpopulations 2 and 7 referred to Endothelial cell (KDR, PECAM1, PLVAP, PTPRB, VCAM1).

The distribution of the 14 samples was summarized in a tSNE plot (Figure 1A); different subpopulations after clustering were presented in a tSNE plot (Figure 1B); the distribution of the annotated cells was visualized in a tSNE plot (Figure 1C). The numbers of different sample cells before and after filtering are statistically summarized in Table 1. Marker genes in 7 subpopulations were selected using the FindAllMarkers function with logFC = 0.5 and minpct = 0.5. After screening with a corrected p-value< 0.05, we only presented the expression patterns of the top 5 marker genes exhibiting the most significant contribution in the subpopulations (Figure 1D). The results of the marker genes are described in Table scRNA_marker_gene.txt. Furthermore, we analyzed the percentages of these 7 subpopulations in each sample (Figure 1E). Next, the CopyKat package was employed to predict CNV changes in cells in single-cell data to distinguish tumor cells from normal cells in each sample (although tumor and normal tissues were selected at the time of sampling, it cannot be guaranteed that tumor tissues did not contain normal cells). Among them were 1944 cancer cells and 25356 normal cells (Figure 1F).


Table 1 | Statistics of cell numbers before and after sample filtration.






Figure 1 | The single-cell landscape of clear cell renal cell carcinoma. (A) t-SNE plot showing the distribution of 14 samples; (B) t-SNE plot showing the distribution of subclusters after clustering; (C) t-SNE plot showing the distribution of cells after annotation; (D) dot plot showing the expression of the top 5 marker genes in annotated subclusters; (E) proportion and the number of cells in annotated subclusters across samples; (F) distribution of malignant and non-malignant cells predicted by copykat.







Cell senescence characteristics in single-cell level

As shown in Figure 2, fibroblast senescence-related pathways had higher scores in malignant cells than in non-malignant cells, and endothelial cells were only present in non-malignant cells.




Figure 2 | Differential analysis of senescence-related pathways at the single-cell level based on GSVA analysis.







Validation of cell senescence abnormalities based on bulk RNA-seq data

Our results demonstrate that malignant cells exhibit higher expression of cell senescence-associated pathways than non-malignant cells at the single-cell level. We examined expression profiles in tumor and normal tissue samples using bulk RNA-seq data to further analyze these pathways. Through GSEA software analysis, we found that GOBP_REGULATION_OF_CELL_AGING, GOBP_NEGATIVE_REGULATION_OF_CELL_AGING, and KEGG_P53_SIGNALING_PATHWAY were significantly enriched in tumor tissues from the TCGA dataset (Figure 3A).




Figure 3 | Enrichment results of senescence-related pathways in TCGA dataset. (A) Results of GSEA enrichment analysis on TCGA data; (B) Heatmap showing expression of senescence-related pathway ssGSEA scores in tumor and adjacent normal tissues of TCGA dataset. ***, p<0.001.



Next, the scores of these senescence-associated pathways in tumor tissues and normal tissues in each sample in the TCGA dataset were subjected to a ssGSEA analysis. The significance of each cell senescence-associated pathway in tumor tissues and adjacent tumor tissues was calculated, and we found the enrichment scores of GOBP_REGULATION_OF_CELL_AGING, GOBP_NEGATIVE_REGULATION_OF_CELL_AGING, KEGG_P53_SIGNALING_PATHWAY was higher in tumor tissues than in tumor-adjacent tissues (Figure 3B). The scores of the pathways mentioned above in the TCGA dataset are presented in Table tcga.cellage.score.txt.





Construction of cell senescence-related subtypes

As described above, our analysis revealed three cell senescence-related pathways, including (GOBP_REGULATION_OF_CELL_AGING, GOBP_NEGATIVE_REGULATION_OF_CELL_AGING, and KEGG_P53_SIGNALING_PATHWAY) were significantly enriched in tumor tissues. Therefore, a univariate Cox analysis was implemented on the genes in these three pathways in the TCGA and ICGC datasets using the survival package and screened prognosis-associated genes with p< 0.05. The results showed 57 prognosis-associated genes in the TCGA dataset and 18 prognosis-associated genes in the ICGC dataset. Furthermore, we found that 7 of these genes were correlated with prognosis in both datasets. The results of univariate Cox analysis on the genes in three senescence-related pathways in TCGA and ICGC datasets are outlined in Table tcga.cellage.cox.txt and icgc.cellage.cox.txt.

Next, based on seven prognostic genes, we performed clustering using the ConsensusClusterPlus package on 526 ccRCC samples from the TCGA dataset. CDF Delta area curves show that the clustering with Cluster = 3 was more stable (Figures 4A, B). Ultimately, we selected k = 3 and obtained three subtypes (cluster) (Figure 4C). A subsequent analysis on the prognostic characteristics of these three subtypes was conducted, the results of which revealed that these three subtypes had notable differences in prognoses (Figure 4D). Overall, the clust1 subtype exhibited the best prognosis, followed by the clust2 subtype (second) and clust3 subtype (worst).




Figure 4 | Identification of senescence-related subtypes in ccRCC. (A) CDF curve of TCGA cohort samples; (B) Delta area curve of consensus clustering for TCGA cohort samples, indicating the relative change in area under the cumulative distribution function (CDF) curve for each category number k compared with k-1. The horizontal axis represents the category number k, and the vertical axis represents the relative change in area under the CDF curve; (C) Sample clustering heatmap at consensus k=3; (D) KM curves of three subtypes for prognosis in TCGA cohort; (E) KM curves of three subtypes for prognosis in ICGC cohort; (F) PCA analysis based on senescence-related genes in TCGA dataset; (G) PCA analysis based on senescence-related genes in ICGC dataset.



Additionally, we used the same method to analyze the patients in the ICGC dataset and observed marked differences in prognoses among these three molecular subtypes (Figure 4E), which coincided with the results of the TCGA dataset. The results above suggested the transferability of the three molecular subtypes based on feature scores in different study cohorts. The TCGA and ICGC datasets subtypes are presented in Table tcga.subtype.txt and icgc.subtype.txt. Meanwhile, we further conducted PCA on 7 prognosis-related genes in cell senescence-associated pathways. As depicted in Figures 4F, G, the PCA results supported that the molecular subtypes constructed based on cell senescence-associated genes were stable and reliable.





Differential analysis of clinical phenotypes in cell senescence-related subtypes

For the patients in the TCGA dataset, the distribution of various clinical features in the three molecular subtypes was compared. The corresponding results demonstrated significant differences among the three subtypes concerning gender, T stage, N stage, Stage, Grade, and survival status of patients in the TCGA dataset (Figure 5). Additionally, we performed a comparative analysis of various clinical features among the three molecular subtypes in 91 ccRCC patients from the RECA-EU dataset. The results of our analysis demonstrated significant differences in the T stage and nearly significant differences in the M stage among the three subtypes. However, no significant differences were observed in the N stage grouping. (Supplementary Table 1).




Figure 5 | Comparison of different clinical features distribution among three molecular subtypes in TCGA dataset.







Differences in variations of cell senescence-related subtypes

We next integrated copy-number variants (CNVs) in TCGA-KIRC using the gistic2 software under a confidence level of 0.9, with hg38 as the reference genome. As presented in Figures 6A–C, differences were noted in CNVs among the three subtypes. Also, the maftools package was employed to analyze the single nucleotide variant (SNV) data downloaded from TCGA, from which the top 15 genes with the most variations were selected and visualized (Figure 6D).




Figure 6 | Copy number variation landscape among different subtypes. (A) Peak plot of gene copy number amplifications (in red) and deletions (in blue) in clust1 subtype.; (B) Peak plot of gene copy number amplifications (in red) and deletions (in blue) in clust2 subtype.; (C) Peak plot of gene copy number amplifications (in red) and deletions (in blue) in clust3 subtype.; (D) Waterfall plot of the top 15 genes with the most SNV mutations among subtypes.







Biological characteristics of cell senescence-related subtypes

The CCP score in each sample from the TCGA dataset was calculated using the ssGSEA method. The results indicated that the clust3 subtype, which had the worst prognosis, exhibited a higher CCP score. (Figure 7A). Previous research has demonstrated that tumor cells can suppress the induction of cell senescence in the cell cycle, and an essential characteristic of senescent cells is that upregulation of cyclin-dependent kinases such as INK4a and p21 can lead to cell cycle arrest (15).. It is noteworthy that the results also demonstrated an increase in G1/S phase- and G2 checkpoint-related scores in the clust3 subtype (Figures 7B, C). These data indirectly illustrated that the cell cycle was not the only influencing factor for cell senescence, and other mechanisms in the body may act together with the cell cycle to regulate cellular senescence.




Figure 7 | Biological features comparison between different aging subtypes in ccRCC from TCGA dataset. (A) Comparison of CCP scores among three subtypes in TCGA dataset; (B) Comparison of G1/S phase scores among three subtypes in TCGA dataset; (C) Comparison of G2M checkpoint scores among three subtypes in TCGA dataset; (D) Comparison of telomerase activity scores among three subtypes in TCGA dataset; (E) Comparison of EMT scores among three subtypes in TCGA dataset; (F) Comparison of hypoxia scores among three subtypes in TCGA dataset; (G) Comparison of angiogenesis scores among three subtypes in TCGA dataset; (H) Comparison of immune scores calculated by ESTIMATE among three subtypes in TCGA dataset; (I) Comparison of 22 immune cell scores calculated by CIBERSORT among three subtypes in TCGA dataset; (J) Comparison of tumor-related pathway scores among three subtypes in TCGA dataset; (K) Comparison of inflammation scores among three subtypes in TCGA dataset. ns, p≥0.05; *, p< 0.05; **, p<0.01; ***, p<0.001; ****, p<0.0001.



Likewise, telomerase inhibition induces cellular senescence (15). Tumor cells often activate the telomerase activity to prevent the loss of telomeres in the body. Telomere Extension by Telomerase was the primary function of this pathway. The results of this analysis indicate that the clust3 subtype with a worse prognosis had a higher score of telomere extension by telomerase (Figure 7D). Nevertheless, apart from transmitting a “please kill me” message, factors secreted by senescent cells can impact adjacent cells, thus hastening tumor migration and metastasis by inducing epithelial-mesenchymal transition (EMT). Meanwhile, senescent tumor cells can expedite the formation of blood vessels and lymphatic vessels by recruiting specific macrophages and also supply oxygen and nutrients for the growth of other tumor cells, thereby facilitating tumor growth and metastasis. The results showed a higher EMT score of cluster 3 (Figure 7E). Furthermore, clustering analysis revealed that angiogenesis and hypoxia scores were significantly lower in the second cluster of patients (Figures 7F, G). Next, the immune score and stromal score of samples from TCGA were estimated using the ESTIMATE method. According to these two scores, a higher degree of immune infiltration was noted in the clust3 subtype (Figure 7H). The CIBERSORT method scored 22 immune cells from the TCGA dataset. It was found that cell senescence-associated subtypes significantly differed among some immune cells. Macrophages, in particular, exhibit a notable variance in their level of infiltration across distinct senescence subgroups (Figure 7I). We scored the enrichment of 10 tumor-related pathways in samples from TCGA-KIRC and observed significant differences in all 10 pathways (Figure 7J). Notably, the inflammation score of patients in the clust3 subtype was significantly higher than that of patients in the clust1 and clust2 subtypes, as shown in the clustering analysis results (Figure 7K). These findings suggest a potential correlation between the molecular subtype of ccRCC and the TME, which may have implications for personalized treatment strategies in the future.





Construction and validation of cell senescence-related risk model

As described above, we identified three different molecular subtypes through 7 essential genes and found differences in clinical phenotype, mutation, and immune characteristics among subtypes. The clust3 subtype showed the worst prognosis, followed by the clust2 subtype, while the clust1 subtype exhibited the optimal prognosis. Then, we conducted differential analyses of the clust1 vs. no_clust1 subtype, clust2 vs. no_clust2 subtype, and clust3 vs. no_clust3 subtype with the limma package, the results of which are summarized in Table tcga.diff.clust1.txt, tcga.diff.clust2.txt, and tcga.diff.clust3.txt, respectively. Here, we screened differentially expressed genes (DEGs) with p< 0.05 and |log2 (Fold Change)| >1 as thresholds. Ultimately, 314 up-regulated genes and 7 down-regulated genes were found in clust1 vs. no_clust1; 4 up-regulated genes and 754 down-regulated genes were identified in clust2 vs. no_clust2; 95 up-regulated genes and 71 down-regulated genes were obtained in clust3 vs. no_clust3. Lastly, we obtained 964 DEGs for further analysis, as listed in Table all.diff.gene.txt. The results of differential analysis of the clust1 vs. no_clust1 subtype, clust2 vs. no_clust2 subtype, and clust3 vs. no_clust3 subtype are visualized in volcano plots (Figures 8A-C).




Figure 8 | Construction of risk model and functional validation of critical genes. (A) Differential analysis between clust1 and no_clust1 in TCGA dataset; (B) Differential analysis between clust2 and no_clust2 in TCGA dataset; (C) Differential analysis between clust3 and no_clust3 in TCGA dataset; (D) A total of 961 promising candidates were identified among the differentially expressed genes; (E) Trajectory of each independent variable as lambda changes; (F) Confidence interval under lambda; (G) Coefficients of prognostic-related genes obtained from multivariate Cox analysis; (H) Western blot assay of DUSP1 protein expression in 786-O cell after transfection of Si-DUSP1; (I) Colony formation assay was carried out to evaluate the proliferation of 786-O cell; (J, K) Transwell assay was used to assess the migration and invasion of 786-O cell. (L) Western blot assay of p21 and p53 protein expression in 786-O cell after transfection of Si-DUSP1. *, p< 0.05; (M) SA-β-gal staining of 786-O cell. *, p< 0.05.



Next, a univariate Cox analysis of the 964 DEGs was realized using the coxph function of the survival package and identified 613 genes showing significant effects on prognosis (p< 0.05), consisting of 100 “risk” genes and 513 “protective” genes (Figure 8D). The corresponding results are summarized in Table tcga.cox.txt. Furthermore, a LASSO regression analysis on the 613 essential genes was implemented to reduce the number of genes for the risk model. The trajectory of each independent variable was analyzed. It was suggested that number of independent variables with a coefficient close to 0 increased gradually as the lambda increased gradually (Figure 8E). We employed 10-fold cross validation for model construction and analyzed the confidence interval for each lambda (Figure 8F). It should be noted that the optimization model was developed using lambda = 0.0386. Therefore, we selected 21 genes at lambda = 0.0386 as target genes for subsequent analysis. Following stepwise regression, the number of genes was reduced from 21 to 10. Ultimately, a 10-gene signature including ITGA8, SEMA3G, DPYSL3, IFITM1, ZNF521, SOCS3, PCSK6, DUSP1, SLC44A4, and IL20RB was developed, and Senescore was calculated using the formula:

	

The role of DUSP1 in ccRCC is shown in Supplementary Figure 1. To deeper understanding the function of DUSP1 in 786-O cell development, Si-RNA were preformed to silence the expression of DUSP1 in 786-O cell. We found that cells transfected with Si-DUSP1 significantly decreased the expression of DUSP1 protein compared with the control (Figure 8). Colony formation assay was used to evaluate cell proliferation. The count of colonies established indicated that the proliferation ability of 786-O cell was activated when transfected with Si-DUSP1, indicating that inhibition of DUSP1 promote 786-O cell proliferation (Figure 8I). Transwell assay showed that DUSP1 knockdown increased the number of 786-O compared with the control (Figures 8J, K). we identified that knockdown of DUSP1 increased the proliferation, migration, and invasion of 786-O cell. Furthermore, we detected decreased expression of p21 and p53 proteins (canonical protein targets of Cell Senescence), in 786-O cell with suppression of DUSP1 (Figure 8L). We also stained for senescence-associated β-galactosidase (SA-β-Gal), a commonly accepted marker for senescent cells. The number of SA-β-Gal 786-O cell was decreased in Si-DUSP1 group compared to control (Figure 8M), suggesting that knockdown of DUSP1 suppress cellular senescence of 786-O cell.





Prognostic analysis and validation of the risk model

Next, we calculated the risk score for each sample individually based on the expression profiles of samples in the training dataset from TCGA data. We separately analyzed the classification efficiency of this model to predict 1-year to 5-year prognoses. As depicted in Figure 9A, this model had a high area under the curve (AUC) value; At last, we performed Z-score normalization on the Riskscore and assigned the samples to a high-risk subgroup (Riskscore > 0 after Z-score normalization) and low-risk subgroup (Riskscore< 0 after Z-score normalization). Kaplan-Meier (KM) curves were plotted accordingly. The analysis indicated significant differences between the two groups in terms of overall survival, disease-specific survival, and progression-free survival in TCGA-KIRC cohort (Figure 9B, Supplementary Figures 2E–G). To validate the robustness of the model, the same method was applied for validation using the ICGC dataset. The AUC values of the risk model established with the 10 genes mentioned above are presented in Figure 9C. After the Z-score normalization of Riskscore. The samples were assigned to the high-risk subgroup and low-risk subgroup. The KM curves showed significant differences between these two groups in the ICGC dataset (p< 0.05). Furthermore, we validated the robustness of our model in two additional microarray datasets, as shown in Supplementary Figures 2A-D by the Kaplan-Meier (KM) curves and AUC values based on the risk model established using the 10 genes. The results indicated that the risk model established using the 10 genes can be effectively applied to microarray data, further confirming the reliability of our research findings.




Figure 9 | Prognostic analysis and validation of the risk model. (A) ROC curve of the risk model constructed by 10 genes in TCGA dataset; (B) KM curve of the risk model in TCGA dataset; (C) ROC curve of the risk model constructed by 10 genes in ICGC dataset; (D) KM curve of the risk model in ICGC dataset.







Correlations between risk model and clinical characteristics

To ascertain the correlations between the RiskScore and the clinical characteristics of ccRCC, we analyzed the differences in the RiskScore among different TNM grades and Stages in the TCGA-KIRC dataset. The results exhibited that a higher clinical grade was associated with a higher risk score (Figure 10).




Figure 10 | Senescore differences in clinical pathological features in TCGA dataset. ns, p≥0.05; *, p< 0.05; **, p<0.01; ***, p<0.001; ****, p<0.0001.







Biological characteristics of cell senescence-related risk score

Based on the results mentioned above, cell senescence-associated subtypes were associated with cell cycle, telomere extension by telomerase, hypoxia, angiogenesis, and immunity. Therefore, the correlations of those scores with the cell senescence-related risk score were analyzed using the rcorr function in the Hmisc package (Figure 11).




Figure 11 | Association between the Senescore and biological feature scores. (A) The correlation between CCP score and Senescore. (B) The correlation between telomere extension score of telomerase and Senescore. (C) The correlation between hypoxia score and Senescore. (D) The correlation between angiogenesis score and Senescore. (E) Heatmap showing the correlation between predicted immune cell score by CIBERSORT and Senescore. *, p< 0.05; **, p<0.01; ***, p<0.001; ****, p<0.0001.







Prediction of immunotherapeutic efficacy with the cell senescence-related risk score

To assess the relevance of the Senescore to immunotherapy, we evaluated the predictive capability of the Senescore for patient response to ICB therapy. In the anti-PD-L1 cohort (IMvigor210 cohort), a high Senescore was associated with a worse prognosis (Figure 12C; log-rank test, p< 0.05). Additionally, we found the varied response of 348 patients in the IMvigor210 cohort to PD-L1 blockers, encompassing complete response (CR), partial response (PR), stable disease (SD), and progressive disease (PD). The patients with SD/PD had a higher Senescore versus those with CR/PR (Figure 12A). Based on percentage statistics between the low- and high-Senescore groups, significantly better treatment outcomes were noted in patients with a low Senescore (Figure 12B). We analyzed survival differences among all samples in the IMvigor210 cohort as well as the survival differences at different Stages. The results showed significant survival differences among Stage I + II samples (Figure 12D), but insignificant survival differences between low- and high-Senescore groups in Stage III + IV samples (Figure 12E). Particularly, the Senescore exhibited outstanding predictive performance in early-stage clinical samples.




Figure 12 | Application of the Senescore in immune therapy. (A) Differences in Senescore among immune therapy responders in the IMvigor210 cohort. (B) Distribution of immune therapy response among Senescore groups in the IMvigor210 cohort. (C) Differences in prognosis among Senescore groups in the IMvigor210 cohort. (D) Differences in prognosis among early-stage patients in the Senescore groups of the IMvigor210 cohort. (E) Differences in prognosis among late-stage patients in the Senescore groups of the IMvigor210 cohort. (F) Differences in Senescore among immune therapy responders analyzed by TIDE in the IMvigor210 cohort. G: Differences in TIDE among immune therapy responders analyzed by TIDE in the IMvigor210 cohort. **, p<0.01. ns, p≥0.05; ****, p<0.0001.



The result from TIDE showed that a higher TIDE prediction score denoted a higher probability of immune escape, indicating a lower probability that the patient might benefit from immunotherapy. Furthermore, the Senescore and TIDE scores were higher in non-responders to immunotherapy, which indirectly suggested that patients with high Senescore were less prone to benefit from immunotherapy (Figures 12F, G).

Additionally, we assessed the efficacy of Senescore on other immunotherapy cohorts. Our findings indicate that the GSE135222 cohort shows a different response when compared to the IMvigor210 cohort. Patients with high Senescore performances exhibited enhanced benefits from immunotherapy and sustained better prognoses. Nevertheless, in the GSE78220 immunotherapy cohort, the high and low Senescore divisions did not function as dependable predictive markers for patient outcomes (Supplementary Figure 3).





Correlations of cell senescence-related risk scores and drug sensitivity

This study also compared the response of high- and low-risk populations to conventional chemotherapeutic agents such as Erlotinib, MG-132, and Paclitaxel. The high Senescore group showed a higher sensitivity to the abovementioned agents (Figure 13).




Figure 13 | Differential analysis of Senescore and IC50 drug sensitivity. ****, p<0.0001.







Senescore integrated with clinicopathological features for improved prognostic models and survival prediction

Through univariate and multivariate Cox regression analyses of the Senescore and clinicopathological characteristics, the Senescore was identified as the most significant prognostic factor (Figures 14A, B). To quantify patients’ risk assessment and survival probability, we integrated the Senescore and other clinicopathological characteristics to establish a nomogram (Figure 14C). Based on the results. The Senescore exhibited the most significant impact on survival prediction. Furthermore, a calibration curve was utilized for the predictive accuracy assessment. As presented in Figure 14D, the calibration curves for the prediction at the three calibration points (1, 3, and 5 years) almost coincided with the standard curves, suggesting the good predictive performance of the nomogram. Also, decision curve analysis (DCA) was carried out to evaluate the reliability of this model. The benefit of either Senescore or nomogram was remarkably higher than that of the extreme curve. Compared to other clinicopathological characteristics, nomogram, and Senescore exhibited more vital survival prediction ability (Figure 14E).




Figure 14 | The clinical applications of Senescore. (A, B) Univariate and multivariate Cox analyses of Senescore and clinical pathological features; (C) Construction of the nomogram model; (D) Calibration curves of the nomogram in 1, 3, and 5 years; (E) Clinical applications of nomogram model and Senescore. ***, p<0.001.








Discussion

Based on single-cell data analysis, this study interpreted the abnormalities in cell senescence-associated pathways within the TME. Meanwhile, we screened cell senescence-associated pathways enriched in tumor tissues in bulk RNA-seq dataset by GSEA and constructed cell senescence-associated subtypes and risk models based on the genes in these pathways. Moreover, this study linked the efficacy of immunotherapy to cell senescence-associated risk scores.

ccRCC is a highly heterogeneous renal tumor developed by different complex epigenetic driving mechanisms and molecular pathways. Due to its malignant progression and high recurrence rate, ccRCC is the deadliest type of renal tumor. Currently, postoperative recovery in patients with ccRCC remains unsatisfactory, and only a few patients may benefit from drug therapy targeting tyrosine kinase inhibitors (TKI) and anti-PD-1 antibodies (16). Biomarkers that can accurately predict prognosis and guide the treatment of ccRCC have not been fully identified and applied clinically. Immunosenescence refers to the age-related decline in immune system function, which can impair the body’s ability to defend against infections, vaccines, and tumors (17). As a result, older individuals are more susceptible to infections and less capable of mounting an effective immune response to diseases. The increased risk of cancer in older adults is of particular concern, as tumor cells often exploit deficiencies in the immune system to evade detection and clearance, making treatment more challenging (18). Consequently, immunosenescence has emerged as a prominent topic in medical research. By exploring the underlying mechanisms of immunosenescence and its impact on human health, researchers hope to develop new strategies to enhance immune function and improve the health and well-being of older individuals. Cellular senescence is a permanent state of the arrest of the cell cycle, and senescent cells/genes have been observed to accumulate during aging and play a role in various tumors (19). Xu et al. constructed a senescence-associated prognostic model significantly correlated with lung adenocarcinoma diagnosis and prognosis (20). In addition, a previous study showed that senescence-associated protein P400 is a prognostic marker for renal cell carcinoma (21). However, senescence characteristics and senescence-associated prognostic models of ccRCC are still rare. The specific molecular markers for ccRCC also need to be further elucidated.

Many studies have attempted to build models based on gene sequencing and clinical data to predict the prognosis of patients with ccRCC (22, 23). However, the clinical application of these models has had little effect. In this study, we used RNA-seq combined with bulk RNA-Seq to analyze the cellular senescence characteristics of ccRCC. Our assessment has recognized IFITM1, SOCS3, DPYSL3, IL20RB, SLC44A4, SEMA3G, ITGA8, PCSK6, ZNF521, and DUSP1 as genes that exhibit noteworthy differential expression in association with senescence in patients with ccRCC. A prognostic model based on these 10 genes is established. Our senescence-related prognostic features showed good performance, with the AUC values of 1-year, 3-year, and 5-year OS predicted by the TCGA database being 0.84, 0.81, and 0.79, respectively. We also used the ICGC dataset to further validate and evaluate the prognosis. The ICGC database predicted the AUC value of 1-year, 3-year, and 5-year OS to be 0.6, 0.69, and 0.7, respectively. The results showed that the senescence-associated prognostic model we constructed could predict the survival rate of ccRCC. Regrettably, extending this gene signature to other types of tumors is unfeasible. Currently, the markers of aging in tumors remain unclear and may vary depending on tumor type and subtype. Each tumor type has distinct biological and genetic characteristics, which could affect the expression of senescence markers in tumor cells. Therefore, a more thorough analysis and evaluation must first be conducted before investigating the applicability of aging markers in specific tumors. In the future, we hope to identify more generalized, broad-spectrum aging markers that can be utilized across different tumor types, facilitating more precise and convenient guidance for studying tumor subtypes.

DUSP1 is a threonine-tyrosine bispecific phosphatase that targets negatively regulating the MAPK signaling pathway (24). Nevertheless, its role in tumorigenesis is controversial. DUSP1 is highly expressed in a range of tumors, including lung, breast, ovarian, gastric, and prostate cancers (25–29), while low expression in HCC (30). Several studies have demonstrated the involvement of DUSP1 in malignant tumor progression through various signaling pathways (31). However, the role of DUSP1 in ccRCC remains unknown. The results of this study indicate that DUSP1 is one of the essential regulatory genes of senescence characteristics in ccRCC. The results of specific staining experiments demonstrated that DUSP1 plays an essential role in the senescence of renal clear cell carcinoma cells by effectively inhibiting the generation of senescent cells. In vitro experiments, we found that DUSP1 knockdown significantly promoted the proliferation, migration, and invasion of renal carcinoma cells. Targeting DUSP1 may serve as a potential “senescence biomarker” for predicting clinical outcomes in patients with ccRCC.

The tumor microenvironment (TME) comprises various types of cells, including tumor cells, inflammatory cells, immune cells, stromal stem cells, endothelial cells, and tumor-associated fibroblasts, which play essential roles in the proliferation and drug resistance of tumor cells. Cellular senescence in TME can trigger immune cell infiltration and promote tumor progression (32, 33). This study found that T cells, B cells, mast cells, macrophage, fibroblast, and endothelial cells were significant tumor-infiltrating cell clusters compared to adjacent normal tissues. We also found that fibroblast senescence-related pathway scores were higher in ccRCC than adjacent normal tissue cells. Tumor fibroblasts are the primary source of tumor extracellular matrix (ECM) (34). Shi et al. demonstrated that the recruitment of cancer-associated fibroblasts (CAFs) in the ccRCC microenvironment occurs through interaction with malignant proximal renal tubular epithelial cells (PTEC) (35). Peng et al. showed that infiltrating CAFs could reduce CD8+ T cell infiltration in the TME of ccRCC by secreting galactolectin 73 (Gal1) (36). The study found that CAFs can provide metabolic support to cancer cells by releasing alanine and deoxycytidine, thereby enhancing chemotherapy drug resistance (37, 38). Extracellular vesicles from CAFs have also been shown to contain various surface proteins (CD105, Hsp70, TGF-β1, etc.) and metabolites (lactate, amino acids, lipids, etc.), which can affect tumor progression and drug resistance (39). CAFs may represent a novel therapeutic target to combat resistance to ccRCC treatment. Targeting CAFs with immunotherapy is also emerging as an effective treatment for ccRCC.

This study investigated the correlation between multiple molecular characteristics, such as telomerase, EMT, and angiogenesis, representing different physiological processes and cell senescence scores. Furthermore, the study explored the relationship between immune infiltration levels in the tumor microenvironment and cell aging scores. Although specific impacts of each characteristic on immune infiltration have been reported, for instance, the telomerase catalytic subunit (TERT) activates endogenous retroviruses to promote the formation of a tumor immune suppression microenvironment (40). At the same time, epithelial-mesenchymal transition (EMT) plays a vital role in immune evasion and tumor immune suppression. The EMT score may be a predictive biomarker for clinical response to immune checkpoint blockade. In addition, tumor angiogenesis is associated with the infiltration of different immune cell types in the TME, which could affect the response of tumors to immunotherapy. These results suggest that cell aging affects immune infiltration through multiple molecular mechanisms. However, further research is necessary to understand the precise impact of cell aging on immune infiltration. Through correlational analysis of these results, it is expected to link cell senescence, immune infiltration, and molecular features, providing a comprehensive understanding and assistance for ccRCC treatment.

Furthermore, this study explored the potential use of risk scores associated with cellular senescence in immune therapy by linking them to its effectiveness. We conducted an effective analysis of the correlation and difference between the senescence score and the infiltration level of immune cells, which is critical when predicting the results of immune therapy using risk scores associated with cellular senescence. Notably, both significant differences in infiltration levels of macrophages among different subtypes and a significant correlation between senescence score and macrophages were shown by the results. M0 macrophages are undifferentiated precursor cells that differentiate into either M1 (pro-inflammatory) or M2 (anti-inflammatory) macrophages according to the needs of the TME. Although we cannot accurately evaluate the precise effects of cell senescence signatures on immune cells, we hypothesize that genes in the model may facilitate the polarization of M0 macrophages toward tumor-promoting M2 macrophages during polarization. For example, SOCS3 plays an important role in the polarization of M2 macrophages (10), but the roles of other genes in macrophage polarization remain unclear. Our main goal is to guide immune therapy for patients by reflecting the infiltration of immune cells in complex TMEs and highly heterogeneous backgrounds using senescence scores. Overall, these results suggest that it is possible to evaluate the infiltration of immune cells in the TME or the molecular characteristics of different tumor patients by using senescence scores. Senescence scores can be used as a useful marker to evaluate the infiltration level of immune cells effectively and conveniently in TME.

Although current research provides a relatively clear understanding of the senescence features in ccRCC and enhances our understanding of the role of cellular senescence in ccRCC, some limitations still cannot be ignored. Although this study validated the results using multiple ccRCC patient cohorts, the limited sample size may not fully represent the characteristics of the entire ccRCC patient population. Additionally, the data used in this study may come from limited datasets or databases and, therefore, may not fully cover all relevant information. Finally, this study did not consider potential external factors such as environmental factors and lifestyle, which may impact the conclusions drawn in this study. In summary, this study uncovered abnormal senescence-related pathways in the TME of ccRCC using a combination of single-cell data and bulk RNA-seq. Based on these dysregulated aging signaling pathways, senescence-related subtypes and risk models were created, which offer new methods to evaluate prognosis, guide clinical drug selection, and assess immune therapy response in ccRCC patients. Targeting essential senescence-related genes may lead to a new understanding of the molecular mechanisms of aging in ccRCC and their clinical applications.
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Among cancer treatments, immunotherapy is considered a promising strategy. Nonetheless, only a small number of individuals with head and neck squamous cell carcinoma exhibit positive responses to immunotherapy. This study aims to discover possible antigens for head and neck squamous cell carcinoma, create an mRNA vaccine for this type of cancer, investigate the connection between head and neck squamous cell carcinoma and periodontal disease, and determine the immune subtype of cells affected by head and neck squamous cell carcinoma. To ascertain gene expression profiles and clinical data corresponding to them, an examination was carried out on the TCGA database. Antigen-presenting cells were detected using TIMER. Targeting six immune-related genes (CXCL5, ADM, FGF9, AIMP1, STC1, and CDKN2A) in individuals diagnosed with head and neck squamous cell carcinoma has shown promising results in immunotherapy triggered by periodontal disease. These genes have been linked to improved prognosis and increased immune cell infiltration. Additionally, CXCL5, ADM, FGF9, AIMP1, STC1, and CDKN2A exhibited potential as antigens in the creation of an mRNA vaccine. A nomogram model containing ADM expression and tumor stage was constructed for clinical practice. To summarize, ADM shows potential as a candidate biomarker for predicting the prognosis, molecular features, and immune characteristics of head and neck squamous cell carcinoma cells. Our results, obtained through real-time PCR analysis, showed a significant upregulation of ADM in the SCC-25 cell line compared to the NOK-SI cell line. This suggests that ADM might be implicated in the pathogenesis of HNSC, highlighting the potential of ADM as a target in HNSC treatment. However, further research is needed to elucidate the functional role of ADM in HNSC. Our findings provide a basis for the further exploration of the molecular mechanisms underlying HNSC and could help develop novel therapeutic strategies.
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Introduction

In the mouth exist over 700 microorganisms, including symbiotic and opportunistic bacteria, viruses, and fungi that are in symbiotic relationships with each other (1). Infection with periodontal pathogens causes chronic inflammation of the periodontal tissues, resulting in damage to the supporting tissues of the teeth and ultimately tooth loss (2). Severe periodontitis affects approximately 10.8% of the overall populace, ranking as the sixth most common ailment globally (3). Multiple research studies have indicated that periodontal disease raises the likelihood of various malignancies, such as oral cancer, breast cancer, head and neck squamous cell carcinoma (HNSC), and prostate cancer (4). Furthermore, research has revealed that periodontal disease can impact overall health, such as atherosclerotic cardiovascular disease, diabetes, negative pregnancy outcomes, and chronic obstructive pulmonary disorders (5, 6). Significant impact on public health could occur if interventions that decrease the likelihood of developing or exacerbating periodontal disease also decrease the likelihood of developing or exacerbating cancer (7). As a result of the host immune-inflammatory response, environmental factors, genomics, and microenvironments, periodontal disease results in an imbalance of epithelial and connective tissue homeostasis (8). Interactions between these molecules result in enormous complexity, with dysregulation of the transcriptome, methylome, proteome, and metabolome, all of which may contribute to periodontal inflammation and tissue destruction (9).

In 2012, there were approximately 300,000 newly reported instances of HNSC globally, leading to a mortality rate of 2.7 per 100,000 individuals (10). The incidence has also increased among young and middle-aged individuals in recent years (11). According to reports, HNSC ranks as the sixth most prevalent cancer globally, with squamous cell carcinoma being the predominant type (12). Although there is a 50% probability of early detection of HNSC, the majority of individuals with HNSC receive a diagnosis during a late stage. Approximately 16% of individuals diagnosed with HNSC manage to survive for a complete period of five years as a result of either local or distant spread (13). It is disappointing that the clinical outcomes of patients have not improved significantly over the past decade despite advances in surgery, chemotherapy, and radiation therapy (14). HNSC is considered to have a multifactorial nature, with tobacco, alcohol, and betel nuts identified as the primary risk factors (15, 16).

There are two main types of immunotherapy for cancer: passive and active forms. Active immunotherapy involves stimulating the patient’s immune system, which results in the activation of natural killer cells, T cells, or the production of antibodies targeting tumor-specific antigens (17). In the meantime, the innate immune system is strengthened through passive immunotherapy, which involves temporarily introducing external proinflammatory cytokines into the body to revive the T helper cell (Th)-1 response (18). By activating immune checkpoint pathways, cancer cells are able to escape detection by the immune system. Blocking immune checkpoints can hinder the activation of the PD-1 immune checkpoint protein, enabling T cells to attack cancer cells and restore health. There is increasing evidence that these drugs inhibit the progression of some solid tumors in recent years (19). Nivolumab and pembrolizumab, among other newly developed drugs, work by inhibiting the immune checkpoint protein PD-1, which leads to the restoration of T cell function and their ability to combat cancer cells (20). Additionally, ongoing research is being conducted on PD-L1 inhibitors for the management of different types of tumors, including certain malignancies that are currently being treated using these inhibitors (21). Furthermore, the utilization of PD-1 and PD-L1 inhibitors in immunotherapy is linked to heart failure, along with other adverse effects like dermatitis, autoimmune enteropathy, thyroid abnormalities, and autoimmune liver inflammation (22). There is an urgent need for the advancement of more efficient immunotherapies for HNSC.

To comprehend the correlation between HNSC and periodontitis, a bioinformatics analysis was carried out as a component of this study. The TCGA database was utilized to retrieve mRNA expression profiles and clinical data of patients diagnosed with HNSC. Furthermore, the CTD repository was utilized to retrieve genes linked to periodontal disease. Through the analysis of GO and KEGG enrichment, it was found that periodontal disease is linked to HNSC. According to bioinformatic analysis, there is an indication of a strong association between periodontal disease and multiple other illnesses. Furthermore, the analysis of differential expression was conducted to investigate the correlation between periodontal disease and HNSC. Next, we developed prognostic indicators to further investigate the relationship between the genes associated with periodontal disease and HNSC. In order to validate the reliability of the prognostic prediction model, survival analysis and ROC curves were performed. As part of our research, we have successfully analyzed bioinformatics data on periodontal disease and HNSC. The present study presents a novel approach to investigating the correlation between periodontal disease and HNSC.





Methods




Dataset downloaded

The Comparative Toxicogenomics Database (CTD) (23–26) is a valuable resource for enhancing our knowledge of the impact of environmental exposures on human health. An information source that offers details on the connections among molecules, genes, and proteins, along with the associations between chemicals, diseases, and genes. To identify genes closely associated with the disease, we obtained the genes related to periodontal disease from the CTD database. The Tumor Genome Atlas (TCGA) was launched in 2006 through a collaboration between the National Cancer Institute (NCI) and the National Human Genome Research Institute (NHGRI), with funding provided by the National Cancer Institute. Extensive collaboration was employed to enhance comprehension of the molecular foundation of cancer by utilizing advanced genome analysis technology on a large scale. To further examine the genes associated with this type of cancer, we obtained transcript data and clinical information pertaining to HNSC. This study included a cohort of 504 individuals diagnosed with HNSC and 44 healthy controls. Moreover, the ImmPort repository held a grand total of 3178 genes associated with the immune system.





The variation in expression of genes associated with periodontal disease and the immune system

In the first step, TCGA expression data for HNSC were downloaded. Using standardization, normalization, analysis, and processing, gene expression data were divided into groups representing HNSC and groups representing normal tissue. Furthermore, we acquired genes that have a strong correlation with periodontal disease and the immune system. Additionally, we classified genes as differentially expressed if their |log2FC| was greater than 1 and their p-value was less than 0.05.





Perform enrichment analysis using GO and KEGG

Using the ClusterProfiler package, we annotated key genes and explored their functions. The relationships between the genes were explored using Gene Ontology (GO) and the Kyoto Encyclopedia of Genes and Genomes (KEGG). Statistical significance was determined when the p values of GO and KEGG enrichment pathways were both less than 0.05.





Network of interactions between proteins (PPI)

The PPI network of interactive genes was generated using STRING (https://www.string-db.org/). Composite Ratings with values above 0.4 were deemed to be statistically significant. Furthermore, the PPI networks were examined and displayed using Cytoscape version 3.7.2.





Construction of a gene-based prognostic index (IRPDGPI) for immune-related periodontal disease using a prognostic prediction model

In order to build a model that predicts prognosis, we utilized univariate and multivariate cox regressions, along with lasso regressions. For every patient, a risk score formula was developed by considering values from individual genes and assigning weights according to their estimated regression coefficients in the lasso regression analysis. A classification was made by using the risk score formula to divide the patients into two groups: one with low risk and another with high risk. The baseline was established using the median risk score value. The log-rank statistical approach was employed to compare the survival rates of the two groups using the Kaplan-Meier survival analysis. To assess the impact of risk score on the patient’s prognosis, a study employed Lasso regression and stratified analysis. ROC curves were utilized to assess the precision of model predictions. Additionally, the analysis of univariate and multivariate independent cox regression was employed to ascertain if IRPDGPI served as an autonomous prognostic factor in HNSC.





Immune cell infiltration analysis

CIBERSORT, a widely utilized technique for assessing the cellular makeup through gene expression profiling, is frequently employed in the estimation and examination of immune cell infiltration. The CIBERSORT algorithm was utilized to analyze the RNA-seq data for determining the ratio of immune-infiltrating cells in both tumor and normal groups. Each sample had an identical score of 1 for all estimated immune cell types. Statistical significance was determined by performing a spearman correlation analysis between gene expression and immune responses in cell content, with a significance level of P<0.05.





Examining the clinical significance and correlation analysis of the IRPDGPI

Clinical data including age, sex, grade, T, N, and M stages were obtained from the TCGA repository. Additionally, the DCA curve and nomogram were constructed using R studio. The evaluation of the correlation between IRPDGPI and clinical value was conducted using the ‘RColorBrewer’ package in R.





Gene Set Enrichment Analysis (GSEA)

Gene sets were obtained using MSigDB, available at http://www.gsea-msigdb.org/gsea/downloads.jsp. Enriched GO terms and KEGG pathways were identified by conducting GSEA on the gene sets. We chose the most significant 50 terms from each subtype.





Cell culture

The SCC-25 cell line, originating from human oral squamous carcinoma, was successfully re-established in our laboratory. These cells were sustained in a 1:1 blend of Dulbecco’s minimum essential medium and Ham’s F-12, enriched with 10% fetal bovine serum along with antibiotics, specifically 100 units/mL of penicillin and 100 μg/mL of streptomycin. The culturing conditions involved a humid environment with a controlled atmosphere of 5% CO2, held at a steady temperature of 37°C. Our laboratory successfully revitalized the NOK-SI cell line, comprising spontaneously immortalized human oral keratinocytes, sourced from normal tissue. These cells were nurtured in Dulbecco’s modified Eagle’s medium, enhanced with 10% fetal bovine serum (FBS) and 1% antibiotic/antimycotic combination. The culturing process was conducted at a constant temperature of 37°C within an atmosphere containing 5% CO2.





Quantitative real-time PCR

Total RNA was extracted from cells using the RNeasy Mini Kit following the manufacturer’s instructions. The concentration and purity of the RNA samples were determined by NanoDrop spectrophotometer. Subsequently, complementary DNA (cDNA) was synthesized from 1 µg of total RNA using the High Capacity cDNA Reverse Transcription Kit, according to the manufacturer’s guidelines. Real-time PCR analysis was performed on a QuantStudio 5 Real-Time PCR System using PowerUp SYBR Green Master Mix. Each 20 µl reaction mixture contained 10 µl of SYBR Green Master Mix, 1 µl of forward primer, 1 µl of reverse primer, 1 µl of cDNA, and 7 µl of nuclease-free water. The thermal cycling conditions were set as follows: initial denaturation at 95°C for 10 minutes, followed by 40 cycles of 95°C for 15 seconds and 60°C for 1 minute. Relative gene expression was calculated using the 2^−ΔΔCt method, with GAPDH used as the endogenous reference gene.





Statistical analysis

Survival curves were created and compared using the Kaplan-Meier technique, with log rank as the basis for comparison. The Cox proportional hazard model was utilized to perform the multivariate analysis. R (version 3.6) was utilized for conducting all statistical analyses. Obtaining a p-value of 0.05 in all statistical tests was deemed to be statistically significant.






Results




Differential expression analysis

The online tool database reported that periodontal disease had close associations with 3178 genes, whereas immunity had close associations with 10218 genes. Figure 1A displayed a Venn diagram indicating that 1325 genes had a strong correlation with both periodontal disease and immune function. The analysis included a total of 548 samples, with 44 being normal samples and 504 being tumor samples obtained from patients diagnosed with HNSC (as shown in Figure 1B). There were 54492 genes whose expression level has been detected. Based on the findings, a total of 382 genes exhibited up-regulation in HNSC samples. In comparison to the normal sample, there was a decrease in the expression of 471 genes in the HNSC sample.




Figure 1 | (A) The Venn diagram demonstrated the genes that are associated with immune and periodontal disease; (B) The volcano map showed the differential expression of HNSC; (C) The GO and KEGG enrichment analysis about the genes that are associated with immune and periodontal disease; (D) The PPI network of differential expression genes.







Enhancing the genetic composition of genes associated with the immune system and genes implicated in periodontal disease

Various pathways showed significant enrichment of genes associated with immune response and periodontal disease, as indicated by the GO and KEGG enrichment analysis. For instance, the GO enrichment analysis indicated that several genes were linked to processes related to the muscular system, such as muscle contraction, sliding of muscle filaments, sarcomere, myofibril, contractile fiber, structural component of muscle, binding to actin, and binding to alpha-actinin (Figure 1C). Moreover, the KEGG enrichment analysis revealed the enrichment of numerous genes in pathways related to the contraction of cardiac muscle, hypertrophic cardiomyopathy, and dilated cardiomyopathy. Our research utilized the CTD and immune-related databases to detect interconnected genes associated with periodontal disease and immune response, forming a network of protein-protein interactions (PPI) among these genes. The findings indicated that several genes exhibited over 30 interactive counts, such as B2M, HSPA5, PSMB8, HLA-B, HLA-C, HLA-A, CANX, CALR, HLA-DRA, and CXCL10 (Figure 1D).





Construction of IRPDGPI (prognostic index based on genes associated with immune-related periodontal disease)

To further investigate the genes associated with periodontal disease and HNSC, the clinical data of patients with HNSC was acquired. Next, we performed a univariate Cox regression analysis and a lasso regression analysis to discover the distinctive genes in HNSC. Based on the data, univariate Cox regression (Figure 2A) identified 13 genes associated with prognosis (p value<0.01). In the subsequent stage, we executed the multivariate cox regression analysis (Figures 2B, C). Following the multivariate cox regression, we acquired the optimal risk score (Risk Score = CXCL5 * 0.00341351711657313 + ADM * 0.000848728116009434 + FGF9 * 0.339265398865143 + AIMP1 * 0.0168592756657467 + STC1 * 0.00269346117976538 + CDKN2A * -0.00662950138257665 + TRIB3 * 0.00830904795288386) values for further examination. Based on the median risk score, patients were categorized into groups with low and high risk (Figure 3A). Furthermore, the prognosis of HNSC patients (P<0.001) (Figures 2D–J) was found to be strongly associated with ADM, AIMP1, STC1, CDKN2A, and TRIB3 according to the Kaplan-Meier curves. Furthermore, the results from the ROC curve demonstrate that the AUC for 1, 2, and 3 years surpasses 0.6, signifying a commendable rate of success in validating the model (Figure 3C). In order to evaluate the independent prognostic factors in HNSC, we conducted both univariate and multivariate independent prognostic analyses. Through the utilization of both univariate and multivariate independent prognosis analysis, it was discovered that age, stage, and risk score played significant roles as independent determinants in HNSC (as depicted in Figures 3D, E).




Figure 2 | (A) The univariate cox regression about the HNSC data; (B, C) The lasso regression about the HNSC data; (D) The survival analysis of CXCL5; (E) The survival analysis of ADM; (F) The survival analysis of FGF9; (G) The survival analysis of AIMP1; (H) The survival analysis of STC1; (I) The survival analysis of CDKN2A; (J) The survival analysis of TRIB3.






Figure 3 | (A) The risk curve of IRPDGPI; (B) The clinic-related ROC curve; (C) The time-dependent ROC curve; (D) The univariate independent cox regression; (E) The multivariate independent cox regression.







IRPDGPI gene expression evaluation

To investigate the gene expression level related to IRPDGPI, we conducted an analysis of ADM, CXCL5, ADM, FGF9, AIMP1, STC1, and CDKN2A expression in HNSC samples compared to normal samples. The findings indicated that there was a significant difference in the analysis of all 7 genes between the HNSC group and the normal group. ADM, AIMP1, CDKN2A, CXCL5, STC1, and TRIB3 exhibited increased expression in the HNSC group when compared to the normal group. In the HNSC group, the expression of FGF9 was decreased compared to the normal group as shown in Figures 4A–G.




Figure 4 | (A) The different expression analysis of ADM; (B) The different expression analysis of AIMP1; (C) The different expression analysis of CDKN2A; (D) The different expression analysis of CXCL5; (E) The different expression analysis of FGF9; (F) The different expression analysis of STC1; (G) The different expression analysis of TRIB3. ** represents for p < 0.01, *** represents for p < 0.001.







Identification of IRPDGPI genes at the immune cell level

To classify the expression data, we considered the low and high levels of gene expression associated with IRPDGPI.ADM showed a positive correlation with NK CD56 bright cells and Th2 cells, while exhibiting a negative correlation with B cells, mast cells, pDC, TFH, iDC, T cells, and NK cells. AIMP1 showed a positive correlation with NK CD56 bright cells and T cells. Moreover, there was a favorable association observed between CDKN2A and B cells, T cells, CD56 bright cells, NK CD56 dim cells, as well as pDCs. Besides neutrophils, macrophages, Tgd, DS, eosinophils, T2 cells, mast cells, and pDCs, CXCL5 exhibited a favorable association with neutrophil activity. Furthermore, it has been demonstrated that FGF9 exhibits a positive correlation with Th2, Treg, B, T, NK, NKCD56 dim, and NKCD56 bright cells. In addition, we found that STC1 has a strong association with NK CD56 bright cells, Th2 cells, Tgd and T helper cells, whereas TRIB3 is closely linked to Tgd, CD8 T cells, NK CD56 bright cells, Tcm, neutrophils, and TGCs (as shown in Figures 5A–G).




Figure 5 | (A) The immune infiltration analysis of ADM; (B) The immune infiltration analysis of AIMP1; (C) The immune infiltration analysis of CDKN2A; (D) The immune infiltration analysis of CXCL5; (E) The immune infiltration analysis of FGF9; (F) The immune infiltration analysis of STC1; (G) The immune infiltration analysis of TRIB3. (H) The DCA curve of IRPDGPI and clinical information; (I) The nomogram of IRPDGPI and clinical information.







Clinical value of IRPDGPI studied by correlation analysis

By conducting clinical correlation analysis, we assessed the predictive significance of IRPDGPI and clinical value in determining the prognosis of patients with HNSC. Compared to the clinical data, which includes factors like age, sex, grade, T, M, and N stages, the ROC curve illustrated that IRPDGPI is a superior prognostic prediction model (Figure 3B). Furthermore, the DCA plot was utilized to assess the predictive significance of IRPDGPI (Figure 5H). To explore a better prognostic model for HNSC, an HNSC nomogram was constructed to predict survival rates (Figure 5I). Additionally, we investigated the association between IRPDGPI and clinical data in individuals diagnosed with HNSC. A significant correlation was observed between the stage and T stage and the IRPDGPI, with a P value of 0.05. There was no strong correlation between the IRPDGPI and factors such as age, gender, grade, M stage, and N stage. (P>0.05) (Figures 6A–H).




Figure 6 | (A) The heatmap shows the clinical correlation analysis between IRPDGPI and clinical information; (B) The clinical correlation analysis between IRPDGPI and age; (C) The clinical correlation analysis between IRPDGPI and gender; (D) The clinical correlation analysis between IRPDGPI and grade; (E) The clinical correlation analysis between IRPDGPI and M stage; (F) The clinical correlation analysis between IRPDGPI and N stage; (G) The clinical correlation analysis between IRPDGPI and stage; (H) The clinical correlation analysis between IRPDGPI and T stage.  The symbol “*” represents a p-value less than 0.05, while “**” indicates a higher level of statistical significance, typically representing a p-value less than 0.01.







Enhancement of functional enrichment in modules of co-expressed immune genes

Based on the analysis of differential expression and the predictive model for prognosis, we have identified ADM as a potential crucial gene in the HNSC cohort. Hence, we conducted an analysis of GSEA and GSVA with respect to ADM. Specifically, the GSEA enrichment analysis revealed that ADM was highly enriched in various pathways including complement activation, regulation of complement activation, blood microparticle, RNA binding involved in posttranscriptional gene silencing, immunoglobulin complex, regulation of humoral immune response, B cell-mediated immunity, humoral immune response mediated by circulating immunoglobulin, and humoral immune response. Furthermore, an examination was conducted on the particular signaling pathways associated with the ADM, investigating the potential molecular mechanisms that impact the development and advancement of lung cancer (Figure 7A). According to the GSVA results, the distinct expression groups of ADM exhibited significant enrichment in various signaling pathways including adaptive immune response, apoptosis, biological adhesion, carbohydrate metabolism, cell cycle, cell population growth, cellular response to DNA damage, central nervous system development, and cytoskeleton organization (Figure 7B).




Figure 7 | (A) GSEA analysis based on the different expression level of ADM; (B) GSVA analysis based on the different expression level of ADM.







The evaluation of the ADM in SCC-25 and NOK-SI cell line

The expression levels of Adrenomedullin (ADM) in SCC-25 and NOK-SI cell lines were quantitatively evaluated using real-time PCR. Our results showed a distinct difference in ADM expression between these two cell lines. In the SCC-25 cell line, which is derived from oral squamous cell carcinoma, the ADM expression level was significantly elevated. Relative quantification using the 2^-ΔΔCt method demonstrated an increase in ADM mRNA expression in SCC-25 cells, in comparison to the NOK-SI cell line. Conversely, the NOK-SI cell line, comprising spontaneously immortalized human oral keratinocytes derived from normal tissue, showed relatively lower levels of ADM expression (Figure 8).




Figure 8 | Quantitative Real-Time PCR Analysis of ADM Expression in SCC-25 and NOK-SI Cell Lines.  The symbol “*” denotes statistical significance with a p-value less than 0.05.








Discussion

In addition to similar symptoms such as swelling, bleeding, tooth movement, and deep periodontal pockets, HNSC presents clinically as advanced periodontal disease (27). Consequently, periodontitis and HNSC pose a huge health threat and cost an expensive. Activation of the immune system can enhance antitumor immune responses, providing benefits for individuals with cancer through the use of immunotherapy (28). In spite of the current enthusiasm for immunotherapy, it is unlikely that anyone immunotherapy can significantly alter HNSC (29). Although HNSC is an acknowledged condition that triggers an immune response, the virus can avoid the immune system by reducing the activity of human leukocyte antigen class I. This, in turn, induces T cell apoptosis through the production of Fas ligands and the secretion of immunosuppressive cytokines, etc (30). There is still much work to be done in the field of immunotherapy for HNSC patients. This study investigates periodontal disease-related genes and reveals that periodontal disease is closely related to HNSC. In addition, we investigated genes associated with the immune system. The findings unveiled a notable association between these genes and both periodontal disease and HNSC. There are notable variations in the expressions of various immune-related genes associated with periodontal disease between individuals with HNSC and healthy individuals. Consequently, we utilized univariate Cox regression, lasso regression, and multivariate Cox regression to establish the IRPDGPI, subsequently categorizing the subjects into two research cohorts according to the HNSC classification. The prognosis of patients with HNSC was found to be closely associated with five immune genes, namely ADM, AIMP1, STC1, and CDKN2A. Moreover, the analysis of differential expression indicated notable variations in the expression of all seven genes associated with IRPDGPI among individuals diagnosed with HNSC.

Considering that only a portion of individuals who undergo immune therapy experience positive therapeutic outcomes and prolonged survival, a guide for immunotherapy was created utilizing gene profiles related to tumor immunity in patients with HNSC. To investigate the traits of the two groups, an additional study was carried out. The relationship between IRPDGPI and prognosis in patients with HNSC is strong, suggesting that immunotype could serve as a predictive biomarker. Within the microenvironment of the tumor, various components exist including tumor cells, noncancerous cells, vascular structures, the extracellular matrix, and additional substances. The tumor microenvironment is also influenced by various types of immune cells that have a significant impact. In recent years, evidence has emerged suggesting that tumor cell characteristics can be used to evaluate immune therapy effectiveness and predict clinical outcomes (31). Various immune cell constituents exhibited notable variations among the genes associated with IRPDGPI, encompassing memory B cells, CD8+T cells, memory CD4+T cells, macrophages, and neutrophils. Natural killer cells, also known as NK cells, play a vital role in the immune system by inhibiting the proliferation of both tumor cells and virus-infected cells. As a result of bortezomib’s capabilities to increase the sensitivity of HNSC cells to NK cell-mediated killing, it may improve the effectiveness of current cancer treatments. Enrichment analysis revealed that immune-related genes associated with periodontal disease were enriched in specific pathways, including processes related to the muscular system, muscle contraction, sliding of muscle filaments, sarcomeres, myofibrils, contractile fibers, structural components of muscles, and binding of actin and alpha-actinin. Additionally, to investigate the predictive significance of IRPDGPI in HNSC individuals, we conducted DCA and ROC analyses. The findings indicated that IRPDGPI is regarded as a superior prognostic forecasting model in comparison to the clinical data, encompassing age, sex, grade, T, M, and N stage. The analysis of clinical correlation subsequently revealed a strong association between the T stage, stage of HNSC patients, and IRPDGPI. In addition, we also constructed the nomogram by integrating the clinical information and IRPDGPI to obtain a better prognostic prediction tool.

Nevertheless, the study also presents certain constraints that must be addressed in subsequent endeavors. The bioinformatics analysis without the proper assays may be not very persuasive (32). Furthermore, additional comprehensive examination is necessary to further validate the significance of the genes implicated in the prognostic forecasting model (33). Finally, the different methods may also lead to bias. It is necessary to confirm the role of risk models in the larger cohort of HNSC (34, 35).





Conclusion

In HNSC, the development of immunotherapy could potentially focus on targeting immune-related genes such as ADM, CXCL5, FGF9, AIMP1, STC1, and CDKN2A. Furthermore, CXCL5, ADM, FGF9, AIMP1, STC1, and CDKN2A might have a significant impact on the development of HNSC caused by periodontal disease. In conclusion, we have found that ADM could potentially play a crucial role in the development of HNSC caused by periodontal disease. Thus, this research provides a theoretical basis for HNSC induced by periodontal disease immunotherapy.
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Gliomas are the leading cause in more than 50% of malignant brain tumor cases. Prognoses, recurrences, and mortality are usually poor for gliomas that have malignant features. In gliomas, there are four grades, with grade IV gliomas known as glioblastomas (GBM). Currently, the primary methods employed for glioma treatment include surgical removal, followed by chemotherapy after the operation, and targeted therapy. However, the outcomes of these treatments are unsatisfactory. Gliomas have a high number of tumor-associated macrophages (TAM), which consist of brain microglia and macrophages, making them the predominant cell group in the tumor microenvironment (TME). The glioma cohort was analyzed using single-cell RNA sequencing to quantify the genes related to TAMs in this study. Furthermore, the ssGSEA analysis was utilized to assess the TAM-associated score in the glioma group. In the glioma cohort, we have successfully developed a prognostic model consisting of 12 genes, which is derived from the TAM-associated genes. The glioma cohort demonstrated the predictive significance of the TAM-based risk model through survival analysis and time-dependent ROC curve. Furthermore, the correlation analysis revealed the significance of the TAM-based risk model in the application of immunotherapy for individuals diagnosed with GBM. Ultimately, the additional examination unveiled the prognostic significance of PTX3 in the glioma group, establishing it as the utmost valuable prognostic indicator in patients with GBM. The PCR assay revealed the PTX3 is significantly up-regulated in GBM cohort. Additionally, the assessment of cell growth further confirms the involvement of PTX3 in the GBM group. The analysis of cell proliferation showed that the increased expression of PTX3 enhanced the ability of glioma cells to proliferate. The prognosis of glioblastomas and glioma is influenced by the proliferation of tumor-associated macrophages.
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Introduction

Gliomas are the primary cause of over 50% of all brain tumors, predominantly malignant. Gliomas with malignant characteristics usually have poor prognoses, recurrence rates, and mortality rates (1). The current treatment of gliomas relies mainly on surgical resection, postoperative adjuvant chemotherapy, targeted therapies, etc., but the therapeutic effect has not been satisfactory (2). The World Health Report categorizes gliomas into four grades, where grades II and III are referred to as diffuse low-grade gliomas (LGG), and grade IV gliomas are known as glioblastomas (GBM) (3). Studies have demonstrated that glioblastoma, a remarkably aggressive type of cancer, typically results in a median survival period of merely 16 months, in contrast to the lifespan of LGG patients which ranges from 1 to 15 years (4). Despite the fact that surgical removal, radiation therapy, and drug treatment are established therapies, glioma patients still exhibit resistance to existing medical interventions because of the extremely invasive characteristics of the disease (5). To develop successful therapeutic targets for glioma, it is crucial to examine the molecular mechanisms linked to the disease. As a result of recent advances in “omics”-based technologies, biomarker research has seen a surge of activity, especially in cancer research (6). Typically, a biomarker is defined as ‘a feature that is measured and assessed objectively to predict normal biological processes or pathogenic processes (7). Gliomas can be treated through three primary methods: surgical intervention, radiation therapy, and chemotherapy. The Neuro-Oncology Response Assessment Criteria are employed to evaluate the magnetic resonance imaging depiction of tumors in individuals with gliomas (8). Cancer is linked to various biomarkers, such as nucleic acids, proteins, sugars, lipids, small metabolites, cytogenetic factors, and cytokine factors (9).

The impact of aberrant glioma-associated signaling is also influenced by a intricate web of interactions between the tumor microenvironment (TME) and abnormal glioma-associated signaling (10). Besides endogenous signaling pathways, cancer cells also release substances that influence the role and makeup of the glioma tumor microenvironment (11). As a result, the cells within the tumor microenvironment (TME) have the ability to alter multiple biological aspects of the tumor, including growth, viability, movement, and evading the immune system (12). Gliomas have the highest number of tumor-associated macrophages (TAM), consisting of brain microglia and macrophages, within the TME (13). Macrophage activation is a defining feature of numerous diseases. Macrophages can be categorized into two different subtypes depending on the type of activation they undergo: classically stimulated M1 macrophages or alternatively stimulated M2 macrophages (14). M1 macrophages, which play a role in the immune system’s bactericidal and antitumor functions, release proinflammatory cytokines. In contrast, M2 macrophages release substances that reduce inflammation, remove waste, support the growth of new blood vessels, suppress the body’s defense system, promote the healing of wounds, and aid in the restoration of tissues (15).

Our objective in this study is to investigate the involvement of tumor-infiltrating macrophages (TIM) in a cohort of glioma cases. In the glioma cohort, the investigation of macrophage-associated genes was conducted using single-cell RNA sequencing. The multiple pathways enrichment analysis was involved for relative pathways. Also, the risk model was also involved for the exploration of the key genes in TAM.





Methods




Identification of TAM-related genes and glioma dataset from online databases

Several markers related to TAM have been identified in previous studies, such as C11orf45, CD68, CLEC5A, CYBB, FUCA1, GPNMB, HS3ST2, LGMN, MMP9, and TM4SF19. Furthermore, we acquired a dataset of RNA from individual cells through the Tumor Immune Single-cell Hub 2 (TISCH2) online database. Moreover, the transcriptomic information of individuals with glioma was acquired from the Cancer Genome Atlas (TCGA) repository.





Single-sample gene set enrichment analysis in glioma cohort

We measured the extent of immune cell infiltration in individual samples by utilizing the ssGSEA function from the gsva package in R. The evaluation of immune cell infiltration in glioma tissues was conducted by utilizing the gene signature of immune cell populations in this analysis. Additionally, we utilized the CIBERSORT algorithm to compute the ratio of immune cells in glioma samples.To estimate the ratio of stromal and immune cells in the tumor samples, the ESTIMATE technique was utilized.





Pathways enrichment analysis

In order to investigate various molecular mechanisms, we employed the R package called ‘clusterProfiler’ to conduct enrichment analyses of Gene Ontology (GO) and Kyoto Encyclopedia of Genes and Genomes (KEGG) using genes that were differentially expressed (DEGs).





Differentially expressed gene analysis

Using the “limma” R package, we identified DEGs in glioma patients. Furthermore, the consensus cluster plus R package was utilized to perform DEG-based cluster analysis.





Prognostic gene selection using Cox regression analysis and the least absolute shrinkage and selection operator method

Survival-associated key genes were identified through the implementation of univariate Cox regression analysis. To prevent overfitting and select essential genes, the LASSO Cox regression model was employed. LASSO regression was performed using the glmnet package in R. Feature selection was performed using multivariate Cox regression analysis, and genes with a p-value less than 0.05 were chosen.





Pathway exploration using gene set enrichment analysis

The utilization of Gene Set Enrichment Analysis (GSEA) was implemented to detect possible pathways. Based on the median expression, the samples were categorized into high or low expression groups for key genes. Pathway analysis utilized datasets sourced from the Molecular Signature Database (MsigDB).





Cell culture

Human glioma cell lines U251 and U87 were purchased from Beijing Zhongyuan Heju Biotechnology Co., Ltd. (Beijing, China). The cell lines were grown in Dulbecco’s Modified Eagle Medium (DMEM, Sigma, USA) with the addition of 10% fetal bovine serum (FBS, Gibco, USA) at a temperature of 37°C in the presence of 5% CO2.





Cell Counting Kit-8 assay

The CCK-8 assay was used to assess cell viability. Cells were seeded into 96-well plates at a density of 5,000 cells per well and allowed to attach for 24 hours at 37°C with 5% CO2. After various treatments, 10 µl of CCK-8 solution was added to each well and the plates were incubated for an additional 2-4 hours at 37°C. The absorbance at 450 nm, which correlates with the number of viable cells, was then measured using a microplate reader.





EdU staining

Glioma cells that underwent transfection were placed in each well of six-well tissue culture plates, with a density of 1 × 105 cells per well. Following the indicated treatments, cell proliferation was tested using EdU Apollo-567 Detection Kit, and nuclear EdU and DAPI staining were observed under a fluorescence microscope.





Statistical analysis

The R programming language was used for all statistical analyses. Kaplan-Meier survival curves were constructed using the Kaplan-Meier method. The R packages timeROC, survival, and survivalminer were utilized to perform a multivariate ROC analysis. For correlation analysis, a p-value below 0.05 was deemed to be statistically significant (16, 17).






Results




The glioma cohort was shown to have TAM through single-cell RNA sequencing

Analysis of the glioma cohort using single-cell RNA sequencing identified various cell types, such as AC-like cancerous cells, CD8 T cells, MES-like cancerous cells, macrophages, NPC-like cancerous cells, OPC-like cancerous cells, and oligodendrocytes (Figures 1A–C). Macrophages showed notable enrichment of TAM-associated genes including C11orf45, CD68, CLEC5A, CYBB, FUCA1, GPNMB, HS3ST2, LGMN, MMP9, and TM4SF19 among others (Figures 1D–M). Significantly enriched KEGG terms identified through pathway enrichment analysis include the nod-like receptor signaling pathway, toll-like receptor signaling pathway, T cell receptor signaling pathway, and glutathione metabolism (Figures 2A, C). Furthermore, key routes such as the metabolism of fatty acids, the pathway of reactive oxygen species, and the early estrogen receptor were discovered to be significantly enriched (Figures 2B, D).




Figure 1 | (A) The cell clustering analysis of single-cell RNA sequence; (B) The different cells involved in single-cell RNA sequence of glioma cohort; (C) The cell proportion of different cells in glioma cohort; The expression of C11orf45 (D), CYBB (E), FUCA1 (F), GPNMB (G), HS3ST2 (H), CD68 (I), CLEC5A (J), LGMN (K), MMP9 (L) and TM4SF19 (M) in glioma cohort.






Figure 2 | (A) The down-regulated KEGG gene set; (B) The down-regulated Hallmark gene set; (C) The up-regulated KEGG gene set; (D) The up-regulated Hallmark gene set.







The ssGSEA examination unveiled the scores associated with the immune system in the glioma group

The glioma cohort underwent ssGSEA analysis to assess immune-related scores, TME-related scores, and immune-related functions in the GBM cohort, comprising 175 patients from TCGA.The GBM cohort was classified into IMMUNE-high and IMMUNE-low groups based on the scores related to the immune system and the scores related to the tumor microenvironment (TME) (Figures 3A–D).The analysis of correlation showed a positive relationship between the levels of expression of genes related to human leukocyte antigen (HLA) and scores related to the immune system (Figure 3E). In addition, analysis of immune cell infiltration revealed different patterns of distribution for activated CD4 T memory cells, monocytes, M0 macrophages, and dendritic cells in relation to the immune-related scores (Figure 3F). The clusters associated with TAM exhibited strong associations with cells related to the immune system, genes related to HLA, and genes related to immune checkpoints. The analysis of multiple correlations showed that increased immune-related scores were linked to higher levels of expression in genes related to HLA (Figure 4A). Genes associated with immune checkpoints showed notable reactions to immune-related scores, emphasizing their potential contribution to immune checkpoint treatment for glioma (Figures 4B, C). Moreover, immune cell infiltration analysis revealed differences in M1 macrophages and neutrophils between the TAM-high and TAM-low groups (Figure 4D).




Figure 3 | (A) The ssGSEA analysis in TCGA-GBM cohort; (B) The clustering analysis revealed the immune-related scores in TCGA-GBM cohort; (C) The heatmap demonstrated the immune-related scores and immune-related functions in TCGA-GBM cohort; (D) The correlation analysis between TME and immune-related scores; (E) The correlation analysis between HLA-related genes and immune-related scores; (F) The correlation analysis between immune-related cells and immune-related scores. * is equal to p < 0 .05. ** is equal to p < 0.01. *** is equal to p < 0.001. The ns is equal to no difference in data.






Figure 4 | (A) The correlation analysis between TAM-related score and HLA-related genes; (B, C) The correlation analysis between TAM-related score and immune checkpoint-related genes; (D) The correlation analysis between TAM-related score and immune-related cells. * is equal to p < 0 .05. ** is equal to p < 0.01. *** is equal to p < 0.001. The ns is equal to no difference in data.







Identification of the TAM-related genes in glioma cohort

Differential expression analysis was performed between the groups with high and low TAM levels in the TCGA-GBM cohort to identify genes associated with TAM.A total of 2,311 genes were identified as differentially expressed using a log2 FC threshold of 0.585 and a P-value threshold of 0.05.Out of these, a total of 1,194 genes experienced down-regulation, whereas 1,117 genes underwent up-regulation.Furthermore, immune-associated genes were acquired from an online repository, leading to a grand total of 1,793 immune-associated genes (Figures 5A, B). By comparing these with TAM-related genes, 350 genes were found to be involved in both categories and were further analyzed. To visualize the expression levels of TAM-associated genes and immune-associated genes in the TCGA-GBM cohort, heatmaps were created (Figures 5C, D).




Figure 5 | (A) The volcano map demonstrated the differentially expressed genes between TAM-high and TAM-low groups; (B) The heatmap demonstrated the expression level of key genes in glioma cohort; (C) The Venn diagram showed the immune-related genes in differentially expressed genes; (D) The heatmap revealed the expression level of immune-related genes in glioma cohort.







Developing the risk model for TAM in the TCGA-GBM cohort

Using the 350 genes associated with TAM, a risk model was built in the TCGA-GBM cohort. Prognostic genes were identified through the utilization of COX regression analysis and LASSO regression analysis. Using a p-value threshold of 0.01, a univariate COX regression analysis identified 71 genes that exhibited a significant correlation with prognosis in glioma (Figure 6A). LASSO regression analysis further narrowed down the selection to 12 prognosis-related genes (Figures 6B, C). Based on these genes, a risk score was allocated to every glioma patient, and subsequently, the patients were categorized into low- and high-risk groups by utilizing the median risk score (Figure 6D). A risk chart was created to display the spread of risk scores in the glioma group. Furthermore, an assessment was conducted to determine the association between transcription factors and genes related to prognosis, revealing a strong connection between the two (Figure 6E). The risk model’s predictive value was evaluated by analyzing ROC curves, which yielded AUC scores of 0.711, 0.804, and 0.906 for survival rates at 1 year, 3 years, and 5 years, respectively (Figure 6F). The survival analysis indicated that individuals in the high-risk category experienced worse overall survival in comparison to those in the low-risk category (Figure 6G).




Figure 6 | (A) The univariate COX regression analysis in glioma cohort; (B, C) The LASSO regression analysis in glioma cohort; (D) The risk plot in glioma cohort; (E) The correlation analysis between transcription factors and prognosis-related genes; (F) The time-dependent ROC curve in glioma cohort; (G) The survival analysis between low- and high-risk groups.







The risk model associated with TAM shows a strong correlation with cells related to the immune system

The risk model associated with TAM exhibited a notable correlation with cells related to the immune system. The risk model showed strong associations with particular immune-related cell types, involving a total of 12 genes. EREG was linked to M2 macrophages, eosinophils, and neutrophils, whereas GZMB exhibited a robust reaction to resting dendritic cells and M0 macrophages. IGHA2 showed a correlation with plasma cells, activated T memory cells, and CD8 T cells. MSTN exhibited connections with quiescent dendritic cells, M0 macrophages, and monocytes, whereas PF4 demonstrated enrichment in memory B cells, naive B cells, activated mast cells, and neutrophils (Figures 7A–M).




Figure 7 | (A) The correlation analysis between immune-related cells and genes involved in risk model; The correlation analysis between risk score and EREG (B), STC1 (C), GZMB (D), TNFRSF11B (E), IGHA2 (F), IGHV4-31 (G), IGLV7-43 (H), TNFSF4 (I), MSTN (J), PF4 (K), PTX3 (L) and TNFSF14 (M).







Determining the association between the risk model and crucial genes

The correlation analysis between the risk score and key genes in the risk model showed predominantly positive correlations, suggesting that higher risk scores were linked to elevated gene expression of EGER, STC1, GZMB, TNFRSF11B, IGHA2, IGHV4-31, IGLV7-43, TNFSF4, PF4, PTX3, and TNFSF14. However, MSTN showed a negative correlation with the risk score (Figures 8A–L).




Figure 8 | The survival analysis of EREG (A), GZMB (B), IGHA2 (C), IGLV7-43 (D), MSTN (E), PF4 (F), PTX3 (G), TNFRSF11B (H), TNFSF4 (I), TNFSF14 (J), STC1 (K) and IGHV4-31 (L) in glioma cohort.







The predictive value of genes in risk model

Prognosis prediction based on the risk model revealed that IGHA2, MSTN, PTX3, TNFRSF11B, STC1, and TNFSF14 exhibited significant prognostic value with p-values below 0.05 during the survival analysis of the 12 genes. In the glioma cohort, the predictive value of these genes was further confirmed through time-dependent ROC curve analysis, yielding AUC scores of 0.675, 0.854, 0.959, 0.828, 0.884, and 0.886 (Figures 9A–F).




Figure 9 | The ROC curve of IGHA2 (A), MSTN (B), PTX3 (C), STC1 (D), TNFRSF11B (E) and TNFSF14 (F) in glioma cohort.







The potential pathways of PTX3 in glioma cohort

Pathway analysis of PTX3, which exhibited potential as a prognostic indicator, unveiled enrichment in KEGG categories like cytokine-receptor interaction, chemokine signaling, and hematopoietic cell lineage (Figure 10A). Additionally, GO terms related to neutrophil migration, acute inflammatory response, cytokine receptor binding, lymphocyte-mediated immunity, cell-substrate junction, and macrophage activation were found to be significantly enriched (Figure 10B).




Figure 10 | (A) The GSEA in KEGG terms; (B) The GSEA in GO terms.







Enhanced PTX3 expression may stimulate the growth capacity of glioma cells

In order to assess the glioma cohort’s cell proliferation and invasion capability of PTX3, we subsequently conducted experiments on glioma cells to measure their cell proliferation ability. According to the CCK8 assay and EDU assay, it was found that the excessive expression of PTX3 enhanced the glioma cells’ capacity for cell proliferation (Figures 11A–D).




Figure 11 | (A) The cck8 assay in U87 cells; (B) The cck8 assay in U251 cells; (C) The Edu assay in U87 cells; (D) The Edu assay in U251 cells.








Discussion

Glioma, a malignant tumor originating in the central nervous system, is both the most prevalent and the most aggressive form, often leading to a grim prognosis. The most malignant form of glioma, known as grade IV, was classified by WHO (18). Gliomas still have a poor outcome following active surgery combined with radiotherapy and chemotherapy (19). Understanding the molecular mechanisms of glioma progression is crucial for enhancing patient prognoses, making it highly significant (20). Signaling abnormalities associated with gliomas extend far beyond cancer cells, affecting the interactions between TMEs as well (21). In glioma (22), the TME contains a large number of bone marrow-derived macrophages and brain microglia, making up the TAM, which is the predominant cell population (23). New treatment options could potentially arise from gaining a more comprehensive comprehension of the intricate interplay between gliomas and TAMs. Our objective in this study is to investigate the possible relationship between TAM and GBM. Initially, the glioma cohort underwent single-cell RNA analysis to assess the level of gene expression in various cells. The genes related to TAM were considered, including C11orf45, CD68, CLEC5A, CYBB, FUCA1, GPNMB, HS3ST2, LGMN, MMP9, and TM4SF19, which are markers associated with macrophages. Then, to further obtain the TAM-related genes in glioma cohort, we also performed the ssGSEA analysis. The TCGA-GBM cohort was categorized into low- and high-TAM groups based on the median score related to macrophages. Additionally, a comparative analysis was conducted between the low-TAM and high-TAM groups to identify differentially expressed genes. After identifying the genes with differential expression, we proceeded to conduct both COX regression analyses in order to obtain the genes associated with prognosis in the risk model. The glioma cohort demonstrated the significant predictive power of the TAM-related model through survival analysis and ROC curve. In recent times, numerous research investigations have concentrated on examining the significance of TAM in the glioma cohort (24). A study has found that exosomes can activate the JAK2/PI3K/Akt pathway by targeting CBLB, promote macrophage polarization to the M2 phenotype, and subsequently promote tumor progression (25). In this study, we have demonstrated the significance of the TAM-associated risk model in a cohort of glioma patients. Also, the 12-genes based risk model can be regarded as a useful tool in the treatment, prognosis and prediction in glioma cohort. Over the past few years, numerous research studies have developed a risk model that is associated with prognosis. This model aims to enhance the accuracy of predicting the diagnosis, treatment, and prognosis. SYT16, identified through analysis of the TCGA data, was determined to be a glioma prognostic immune biomarker (26). Furthermore, examination of individual-cell sequences and transcriptome profiles reveals ubiquitination-related patterns in glioma and discovers USP4 as a new biomarker (27).

Studies have demonstrated that M2 macrophages exhibit PD-L1, which is among the immune checkpoint inhibitors employed for the regulation of macrophages. Exosomes facilitate the induction of M2 macrophages and PD-L1 expression in human monocytes by GBM cancer stem cells, as reported in a prior investigation (28). Over time, TAMs in mouse malignancy models consistently exhibit an elevated expression of PD-1, which is also observed in the progression of human cancer stages (29). In this study, we conducted a correlation analysis between genes associated with immune checkpoints and groups related to TAMs. The findings indicated a strong correlation between the TAM-associated scores and the expression level of genes related to immune checkpoints. The varying levels of expression of genes related to immune checkpoints could potentially provide guidance for immune checkpoint therapy in individuals diagnosed with GBM.

Furthermore, we conducted a pathways enrichment analysis using the genes associated with TAMs in the glioma cohort. Many immune-related pathways were significantly enriched. Despite advancements in surgical techniques and clinical protocols, the management of high-grade gliomas continues to pose challenges, characterized by low rates of treatment success and short survival times (30). Gliomas present several challenges, including their molecular complexity and their inconsistency in histopathological grade. Inaccurate forecasts of disease advancement and the ineffectiveness of conventional treatments can be caused by these variables. Currently, the current standard treatment for patients with glioma involves the use of both postoperative radiotherapy and adjuvant chemotherapy (31). However, ongoing efforts are being made to develop alternative methods of treating glioma patients who are unresponsive to treatment or experience recurrence following completion of treatment.

While bioinformatics analyses provide powerful tools for generating insights from large-scale datasets, they are not without limitations (32). These computational methods inherently depend on the quality and accuracy of the input data (33). Hence, any errors, biases, or variations in the initial data can significantly influence the results and interpretations (34). This reliance on the quality of input data is particularly relevant for analyses involving next-generation sequencing, where factors such as sequencing depth, quality of reads, and sample preparation methods can introduce biases (35). Another limitation is the assumption of linearity in many bioinformatics models, which may not adequately represent the complex, non-linear biological systems in reality (36). Moreover, many bioinformatics tools rely on existing databases, the contents of which are continually evolving. Therefore, results from such tools are constrained by the current state of knowledge and can become outdated as new data are added to these databases.

By utilizing bioinformatics analysis, we have effectively developed the TAM-associated risk model in the glioma cohort. Afterwards, the additional examination uncovered the significant forecasting significance of the TAM-associated risk model in the glioma group. The analysis effectively offered a fresh approach to the care and identification of individuals with glioma.
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The aim of our research is to explore the various characteristics and genetic profiles of clear cell renal cell carcinoma (ccRCC) in order to discover possible predictors of prognosis and targets for treatment. By utilizing ssGSEA scores, we categorized patients with ccRCC into groups based on their phenotype, distinguishing between low and high. This categorization revealed significant variations in the expression of crucial immune checkpoint genes and Human Leukocyte Antigen (HLA) genes, suggesting the presence of a potential immune evasion tactic in different subtypes of ccRCC. A predictive model was built using genes that are expressed differently and linked to cell death, showing strong effectiveness in categorizing patient risk. Furthermore, we discovered a noteworthy correlation among risk scores, infiltration of immune cells, the expression of genes related to immune checkpoint inhibitors, and diverse clinical features. This indicates that our scoring system for risk could function as a comprehensive gauge of the severity of the disease. The examination of the mutational terrain further highlighted the predominance of particular genetic changes, including VHL and PBRM1 missense mutations. Finally, we have discovered the function of DKK1 in facilitating cell death in ccRCC, presenting an additional possibility for therapeutic intervention. The results of our study suggest the possibility of incorporating molecular information into clinical prediction, which could lead to personalized treatment approaches in ccRCC.
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Introduction

Annually, the global incidence of renal cell carcinoma (RCC) exceeds 400,000 cases. The average age of diagnosis is approximately 60 years old, with men being twice as prone to receiving this diagnosis compared to women (1). Around 70% of people diagnosed with clear cell RCC (ccRCC) possess one of the subtypes of RCC (2). Despite the potential for early identification and effective management of ccRCC using surgical or ablative approaches, approximately one-third of individuals will experience the spread of cancer to other parts of the body (3). Consequently, ccRCC is nearly universally fatal, and this distinction holds significant importance. Around 30% of patients with RCC have metastatic disease when they are first diagnosed (4). Recurrence is experienced by approximately 30% of patients who have their primary tumor completely removed. Between 10 and 25 percent of individuals with localized illness encounter relapse despite accidental identification and fully surgical removal (5). Currently, chemotherapy and radiation therapy are ineffective in treating all types of RCC (6). During the initial phase of the investigation, alternative treatment approaches were explored due to the insufficient effectiveness of chemotherapy and radiation therapy.

At present, there is no genetic biomarker that can be utilized as a dependable indicator of ccRCC prognosis or therapy. Traditional cytotoxic chemotherapeutics are typically ineffective in treating ccRCC (7). Previously, individuals diagnosed with metastatic RCC received cytokine therapy as a treatment option prior to the introduction of small molecule targeted therapies and immune checkpoint inhibitors (8). Response rates, however, remained low. Since their introduction in 2005 (9), anti-angiogenic small molecule tyrosine kinase inhibitors (TKIs) that primarily target VEGF signaling pathways have played a crucial role in therapy. Among the small molecule inhibitors approved in clinical trials (10), there are axitinib, cabozantinib, lenvatinib, pazopanib, sorafenib, and sunitinib. Checkpoint inhibitors that target CTLA-4, PD-1, and PD-L1 are used to kill cancer cells by restoring the adaptive immune system’s ability to target and eliminate them (11). Nivolumab and pembrolizumab inhibit the negative effect of T-cell PD-1 in conjunction with ipilimumab, whereas nivolumab inhibits CTLA-4 (12). Initially, the utilization of nivolumab in the second stage of treatment for therapies blocking checkpoints led to an enhancement in the survival of patients. It is crucial to highlight, though, that a considerable amount of individuals still succumb to the illness due to their immune systems’ resistance against checkpoint inhibitors, be it inherent or acquired (13). Hence, it is imperative to devise novel therapeutic protocols in order to enhance the effectiveness of ccRCC (14).

Over the last few years, with the progress of bioinformatics analysis in diverse domains, there has been a growing focus on the importance of biomarkers in predicting the outcome of human diseases. However, the study is limited in its focus, specifically examining the relationship between predictive factors and ccRCC. Therefore, our goal is to examine the potential markers for individuals with ccRCC, which could improve the detection and treatment of ccRCC. Furthermore, various algorithms were utilized to assess the impact of immunotherapy in patients with ccRCC. Additionally, the analysis of pathway enrichment was conducted to further identify the crucial pathways in patients with ccRCC and immunotherapy.





Methods




Data obtaining

We have successfully acquired RNAseq data and relevant clinical information for tumors in ccRCC patients from the TCGA dataset (https://portal.gdc.com). During our investigation, we utilized the Cancer Single-cell State Atlas (CancerSEA) database, a crucial and all-encompassing source that offers a functional atlas of single-cell states for diverse cancer categories. CancerSEA stands out for its capacity to decipher functional conditions from a cellular viewpoint, providing understanding into a wide array of functional states of cancer cells, encompassing growth, cell death, oxygen deficiency, blood vessel formation, infiltration, spreading, and more. By gathering single-cell transcriptome data from publicly available databases, users can investigate the expression of their genes of interest across different functional states and types of cancer.





The analysis of gene expression differences

At first, the RNA-Seq data underwent data normalization to manage technical variability. The utilization of limma’s linear modeling and empirical Bayes moderation is well-suited for analyzing differential expression in RNA-Seq. The limma package in R was used to perform differential gene expression analysis, comparing ccRCC tumor samples with non-tumor samples. Differentially expressed genes (DEGs) were determined by analyzing their log2fold-change and adjusted p-value. We classified genes as significantly differentially expressed if their absolute log2 fold-change was greater than 1 and their adjusted p-value was less than 0.05.





Developing the prognostic forecasting model in the ccRCC group

To begin with, we conducted a Cox regression analysis on a single variable to determine the genes that showed a significant correlation with the overall duration of survival. Genes that had a p-value lower than 0.05 were considered statistically significant and chosen for additional examination. Afterwards, we utilized the LASSO regression analysis to further refine our choice of genes. By minimizing the total of the absolute coefficients, this approach effectively causes certain coefficients to shrink to zero, thus functioning as a method for selecting features. To find the lambda value that minimized the mean cross-validated error, we employed ten-fold cross-validation. Next, the genes that were not eliminated by the LASSO regression analysis were included in a multivariate Cox regression analysis. The objective of this analysis was to construct a predictive model by identifying the autonomous predictive genes while accounting for other factors. We calculated the hazard ratios (HR) and their corresponding 95% confidence intervals (CI). The predictive model was created using the linear sum of the levels of gene expression, weighted by their corresponding coefficients obtained from the multivariate Cox regression analysis. Based on the risk score median, we categorized patients into groups of high-risk and low-risk.





Enrichment analysis of gene sets using single sample

To obtain the enrichment scores of predetermined gene sets in each sample, we utilized ssGSEA, which is an expansion of GSEA, employing a single-sample approach. The ssGSEA method enables the characterization of individual patient’s gene set enrichment profile, providing an individualized and comprehensive representation of their biological states. The GSVA package in R was utilized to conduct ssGSEA. ssGSEA calculates an enrichment score for each sample, which indicates the extent to which genes in a specific gene set are collectively upregulated or downregulated in that sample. The ssGSEA score is determined by subtracting the weighted empirical cumulative distribution functions of the genes in the gene set from those of the remaining genes. Afterwards, the scores of enrichment are adjusted to fall within the range of 0 to 1.





Multivariate and univariate Cox regression

In our study, we examined the prognosis of patients with ccRCC by analyzing the independent connections between gene expression, age, gender, grade, stage, T status, M status, and N status using both multivariate and univariate Cox regression analysis. Using the TCGA database, we calculated hazard ratios (HRs) and determined 95% confidence intervals (CIs). The survival ROC R package was employed to generate a time-varying ROC curve for Receiver Operating Characteristic.





Pathway enrichment analysis

The relationship between the level of gene expression and the TCGA database in ccRCC samples was examined by analyzing the gene expression using the R packages ‘limma’ and ‘ggplot’ for gene analysis. We assessed the potential functions of important genes in ccRCC by analyzing KEGG and GO databases, using the R packages ‘ClusterProfiler’ and ‘org.Hs.eg.db’.





Analysis of infiltration by immune cells

The RNA-Seq data was analyzed using CIBERSORT, an algorithm for deconvolution, to estimate the ratios of 22 phenotypes of human immune cells, which encompass B cells, T cells, natural killer cells, macrophages, dendritic cells, and various others. By utilizing a collection of reference gene expression values, known as a ‘signature matrix’, the algorithm can estimate the existence of various cell types by analyzing the gene expression data obtained from the bulk tumor sample. The results from the CIBERSORT analysis were further evaluated to determine the associations between immune cell proportions in each sample and clinical characteristics as well as outcomes.





Somatic mutation analysis

Data on genetic changes in body cells were acquired from The Cancer Genome Atlas (TCGA) repository. The TCGA is an extensive database that offers multidimensional charts of significant genetic alterations in different forms of cancer. Our study specifically targeted the somatic mutation data obtained through whole-exome sequencing. The MAF files that were downloaded have been processed and analyzed using the R package called ‘maftools’. The main purpose of this package is to specifically create a tool for in-depth examination, depiction, and condensation of MAF files obtained from extensive sequencing investigations. In R, we utilized the `read.maf` function to import the MAF files. Additionally, we employed the `oncoplot` function to display the mutation landscape, which showcases the most frequently mutated genes and their corresponding mutation types. Additional plots were generated to gain a deeper comprehension of the genomic structure and the mutational patterns of the examined samples.





Correlation analysis

We used either Pearson’s correlation coefficient or Spearman’s rank correlation coefficient, depending on the characteristics of the variables and the distribution of the data. The Pearson correlation coefficient was employed to assess the linear association between two datasets when they follow a normal distribution and consist of continuous variables. In situations where the data did not follow a normal distribution or if there was a non-linear relationship between variables, Spearman’s rank correlation coefficient was used to assess the monotonic relationship between the two datasets. The `cor.test()` function in R was used to calculate correlation coefficients, which yield both the correlation coefficient and its corresponding p-value. The range of the correlation coefficient (r) is -1 to 1. A value of -1 signifies a complete negative linear relationship, while a value of 1 signifies a complete positive linear relationship.





Cell culture

Cell lines of renal cell carcinoma in humans (786-O, Caki-1) were grown in RPMI 1640 medium and DMEM, which were enriched with 10% fetal bovine serum (FBS; Gibco), 100 U/mL penicillin, and 100 μg/mL streptomycin (Gibco). The cell lines were cultured at a temperature of 37°C in a moist environment containing 5% carbon dioxide.





Flow cytometry can be used to identify apoptosis

Cell apoptosis was evaluated by employing an Annexin V-FITC/PI Apoptosis Detection Kit in accordance with the guidelines provided by the manufacturer. By utilizing this technique, it becomes possible to measure the amount of cells undergoing early apoptosis (Annexin V+/PI-) and late apoptosis (Annexin V+/PI+), in addition to viable cells (Annexin V-/PI-) and necrotic cells (Annexin V-/PI+).





Statistical analysis

Statistical analyses were performed using R software. A p-value < 0.05 was considered statistically significant.






Results




Identifying various phenotypes within the ccRCC cohort

To investigate the potential phenotypes associated with ccRCC cohort, the CancerSEA online dataset was utilized for exploration. The RCC cohort in CancerSEA was utilized to acquire various genes associated with multiple phenotypes, including angiogenesis, apoptosis, cell cycle, differentiation, DNA damage, DNA repair, EMT, hypoxia, inflammation, invasion, metastasis, proliferation, quiescence, and stemness. The CancerSEA provided the genes associated with each phenotype.





The ssGSEA analysis revealed the relative scores of each phenotype in ccRCC cohort

Using the ssGSEA analysis, we were able to acquire the relative scores for various phenotypes in ccRCC patients (Figure 1A). Next, we applied t-SNE, a nonlinear method for reducing dimensionality, to display the ssGSEA scores, which were originally in a high-dimensional space, in a two-dimensional space. The t-SNE analysis revealed clear clusters among the samples, indicating distinct gene set activity patterns (Figure 1B). Our samples exhibited distinct biological conditions or subtypes, as indicated by each cluster’s representation of a unique gene expression profile. In order to further examine these patterns, we created a heat map illustrating the ssGSEA scores. The heatmap indicated that the ccRCC individuals could be categorized into groups associated with low and high phenotypes (Figure 1C). Furthermore, we assess the association between low- and high phenotypes groups by considering the immune microenvironment (TME). The findings indicated that patients with elevated phenotypes in ccRCC also exhibited increased stromal score, immune score, and estimate score (Figure 1D). Following that, our examination concentrated on the levels of gene expression associated with Human Leukocyte Antigen (HLA), which is a vital element of the immune system’s reaction, among various cohorts in our investigation (Figure 1E). Significant variations were observed in the expression of multiple HLA genes among the various groups. In particular, the majority of genes related to HLA exhibited a notably elevated level of expression in groups with low phenotypes when compared to groups with high phenotypes. Furthermore, apart from assessing the expression of HLA genes, we explored the expression of genes associated with immune checkpoint inhibitors and the level of immune cell infiltration in various cohorts of our investigation. Across the groups, we noticed notable variations in the expression of multiple crucial genes related to immune checkpoint. Specifically, the levels of LAG3, CD40, CD276, CD86, HHLA2, TNFRSF8, and other genes varied significantly among the various groups (Figures 2A, B). The function of these genes is vital in controlling immune reactions, and their excessive expression may suggest an environment that suppresses the immune system. In addition, our examination uncovered unique trends of immune cell penetration among the categories. The high-phenotype group exhibited notably elevated levels of infiltration by CD8+ T cells and plasma cells in comparison to the low-phenotype group (Figure 2C).




Figure 1 | (A) The ssGSEA analysis revealed the patients with ccRCC in different groups; (B) The tSNE analysis showed the distribution of ccRCC patients with the phenotype-related scores; (C) The heatmap demonstrated the multiple phenotype-related scores in ccRCC cohort; (D) The correlation between TME and phenotypes-related scores; (E) The correlation between HLA-related genes and phenotype-related scores in ccRCC cohort. **p < 0.01; ***p < 0.001.






Figure 2 | (A, B) The correlation between phenotypes-related score and the expression level of immune checkpoint-related scores; (C) The correlation between immune cell infiltration and phenotypes-related scores. *p < 0.05; **p < 0.01; ***p < 0.001. ns, not significant.







Detection of the genes with altered expression due to apoptosis and development of the genes associated with prognosis in ccRCC population

Initially, we conducted an analysis of differential gene expression and discovered a group of genes that exhibited notable variations in expression levels between the low-apoptosis and high-apoptosis groups (Figure 3A). In order to comprehend the predictive capability of these genes with differential expression, we conducted an analysis of univariate Cox regression. Multiple genes were discovered to have a strong correlation with overall survival (OS) (p < 0.001) (Figure 3B). To prevent overfitting and identify the most informative genes for prognosis, we utilized LASSO regression analysis on these prognostic genes. We created a predictive model using multivariate Cox regression analysis, utilizing the genes chosen through LASSO regression (Figure 3C). The model assigned a risk score to every patient, and then divided them into high-risk and low-risk groups using the median risk score (Figure 3D). The risk score was calculated using the formula: Risk score = GYG2 * 0.0297332845768894 + PPP2R2C * 0.0462110263905504 + HAMP * 0.0512445613979477 + DKK1 * 0.0132240157621003 + IL1R2 * 0.00104102088328243 + TREM1 * 0.0104263118963058 + AGTR1 * -0.0131820624746291 + NMRAL2P * 0.0567839789716653 + SLC6A19 * -0.00459902199307787 + FDCSP * 0.00051323964019805 + SP5 * 0.0374983915192158 + MEG3 * 0.0267916578179131 + AL162586.1 * 0.115290461591709. Subsequently, we conducted Kaplan-Meier survival analysis and observed a notable disparity in overall survival (OS) between the high-risk and low-risk cohorts (p < 0.001) (Figure 3E). Individuals classified as high-risk experienced a considerably worse outcome in contrast to those classified as low-risk. In addition, we created time-varying receiver operating characteristic (ROC) curves for OS at 1 year, 3 years, and 5 years. Our prognostic model demonstrated excellent predictive accuracy for all time points, as evidenced by the high values of the area under the ROC curve (AUC) (Figure 3F). The calibration plots additionally demonstrated a satisfactory concurrence between the projected and observed survival rates at 1-year, 3-year, and 5-year intervals (Figure 3G).




Figure 3 | (A) The differentially expressed analysis between low- and high-apoptosis groups; (B) The univariate COX regression analysis; (C) The LASSO regression analysis; (D) The multivariate COX regression analysis; (E) The survival analysis between low- and high-risk groups; (F) The time-dependent ROC curve of the risk model in ccRCC cohort; (G) The calibration curve of the risk model.







The relationship between the risk score and the infiltration of immune cells and genes related to immune checkpoints

Initially, we examined the correlation among risk scores, infiltration of immune cells, and the expression of genes associated with immune checkpoint inhibitors. A strong positive relationship was discovered between risk scores and the extent of infiltration of various types of immune cells (Figure 4A). This implies that individuals with elevated risk scores might possess a unique immune environment. Moreover, the risk scores showed a significant correlation with the expression of various immune checkpoint genes, such as TNFSF4, TNFSF18, TNFSF14, TNFRSF9, TNFRSF8, TNFRSF4, TNFRSF25, and others (Figure 4B).




Figure 4 | (A) The correlation between risk model and immune cell infiltration; (B) The correlation between the expression level of immune checkpoint-related genes and risk model; (C) The univariate independent prognosis analysis; (D) The multivariate independent prognosis analysis; (E) The nomogram based on the risk model and clinical features; (F) The calibration curve of the nomogram. ***p < 0.001.







The relationship between the risk score and clinical characteristics

Afterwards, we investigated the correlation between risk scores and different clinical attributes. The overall survival was significantly associated with various clinical characteristics, such as age, grade, stage, T stage, M stage, and risk score, as indicated by the results of the univariate Cox regression analysis (Figure 4C). After accounting for other clinical characteristics in the multivariate Cox regression analysis, the risk score persisted as a separate prognostic indicator for overall survival (Figure 4D). Next, we developed a nomogram that combines the risk score and important clinical characteristics to offer a quantitative approach for estimating a patient’s likelihood of surviving for 1 year, 3 years, and 5 years. According to the nomogram, prognosis was primarily influenced by the risk score, with tumor stage and age also playing significant roles (Figure 4E). The calibration graphs for the likelihood of surviving for 1 year, 3 years, and 5 years demonstrated a favorable concurrence between the forecast made by the nomogram and the real-life observation (Figure 4F).





Somatic mutations in ccRCC cohort

During our examination of the TCGA Kidney Renal Clear Cell Carcinoma (KIRC) dataset, we investigated the spectrum of genetic alterations in patients with KIRC. The examination uncovered a significant number of mutations in the KIRC specimens. VHL, the gene with the highest mutation frequency, was found to be mutated in 45% of the KIRC samples. Furthermore, the KIRC cohort exhibits a high mutation rate in genes such as VHL, PBRM1, TTN, SETD2, BAP1, MUC16, MTOR, DNAH9, CSMD3, and KDM5C, which are among the top 10 mutated genes. Furthermore, we also assess the association between the mutation category and the numerous genes in the ccRCC population. Moreover, the majority of the mutations were primarily of the Missense_Mutation category. Taken together, our findings provide a comprehensive view of the somatic mutation landscape in KIRC. Identifying commonly and significantly mutated genes may enhance comprehension of the molecular mechanisms of KIRC and potentially direct the advancement of more precise therapeutic approaches (Figures 5A-C).




Figure 5 | (A); The plot representing the distribution and types of mutations; (B) The figure shows a waterfall plot illustrating the mutation landscape of the analyzed tumor samples. Each column represents an individual sample, and each colored cell within the column denotes the presence of a particular gene mutation. The color coding is explained in the inset key. The top bar plot shows the mutation burden per sample, and the right-hand bar plot displays the frequency of mutations for each gene across all samples; (C) The different mutation types of all samples.







The relationship between clinical characteristics and risk assessment

Furthermore, we investigate the association between clinical characteristics and risk score. The findings indicate a positive correlation between elevated risk score and increased grade, stage, T stage, and M stage. Furthermore, the male ccRCC individuals were also associated with the elevated risk score (Figures 6A–G).




Figure 6 | The correlation between risk score and age (A), gender (B), grade (C), stage (D), T stage (E), N stage (F), M stage (G); The drug sensitive analysis of Bleomycin (H), Bosutinib (I), Camptothecin (J), Dasatinib (K) and Erlotinib (L) between low- and high-risk groups.







Analyzing the correlation between risk scores and drug sensitivity in the ccRCC cohort

Additionally, we performed an investigation to examine the correlation between the risk scores of ccRCC individuals, obtained from our prognostic algorithm, and drug responsiveness utilizing information from The Cancer Genome Atlas (TCGA). The correlation between the sensitivity of various drugs and the risk scores was found to be significant. In particular, individuals with elevated risk scores exhibited greater susceptibility to bleomycin and erlotinib in contrast to those with lower risk scores (p < 0.05). On the other hand, patients with high-risk scores may not have a favorable response to bosutinib, camptothecin, and dasatinib (p < 0.05), indicating a correlation between highrisk scores and treatment resistance. The utilization of risk scores to inform treatment decisions offers a fresh perspective and has the potential to aid in the creation of individualized therapeutic approaches for patients with ccRCC (Figures 6H–L).





The overexpression of the DKK1 promote the cell apoptosis in RCC cells

Additionally, to investigate the connection between DKK1 and programmed cell death, we conducted flow cytometry analysis to assess cell apoptosis. The findings indicated that the increased expression of DKK1 enhanced the capacity of cell apoptosis in both 786-O and Caki-1 cell lines (Figure 7).




Figure 7 | (A) The results of flow cytometry revealed the apoptosis in non-treated 786-O cells; (B) The results of flow cytometry revealed the apoptosis in over-expressed DKK1 786-O cells; (C) The results of flow cytometry revealed the apoptosis in non-treated Caki-1 cells; (D) The results of flow cytometry revealed the apoptosis in over-expressed DKK1 Caki-1 cells.








Discussion

Our research has provided valuable knowledge about the various characteristics associated with clear cell renal cell carcinoma (ccRCC) and has made significant progress in identifying potential markers for predicting the prognosis and treatment of this condition. Categorizing ccRCC patients into low- and high-phenotype groups using the ssGSEA scores has offered a unique viewpoint on the clinical landscape of the disease. For localized ccRCC, surgical intervention, including partial or radical nephrectomy, is typically the first-line treatment (15). The treatment options for advanced or metastatic ccRCC have greatly improved due to the introduction of targeted therapies, such as sunitinib and pazopanib, which are tyrosine kinase inhibitors (TKIs), as well as immune checkpoint inhibitors like nivolumab and ipilimumab (16).

The notable variations observed in the manifestation of Human Leukocyte Antigen (HLA) genes and crucial immune checkpoint genes among these phenotype groups emphasize the intricate interaction between ccRCC and the immune system. The results mirror the well-known impact of the immune environment on the advancement of tumors, the effectiveness of treatment, and the survival of patients. Specifically, our examination of increased amounts of CD8+ T lymphocyte and plasma cell invasion in high-phenotype categories suggests a possible tactic of immune evasion utilized by aggressive ccRCC subtypes.

The performance of our predictive model, developed using genes that show differential expression in relation to apoptosis, has proven to be strong in categorizing the risk of ccRCC patients. The notable disparities in survival rates between the high-risk and low-risk categories, along with the model’s impressive ability to predict accurately, emphasize the potential of incorporating molecular information into clinical prognosis. Significantly, the effectiveness of the model was further strengthened by its classification as a standalone prognostic factor in the multivariate Cox regression analysis. Over the past few years, numerous research studies have concentrated on examining the significance of risk models in the treatment of cancer. In a recent study, it was found that the gene GLS2 is upregulated in ccRCC cells during ferroptosis, according to researchers’ findings. Moreover, ccRCC cells that were subjected to GLS2 shRNA treatment displayed lower rates of survival, diminished levels of glutathione, and increased levels of lipid peroxide. The results indicate that GLS2 might function as an inhibitor of ferroptosis in ccRCC (17).

Our findings indicate that the connections we formed among risk scores, infiltration of immune cells, expression of genes related to immune checkpoint inhibitors, and different clinical characteristics propose that our scoring system for risk could function as a comprehensive gauge of the severity of the disease. This enhances the possibility of our risk assessment as a valuable instrument for categorizing patients and providing treatment recommendations. Additional context is provided to our findings through our analysis of the mutational landscape in the TCGA Kidney Renal Clear Cell Carcinoma (KIRC) dataset. Understanding the molecular mechanisms underlying ccRCC is enhanced by the occurrence of missense mutations and the discovery of commonly mutated genes like VHL and PBRM1.These findings also raise the possibility of developing targeted therapeutic strategies based on specific genetic alterations. The connection between risk scores and drug sensitivity is especially fascinating, indicating the possibility of our risk scores in guiding decisions on treatment and contributing to individualized therapeutic approaches. Nevertheless, additional investigation is required to confirm these connections and to examine their practical significance.

The atypical manifestation of Dickkopf-1 (Dkk1) is recognized to play a role in the progression of different forms of malignancies. Dkk1 is a member of a protein group comprising Dkk2, Dkk3, and Dkk4. All these proteins are secreted and possess comparable conserved cysteine domains. The Dkk family primarily operates by obstructing the Wnt/b-catenin pathway, leading to the breakdown of B-catenin through the proteasome, the initiation of apoptosis, and the cessation of cellular proliferation (18). During the course of this study, we made a significant finding indicating that DKK1 might have a crucial involvement in the induction of apoptosis in individuals with ccRCC. In the ccRCC cohort, the excessive expression of DKK1 may enhance the capacity for apoptosis.

Our study, while providing novel insights, has its limitations. To validate our findings, it is important to conduct prospective studies due to the biases present in publicly available datasets and the retrospective nature of this study. In spite of these difficulties, our research signifies a significant advancement in comprehending the intricate biology of ccRCC and offers hope for enhancing patient prognosis and tailoring treatment methods.
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In recent years, organophosphate ester flame retardants (OPFRs) have emerged as preferred alternatives to brominated flame retardants (BFRs) in materials such as building supplies, textiles, and furnishings. Simultaneously, a notable surge in bladder cancer incidences has been observed globally, particularly in developed nations, placing it as the 10th most prevalent cancer type. Among the extensive OPFRs, the linkage between triphenyl phosphate (TPP) and bladder cancer remains inadequately investigated. Hence, our study endeavors to elucidate this potential association. We sourced transcriptome profiles and TPP-related data from The Cancer Genome Atlas and Comparative Toxicogenomics databases. Using the ssGSEA algorithm, we established TPP-correlated scores within the bladder cancer cohort. Differentially expressed analysis enabled us to identify key genes in bladder cancer patients. We utilized the LASSO regression analysis, along with univariate and multivariate COX regression analyses to construct a prognostic prediction model. To uncover critical pathways involving key genes, we employed GSEA and GSVA enrichment analyses. Molecular docking analysis was performed to determine the binding capability between TPP and proteins. Our findings reveal that the TPP-centric risk model offers valuable prediction for bladder cancer cohorts. Furthermore, the reliability of this TPP-influenced risk model was verified through ROC curve analysis and survival studies. Intriguingly, TPP exposure appears to bolster the proliferation and invasiveness of bladder cancer cells. This study furnishes new insights into the possible benefits of minimizing TPP exposure for hindering bladder cancer progression.
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Introduction

In recent years, the use of organophosphorus flame retardants (OPFRs) as an alternative to brominated flame retardants is attracting the attention of researchers (1). The flame retardant triphenyl phosphate (TPP) is widely used in consumer products as a plasticizer and flame retardant (2). Although TPP and polybrominated diphenyl ethers (PBDEs) have both been reported as environmental pollutants, the concentrations of TPP are significantly higher in the environment (3). Due to its inability to form chemical bonds with materials, TPP dissolves readily in the environment, allowing it to be detected in a wide range of environmental or biological samples (4). It is primarily released into the environment through volatilization of plastics, manufacturing processes, hydraulic oil spills, and leaching of petroleum products (5). In the environment and biota, TPP is one of the most commonly detected OPFRs. There are generally a few nanograms to several hundred nanograms per liter of surface water with this substance (6). There have been detections of TPP in the microenvironment of our daily lives, including house dust (65-862,000 ng/g) and air (0.00079-220 ng/m3). The presence of TPP was also detected in tap water and rice, with levels of 21.27 ng/L and 26.14 ng/g wet weight, respectively (7). There is evidence that TPP is present in the placenta, blood, urine, and breast milk of humans. The environmental problems and health risks associated with TPP are attracting widespread attention, even though it has not been clearly defined as a toxic chemical (8). Recently, many studies focused on the correlation between TPP and cancer. The exposure of TPP could also promote the proliferation and invasive ability of kidney cancer cells (9). Additionally, the TPP has also been regarded as the potential threat to colorectal cancer. Therefore, it is of great importance to evaluate the role of TPP in cancers (10).

Currently, there has been a steady increase in bladder cancer incidence throughout the world, especially in developed countries, and it is the 10th most common cancer worldwide (11). The urothelial cells of the bladder are responsible for 90% of bladder cancer cases, especially in developed nations (12). There is no doubt that environmental and occupational chemicals play a major role in bladder cancer. Tobacco smoke is by far the most common cause (13). Occupational exposure to carcinogens such as aromatic amines, polycyclic aromatic hydrocarbons, and chlorinated hydrocarbons are the second most preventable risk factor for bladder cancer (14). A variety of industrial products containing these compounds are produced, including dyes, paints, metals, rubber, and petroleum (15). As is shown in the previous study, working in “storage and transportation” in the rubber industry was associated with a 253-fold increased risk of death, and “general work” in the rubber industry was associated with a 159-fold increased risk of death (16). Among the other industries associated with an increased risk of bladder cancer are firefighting, hairdressing, and farming with fungicides (17). Despite 2 years of exposure appearing sufficient to increase a person’s risk, the disease often does not manifest itself until decades after exposure, as with tobacco smoke (18).

Recently, with the rapid development of the bioinformatics analysis, more and more relevant researchers have applied the bioinformatics into diagnosis, treatment and prognostic prediction of multiple diseases. In this work, we aim to explore the role of TPP in bladder cancer cohort. The GO and KEGG enrichment analysis was used to explore the potential pathways involved in TPP. The TPP-related prognostic prediction model was constructed to explore the key genes in bladder cancer cohort. The bioinformatics analysis may help to provide insights into bladder cancer etiology, which can also help with early diagnosis and early treatment of bladder cancer.





Methods




Collection and organization of data

Interacting genes linked to a range of OPFRs and their metabolites were collected from the Comparative Toxicogenomics Database (CTD, http://ctdbase.org/). Our analysis included 18 distinct OPFRs, such as Phosphoric acid tris(2-methylphenyl) ester and Tributyl phosphate.





Employing the single-sample gene set enrichment analysis algorithm

To ascertain the extent of OPFR infiltration in patients with bladder cancer, ssGSEA was deployed using the Gene Set Variation Analysis (GSVA) package within R software. Individual gene sets for each OPFR were compiled from the CTD database. Each type of OPFR’s relative abundance was determined through ssGSEA scores, which were normalized between 0 (minimum) and 1 (maximum). A Benjamini-Hochberg corrected p-value less than 0.05 was deemed statistically significant.





Application of gene ontology and Kyoto Encyclopedia of genes and genomes pathway analysis

The clusterProfiler package within R was applied to analyze genes identified from each module, leveraging Gene Ontology, Kyoto Encyclopedia, and genomic pathway data. Multiple comparison p-value adjustments were conducted using the Benjamini-Hochberg method, with the threshold of statistical significance set at 0.05.





Construction of a prognostic prediction model based on TPP-related score

The “limma” package in R was harnessed to identify unique genes between two separate TPP-related clusters. The least absolute shrinkage and selection operator (LASSO) analysis was employed to curtail overfitting. Subsequently, LASSO and COX regression analyses were used to devise the prognostic prediction model. Based on the risk model parameters, patient groups were classified into high- and low-risk categories. Survival disparities between these groups were evaluated via a log-rank test, with the risk model’s sensitivity and specificity assessed using ROC curve analysis. Univariate and multivariate independent prognosis analyses were utilized to evaluate the impact of other clinical characteristics on the prognostic value of the risk model. Finally, a nomogram integrating clinical characteristics and a risk model was created, with a calibration curve generated to assess the nomogram’s accuracy.





Implementation of gene set enrichment analysis and gene set variation analysis

GSEA and GSVA were executed on the dataset to pinpoint pathway genes. We divided the samples into high and low groups based on median signature scores. The GSEA V4.1.0 software was used for GSEA, employing a background gene set of c2.cp.kegg.v7.2.symbols.gmt. For GSVA, the “GSVA” R package was utilized.





Conducting molecular docking

Molecular docking procedures were carried out via VLife molecular docking software version 4.6.10, utilizing PDB obtained from the RCSB PDB-101 Protein Crystal Database (PDB, http://www.rcsb.org/pdb/). The resultant docked complexes were examined in the Interaction segment of the software.





Culture of bladder cancer cells

T24 bladder cancer cells were maintained in DMEM, complemented with 15% fetal bovine serum, 10% fetal calf serum, and 1% penicillin-streptomycin.





Application of CCK8 assay

We employed the CCK8 kit (Dojindo, Shanghai, China) for measurements. Each well of a 96-well plate was seeded with 2000 cells, with 10 liters of CCK8 added to each well. A humidifier was used to incubate them at 37°C for 1.5 hours with 5% CO2.





Performance of transwell assay

The invasive potential of bladder cancer cells was evaluated using Transwell chambers, in accordance with the manufacturer’s guidelines. Transwell chambers containing 24 wells were filled with DMEM medium having 0.5x 106 cells per ml. To assess the invasive capability of cancer cells, Extra Matrigel was injected into the upper chamber. After 24 hours in a humidified incubator containing 5% CO, the membrane was treated with Methanol for five minutes and then dried at room temperature for 30 minutes. Following this, the membrane was stained with crystal violet at room temperature for 20 minutes before examination under a light microscope.





Execution of statistical analysis

All statistical analyses in this study were performed using R software. A P-value less than 0.05 was considered statistically significant, unless otherwise specified.





Discovery of critical genes linked with OPFRs and establishment of an OPFRs-related score system

Initially, we extracted genes interacting with 18 different types of OPFRs and their metabolites from the CTD database. Utilizing the ssGSEA algorithm, we quantified an OPFRs-related score for each individual in the bladder cancer cohort, which led to the categorization of the cohort into high and low OPFRs groups (Figures 1A, B). These scores were illustrated via a heatmap (Figure 1C), and we undertook a correlation study to explore the association between these scores and the tumor microenvironment (TME) (Figure 1D). The findings suggested a direct correlation between elevated OPFRs-related scores and immune, stromal, and ESTIMATE scores.




Figure 1 | (A) The ssGSEA algorithm revealed the OPFRs-related scores in bladder cancer cohort; (B) The bladder cancer cohort was divided into OPFRs-low and OPFRs-high group based on the ssGSEA algorithm; (C) The heatmap demonstrated the specifical OPFRs-related score in bladder cancer patients; (D) The correlation between TME and OPFRs-related score; (E) The heatmap revealed the correlation between clinical features and TPP-related score. “*” means P<=0.05, “**” means P<=0.01, “***” means P<=0.001.







Evaluation of relationships between TPP-related scores and clinical attributes, immune cells, and immune checkpoint-related genes

We delved into the association between TPP-related scores and clinical attributes, revealing a significant correlation with patient age, gender, and disease stage (Figure 1E). Reduced TPP-related scores were linked with increased age (over 65), lower grade and T/M stages, whereas elevated TPP-related scores were associated with male patients and a higher N stage (Figures 2A–F). Moreover, heightened TPP-related scores coincided with enhanced infiltration of naive B cells, plasma cells, regulatory T cells, and M1/M2 macrophages (Figure 2G). An association analysis between the expression levels of immune checkpoint-related genes and TPP-related scores demonstrated that elevated expression of these genes was associated with diminished TPP-related scores (Figures 1H, I).




Figure 2 | The correlation between TPP-related score and age (A), gender (B), grade (C), T stage (D), M stage (E) and N stage (F, G). The correlation between immune-related cells and TPP-related scores; (H, I) The correlation between expression level of immune checkpoint-related genes and TPP-related scores. “*” means P<=0.05, “**” means P<=0.01, “***” means P<=0.001. ns, not statistically significant.







Establishment of the TPP-related prognostic prediction model in the bladder cancer cohort

In our endeavor to pinpoint the genes crucial in the bladder cancer cohort, we performed a differential expression analysis between the TPP-low and TPP-high groups. This identified 232 down-regulated genes and 79 up-regulated genes, considered to be key within TPP (Figures 3A, B). The heatmap showcased the expression level of these key genes. These 311 genes then became the subjects of further analysis. A univariate COX regression analysis isolated prognosis-related genes (Figure 3C), identifying 37 such genes (Figures 3D, E). Subsequent LASSO regression analysis refined this list, with a multivariate COX regression analysis used to build the risk model. Each patient with bladder cancer was assigned a risk score as per the following formula: Risk score = TCHH * 0.0588545960366445 + LINGO2 * 0.0571622902543735 + GNLY * -0.258747524466991 + HIST1H2AH * -0.249755464196645 + TMPRSS11F * 0.0939659133443133 + AC078880.5 * -0.113301124037407 + A1CF * -0.0726391262458251 + AC091544.2 * -0.087891281461466 + AC011298.1 * -0.0715856458719754 + AJ271736.1 * -0.0572227894080378 + LRTM1 *-0.102138079651338. The survival analysis indicated that higher risk scores correlated with poorer overall survival (OS) in bladder cancer patients (Figure 3F).




Figure 3 | (A) The differentially expressed analysis between TPP-low and TPP-high groups; (B) The heatmap demonstrated the expression level of differentially expressed genes in bladder cancer patients; (C) The univariate revealed the prognosis-related genes in bladder cancer cohort; (D, E) The LASSO regression analysis; (F) The survival analysis between low- and high-risk groups.







Evaluation of the risk model’s function and construction of a prognostic-related nomogram in bladder cancer cohorts

We divided the bladder cancer cohort into low- and high-risk groups based on the median risk scores derived from the TPP-based prognostic model (Figure 4A). Higher risk was linked to poorer overall survival. Independent prognosis analysis identified age, disease stage, and risk scores as significant independent risk factors for bladder cancer (Figures 4B, C). The time-dependent ROC curve revealed AUC scores of 0.703, 0.770, and 0.772 for 1-year, 3-year, and 5-year periods, respectively (Figure 4D). The clinical ROC curve showed that the predictive value for risk score was superior to that of clinical features (Figure 4E). Our constructed nomogram demonstrated robust predictive value for bladder cancer patients, with our analysis suggesting a link between higher risk scores and advanced clinical features (Figure 5).




Figure 4 | (A) The risk plot revealed the survival status of bladder cancer patients; (B) The univariate independent prognosis analysis; (C) The multivariate independent prognosis analysis; (D) The time-dependent ROC curve revealed the AUC score of 1-year, 3 year and 5-year in bladder cancer cohort; (E) The ROC curve revealed the AUC score of risk score and clinical features.






Figure 5 | (A) The nomogram based on risk score and clinical features; (B) The calibration curve shows the predictive value of nomogram; The correlation analysis between risk score and gender (C), grade (D), stage (E), T stage (F), N stage (G) and M stage (H). “**” means P<=0.01, “***” means P<=0.001.







Probing the binding affinity between TPP and proteins encoded by risk model-associated genes

We procured the structures of TPP and several pivotal proteins using the PubChem and RCSB databases. A molecular docking examination between TPP and proteins A1CF, GNLY, and HIST1H2AH revealed differential binding affinities. A1CF exhibited robust binding with TPP, GNLY demonstrated intermediate binding, while HIST1H2AH did not bind (Figures 6, 7).




Figure 6 | (A) The 2D structure of TPP; (B) The 3D structure of TPP; (C) The 3D structure of A1CF protein; (D) The 3D structure of HIST1H2AH protein; (E) The 3D structure of GNLY protein; (F) The sequences of HIST1H2AH analyzed by NMR spectroscopy; (G) The sequences of A1CF analyzed by NMR spectroscopy; (H) The sequences of GNLY analyzed by NMR spectroscopy.






Figure 7 | (A) The molecular docking between TPP and A1CF; (B) The molecular docking between TPP and GNLY; (C) The molecular docking between TPP and HIST1H2AH.







Uncovering potential pathways of A1CF and TPP-associated genes in the bladder cancer cohort

Our findings indicated a strong correlation between the gene A1CF and TPP exposure in bladder cancer cohorts. To discover potential pathways associated with A1CF, we conducted Gene Set Enrichment Analysis (GSEA) and Gene Set Variation Analysis (GSVA). The GSEA revealed that the most significantly enriched Gene Ontology (GO) terms included chemical sensory perception, olfaction, immunoglobulin complex circulation, intermediate filament, and intermediate filament cytoskeleton (Figure 8A). Notably, the KEGG pathways most enriched encompassed graft-versus-host disease, hematopoietic cell lineage, IgA production within the intestinal immune network, and olfactory transduction (Figure 8B). In the GSVA, pathways including defense response, molecular transducer activity, calmodulin binding, structural molecule activity, and positive gene expression regulation were prominent (Figure 8C). Subsequent GO enrichment analysis for TPP-associated genes in the Biological Process (BP) category revealed enrichment of pathways related to steroid metabolism, regulation of lipid metabolism, regulation of small molecule metabolism, and sterol metabolism (Figure 8D). In the Cellular Component (CC) category, the cytochrome complex, lipid droplets, mitochondrial inner membrane, and calcium channel complex were most enriched (Figure 8E). In the Molecular Function (MF) category, pathways associated with nuclear receptor activity, ligand-activated transcription factor activity, amide binding, and peptide binding were deemed highly correlated (Figure 8F). These outcomes provide a broad understanding of the potential molecular pathways impacted by TPP in bladder cancer cells.




Figure 8 | (A) The GSEA of A1CF based on GO terms; (B) The GSEA of A1CF based on KEGG terms; (C) The GSVA of A1CF in bladder cancer cohort; (D) The GO BP enrichment analysis based on TPP-related genes; (E) The GO CC enrichment analysis based on TPP-related genes; (F) The GO MF enrichment analysis based on TPP-related genes.







The exposure of TPP could promote the cell invasion and proliferation ability of bladder cancer cells

In our investigation, we found that exposure to Triphenyl Phosphate (TPP) significantly enhanced the invasiveness and proliferative capacity of bladder cancer cells. A series of in vitro experiments were conducted where the cells were treated with TPP. Subsequent CCK8 assays demonstrated a dose-dependent increase in cell proliferation rates upon TPP exposure (Figure 9A). Furthermore, invasion assays showed a marked enhancement in the invasive potential of these cells under similar treatment conditions (Figure 9B).




Figure 9 | (A) The CCK8 assay in T24 cells with the mock exposure and none exposure of TPP at the concentration of 10-6 M; (B) The Transwell assay in T24 cells with the mock exposure and none exposure of TPP at the concentration of 10-6 M. “**” means P<=0.01.








Discussion

In 2018, OPFRs accounted for 30% of the global flame-retardant market as an alternative to brominated flame retardants (8). There are now multiple pathways for humans to become exposed to OPFRs due to the increased use of these particles in household dusts and food workers (19). OPFR is primarily transmitted through inhalation or dust inhalation in young children who spend most of their time at home, while food inhalation is predominant in adolescents and adults (20). The modern world is therefore filled with humans exposed to OPFR. The TPP aryl-OPFR is widely used in a variety of products such as baby products, home furnishings, electronic equipment, and building materials (21). As an additive flame retardant, TPP does not form chemical bonds with materials, and is therefore easily released into the environment (22). In recent years, TPP has been discovered to be closely associated with many cancers, such as prostate cancer and colorectal cancer. However, no study focused on the correlation between TPP and bladder cancer. As one of the most common developed tumors in the urinary system, bladder cancer is considered to be closely correlated to the environmental exposure (23). In addition, suspected/established occupational bladder carcinogens include 2-naphthylamine, 4-aminobiphenyl, toluene, 4,4’-methylenebis(2-chloroaniline), metalworking fluids, polyaromatic hydrocarbons and vinyl chloride (24). In this work, we aim to explore the correlation between TPP and bladder cancer. First of all, the interactive genes of multiple OPFRs and metabolites of OPFRs were downloaded from the CTD database. In order to obtain the OPFRs-related scores in bladder cancer cohort, we then performed the ssGSEA algorithm. Each bladder cancer patient was evaluated with the OPFRs-related score. The clinical-related analysis revealed that the OPFRs-related score is closely correlated with the clinical-related features, such as grade, stage and T stage. Also, many immune-related cells and expression level of immune-related genes were also closely correlated with OPFRs-related score. As is shown by the former study, the exposure of the TPP could improve the proliferation and invasive ability of prostate cancer cells, which may indicate the toxicity of TPP in prostate cancer patients (9). In addition, multiple studies have evaluated the potential correlation between TPP and thyroid cancer (25). Also, according to a case-control study conducted in eastern China, OPFR exposure increases thyroid cancer risk (26).

Subsequently, we performed the differentially expressed analysis to explore the key genes involved in TPP. On the basis of the TPP-related differentially expressed genes, we then construct the risk model by using COX regression analysis and LASSO regression analysis. The survival analysis and ROC curve revealed that the TPP-related risk model is closely correlated with the prognosis of bladder cancer patients. In addition, the risk model showed great predictive value for bladder cancer patients. In recent years, multiple studies have applied the bioinformatics analysis to evaluate the correlation between environmental toxicity and cancers. As is shown in the previous study, phthalates have been associated with potential negative effects on prostate cancer, and a pharmacological method has been proposed to predict harmful effects (27). In addition, a former study also discovered that multiple water pollutants were considered to be closely associated with the human diseases, such as colon tumors, breast tumors, hepatitis B, bladder cancer, and human cytomegalovirus infection (28). Also, a bioinformatics analysis revealed that perfluorinated compounds may be the potential threaten to bladder cancer patients (29). Therefore, in the future, more study should focus on the correlation between environmental exposure and cancers.

Next, by performing the molecular docking, we discovered that A1CF may be a key biomarker for TPP-induced bladder cancer patients. Apobec-1 complementation factor (A1CF) has been identified as a complement factor of apolipoprotein-B messenger RNA editing (30). According to previous studies, the RNA-binding protein A1CF upregulated DKK1 expression and inhibited Wnt/β-catenin signaling (31). Furthermore, another study demonstrated that A1CF promoted breast cancer cell proliferation and migration and inhibited apoptosis (32). In this work, the molecular docking analysis showed strong binding ability between TPP and A1CF, such as van der waals, pi-cation, carbon hydrogen bond and pi-pi stacked.

Finally, in order to explore the enriched pathways of TPP-related genes and A1CF in bladder cancer cohort, we then performed the GSEA, GSVA and GO enrichment analysis. The results demonstrated that some immune-related pathways and lipid metabolism-related pathways were significantly enriched. A proteomic analysis revealed that related proteins related to apoptosis, oxidative stress, metabolism, and membrane structure were affected (18). Additionally, metabolic pathways such as glycolysis, citric acid cycle, oxidative phosphorylation, lipid and protein metabolism were significantly disrupted (33). Also, the cell proliferation and invasive assays demonstrated that the exposure of TPP could promote the cell proliferation and invasive ability of bladder cancer cells. The implication of such results is profound as it underscores the potential risks associated with TPP exposure and its role in bladder cancer progression. Further substantiating this, our invasion assays revealed a stark increase in cell invasive capacity following TPP treatment. This suggests that TPP might facilitate cancer metastasis, a critical aspect of cancer progression and a leading cause of cancer mortality. However, while our findings paint a concerning picture of the possible implications of TPP exposure, it is necessary to mention that our research, like any, has limitations. The results obtained are from in vitro experiments, which, though valuable, do not fully represent the complexity of human physiology. Future studies involving in vivo models and clinical investigations would provide a more comprehensive understanding of the potential carcinogenic role of TPP. Also, further molecular and mechanistic studies are required to decipher the exact pathways by which TPP induces these changes in bladder cancer cells.

However, some limitations are also involved in the bioinformatics analysis. Firstly, bioinformatics analysis is heavily reliant on the quality of the initial data. Poor quality or incorrectly annotated data can lead to inaccurate results. In addition, the complex nature of biological systems often means that bioinformatics analyses can oversimplify these systems, which may result in inaccurate modeling or predictions. Besides, algorithms used in bioinformatics are often based on certain assumptions about biological data, which might not always hold true. This can affect the accuracy of the analysis.

In total, in this work, we successfully discovered the correlation between TPP and bladder cancer. A1CF may be considered as the key biomarker for the TPP-induced bladder cancer. Our analysis provided great directions for the future analysis.
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Background

ccRCC, also known as clear cell renal cell carcinoma, is a cancer that is highly metabolically active and has a strong connection with the immune system. The objective of this research was to investigate the correlation between pathways associated with metabolism, diabetes, immune infiltration, and their impact on the prognosis of ccRCC.





Method

We conducted an extensive examination utilizing ssGSEA, ESTIMATE algorithm, WGCNA, and GSVA for gene set enrichment analysis, gene co-expression network analysis, and gene set variation analysis. An established prognostic model, utilizing immune-related WGCNA findings, was evaluated for its association with clinical characteristics and the tumor microenvironment (TME).





Result

The ssGSEA effectively categorized ccRCC into groups based on low and high metabolism. Strong associations were observed between scores related to metabolism and immune scores, ESTIMATE scores, stromal scores, and gene expression related to HLA. The analysis conducted by WGCNA revealed a module called the ‘yellow module’ that exhibited a significant correlation with the infiltration of immune cells and the survival rates of patients. A risk model was developed, demonstrating reliable predictive performance for patient survival outcomes. The risk model also correlated significantly with immune scores and HLA-related gene expressions, suggesting potential immune evasion mechanisms. The analysis of mutations in TCGA data revealed the mutational patterns of ccRCC, and there was a significant correlation between the risk score and clinical characteristics. The GSVA analysis revealed a notable enrichment of pathways associated with cancer in patients at high risk. Finally, in order to evaluate the role of CX3CL1 in renal cell carcinoma cells, we then performed the cell proliferation assays. The results demonstrated that the over expression of CXCL1 could promote the cell proliferation ability in renal cell carcinoma cells.





Conclusion

Our findings provide a novel perspective on the interactions between diabetes, metabolic pathways, and the immune landscape in ccRCC. The predictive value of the prognostic model established in this research has the potential to guide the development of new therapeutic and prognostic approaches for patients with ccRCC.





Keywords: metabolism, diabetes, clear cell renal cell carcinoma, immune profile, gene set enrichment analysis





Introduction

Diabetes is a long-term condition that arises when the pancreas fails to generate sufficient insulin or when the body is unable to properly utilize the insulin it generates (1). The hormone insulin plays a crucial role in controlling the levels of sugar in the bloodstream. Insufficient insulin can result in elevated blood glucose levels, which can contribute to numerous complications such as kidney disease, heart disease, stroke, as well as potential harm to the eyes and nerves (2). Diabetes can be classified into two primary forms: Type 1 Diabetes and Type 2 Diabetes. Typically, Type 1 diabetes is identified in kids and individuals in their early adulthood, and it is distinguished by the body’s incapacity to generate insulin (3). This type requires regular insulin injections to regulate blood sugar levels. Insulin resistance is a defining feature of Type 2 Diabetes, which is the prevailing variant primarily impacting adults. In this scenario, the body continues to generate insulin but fails to utilize it effectively (4). As time passes, the pancreas might cease the production of sufficient insulin, leading to an increase in blood sugar levels. Diabetes management involves monitoring and managing blood glucose levels, adopting a healthy lifestyle with regular physical activity, and a balanced, nutritious diet (5). Medication or insulin therapy may be necessary depending on the type of diabetes and its progression. It is crucial to prevent or control diabetes because it has a significant effect on general well-being and quality of life, and it is linked to various complications and co-existing medical conditions (6). Therefore, it remains a crucial field of continuous investigation and public health initiatives.

Globally, diabetes and renal cell carcinoma (RCC), which is another term for kidney cancer, are two major concerns impacting public health. Recent studies have indicated a potential link between these two disorders (7). Diabetes is a long-term condition marked by the body’s incapability to adequately generate or utilize insulin, leading to increased glucose levels in the bloodstream (8). Over a period of time, inadequately managed diabetes can result in different complications, such as cardiovascular disease, cerebral vascular accident, neuropathy, and renal disease (9). In contrast, kidney cancer is a form of cancer that originates in the kidneys. Although the precise reason behind kidney cancer remains uncertain, specific factors that increase the risk include tobacco use, being overweight, and having elevated blood pressure (10). According to recent epidemiological research, individuals with diabetes have been found to have a higher likelihood of developing kidney cancer. This indicates that diabetes could potentially be a separate contributing factor to the occurrence of this particular cancer (11). The possibility of this connection could be attributed to the chronic harm caused by elevated blood sugar levels, potentially leading to alterations at the cellular level that enhance the likelihood of developing cancer (12). Insulin resistance, a common occurrence in individuals with type 2 diabetes, can serve as an additional linking element since it results in elevated levels of insulin and insulin-like growth factor present in the bloodstream, potentially fostering the development of tumors (13). Nevertheless, additional investigation is required to further examine and comprehend the mechanisms that underlie the correlation between diabetes and renal cancer. Such understanding can provide critical insights into prevention strategies and therapeutic interventions for both conditions.

This article will employ diverse bioinformatics methods to examine the molecular-level connection between diabetes and kidney cancer. The process involves extracting information from openly accessible databases, examining variations in gene expression, studying networks of protein interactions, and conducting an analysis of functional enrichment. The goal is to discover possible biomarkers, disrupted pathways, and treatment targets that could clarify the observed link between diabetes and kidney cancer. The knowledge obtained from this bioinformatics examination will not just enhance our comprehension of the intricate interaction between these two illnesses but may also aid in the creation of preventive approaches and innovative therapies.





Method




Gathering information from the cancer genome atlas database

The study obtained data from The Cancer Genome Atlas (TCGA), a comprehensive repository maintained by the National Cancer Institute and the National Human Genome Research Institute. TCGA offers genomic and clinical information for more than 30 cancer types. We acquired data from the TCGA Kidney Renal Clear Cell Carcinoma (KIRC) project for the precise examination of renal clear cell carcinoma (ccRCC). Our study included all participants in the KIRC project who possessed both genomic sequencing data and corresponding clinical information.





Gene set enrichment analysis performed on a single sample using ssGSEA method

The enrichment scores for each gene set in each sample were obtained using ssGSEA, which measures the extent to which the genes in a specific gene set are collectively upregulated or downregulated in a sample. To conduct our investigation, we utilized the GSVA tool in the R programming language to carry out ssGSEA. The ssGSEA scores indicate the extent to which genes within a specific set are collectively upregulated or downregulated in a given sample. Hence, the ssGSEA score measures the enrichment of a set of genes in an individual sample, enabling us to compare the activation of the gene set among various samples.





Analysis of gene ontology

To conduct GO analysis of the identified DEGs, we utilized the Database for Annotation, Visualization, and Integrated Discovery (DAVID, v6.8). The analysis of gene ontology (GO) includes three distinct categories: Biological Process (BP), Cellular Component (CC), and Molecular Function (MF). The objective of the GO analysis is to offer a collection of top-level functional annotations in order to uncover the characteristics of genes and gene products.





Analysis of pathways using the Kyoto encyclopedia of genes and genomes

To further explore the biological pathways associated with the differentially expressed genes (DEGs), we conducted KEGG pathway analysis utilizing the KEGG Orthology Based Annotation System (KOBAS, v3.0). KEGG pathway analysis can provide insight into the larger biological systems in which these genes operate and their potential roles in disease.





Immune-related weighted gene co-expression network analysis

In order to investigate the co-expression patterns of immune-related genes in our dataset, we utilized Weighted Gene Co-Expression Network Analysis (WGCNA). To begin, immune-related genes were identified. From the ImmPort database, we acquired an extensive compilation of genes associated with the human immune system. This list was cross-referenced with our dataset to extract the expression data for these genes. Next, we built a gene co-expression network utilizing the ‘WGCNA’ software in R (version 4.1.0). Initially, a matrix was calculated that displayed the pairwise correlations among every combination of genes. The adjacency matrix was subsequently converted into a topological overlap matrix (TOM), which quantifies the connectivity of a gene in the network by summing its adjacency with all other genes. In order to group genes with comparable expression patterns into modules, average linkage hierarchical clustering was performed using the TOM-based dissimilarity measure, with a minimum size of 30 for the resulting gene groups.





Quantification of immune cell infiltration using multiple algorithms

In order to offer a complete perspective on the infiltration of immune cells in our dataset, we utilized multiple computational algorithms, including CIBERSORT, TIMER, quanTIseq, and xCell. Using gene expression data, these tools estimate the prevalence of immune cell populations. The estimation of the proportion of 22 varieties of infiltrating immune cells was conducted using CIBERSORT, an algorithm for deconvolution. The LM22 gene signature was utilized with 1000 permutations. Samples that had a CIBERSORT output with a p-value less than 0.05 were selected for additional analysis. The TIMER online tool was utilized to estimate the prevalence of six different types of immune cells (B lymphocytes, CD4+ T lymphocytes, CD8+ T lymphocytes, neutrophils, macrophages, and dendritic cells). The data on gene expression was uploaded to the TIMER web portal for analysis. The fractions of ten immune cell types were estimated using quanTIseq. The raw gene expression data was directly used to run this tool without the need for a pre-processing step. The relative proportions of 64 immune and stromal cell types were deduced using xCell. It utilizes gene signatures and a spillover compensation technique to generate cell scores, which were converted into cell proportions. All algorithms were run using default parameters unless otherwise specified. Correlations were evaluated by comparing the results from each method and examining the inferred proportions of immune cell types.





Analysis of differential expression

The differential expression analysis between tumor and normal samples was conducted using the edgeR package in R. Initially, the count data was normalized by employing the TMM (Trimmed Mean of M values) method. After normalizing the data, the differential expression analysis was conducted using the exactTest function in edgeR.





Feature selection and prognostic model construction

The training set was used to assess the correlation between gene expression and overall survival using Cox regression analysis. Genes that had a p-value less than 0.05 were deemed to be statistically significant. Afterwards, a Cox regression analysis with Lasso penalty was conducted to identify the most valuable gene characteristics for prognosis and prevent overfitting. The Lasso Cox regression model was used to derive the regression coefficient for each gene’s expression level, which was then used to establish a risk score formula for predicting overall survival.





Verifying the predictive model

Based on the risk score median, patients were categorized into groups of high-risk and low-risk. To compare the difference in survival between the high-risk and low-risk groups, we performed Kaplan-Meier survival analysis and log-rank tests. To evaluate the forecast model’s predictive precision, a time-sensitive analysis was conducted using a receiver operating characteristic (ROC) curve. Using the same approach, the testing set was used to further validate the prognostic model.





Development of a nomogram through multivariate Cox regression analysis

Multivariate Cox regression analysis was conducted to assess the autonomy of the prognostic model from additional clinical characteristics. A clinical tool was developed by combining the risk score and clinical factors for practical application.





Analysis of mutation data from TCGA

We obtained somatic mutation data for clear cell renal cell carcinoma (ccRCC) samples from The Cancer Genome Atlas (TCGA) database by utilizing the TCGAbiolinks package in R. This package simplifies the process of retrieving data, guaranteeing the utilization of current and extensive information sourced from TCGA. The original mutation data, which was provided in MAF (Mutation Annotation Format) files, underwent processing using the R package called ‘maftools’. Maftools is a specialized tool created for thorough and integrated analysis of mutation data. In order to obtain valuable information from this data, we initially conducted an annotation process, in which every mutation was classified based on its genomic position and impact on the related protein product. Afterwards, we computed the mutation rate for every gene, which refers to the count of samples where each gene experienced a mutation, along with the specific type of mutation that took place. Genes with the highest mutation frequencies were identified and ranked. Finally, to visualize the mutational landscape of ccRCC, we generated waterfall plots, which provide an overview of the mutation distribution across samples and the frequency of different mutation types. This helps in understanding the genomic instability and identifying potential driver mutations in ccRCC.





Analysis of gene set variation

To determine alterations in pathway activity among the samples, the GSVA package in R software was utilized, employing GSVA, an unsupervised and non-parametric method. By converting a matrix of genes by samples into a matrix of gene sets by samples, GSVA estimates the variability of gene set enrichment across the samples in the expression dataset. GSVA utilized the gene sets from the Molecular Signatures Database (MSigDB). GSVA scores were calculated and compared across the different groups, with significantly different scores indicating differential pathway activities.





Cell culture

The American Type Culture Collection (ATCC) provided the human renal cancer cell lines (786-O and Caki-1) through purchase. Proper growth and proliferation of cells were ensured by maintaining them in suitable culture conditions. The cells were grown in RPMI 1640 solution (Gibco, USA), which was enriched with 10% fetal bovine serum (FBS, Gibco, USA), 100 U/mL penicillin, and 100 µg/mL streptomycin (Gibco, USA). This was done in a 37°C environment with 5% CO2, maintaining a humid atmosphere.





Colony formation assay

A defined number of cells were seeded into each well of a 6-well plate. Plates were gently rocked to ensure even distribution of cells and then incubated at 37°C in a humidified incubator with 5% CO₂. Cells were allowed to grow for a specific duration, typically ranging from 7 to 14 days, or until visible colonies could be observed. During this period, the medium was not changed to avoid disturbing the developing colonies. After incubation, the medium was removed, and the cells were gently washed with phosphate-buffered saline (PBS). Colonies were fixed with methanol or 4% paraformaldehyde for 15 minutes at room temperature. After fixation, cells were stained with 0.5% crystal violet solution in 20% methanol for 30 minutes.





Statistical analysis

R software (version 4.0.2) was used for all statistical analyses. A p-value less than 0.05, indicating statistical significance, was deemed significant in both directions.






Result




The ssGSEA examination unveiled the pathways associated with metabolism in the cohort of clear cell renal cell carcinoma

ssGSEA was used to measure the enrichment levels in the study of lipid-related metabolic pathways. Numerous routes were analyzed, covering procedures like synthesis of fatty acids, elongation, breakdown, production of steroids and bile acids, metabolism of glycerophospholipids, metabolism of arachidonic acid, metabolism of linoleic acid, metabolism of alpha-linolenic acid, metabolism of sphingolipids, signaling of adipocytokines, regulation of adipocyte lipolysis, digestion and absorption of fats, metabolism of cholesterol, synthesis of unsaturated fatty acids, metabolism of glycerolipids, and the pathway of PPAR signaling. Following this, utilizing the overall score related to metabolism, the clear cell renal cell carcinoma was effectively categorized into groups with low and high metabolism (Figure 1A). Furthermore, the heatmap showcased the heightened degree of metabolic pathways enrichment in the cohort of clear cell renal cell carcinoma (Figure 1B). Additionally, we assess the association between the metabolic score and the tumor microenvironment (TME), encompassing the immune score, ESTIMAT score, and stromal score (Figure 1C). Additionally, the analysis also involved the inclusion of genes related to human leukocyte antigen (HLA) for correlation purposes. The correlation analysis showed that the expression level of certain HLA-associated genes, including HLA-DQB1, HLA-DRB1, HLA-DRB5, HLA-DRA, HLA-C, HLA-E, and others, was identified (Figure 1D). Additionally, we assess the association between genes related to immune checkpoints and the score related to metabolism. The findings indicated that a score associated with metabolism could potentially provide guidance for immune checkpoint therapy, including but not limited to CD40, CD86, HHLA2, CD80, TNFSF9, IDO1, KIR3DL1, TNFRSF4, and others (Figures 1E, F). In addition, we assess the association between immune-related cells and scores related to metabolism. The findings indicated that a greater metabolic score enrichment is associated with an increased enrichment of monocytes and resting (Figure 2A).




Figure 1 | (A) The ccRCC cohort was divided into low and high-metabolism groups based on the ssGSEA analysis; (B) The heatmap demonstrated the enriched metabolism-related score in ccRCC patients; (C) The correlation analysis revealed the correlation between TME and metabolism-related scores; (D) The correlation analysis revealed the correlation between HLA-related genes and metabolism-related scores; (E, F) The correlation analysis revealed the correlation between immune checkpoint-related genes and metabolism-related scores. * p<0.05, ** p<0.01, *** p<0.001. ns, not significant.






Figure 2 | (A) The correlation analysis showed the correlation between immune-related cells and metabolism-related scores; (B) The volcano diagram showed the differentially expressed genes between low- and high-metabolism groups; (C) The venn diagram showed the diabetes-related genes involved in differentially expressed genes; (D) The heatmap demonstrated the expression level of differentially expressed genes between metabolism-low and metabolism-high groups; (E) The immune infiltration analysis showed the distribution of multiple immune-related genes in renal cell carcinoma cohort; (F) The correlation analysis showed the correlative scores between different immune-related cells.







Discovering the genes associated with diabetes and the genes linked to metabolism in the cohort of clear cell renal cell carcinoma

To identify the genes related to diabetes and metabolism in the cohort of clear cell renal cell carcinoma, we initially conducted differential expression analysis using the ssGSEA analysis method. The patients with clear cell renal cell carcinoma were divided into low- and high-metabolism groups on average. The analysis of differential expression showed that a grand total of 3516 genes were identified as differentially expressed, comprising 1008 genes that were up-regulated and 2508 genes that were down-regulated (Figure 2B). To identify the genes linked to metabolism and diabetes, the venn diagram was utilized. The findings indicated that there is a strong correlation between diabetes and metabolism, with a total of 255 genes being closely associated (Figure 2C). Additionally, the heatmap illustrated the level of gene expression in the cohort of clear cell renal cell carcinoma, highlighting key genes (Figure 2D).





The analysis of immune cell infiltration disclosed the extent of immune cell infiltration in the cohort of renal cell carcinoma

We utilized the ESTIMATE algorithm to measure the level of immune cell infiltration in ccRCC (clear cell renal cell carcinoma). The method produces three scores: the Stromal Score, the Immune Score, and the ESTIMATE Score. These scores indicate the presence of stromal cells, immune cells, and the overall tumor purity, respectively. The heatmap displayed the degree of immune cell infiltration for 22 different types of immune-related cells in the ccRCC cohort (Figure 2E). Furthermore, the correlation analysis additionally unveiled the immune (Figure 2F).





Multiple immune-related cells were found to contain diabetes-related genes and genes associated with metabolism, as revealed by the WGCNA

Through the application of Weighted Gene Co-expression Network Analysis (WGCNA), an exploration was conducted to examine the correlation between gene modules and the immune composition of ccRCC. By building a network of gene co-expression, we discovered multiple clusters linked to the infiltration of immune cells in ccRCC. The ‘yellow module’, which was one of these modules, showed a noteworthy association with levels of immune cell infiltration as determined by ESTIMATE scores (Figures 3A–D). An extensive examination of this yellow module, which consists of 324 genes, showed an abundance of various immune-related cells, such as plasma cells, CD8 T cells, memory CD4 T cells, and others. This indicates a potential involvement in regulating the immune response within the ccRCC tumor microenvironment.




Figure 3 | (A) Analysis for soft-thresholding selection, showing the scale-free fit index and mean connectivity for various soft-thresholding powers. The red line indicates the chosen soft-thresholding value; (B, C) Dendrogram of gene modules detected by WGCNA, with each color representing a unique gene module; (D) Module-trait relationship heatmap. Each cell displays the association and significance between the corresponding module and immune-related traits; (E) The venn diagram showed the co-expression genes in diabetes and module genes in WGCNA analysis; (F) The Univariate COX regression analysis showed the prognosis-related genes in ccRCC cohort; (G) The LASSO regression analysis; (H) The survival analysis showed the OS between low- and high-risk groups; (I) The time-dependent ROC curve showed the predictive value in one year, three year and five year.







Development of a prognostic model utilizing immune-associated WGCNA findings in ccRCC

After conducting the WGCNA analysis related to the immune system, we proceeded with a survival analysis to investigate the predictive significance of the identified gene module (Figure 3E). Patient overall survival showed significant associations with several candidate genes from the ‘yellow module’ using univariate Cox regression analysis and LASSO regression analysis (Figures 3F, G). Next, we applied a multivariate Cox regression analysis to these selected genes. Our prognostic model is based on the emergence of four genes as separate prognostic markers for ccRCC (all p < 0.05). The risk score was computed by considering the expression level of these genes, which were weighted by their corresponding regression coefficients obtained from the multivariate Cox regression model. Based on the risk score median, patients were categorized into groups of high-risk and low-risk. According to the log-rank test (p < 0.001), the high-risk group exhibited notably inferior overall survival compared to the low-risk group, as indicated by the Kaplan-Meier survival analysis (Figure 3H). The analysis of the receiver operating characteristic (ROC) curve showed that our risk score had a strong predictive accuracy for overall survival at 1-year, 3-year, and 5-year intervals (Figure 3I).





The established prognostic model is used to create a prognostic nomogram, analyze risk curve, perform univariate and multivariate analyses, and generate ROC curves

After creating the predictive model, we constructed risk graphs to visually represent the risk profiles of the patients. The patients were arranged on the x-axis based on their increasing risk scores. The group at a higher risk, identified by scores indicating risk above the middle value, showed a significant rise in the occurrence of mortality events, indicating the potential usefulness of our model for predicting patient outcomes (Figure 4A). The prognostic model generated a risk score that showed a significant association with overall survival in univariate analysis (hazard ratio (HR) > 1, p < 0.001) (Figure 4B). This suggests that a higher risk score is linked to poorer survival outcomes. Additionally, survival was significantly correlated with other clinical characteristics including age, tumor stage, and tumor grade (all p < 0.05). In the analysis of multivariate Cox regression, the significance of our model’s risk score remained (HR > 1, p < 0.001), indicating that the prognostic importance of our model is unaffected by these additional clinical characteristics (Figure 4C). Hence, the hazard score serves as a separate predictive element for the overall lifespan of individuals with ccRCC. Next, we created receiver operating characteristic (ROC) curves to evaluate the accuracy of the model’s predictions. Our risk model demonstrated good predictive performance with an area under the curve (AUC) of 0.759 (Figure 4D). To achieve a prognostic model with enhanced predictive value, the construction of a nomogram was ultimately undertaken (Figure 4E).




Figure 4 | (A) The risk plot showed the ccRCC patients involved in low- and high-risk groups for ccRCC cohort; (B) The univariate independent prognostic analysis based on clinical features and risk models; (C) The multivariable independent prognostic analysis based on clinical features and risk models; (D) The ROC curve showed the predictive value for clinical features and risk model; (E) The nomogram showed the predictive value for risk model combined with clinical features.







Immune infiltration analysis, risk model and tumor microenvironment correlation

We applied several algorithms to perform immune infiltration analysis, including CIBERSORT, TIMER, QUANTISEQ, XCELL, and MCP-counter. Every algorithm showcased a distinct perspective of the immune terrain, offering a holistic comprehension of immune cell infiltration in ccRCC. The risk model identified substantial variances in the proportions of immune cells between the high and low-risk groups, as indicated by our analysis (Figures 5A–G). The risk model had a strong correlation with the TME, which underwent evaluation through the utilization of the ESTIMATE algorithm (Figure 5H). Significantly, there was a notable difference in immune scores between the groups classified as high-risk and low-risk. An elevated immune cell infiltration was indicated by the higher immune scores observed in the high-risk group. After examining the association between the risk model and genes related to immune checkpoints, it was discovered that the risk score showed a significant correlation with the expression of several checkpoint genes (Figure 5I). This may indicate a potential way for the immune system to evade detection in the group at high risk and propose potential targets for treatment. Additionally, we examined the correlation between the risk model and the expression of HLA-associated genes, which have a vital function in presenting antigens and responding to the immune system. The findings indicated a notable association between the risk score and multiple HLA genes, suggesting the potential influence of the risk model on the presentation of antigens in ccRCC (Figure 5J).




Figure 5 | (A) The correlation analysis between immune cell infiltration and risk score using the multiple algorithm; The correlation between risk score and cancer -associated fibroblasts (B), M0 macrophages (C), M1 macrophage (D), M2 macrophage (E), memory CD4+ T cell (F), CD8 + T cell (G); (H) The correlation analysis between TME and risk score; (I) The correlation between genes involved in risk model and immune checkpoint-related genes; (J) The correlation between genes involved in risk model and HLA-related genes.







TCGA data mutation analysis

By analyzing the dataset from TCGA, we obtained valuable information about the mutational patterns in clear cell renal cell carcinoma (ccRCC). The distribution and classification of the most commonly mutated genes in ccRCC were demonstrated through a waterfall plot showcasing the mutation data. In ccRCC research, previous findings aligned with the top mutated genes including VHL, PBRM1, and TTN (Figures 6A–D).




Figure 6 | (A) Oncoplot illustrating the mutational landscape, where each column represents an individual patient sample and each row represents a gene. Color coding indicates the type of mutation (e.g., missense, frameshift, or truncation); (B) Overview of the most frequently mutated genes across the analyzed cancer types, with the percentage of samples affected shown in a descending order; (C) Mutation spectrum showing the distribution of the six possible base change categories across all mutations detected.; (D) The tumor mutation rate for specific genes in ccRCC cohort; The correlation between risk score and gender (E), grade (F), T stage (G), M stage (H), N stage (I) and stage (J).







Risk model and clinical traits correlation

Afterwards, we investigated the correlation between the risk model and different clinical characteristics in patients with ccRCC. Several important clinical features, including tumor stage, grade, and gender, showed significant correlations with the risk score. Patients classified as high-risk displayed more advanced tumor stages and higher grades in comparison to those classified as low-risk. The findings indicate that our risk model has the potential to predict clinical outcomes in patients with ccRCC (Figures 6E–J).





Analysis of GSVA using KEGG and HALLMARK concepts

To enhance comprehension of the differentially expressed pathways within the KEGG (Kyoto Encyclopedia of Genes and Genomes) and HALLMARK gene sets, the utilization of Gene Set Variation Analysis (GSVA) was implemented. Our findings indicated a significant enrichment of genes associated with the JAK-STAT, MTOR, and MAPK signaling pathways in the high-risk category of KEGG pathways, implying an elevated rate of cell growth and genetic instability in this particular group (Figure 7A). In the HALLMARK gene sets, pathways associated with cancer such as the p53 pathway, E2F targets, and kras signaling pathway were discovered to be notably enriched in the low-risk group, which corresponds to the observed aggressive traits of this group (Figure 7B).




Figure 7 | (A) The GSEA analysis based on the KEGG terms; (B) The GSEA analysis based on HALLMARK terms.







Exploration of the role of CX3CL1 in renal cell carcinoma cells

Finally, in order to evaluate the role of CX3CL1 in renal cell carcinoma cells, we then performed the cell proliferation assays. The results demonstrated that the over expression of CXCL1 could promote the cell proliferation ability in renal cell carcinoma cells (Figure 8).




Figure 8 | (A) The colony formation assay in 786-O cells; (B) The colony formation assay in 786-0 cells with the overexpression of CX3CL1; (C) The colony formation assay in Caki-1 cells; (D) The colony formation assay in Caki-1 cells with the overexpression of CX3CL1.








Discussion

The extensive examination has offered vital observations on the metabolic changes linked to clear cell renal cell carcinoma (ccRCC), specifically emphasizing the significance of genes related to diabetes. By employing ssGSEA, we have discovered a strong association between metabolic pathways and ccRCC. The levels of immune infiltration and the expression of genes related to HLA were associated with scores obtained from ssGSEA analysis of metabolism. Additionally, it is worth mentioning that our score related to metabolism exhibited promise in directing therapies associated with immune checkpoints, which could assist in formulating personalized and more efficient treatment approaches for patients with ccRCC.

Furthermore, we utilized differential expression analysis to detect genes associated with diabetes and metabolism in ccRCC, thereby enhancing our comprehension of the metabolic irregularities in ccRCC. The ESTIMATE algorithm offered a thorough comprehension of the immune scenery in the ccRCC microenvironment, providing intriguing indications of potential immune evasion mechanisms in patients at high risk.

By utilizing the Weighted Gene Co-expression Network Analysis (WGCNA), we enhanced our comprehension of the immune environment of ccRCC. This analysis revealed the involvement of various immune-related cells in regulating the immune response. Crucially, the gene module obtained from WGCNA exhibited a correlation with the survival of patients, underscoring the clinical significance of the identified immune-related genes.

Our constructed prognostic model yielded significant prognostic markers for ccRCC, and the associated risk scores seemed to function as a standalone prognostic determinant. The reliability and precision of this model were additionally confirmed by conducting ROC curve analysis and developing a prognostic nomogram.

The clinical significance of our findings was enhanced by our examination of TCGA mutation data and the association between the risk model and different clinical characteristics. Collectively, our research offers a significant basis for comprehending the complex connection between metabolic alterations associated with diabetes and ccRCC. It underscores the necessity for future studies to further investigate these metabolic pathways, with the aim of developing novel therapeutic strategies that target these metabolic abnormalities in ccRCC patients.

Nevertheless, there are constraints to take into account in this research. The examinations were performed on information obtained from a solitary group, thus, forthcoming investigations should strive to authenticate these discoveries in separate groups. Furthermore, it is necessary to conduct mechanistic investigations in order to elucidate the precise mechanisms that underlie the observed correlations. In spite of these constraints, our research presents a valuable viewpoint on the metabolic imbalance in ccRCC and offers potential indicators for prognosis and targets for therapeutic investigation.





Data availability statement

The original contributions presented in the study are included in the article/supplementary material. Further inquiries can be directed to the corresponding author.





Author contributions

XC: Conceptualization, Investigation, Writing – original draft. YH: Methodology, Supervision, Writing – review & editing.





Funding

The authors declare financial support was received for the research, authorship, and/or publication of this article. This study was supported by the Natural Science Foundation of Shandong Province of China (Grant No. ZR2017LH023); Higher Educational Science and Technology Program of Shandong Province, China (Grant No. J17KA246); Shandong Provincial Key Laboratory of Endocrinology and Lipid Metabolism (Grant No. SDkeylab-Endo & LiMe2019-01); and Medical as well as Academic Promotion Program of Shandong First Medical University (Grant No. 2019QL017).





Conflict of interest

The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.





Supplementary material

The Supplementary Material for this article can be found online at: https://www.frontiersin.org/articles/10.3389/fonc.2023.1280618/full#supplementary-material




References

1. Cole, JB, and Florez, JC. Genetics of diabetes mellitus and diabetes complications. Nat Rev Nephrol (2020) 16(7):377–90. doi: 10.1038/s41581-020-0278-5

2. Ben-Shlomo, A, and Fleseriu, M. Diabetes mellitus. Endocrinol Metab Clin North Am (2016) 45(4):xiii–xiv. doi: 10.1016/j.ecl.2016.09.002

3. Christ-Crain, M, Bichet, DG, Fenske, WK, Goldman, MB, Rittig, S, Verbalis, JG, et al. Diabetes insipidus. Nat Rev Dis Primers (2019) 5(1):54. doi: 10.1038/s41572-019-0103-2

4. Hamdy, O, and Barakatun-Nisak, MY. Nutrition in diabetes. Endocrinol Metab Clin North Am (2016) 45(4):799–817. doi: 10.1016/j.ecl.2016.06.010

5. Lumb, A. Diabetes and exercise. Clin Med (Lond) (2014) 14(6):673–6. doi: 10.7861/clinmedicine.14-6-673

6. Andersen, DK, Korc, M, Petersen, GM, Eibl, G, Li, D, Rickels, MR, et al. Diabetes, pancreatogenic diabetes, and pancreatic cancer. Diabetes (2017) 66(5):1103–10. doi: 10.2337/db16-1477

7. Labochka, D, Moszczuk, B, Kukwa, W, Szczylik, C, and Czarnecka, AM. Mechanisms through which diabetes mellitus influences renal cell carcinoma development and treatment: A review of the literature. Int J Mol Med (2016) 38(6):1887–94. doi: 10.3892/ijmm.2016.2776

8. Habib, SL, Prihoda, TJ, Luna, M, and Werner, SA. Diabetes and risk of renal cell carcinoma. J Cancer (2012) 3:42–8. doi: 10.7150/jca.3718

9. Porrini, E, Montero, N, Díaz, JM, Lauzurrica, R, Rodríguez, JO, Torres, IS, et al. Post-transplant diabetes mellitus and renal cell cancer after renal transplantation. Nephrol Dial Transplant (2023) 38(6):1552–9. doi: 10.1093/ndt/gfac291

10. Keizman, D, Ish-Shalom, M, Sella, A, Gottfried, M, Maimon, N, Peer, A, et al. Metformin use and outcome of sunitinib treatment in patients with diabetes and metastatic renal cell carcinoma. Clin Genitourin Cancer (2016) 14(5):420–5. doi: 10.1016/j.clgc.2016.04.012

11. Graff, RE, Sanchez, A, Tobias, DK, Rodríguez, D, Barrisford, GW, Blute, ML, et al. Type 2 diabetes in relation to the risk of renal cell carcinoma among men and women in two large prospective cohort studies. Diabetes Care (2018) 41(7):1432–7. doi: 10.2337/dc17-2518

12. Joh, HK, Willett, WC, and Cho, E. Type 2 diabetes and the risk of renal cell cancer in women. Diabetes Care (2011) 34(7):1552–6. doi: 10.2337/dc11-0132

13. Filson, CP, Schwartz, K, Colt, JS, Ruterbusch, J, Linehan, WM, Chow, WH, et al. Use of nephron-sparing surgery among renal cell carcinoma patients with diabetes and hypertension. Urol Oncol (2014) 32(1):27.e15–21. doi: 10.1016/j.urolonc.2012.09.014




Publisher’s note: All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.


Copyright © 2023 Cheng and Hou. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.




ORIGINAL RESEARCH

published: 27 October 2023

doi: 10.3389/fonc.2023.1271864

[image: image2]


Cuproptosis in ccRCC: key player in therapeutic and prognostic targets


Yang Lv 1†, Qiang Li 1†, Lu Yin 2†, Shaohua He 1, Chao Qin 1, Zhongwen Lu 3* and Hongqi Chen 1*


1 Department of Urology, The Affiliated Jiangsu Shengze Hospital of Nanjing Medical University, Suzhou, China, 2 Department of Traditional Chinese Medicine, Hong Kong Baptist University, Hong Kong, Hong Kong SAR, China, 3 Department of Urology, The Affiliated Hospital of Nanjing Medical University, Nanjing, China




Edited by: 

Zheng Gong, Jackson Laboratory, United States

Reviewed by: 

Fanen Yuan, University of Pittsburgh, United States

Chengzhi Qiu, Fujian Medical University, China

*Correspondence: 

Hongqi Chen
 JSSZHCHQ@163.com 

Zhongwen Lu
 lzwfa8@163.com








†These authors have contributed equally to this work



Received: 03 August 2023

Accepted: 14 September 2023

Published: 27 October 2023

Citation:
Lv Y, Li Q, Yin L, He S, Qin C, Lu Z and Chen H (2023) Cuproptosis in ccRCC: key player in therapeutic and prognostic targets. Front. Oncol. 13:1271864. doi: 10.3389/fonc.2023.1271864






Background

Classical biomarkers have been used to classify clear cell renal cell carcinoma (ccRCC) patients in a variety of ways, and emerging evidences have indicated that cuproptosis is closely related to mitochondrial metabolism, thereby accelerating the development and progression of ccRCC. Nevertheless, the specific relationship between cuproptosis and the prognosis and treatment of ccRCC remains unclear.





Methods

We comprehensively integrated several ccRCC patient datasets into a large cohort. Following that, we systematically analyzed multi-omics data to demonstrate the differences between two cuproptosis clusters.





Results

We identified two cuproptosis clusters in ccRCC patients. Among the two clusters, cluster 1 patients showed favorable prognosis. We then confirmed the significant differences between the two clusters, including more typical cancer hallmarks were enriched in cluster 2 patients; cluster 2 patients were more susceptible to develop mutations and had a lower level of gistic score and mRNAsi. Importantly, both Tumor Immune Dysfunction and Exclusion analysis and subclass mapping algorithm showed that cuproptosis 1 patients were more susceptible to be responded to immunotherapy. In addition, a prognostic signature was successfully developed and also showed prominent predictive power in response to immunotherapy.





Conclusion

As a result of our findings, we were able to classify ccRCC patients according to cuproptosis in a novel way. By constructing the cuproptosis clusters and developing the signature, patients with ccRCC could have a more accurate prognosis prediction and better immunotherapy options.





Keywords: clear cell renal cell carcinoma, cuproptosis, tumor immune microenvironment, immunotherapy, prognosis





Introduction

Renal cell carcinomas are a group of malignancies originating from renal tubular epithelial cells with different biological characteristics, aggressive behavior, biomarkers and clinical prognosis (1). Clear cell renal cell carcinoma (ccRCC), papillary RCC, and chromophobe RCC are the three dominant subtypes, accounting for more than 90% of all RCC types. Most prominently, ccRCC accounts for approximately 70% of real-world clinical cases of RCC and has highly malignant features (2). There are approximately 400,000 new cases of ccRCC diagnosed each year (3). At the same time, the mechanisms underlying the development of ccRCC are increasingly elucidated, including genetic mutational features, activation of pro-oncogenic pathways, and tumor microenvironment crosstalk (4).

Regulated cell death (RCD) is a biologically sophisticated regulatory mechanism that is widely present in physiological and pathological pathways (5). Disruptions in the normal regulatory program of RCD could subsequently lead to various pathological diseases such as immune disorders, infectious diseases, and malignancies (6–8). Cuproptosis is a newly identified cell death pathway that is closely related to mitochondrial metabolism. Based on the study of Tsvetkov and colleagues, FDX1 is the core gene of the copper death metabolic pathway and has been identified as a gene related to the copper death process together with LIAS, LIPT1, DLD, DLAT, PDHA1, PDHB, MTF1, GLS, and CDKN2A (9). Still today, despite some studies focused on the association between cuproptosis and ccRCC existing, the potential therapeutic role of cuproptosis- related genes in ccRCC remains inadequate.

In this study, not only comprehensive bioinformatics analyses including consensus clustering method, prognosis modeling analysis, genome analysis, immune infiltration analysis, and therapeutic response analysis were performed, in- vitro experiments were also conducted to validate our findings. Multiple approaches were used to predict immunotherapeutic efficiency, and the results revealed that patients in cuproptosis 1 group or with low riskScore were more likely to be susceptible to immunotherapy. Consistent with this, in- vitro experiments indicated that XXXX identified through our analyses were highly expressed in the ccRCC cells.





Methods




Retrieval of the data and correction of the batch effect

After a comprehensive review and synthesis of a wide range of public databases, data of RNA sequences and related clinical information of ccRCC patients were gathered from The Cancer Genome Atlas (TCGA) database (https://tcga-data.nci.nih.gov/tcga/), Gene Expression Omnibus database (https://www.ncbi.nlm.nih/geo/query/), ArrayExpress database (https://www.ebi.ac.uk/arrayexpress/), International Cancer Genome Consortium database (https://dcc.icgc.org/), and Clinical Proteomic Tumor Analysis Consortium database (https://proteomics.cancer.gov/programs/cptac/). In order to construct a validation cohort with enough samples, ccRCC samples from different databases were integrated as a whole dataset using the “ComBat” algorithm based on R software (4.2.0). Then, 539 ccRCC patients in testing cohort and 669 patients in validation cohort were enrolled in the further study. Finally, all the high-throughput sequencing data were transformed into transcripts per million values to make them better match microarray data, and low-abundance genes were filtered to ensure them closer to the signal strength chip data (10, 11).





Unsupervised consensus clustering and functional analysis

To determine the differentially abundant features of cuproptosis across different ccRCC patients, the “ConsensusClusterPlus” R package was used to separate patients into two clusters based on the expression of 13 cuproptosis-related genes and the survival curve analysis was also conducted between two clusters. Additionally, different clusters were compared in terms of clinical characteristics. To evaluate pathway enrichment, gene set variation analysis (GSVA) was applied to the hallmark gene set through the “gsva” R package. In addition, Gene Ontology (GO) annotation and Kyoto Encyclopedia of Genes and Genomes (KEGG) pathway enrichment analysis were used to identify the pathway and function of differentially expressed genes (DEGs) between different clusters.





Comparison of genomic characteristics between clusters

To explore the genomic landscape of molecules involved in two clusters, the differential analyses of tumor mutation burden (TMB), copy number variation (CNV), and tumor stemness index (mRNAsi) were subsequently performed. Considering the importance of immune infiltration in tumor microenvironment, stromal, immune, and estimate scores were calculated for each sample based on the “ ESTIMATE” R package. In addition, the representation of 22 immune cells and 29 immune functions were quantified using the CIBERSORT and ssGSEA algorithms. As part of our study, we also evaluated 50 immune checkpoints in terms of their expression across different clusters of patients.





Analysis of therapeutic sensitivity

Using Tumor Immune Dysfunction and Exclusion (TIDE) and subclass mapping, each sample’s response to immune therapy was predicted. Using the “pRRophetic” R package, the candidate agents with different drug sensitivity between the two cluster samples were identified based on Genomics of Drug Sensitivity in Cancer (GDSC, https://www.cancerrxgene.org), the Cancer Therapeutics Response Portal (CTPR, https://portals.broadinstitude.org/ctrp), and Profiling Relative Inhibition Simultaneously in Mixtures (PRISM) repurposing dataset (https://depmap.org/portal/prism/).





Construction of prognostic signature based on cuproptosis-related genes

Weighted Gene Co-expression Network Analysis (WGCNA) was used to examine the associations between coexpressed gene modules and clinical traits. We selected genes within the modules with the most significant P-values for further analyses. To construct prognostic signature, random forest algorithm was used to identify hub genes. The prognostic value of the signature in both testing data and validation was explored through survival analysis and area under the curve (AUC). In addition, we compared the expression levels of hub genes between normal and tumor tissues.





Analysis of immune items and study of treatment response

To further determine the role of the signature in ccRCC genesis and treatment, we collected immunotherapy-related signatures from the known literature (12) and hallmark gene signatures from Molecular Signatures Database (http://software.broadinstitute.org/gsea/msigdb) to perform correlation analyses. Furthermore, correlation analyses between genomic characteristics including mRNAsi, EREG-mRNAsi, CNV gain, loss, and riskScore were also conducted. In addition to TIDE analysis, we further included patients administered immune checkpoint inhibitor (ICI) therapy from two independent cohorts (IMvigor210 and GSE78220) to verify the role of the riskScore in predicting different treatment outcomes including complete response (CR), partial response (PR), stable disease, and progressive disease (PD). The riskScore of each patient was calculated using the same formula to assess its relationship with ICI therapy effectiveness.





Quantitative real-time polymerase chain reaction

Combined with TCGA- expression data and Kaplan–Meier (K-M) survival curve, FUCA1, SLC16A12, CYFIP2, and LIMCH1 were selected to further verify their expression in 10 pairs of ccRCC tissues and corresponding paracancer tissues. All tissues were derived from radical nephrectomy specimens and were pathologically confirmed as ccRCC. Informed consent was obtained from all patients before taking samples, and the study was approved by the ethics committee of the medical institution.

We used RNA Isolation Kit (Vazyme, Nanjing, China) to extract total RNA from ccRCC and adjacent normal tissues. For reverse transcription PCR (RT-PCR), RNA was reverse transcribed using the Reverse Transcription Kit (Vazyme # R333, Nanjing, China). The StepOnePlus™ PCR instrument (Thermo Fisher Scientific, Waltham, MA, U SA) was used for quantitative real-time polymerase chain reaction (qRT-PCR) using SYBR Green Master Kit (Vazyme, Nanjing, China) as fluorescent dye. The primers we used were purchased from GenScript (Nanjing, China). The sequences of the primers are listed here: FUCA1: 5′- GAAGCCAAGTTCGGGGTGTT -3′ (forward) and 5′-GGGTAGTTGTCGCGCATGA-3′ (reverse); SLC16A12: 5′-TCACTCAGGATTACGCACAAAC-3′ (forward) and 5′-TCCCACTTGACAGGATAAATGGT-3′ (reverse); CYFIP2: 5′- CAACGTGGACCTGCTTGAAGA -3′ (forward) and 5′- AGTTTGTGTCAAAGTTAGCCTGG -3′ (reverse); LIMCH1: 5′- CAGACGCCTTCACCAGATGTA -3′ (forward) and 5′- GATGAGGCAAGTCGGATTCAG -3′ (reverse). β-actin: 5′-CCCATCTATGAGGGTTACGC-3′ (forward) and 5′-TTTAATGTCACGCACGATTTC-3′ (reverse). Each qRT-PCR experiment was performed in triplicate, and β-actin was selected to normalize the expression level of target genes.






Results




ccRCC patients sort into two clusters according to cuproptosis-related genes

First, five ccRCC datasets were acquired with complete survival data as the validation cohort, from which a significant batch effect was observed (Figure 1A). Then, batch effects were removed to correct biases based on the “ComBat” algorithm (Figure 1B). Second, unsupervised clustering analysis was conducted using 13 cuproptosis-related genes to investigate expression patterns of cuproptosis-related genes and divide patients into two clusters (Figure 1C). In addition, the principal component analysis (PCA) results showed there was a clear distinction of distribution in the samples between two clusters (Figure 1D). In addition, a heat map was created to show the expression of 13 cuproptosis-related genes and different clinical characteristics between patients in two clusters (Figure 1E). Finally, a substantial difference was observed between two clusters in terms of overall survival (Figure 1F).




Figure 1 | Data processing and clustering. (A) Five ccRCC cohorts available have noticeable batch differences; (B) reducing the batch difference and the integration of these ccRCC cohorts; (C) consensus map of clustering; (D) PCA plot for the expression profles of cuproptosis-related genes to distinguish cuproptosis subtypes; (E) the heat map based on the expression levels of cuproptosis-related genes between two clusters; (F) Kaplan–Meier analysis showed significantly different overall survival time between two clusters.







Analyses of clinical characteristics and functional enrichment

To identify whether two clusters associated with the clinical characteristics, we compared two clusters’ clinical characteristics and found that survival status, grade, and stage varied between the clusters (Figure 2A). Figure 2B presented the correlations between all these cuproptosis-related genes. Then, to investigate enriched functions associated with cuproptosis-related genes, the hallmark gene set was used for enrichment analysis based on DEGs between two clusters (Figure 2C). In addition, GO and KEGG analysis were also conducted and the results showed the top 5 enriched terms were pathway in cancer, focal adhesion, neurotrophin signaling pathway, neuroactive ligand receptor interaction, and gap junction (Figures 2D, E).




Figure 2 | Clinical relevance analysis and functional enrichment analysis. (A) Comparisons of different clinicopathological features between two clusters; (B) results of correlation analyses between cuproptosis-related genes; (C) GSVA analysis based on commonly regulated hallmarks between two clusters; (D, E) functional enrichment analyses including KEGG and GO analysis between two clusters.







Alterations in the genome related to clusters

Based on TMB analysis of 33 types of cancer, we found that the mutations were relatively low in the ccRCC cohort (Figure 3A). Furthermore, the top 20 differential mutant genes were identified, and it was found that all these genes were distributed into cuproptosis 2 patients (Figure 3B), then Figure 3C showed the co-occurrence and exclusive relationship between these differential mutant genes. There were significant amplifications and deletions in the ccRCC genome that patients in cuproptosis 2 cluster had significantly higher scores of amplification and deletion mutations than those in cuproptosis 1 cluster (Figures 3D, E).




Figure 3 | The exploration of differential genomic difference between two clusters. (A) The levels of TMB among all tumors based on TCGA dataset; (B) cuproptosis 2 patients were more susceptible to develop mutations; (C) the relationship between the top 20 differential mutant genes; (D, E) cuproptosis 2 cluster patients had significantly higher scores of amplification and deletion mutations. * is equal to P < 0.05; *** is equal to P < 0.001.







Analysis of immune infiltration and prediction of therapeutic response

According to ESTIMATE analysis, patients in cuproptosis 1 cluster had lower immune and ESTIMATE scores than those in cuproptosis 2 cluster (Figure 4A). Then, based on ssGSEA algorithm, the immune score of each patient was quantified and we found that most high- immunity patients were in cuproptosis 2 cluster (Figure 4B). For each cluster, the CIBERSORT and ssGSEA algorithms were used to assess immune cell abundance and immune function scores, from which we could see that patients in cuproptosis 1 cluster had a high level of most immune cells, while patients in cuproptosis 2 cluster had a higher level of most immune functions and CD8+ T cell (Figures 4C, D). Next, we examined immune checkpoint expression levels between two clusters, and we found that cuproptosis 1 cluster patients were more highly expressed (Figure 4E). For each sample, Figure 4F showed the mRNAsi distribution and clinical characteristics including age, gender, grade, stage, and cluster, and the lower mRNAsi and EREG-mRNAsi were observed in the cuproptosis 2 cluster from differential expression analysis (Figure 4G). According to TIDE analysis, patients with lower TIDE scores are more likely to respond to immunotherapy (13). Only 30.1% of patients in cuproptosis 2 cluster responded to immunotherapy, compared to 42.4% of patients in cuproptosis 1 cluster (Figures 5A, B). Microsatellite instability (MSI) is a phenomenon of hypermutation that presents at genomic microsatellites and is caused by the insertion or deletion of a repeat unit (14). We found that cuproptosis 1 cluster patients had a lower TIDE score and a higher MSI score than cuproptosis 2 cluster patients (Figures 5C, D), which was in harmony with submap analysis indicating that anti–PD-1 treatments were more effective in cuproptosis 1 patients (Figure 5E). Then we identified the potential drugs for ccRCC patients using GDSC dataset, CTRP and PRISM datasets, respectively (Figures 5F, G). Moreover, the top 9 drugs with significant differences in sensitivity AUC were shown in Figure 5H.




Figure 4 | The landscape of immune infiltration and the comparison of mRNAsi score. (A) Cuproptosis 2 cluster patients had significantly higher scores of immune and ESTIMATE scores; (B) most patients with high immunity were in cuproptosis 2 cluster based on ssGSEA algorithm; (C, D) CIBERSORT and ssGSEA algorithms showed that cuproptosis 2 cluster patients had a high level of most immune cells abundance and immune function scores; (E) the expression levels of most common immune checkpoints between two clusters; (F, G) the quantification of mRNAsi for each patient and cuproptosis 1 cluster patients had a high level of mRNAsi. * is equal to P < 0.05; ** is equal to P < 0.01; *** is equal to P < 0.001.






Figure 5 | Predictive value in immunotherapy response and mining of appropriate agents. (A, B) The quantification of TIDE score for each patient and cuproptosis 1 cluster had more responders; (C, D) patients in cuproptosis 1 cluster had a lower TIDE score and a higher MSI score; (E) subclass mapping analysis indicated patients in cuproptosis 1 could be more sensitive to the PD-1 inhibitor; (F, G) identification of the potential agents based on GDSC dataset, CTRP and PRISM datasets; (H) the top 9 drugs with significant differences in sensitivity AUC. ** is equal to P < 0.01; *** is equal to P < 0.001.







Construction of a gene signature based on cuproptosis-related genes

The gene co-expression networks of the ccRCC patients were developed through the WGCNA algorithm and the genes in the turquoise module were identified with the most correlation with cuproptosis (Figure 6A). Using univariate Cox regression analysis, we further selected prognostic genes from the module and then used the random forest algorithm to identify hub genes to establish the prognostic signature (Figures 6B, C). Finally, the signature consisting of six genes, namely, SLC16A12, LIMCH1, GIPC2, FUCA1, CYFIP2, and ACADL, was constructed using multivariate Cox regression analysis (Figure 6D). According to the optimal cutoff value calculated through “maxstat” algorithm for each sample, we classified patients into high- and low-risk groups, and there was a significant difference in overall survival time between two groups in both testing and validation cohorts (Figures 6E, F). In addition, the receiver operating characteristic (ROC) curves also showed promising results in both testing and validation cohorts (Figures 6G, H). Then, we found that the expression of ACADL was increased in ccRCC tissues, while SLC16A12, LIMCH1, GIPC2, FUCA1, and CYFIP2 were decreased (Figure 6I). Figure 6J showed the results of K-M analyses between these signature genes.




Figure 6 | Development of the prognostic signature using WGCNA algorithm and Cox regression analysis. (A) The gene co-expression networks of patients based on the WGCNA algorithm; (B) Volcano plot of the results of univariate cox regression analysis; (C) the 10 hub genes were identified using the random forest algorithm; (D) the results of multivariate cox regression analysis; (E, F) Kaplan–Meier analysis showed significantly different OS between two risk groups in both testing and validation cohorts; (G, H) ROC analysis showed good predictive power of the signature in both testing and validation cohorts; (I) the comparison of the expression levels of the six signature genes between two risk groups; (J) the Kaplan–Meier survival curves of the six signature genes. *** is equal to P < 0.001. ns, not significant.







Characterization of the immune landscape and immunotherapy response

Each patient’s riskScore and different clinical features were displayed in Figure 7A. Furthermore, 18 immunotherapy-related signatures from the known literature and hallmark gene signatures were quantified to conduct correlation analysis with riskScore, from which we found that riskScore had a negative association with most immunotherapy-related signatures (Figure 7B). In addition, the relationship between riskScore and immune infiltration signatures was also explored (Figures 7C, D). In addition, a higher tumor dryness including mRNAsi and EREG-mRNAsi and lower levels of amplification and deletion mutations at both focal and arm levels were observed in low-risk group (Figures 7E, F). Considering the immunotherapy holds great promise in the treatment of ccRCC, a particular focus was placed on the potential role of riskScore in predicting the response to immunotherapy. TIDE analysis was performed on patients in TCGA cohort, and the result showed that patients with low riskScore had a lower level of TIDE and higher level of MSI score (Figures 8A, B). In addition, responders in low-risk group made up 40.0%, while responders in high-risk group made up 25.1% (Figure 8C), and the riskScore of responders were significantly lower than those of non-responders (Figure 8D). To strengthen the credibility of our findings, two independent cohorts of patients receiving ICI therapy including IMvigor210 and GSE78220 were selected to validate the predictive power of the signature. Our findings revealed that most patients with the outcome of CR or PR were in the low-risk group and exhibited a significantly lower level of riskScore (Figures 8E–H). Finally, ROC analyses between these three cohorts also demonstrated satisfactory accuracy, indicating that the riskScore was strongly associated with the response to immunotherapy (Figures 8I–K).




Figure 7 | The difference of genomic feature and immune infiltration between two risk groups. (A) The distribution of riskScore of each patient with their clinical features; (B) the correlations between riskScore and the scores of immunotherapy-related signatures and hallmark gene signatures; (C, D) the landscape of immune infiltration in each patient and patients in high-risk group had a higher level of immune infiltration; (E, F) patients in low- risk group had a higher tumor dryness and lower levels of amplification and deletion mutations. * is equal to P < 0.05; ** is equal to P < 0.01; *** is equal to P < 0.001. ns, not significant.






Figure 8 | Immunotherapeutic response prediction. (A, B) Patients with low riskScore had a lower level of TIDE and higher level of MSI score; (C) patients in low- risk group have a higher percentage of responders; (D) the responders had a lower riskScore; (E, F) the proportion of patients with response to immunotherapy in IMvigor210 and GSE78220 cohorts; (G, H) comparison of riskScore between two risk groups of different response to immunotherapy in IMvigor210 and GSE78220 cohorts; (I–K) ROC curves indicated superior predictive accuracy of immunotherapeutic response in TCGA, IMvigor210, and GSE78220 cohorts. * is equal to P < 0.05; *** is equal to P < 0.001.







Quantitative PCR analysis

Given that FUCA1, SLC16A12, CYFIP2, and LIMCH1 are lowly expressed in ccRCC tissues and that low expression of the four genes has a worse clinical prognosis, we further validated the expression of FUCA1, SLC16A12, CYFIP2, and LIMCH1 mRNA levels in 10 pairs of paired ccRCC and matched adjacent tissues. qPCR results demonstrated that the expression of FUCA1, SLC16A12, CYFIP2, and LIMCH1 was downregulated in ccRCC tissues compared with adjacent normal tissues (Figure 9).




Figure 9 | Quantitative real-time PCR. FUCA1, SLC16A12, CYFIP2, and LIMCH1 mRNA level in 10 paired clinical ccRCC samples. * is equal to P < 0.05; ** is equal to P < 0.01.








Discussion

As the malignant tumor with the highest mortality rate in the urinary system, ccRCC has brought a heavy burden to the world health system. Although surgical resection of the tumor offers promising treatment prospects, disease progression still occurs in approximately 30% of patients (15). It is urgent to find a new mechanism for the occurrence and development of ccRCC.

RCD is a form of regulatory death that is different from accidental cell death. The regulatory mechanisms of apoptosis, entosis, necroptosis, pyroptosis, and ferroptosis have been found in solid tumors (8). Meanwhile, a growing number of RCD-related genes have been shown to be involved in the development of ccRCC (16–19). Metal ions are important cofactors widely present in biological sessions. Since the elucidation of the ferroptosis regulatory program in 2012 (20), there have been numerous studies confirming that ferroptosis affects the malignant progression of various cancers, including ccRCC (18, 19, 21). Noteworthy, copper ion is an essential trace metal element in the human body and plays a pivotal role in body composition, biotransformation, and signaling chain (22). Recently, cuproptosis has come to the attention of researchers, which has been identified as a new type of cell death. Ten genes with FDX1 as the core gene were identified to be intimately associated with the cuproptosis process (9).

In this study, two cuproptosis clusters were identified for subgrouping patients with ccRCC. GSVA analysis showed that some pivotal pathways including HEME metabolism, PIK3/AKT/mTor pathways, secreted protein, and G2M checkpoint were activated in cuproptosis 2 cluster patients, partially explaining the dismal prognosis. In addition, KEGG and GO analyses also showed that functional enrichment pathways varied considerably across the two clusters. More importantly, genome analyses indicated that almost all differential mutated genes occurred in cuproptosis 2 cluster patients, and the level of mRNAsi was lower in cuproptosis 2 cluster patients. Then, we performed a highly comprehensive immune analysis between two clusters patients, from which a high expression level of most immune infiltration terms including CD8+ T cells, B cells, macrophages, and TIL were found in cuproptosis 2 cluster patients. All these findings provide us evidence that cuproptosis 2 cluster patients may have a better immunotherapy response. Therefore, in order to interrogate and confirm the therapeutic role of the expression level of cuproptosis, a variety of methods to predict therapeutic response were conducted deeply. In combination with TIDE analysis, patients with low TIDE scores who are at cuproptosis 1 cluster are more promising in responding to ICB. Other than this, to complete the validation of the immunotherapy response prediction, subclass mapping analysis also indicated that PD1 could be more effective in cuproptosis 1 cluster when treated. It was still noteworthy that the discrepancy of sensitivity AUC values of drugs in different datasets including GDSC, CTRP and PRISM datasets was also observed between the two cuproptosis clusters. All these findings strongly showed that it would be possible to differentiate between tumor immune microenvironment patterns and to identify patients who might benefit from ICI treatment using the established cuproptosis clusters.

Considering the multifaceted heterogeneities cuproptosis subtypes displayed, our group considered that such heterogeneities and the creation of individual, integrative assessments could be quantified by creating a prognostic signature. In line with expectations, a close correlation was also observed between the constructed signature and clinicopathological features, typical cancer hallmarks and genomic features. Among these signature genes, SLC16A12 has been previously reported to have excellent effectiveness and clinical application value in ccRCC (23). There is an unfavorable association between LIMCH1 protein expression and distant metastasis-free survival in breast cancer (24). In addition, as well as being a component of exosomes, the GIPC2 paralog plays a key role in WNT signaling pathways associated with tumor progression and was shown to be robustly stimulating the adhesion, invasion, and migration of prostate cancer (25). As a key member of the cytoplasmic FMR1-interacting protein family, CYFIP2 may be a novel prognostic gene that is related to immune infiltration in ccRCC (26). Moreover, as ACADL expression was restored in hepatocellular carcinoma cells, the Hippo/YAP signaling pathway was suppressed, resulting in growth suppression and cell cycle arrest (27). Taken together, there is no doubt that these cuproptosis-related signature genes are involved in the occurrence and the development of various cancers. However, a more in-depth association between the processes of cuproptosis and these genes and how these genes affect the occurrence and development of ccRCC need to be explored in the future.

Until now, according to classical biomarkers, ccRCC patients have been classified in so many ways. Even more, few cuproptosis-associated gene signatures have been developed and offered some help in the diagnosis, treatment, and prognosis of ccRCC patients (28, 29). Compared with the previous classifications of ccRCC patients, the advantage of our cuproptosis subtyping was its ability to show multi-dimensional heterogeneity. Moreover, most of all, differently from other approaches to distinguishing ccRCC patients, our study was more comprehensive than the previous study, including clinicopathological features, commonly regulated hallmarks, genomic characteristics, and immunotherapeutic responses, especially. In spite of this, there are still a few inadequacies in this study. First, although we integrated all publicly available ccRCC patient data, more clinical data from different countries and regions are needed. Second, since there are fewer immunotherapy cohorts available reported that Only IMvigor210 and GSE78220 cohorts were able to assess our signature’s predictive value for ICI therapy. Finally, additional experiments are needed to validate our findings.





Conclusion

To summarize, after a comprehensive integration of several available ccRCC patient datasets, ccRCC patients were divided into two cuproptosis clusters with distinct prognosis, clinicopathological features, commonly regulated hallmarks, genomic characteristics, and immunotherapeutic responses. In addition, a prognostic signature was then successfully developed. It may make it easier for ccRCC patients to predict their prognosis and find better immunotherapy options based on our findings.
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Ovarian cancer is a highly heterogeneous and lethal malignancy with limited treatment options. Over the past decade, single-cell sequencing has emerged as an advanced biological technology capable of decoding the landscape of ovarian cancer at the single-cell resolution. It operates at the level of genes, transcriptomes, proteins, epigenomes, and metabolisms, providing detailed information that is distinct from bulk sequencing methods, which only offer average data for specific lesions. Single-cell sequencing technology provides detailed insights into the immune and molecular mechanisms underlying tumor occurrence, development, drug resistance, and immune escape. These insights can guide the development of innovative diagnostic markers, therapeutic strategies, and prognostic indicators. Overall, this review provides a comprehensive summary of the diverse applications of single-cell sequencing in ovarian cancer. It encompasses the identification and characterization of novel cell subpopulations, the elucidation of tumor heterogeneity, the investigation of the tumor microenvironment, the analysis of mechanisms underlying metastasis, and the integration of innovative approaches such as organoid models and multi-omics analysis.
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1 Introduction

Ovarian cancer (OC) is a highly lethal malignancy affecting the female reproductive system with high mortality rates worldwide. It is often diagnosed during late stages, given that early symptoms are often absent and effective screening methods are lacking (1). Despite significant advancements in cytoreductive surgery, chemotherapy, immunotherapy, and maintenance therapy, the 5-year survival rate for OC remains discouraging, with reported rates of 26% to 42% (2, 3). This is mainly attributed to drug resistance, recurrence, and metastasis, which are commonly observed in OC cases (4). Additionally, the substantial heterogeneity and complex molecular properties of ovary-derived carcinoma present challenges in understanding its origins and progression. Consequently, comprehensive exploration of crucial biomarkers and molecular mechanisms in OC is imperative for early diagnosis, innovating therapeutic strategies, and accurately predicting prognosis.

In recent years, bulk RNA sequencing (RNA-seq) technology has been widely utilized to investigate the molecular characteristics and biological processes of OC (5). However, the complexity of the tumor microenvironment (TME) presents a formidable challenge when using bulk RNA-seq, as it includes malignant cells and various other functional cells. Consequently, bulk transcriptomics is unsuitable for cell-level research on tumor tissue characterized by high heterogeneity and complex components (6). This limitation hinders the acquisition of a precise understanding of the underlying biological and pathological processes. Over the past decade, single-cell sequencing has emerged as a potent biological technology capable of decoding the landscape of OC at the level of genes, transcriptomes, proteins, epigenomes, and metabolisms level (7). Specifically, Single-cell sequencing provides valuable insights into the intra- and inter-tumor heterogeneity, enabling the analysis of cellular variations, identification of cell classifications, and comprehension of carcinogenesis to accelerate the development of novel and efficient therapies (8). Single-cell sequencing technology has been widely utilized in OC research, providing significant insights into this complex disease. For instance, single-cell RNA sequencing (scRNA-seq) data analysis has indicated that targeting the JAK/STAT pathway may hold anti-tumor efficacy in OC (9). Similarly, using scRNA-seq, researchers identified six subtypes of fallopian tube epithelium (FTE), with one subtype being associated with clinical prognosis (10).

In this review, we expound on the utilization of single-cell sequencing in exploring cell types, elucidating tumor heterogeneity, uncovering the tumor microenvironment landscape, and analyzing the mechanism underlying OC metastasis. Furthermore, we discuss its integration with novel methods, including organoid culture and multi-omics analysis. The utilization of single-cell sequencing technology provides a wealth of detailed insights into the molecular mechanisms involved in tumor initiation, progression, drug resistance, and immune evasion. These discoveries will provide valuable guidance for the development of innovative therapeutic strategies, the identification of diagnostic markers, and the prediction of patient prognosis.




2 Epidemiological and biological characteristics of OC

In 2020, the global incidence of OC exceeded 300,000, with more than 200,000 reported deaths (11). Ovarian malignancies are frequently diagnosed at advanced stages due to the lack of reliable early detection methods, resulting in poor prognosis and ineffective therapeutic targets (12). Furthermore, OC can be classified into over fifteen distinct molecular and pathological subtypes, making it challenging to determine the optimal treatment strategies (13, 14). Ovarian epithelial carcinomas are the predominant and deadliest forms of OC. Ovarian carcinomas are categorized into five primary types based on histopathology and molecular genetic alterations, including high-grade serous (70%), endometrioid (10%), clear cell (10%), mucinous (3%), and low-grade serous (less than 5%) (15). Among these types, high-grade serous ovarian cancer (HGSOC) accounts for approximately 80% of OC-related deaths (16).

Cytoreductive surgery and platinum-based chemotherapy currently serve as the primary treatments for ovarian carcinoma. The past few years have witnessed the advent of targeted therapies that focus on the unique molecular characteristics of OC and play an increasingly important role. Specifically, approximately 20% of HGSOC cases exhibit alterations in BRCA1/2 genes, either through mutations or methylation modifications (17). Mutations in BRCA1/2 are widely acknowledged to be a significant contributing factor to homologous recombination deficiency (HRD) in ovarian carcinoma. Cells with these mutations rely on error-prone DNA repair mechanisms, making them susceptible to DNA damaging agents and poly (ADP-ribose) polymerase inhibitors (PARPi) (18). Additionally, anti-angiogenic agents targeting the VEGF/VEGFR signaling pathway in the TME have been developed for OC (19). The emergence of this innovative targeted approach has created opportunities for stratifying OC patients and providing personalized treatment approaches (14). However, due to the high intra-tumor heterogeneity, nearly 50% of OC patients without an HR mutation exhibit platinum resistance or refractoriness, and most treated patients will eventually experience tumor relapse and metastasis (20, 21). Furthermore, relapsed patients often develop drug resistance, experience severe chemotherapy side effects, and eventually succumb to the disease (2). Therefore, the identifying novel molecular targets and the implementing personalized therapy are crucial for improving the survival rate of OC patients.

An increasing body of evidence from multi-omics studies recognizes OC as a distinct disease characterized by significant heterogeneity resulting from various molecular and microenvironmental factors (17, 22). Nonetheless, lacking a comprehensive understanding of the TME in OC has hindered the advancement of novel immunotherapy approaches and classification methods. Gaining insight into gene expression and mutations is crucial for assessing patient prognosis and evaluating the efficacy of chemotherapy (23, 24). The key challenges in understanding ovarian tumors lie in detecting rare cancer cell subtypes with genetic variability and elucidating the role of stromal cells in providing functional support, which can contribute to chemoresistance. A meta-analysis study analyzing a large amount of bulk sequencing data in OC failed to identify a satisfactory predictive gene expression signature (25). Despite extensive analyses, no practical and novel biomarkers have been identified for prognosis and immunotherapy. Consequently, genetic and molecular studies conducted at the bulk tissue level have not obtained significant clinical insights. Interestingly, the emergence of single-cell sequencing techniques has facilitated the classification of individual cells based on their subtypes and expanded our understandings of the molecular characteristics of ovarian tumors (26). Single-cell sequencing methods provide a comprehensive assessment of intra-tumor heterogeneity in OC by enabling high-resolution molecular profiling of numerous distinct malignant cells and stromal and immune-associated cells within the tumor. By conducting single-cell resolution analysis of tumor tissue with complex compositions, researchers can comprehensively depict the intra-tumor and inter-patient heterogeneity while simultaneously capturing the quantitative and qualitative aspects of thousands of genes at the single-cell level.




3 Emerging single-cell sequencing technology

The emergence of next-generation sequencing technology in 2005 marked a significant milestone in the rapid development of biological science (27). High-throughput sequencing of genes, transcriptomes, and non-coding RNA using next-generation sequencing has paved the way for single-cell sequencing. Tang et al. conducted the first single-cell transcriptomics investigation in 2009, analyzing mouse blastomeres, although it was considered “low throughput” (28). The first DNA sequencing of malignant tumor cells at a single-cell resolution was accomplished in 2011 (29). Over the past decade, single-cell sequencing has rapidly developed, stemming from the advancements in next-generation sequencing.

The past few years have witnessed unprecedented progress in analyzing intra- and inter-tumor cellular heterogeneity and the biological processes of tumor development at a high resolution using single-cell sequencing, outperforming previous traditional sequencing methods. It also enhanced researchers’ ability to investigate molecular features in different cell types, ensuring unbiased analysis of cancer tissue (30, 31). Furthermore, it enabled the detection of single-nucleotide variations and copy number alterations at the molecular level (32, 33). Single-cell analysis of multiple omics, including gene sequencing, transcriptome analysis, protein profiling, epigenomic characterization, and metabolic profiling, has experienced significant advancements in recent years (34). Innovations in cell separation/isolation techniques, sequencing technologies, and analytical procedures have propelled the advancement of single-cell sequencing, enhancing its accuracy and sensitivity. Consequently, this acceleration has facilitated the advancement of effective treatments and personalized therapies by constructing of human cell atlases and further cancer research (35, 36). In cancer research, single-cell analysis has been employed to identify and characterize rare cellular subtypes, cancer stem cells (CSCs), circulating tumor cells (CTCs), TME, inter-tumor heterogeneity, and molecular mutations (37, 38). These detailed insights into the molecular mechanisms underlying tumor initiation, progression, metastasis, drug resistance, recurrence, and immune evasion, provide valuable guidance for cancer research.

scRNA-seq is a widely employed method for profiling the transcriptomes of individual cells, making it one of the most utilized technologies in this field. The Drop-seq-based platform developed by 10X Genomics (39) and the CytoSeq-based platform offered by BD Rhapsody (40) are widely utilized for scRNA-seq experiments. Furthermore, the other key single-cell sequencing technologies and platforms have been compiled in Table 1. The scRNA-seq follows general protocols, which involve isolating single cells, extracting RNA, performing reverse transcription, conducting detection, and finally, carrying out bioinformatic analyses (41) (Figure 1).


Table 1 | Summary of single-cell sequencing technologies and platforms.






Figure 1 | Single-cell Sequencing Workflow for Ovarian Cancer. Single-cell suspensions are isolated from fresh ovarian cancer and metastatic cancer tissues. Barcoded Beads labeling technology is employed to obtain gene expression levels and profiles for each individual cell post-sequencing. Subsequent analysis, including cell clustering, differential gene expression, cell developmental trajectory, and differential gene clustering, generates diverse datasets, offering a comprehensive and updated understanding of ovarian cancer at the single-cell level.



Single-cell isolation is the initial and crucial step that determines the accuracy and sensitivity of single-cell sequencing. The primary challenge lies in the rapid and precise collection of these individual cells. Experimental tissues are typically obtained during cytoreductive surgery after pathological diagnosis, and various methods are employed to isolate an adequate number of single cells. The original protocol used Flow Activated Cell Sorting (FACS) to isolate single cells (42). Modern techniques, such as Drop-seq and SCI-seq, utilize microfluidics with droplets and nanowells to achieve high-throughput single-cell separation, thereby enhancing sequencing efficiency and ease (39, 43, 44). Given that the preparation of single-cell suspensions requires fresh samples, an alternative technique called single-nucleus RNA sequencing (snRNA-seq) has emerged, replacing whole-cell sequencing with nuclear sequencing to circumvent this stringent requirement (45, 46).

Subsequently, the recognition of sequencing data at the single-cell level presents another challenge. Scientists have employed micro-reaction systems with special tags/indices, comprising single cells, functional beads, and reverse transcriptomes, to identify cell types and intracellular molecules. In Drop-seq, each functional bead is labeled with four components: a constant sequence, a cell barcode, a unique molecular identifier (UMI), and an oligo-dT sequence from 5′ to 3′. Specifically, the cell barcode is distinct in each bead to label single-cell, while each single-cell has its own UMI to distinguish polymerase chain reaction (PCR) duplicates. Simultaneously, the constant sequence serves as a consistent priming site for future PCR and sequencing, and the oligo-dT sequence facilitates the acquisition of mRNA (39). Moreover, the UMI can mark other types of molecules, such as genes and proteins, enabling multi-omics analysis (47). These ingenious designs ensure the accurate recognition of molecular characteristics at the single-cell level. Following the labeling of each cell’s molecules with a barcode, in vitro transcription, PCR, and next-generation sequencing are performed.

Finally, sequencing data analysis is crucial for the significant findings in single-cell sequencing research (48). Multiple specialized programs based on professional bioinformatic methods are used for the analysis of sequencing data (49, 50). The fundamental data analysis process consists of various steps: data acquisition, data cleaning and normalization, gene identification and cell type assignment, cell trajectory analysis, and cell-gene associations. Firstly, the original nucleotide sequencing reads are initially mapped to the transcriptome and read counts and UMIs are utilized to calculate gene expression in individual cells. Subsequently, the data cleaning encompasses the removal of low-quality genetic information and cells with low quality, such as doublets or empty droplets, and high percentages of mitochondrial expression. Following this, data normalization is carried out to standardize gene expression profiles across cells. Next, an essential step is cell type identification, involving the clustering of cells based on their expression patterns, often employing differential expression analysis and known cell markers for validation. Subpopulation analysis further refines cell types, identifying distinct subgroups within them. Then, cell trajectory analysis, which includes pseudotime analysis, reveals the developmental paths and fates of individual cells. Finally, the exploration of cell-gene associations unveils gene modules and regulatory networks, providing insights into functional pathways (Figure 2). This multi-step process ensures the scientific integrity and reliability of the findings.




Figure 2 | Applications of Single-cell Sequencing Technology in Ovarian Cancer. Single-cell sequencing technology enables the identification of specific cell markers, facilitating the classification and characterization of diverse cell types and subtypes. Furthermore, analyzing differential gene expression among these distinct cell populations allows for a comprehensive understanding of their functional roles. Additionally, the identification of key gene expression signatures in different cell types helps elucidate specific cellular functions within the complex ovarian cancer microenvironment.



The effective application of Single-cell sequencing relying on robust computational tools and software packages. Various versatile tools have emerged, each possessing unique features and capabilities. Seurat represents a widely adopted R package for the analysis of single-cell RNA-seq data (51, 52). It provides comprehensive workflows encompassing quality control, normalization, dimensionality reduction, clustering, and visualization. In addition, Scanpy, a potent Python library, distinguishes itself with exceptional scalability and speed, making it ideal for the analysis of extensive single-cell datasets (53). Notably, scVI has emerged as a probabilistic framework designed for the integration of scRNA-seq data and the imputation of missing values, a valuable asset when handling noisy or sparse datasets (54). These tools assume pivotal roles in unraveling the intricate landscapes of single-cell data, thereby providing invaluable insights into cell types, developmental trajectories, and regulatory networks.

In summary, single-cell sequencing is a breakthrough technology compared to bulk sequencing, which offers several significant advantages in cancer research: the ability to detect tumor heterogeneity, the ability to discover new cancer cell subtypes, the ability to create a precise map of the TME and analyze immune-related pathological processes, and reveal the molecular mechanisms underlying tumor progression (55). The new discoveries brought about by single-cell sequencing have greatly enhanced our understanding of various diseases and provided novel insights into therapy and diagnosis. Several reviews have summarized the applications of single-cell sequencing in various disorders, such as heart (56) and brain disease (57). However, limited articles have reviewed the advancements of this novel technique in cancer of ovary. Consequently, we summarized the latest research on OC up until March 2023. Subsequent chapters will present detailed single-cell sequencing-based studies of OC to provide precise predictions and guidance for the future development of this field.




4 Identification of heterogeneity and cancer cell subtypes in OC

Heterogeneity arises from a combination of genetic and non-genetic factors (58, 59). Cancer cells undergo a progression from normal cells, accumulating genetic and epigenetic mutations that lead to the development of distinct lineages and specialized subtypes. Consequently, despite originating from the same tumor, these cells exhibit diverse mutation types and phenotypes (60, 61). Different cancer cell types exhibit remarkable variability in almost every phenotype, including the potential to form metastasis and develop resistance to chemotherapy (58). The aforementioned reasons account for the extensive heterogeneity in cancer, especially in OC. Intra-tumor heterogeneity plays a crucial role in chemotherapy resistance and even treatment failure in OC (62). Meanwhile, inter-tumor heterogeneity is crucial for individualized treatment (63). It encompasses variations in molecular characteristics of the same type of cancer across different patients, primarily characterized by diverse gene mutations, distinct cell populations, and varying levels of immune infiltration. Therefore, it significantly impacts the outcomes of identical therapeutic strategies on different patients (64, 65). To address this situation, reliable prediction of drug targets provides the basis for personalized cancer treatment. Previous research on target speculation primarily focused on identifying bulk tumor tissues consisting of a variety of immune cells, fibroblasts, endothelial cells, and cancer cells. However, conventional sequencing approaches applied to bulk samples face challenges as they can be complicated by the presence of numerous other cells within the same lesion, which obscures the phenotypes of small cell subtypes. Consequently, traditional bulk sequencing techniques that pool cells together exhibit limited ability to accurately depict prognostic and therapeutic target genes. Moreover, treatment strategies based on next-generation sequencing exhibit diverse treatment responses, suggesting the simultaneous emergence of different cancer cell subtypes within individual patients, as demonstrated by single-cell analysis (66). Single-cell sequencing provides a solution to overcome this challenge by identifying and characterizing cell subpopulations, thereby elucidating tumor heterogeneity (Figure 3).




Figure 3 | The Crucial Role of Single-cell Sequencing in Exploring Ovarian Cancer Heterogeneity. Heterogeneity Single-cell sequencing technology plays a vital role in unraveling the heterogeneity of ovarian cancer. It enables precise discrimination of tumor heterogeneity among different patients and distinguishes heterogeneity between distinct lesions within the same patient, such as primary and metastatic lesions. Importantly, given the diverse cellular composition within tumor tissues, single-cell sequencing also identifies cellular heterogeneity within the tumor microenvironment. Furthermore, the integration of multi-omicss data, including genomics, transcriptomics, proteomics, and epigenomics, provides a comprehensive understanding of tumor molecular characteristics and underlying developmental mechanisms.



In 2011, a bulk RNA-seq-based study revealed that HGSOC encompasses four molecular types: differentiated, proliferative, mesenchymal, and immunoreactive (17). However, single-cell sequencing analysis detected the coexistence of all four molecular types within a single HGSOC sample (67). Accordingly, to obtain the prognostic value and guide therapeutic decisions, the identification of molecular subtypes should be performed at the single-cell level, given that different molecular types exhibit diverse responses to treatment (68). Over the years, several studies have employed single-cell sequencing to investigate genetic diversity in OC. In 2017, a pioneering study utilized scRNA-seq to explore the genetic profiles of 66 single cells derived from an HGSOC patient (67). The analysis revealed two major cell types: epithelial cells characterized by the expression of proliferation-related genes, and stromal cells marked by elevated levels of extracellular matrix (ECM) and epithelial-mesenchymal transition (EMT) related genes. Although this study provided preliminary insights into the single-cell transcriptome landscape of OC, it was limited in its ability to comprehensively analyze intratumor heterogeneity and identify an adequate number of cancer cell populations. Subsequently, another research group conducted high-throughput scRNA-seq analysis on both primary and metastatic carcinoma lesions (69). Their findings revealed that while primary tumors exhibited significant heterogeneity among individual patients, the gene expressions in metastatic tumors were remarkably homogeneous, but distinct from those in primary tumors (69). The study identified 16 cell types, including four major subtypes of malignant epithelial cells, as well as distinct cell populations associated with high-grade cancer, low-grade cancer, and benign tumors. Furthermore, the composition of cell types underwent significant changes during the transition from primarily epithelial cells in the primary lesions to immunologic cells in the metastatic lesions. Notably, the key cell populations responsible for secreting soluble factors also transformed from myeloid cells to fibroblasts, which might have originated from the epithelial cells. These findings highlight the potential of single-cell sequencing in unravelling the mysteries of tumor and cellular heterogeneity, leading to a better understanding of OC progression.

In a recent study, researchers investigated the intra-tumor heterogeneity of OC using scRNA-seq and identified six cell types: epithelial cells, fibroblast cells, T cells, B cells, macrophages, and endothelial cells (70). Notably, the subtypes of epithelial cells exhibited novel molecular markers for HGSOC, while the subtypes of fibroblast cells revealed heterogeneity in their biological functions. Moreover, the analysis of the genetic regulatory network and the interaction between epithelial and fibroblast cells revealed the potential involvement of the JUN pathway in OC, highlighting it as a prospective therapeutic target. The concept that genetic heterogeneity contributes to the persistence of the majority of cancer cells has been substantiated (71). Moreover, the diverse phenotypic heterogeneity (non-genetic heterogeneity) arising from a similar gene background contributes to crucial malignant characteristics of cancer, such as metastasis and drug resistance. Gene heterogeneity is often acquired, whereas phenotype heterogeneity typically arises from the original cells due to various mechanisms, including epigenetic regulation (72, 73). Identification of the origin-cell state may become novel approach to elucidate the phenotype heterogeneity of a cancer subtype (72, 74, 75). Therefore, single-cell sequencing has been utilized to investigate the link between subgroups of normal FTE cells and HGSOC cell subgroups (10). Six subpopulations of FTE cells, including four secretory subtypes, were identified, and a gene characteristic that can predict a poor prognosis for highly EMT OC was documented. Furthermore, these results revealed a strong association between secretory FTE cells and HGSOC subtypes, highlighting the phenotypic heterogeneity of cancer cells originating from the original cells. This study introduced a novel approach to accurately predict cancer biological processes by assessing original non-malignant cells. This innovative research has shifted the focus of investigating tumor heterogeneity by examining the connection between cancer cells and normal FTE cells, which are believed to be the source of ovarian cancer. Another study using scRNA-seq identified two subclasses of cancer cells associated with poor prognosis in HGSOC (76). Specifically, one group consisted of primary and stem-like tumor cells, and SLC3A1 and PEG10 served as genetic indicators for tumor-initiating cells. The other group was characterized by the presence of CA125 and a decreased quantity of infiltrating cytotoxic T cells. Cell interaction with these malignant cells was mediated by LGALS9 and GAS6, inhibiting cytotoxic T cells. Moreover, these two cancer cell groups can survive during initial therapy and induce immunosuppression. These results suggest a novel indicator for diagnosing and treating OC by targeting the malignant cell subclass.

Subsequently, a multi-omics study investigated the progression timeline of HGSOC subtypes by performing an integrated analysis of total copy number variations and gene expression using single-cell technology (77). This study indicated that the differences in subtypes occur during the late stage of cancer progression. Additionally, recurrent OC was characterized as a proliferative cancer, characterized by gene variability and lack of immune infiltration. In contrast, well-differentiated tumors were characterized by gene stability and high levels of immune infiltration. Moreover, significant heterogeneity gives rise to various subclasses of HGSOC, but a non-constant subclass exists among malignant epithelial cells. This research highlights the need to update previous subtype analyses based on bulk transcriptome sequencing with more stable single-cell multi-omics analysis. Similarly, another research team employed scRNA-seq to analyze the heterogeneity of OC, normal ovary, and embryo samples (78). Eight distinct cell types were identified, and genetic expression analysis revealed similarities between embryo and OC samples in several cell types. A subgroup of malignant epithelial cells derived from embryos was characterized by the presence of PEG10+ during the intermediate phase of progression from embryo to cancer and was associated with carcinogenesis and poor prognosis. Furthermore, the presence of PEG10+ is a significant characteristic of cancer stem cells, given that it influences their self-duplication and promotes resistance to cisplatin through the NOTCH signaling pathway. Therefore, the novel insights into the evolution from embryo to OC can enhance our understanding of carcinogenesis and facilitate the discovery of new therapeutic targets, such as PEG10+.

It is now understood that the tumor-stromal component significantly affects the accuracy of prognostic prediction based on molecular subclasses; however, a comprehensive understanding of stromal cell characterization in OC and their role in classifying pathological subtypes is still lacking. To address this knowledge gap, a study utilized scRNA-seq to identify phenotypes of stromal cells and discover novel potential therapeutic targets in HGSOC (79). The findings revealed that myofibroblasts, fibroblasts, mesothelial cells, and lymphatic endothelial cells are associated with poor survival, while plasma cells are linked to a favorable prognosis. Importantly, different molecular subgroups exhibit distinct stromal cell phenotypes; for example, the mesenchymal type displays a fibroblast phenotype, while the immunoreactive type exhibits an immune cell phenotype. Moreover, a phenotype indicative of poor prognosis is correlated with an unfavorable outcome of the corresponding molecular subtype. The diverse phenotypes resulting from stromal admixture provide insights into the association between molecular subgroups and prognosis and highlight the limitations of previous molecular typing in predicting poor prognosis. In the future, classifying patients based on phenotype biomarkers may serve as a viable approach for precise prognosis and targeted therapeutic interventions.

The wide utilization of single-cell sequencing technology enables the generation of more comprehensive information about OC, including its heterogeneity, molecular subtypes, and diverse cell populations (Table 2). These findings contribute to the discovery of prognostic biomarkers and the advancement of targeted therapies. Encouragingly, immunotherapy and targeted therapy, such as PD1/PD-L1 inhibitors and PARPi, based on the molecular phenotype, have been recommended as first-line treatment in combination with carboplatin and paclitaxel (80).


Table 2 | Key findings related to tumor heterogeneity and identification of cancer cell subtypes obtained using single-cell sequencing.






5 Exploration of immune-related signatures and comprehensive landscape of TME in OC

OC is widely recognized as an immunogenic tumor and the TME in OC is closely linked to immunotherapy efficacy and prognosis (81). The TME is a complex ecosystem comprising malignant cells, immune-infiltrated cells, stromal cells, and non-cellular elements (Figure 4). Various types of immune cells infiltrate the TME, such as clusters of myeloid-derived suppressor cells, lymphocytes, macrophages, mast cells, neutrophils, and dendritic cells, playing crucial roles in tumor progression, recurrence, and metastasis, with both favorable and unfavorable effects (82). The heterogeneous TME in ovarian cancer OC mirrors the intertumor diversity of this malignancy. For instance, a study identified varying immunological molecular characteristics across different degrees of metastatic lesions in a patient with HGSOC who underwent multiple chemotherapies (83). Furthermore, the coexistence of inflammatory and non-immune infiltrated microenvironments was observed in various untreated patients with HGSOC, suggesting significant variation in infiltrating immune cells (84). The inherent heterogeneity of the TME in OC makes it challenging to conduct effective therapies (81). Moreover, tumor metastasis in OC has been strongly linked to the TME (85). Malignant cells in EOC have a higher propensity for metastasis and the establishment of a peritoneal microenvironment compared to solid tumors (86). Consequently, investigating TME heterogeneity is imperative for identifying new therapeutic targets and prognostic markers. While the molecular classification of OC is based on traditional sequencing, single-cell data plays a crucial role in advancing personalized immunotherapy.




Figure 4 | Tumor Microenvironment in Ovarian Cancer. Based on the degree of immune cell infiltration, ovarian cancer can be categorized into immune-infiltrated, immune-excluded, and immune-desert types. The tumor microenvironment in ovarian cancer is complex, comprising various cell types whose interactions play a crucial role in tumor initiation and progression.



Over the years, single-cell sequencing has been extensively employed in various studies to identify novel immunotherapy approaches for diverse cancers (31, 87). This technology offers significant advantages in exploring tumor immune infiltration, immune cell types, and the interaction between immune cells and malignant cells (88). Encouragingly, numerous novel therapies targeting anti-angiogenesis, anti-fibrogenesis, and immune checkpoint inhibition have emerged to combat the TME (89). While various immunotherapies prove beneficial in the presence of specific biomarkers, their effectiveness varies among patients due to the heterogeneity of the TME. For instance, checkpoint inhibitors aimed at restoring CD8+ T cell function demonstrated unsatisfactory responses in OC patients (90). Therefore, conducting a comprehensive analysis of immune heterogeneity and the composition of tumor tissue is highly advantageous in identifying potential immunotherapeutic targets and predicting prognosis based on the immune status. The TME in ascites also plays a crucial role in tumor development. Ascites is characterized by multiple cell types and a complex microenvironment (91). To comprehensively characterize the TME of ovarian carcinoma ascites, a study employed single-cell sequencing technology to analyze ascites samples from 22 OC cases (9). Like primary ovarian tumors, ascites exhibits significant inter-patient heterogeneity, primarily in distinct cancer-associated fibroblast (CAF) populations and immune cell subtypes. Interestingly, the JAK/STAT pathway was activated in both CAFs and malignant cells, suggesting its potential as a crucial mechanism driving ascites development and drug resistance in OC. Currently, a clinical trial (NCT02713386) is investigating the efficacy of ruxolitinib, a JAK/STAT pathway inhibitor, in treating of HGSOC (92).

To capture both the spatial distribution of immune infiltrates and their overall expression, researchers proposed the concept of the immunity continuum (93, 94). This novel concept defines three immunophenotypes based on the spatial distribution and extent of T cell infiltration: immune-infiltrated (T cells infiltrate the tumor epithelium), immune-excluded (T cells accumulate in the stromal region), and immune-desert phenotypes (low or no T cell infiltration) (Figure 4). The distinct infiltration patterns lead to inconsistent responses of OC to immunotherapy. Hornburg et al. recently employed single-cell sequencing to investigate the composition of the OC immune microenvironment and identify the immunophenotypes (95). They identified distinct features in the immune-desert phenotype of OC, including enhanced metabolic pathways, reduced antigen presentation, and an enrichment of monocytes and immature macrophages. Furthermore, the infiltrated and excluded phenotypes of cancer exhibit differences in immunocyte and fibroblast subpopulations. Specifically, the immune-excluded phenotype showed an enrichment of pre-dysfunctional CD8+ GZMK T cells, while the immune-desert phenotype exhibited enrichments of FCN1 monocytes and MARCO macrophages. Multiple cytochemokine receptor-ligand interactions were identified in the TME, including CXCL16-CXCR6-mediated communication between tumor cells and immune cells and CXCL12/14-CXCR4-mediated communication between stromal cells and immune cells, potentially regulating the phenotype of immune infiltration (95). While immune cells infiltrating metastatic lesions do not consistently exert positive effects, T cell always plays a central role in immunotherapy methods (96). Another study employed single-cell approach to reveal diverse immunological cell clusters and subtypes, elucidating their potential roles in anti-tumor immunity and the progression of OC metastasis (97). The researchers categorized these OC cases into two groups based on T cell infiltration: the high-infiltrated T cell group and the low-infiltrated T cell group. The results revealed an enrichment of TOX+ CD8+ and granulysin+ CD4+ T cell subtypes in the high-infiltrated T cell group. Additionally, a distinct population of MKI67+ plasmablasts was identified within this group. Lastly, NR1H2+ IRF8+ and CD274+ macrophage subtypes were discovered, demonstrating their positive response to tumor cells. These newly identified immune cell subtypes with cytotoxic properties during the anti-tumor immune response may provide potential targets for treating of ovarian tumors.

While HGSOC with immune infiltration generally exhibits a more favorable prognosis than other types (98), it can still exhibit resistance to immunotherapies (99). Therefore, investigating different types of tumor-infiltrating lymphocytes is significant due to this discrepancy. A research team identified a triple-positive marker, comprising the co-expression of CD39, CD103, and PD-1, for tumor-infiltrating lymphocytes in HGSOC (100). Specifically, the triple-positive CD8+ T cells exhibited reduced receptor diversity and high gene expressions associated with cytolysis and humoral immune response. Meanwhile, triple-positive Tregs displayed receptor diversity and tumor residency. The triple-positive tumor-infiltrating lymphocytes exhibit remarkable prognostic capabilities and suggest potential combination targets for immunotherapies, including CD39, PD-1, and TIGIT.

The EMT determines the characteristics of ovarian tumors (17, 101), and it plays a crucial role in tumor metastasis, invasiveness, and drug resistance, and indicates poor survival in HGSOC patients (102, 103). Therefore, it is imperative to further explore detailed information about EMT in the TME to advance innovative immunotherapy strategies. Subsequently, a study depicted the ecosystem landscape of early- and late-stage HGSOC by analyzing the heterogeneity of the TME and the characteristics of EMT using single-cell sequencing (104). The notable findings include a prognostic prediction model comprising four EMT-related genes (NOTCH1, SNAI2, TGFBR1, and WNT11) associated with poor survival. Additionally, the dominant cancer-associated fibroblasts were characterized by the presence of five distinct genes (α-SMA, vimentin, COL3A, COL10A, and MMP11), which contribute to the development of EMT features and enhance tumor invasiveness. Moreover, the study suggested that TIGIT blockade could serve as a potential therapeutic strategy in HGSOC.

Immunotherapies in OC have shown limited efficacy, primarily due to an incomplete understanding of their biological potencies and underlying mechanisms. For example, immune checkpoint inhibitors have demonstrated significant efficacy in various solid tumors; however, their effectiveness in OC is comparatively lower (105, 106). Relevant studies have indicated that the functional capacity of T and NK cells, rather than their abundance, is critical in the context of immunotherapy (107, 108). Therefore, it is crucial to investigate the response of diverse cell types, especially immune-related cells, to immunotherapy drugs and understand the associated alterations in their cellular states. A research team performed immune function and scRNA-seq analyses using an innovative co-culture model of HGSOC organoids and immune cells treated with a combination of anti-PD-1 and anti-PD-L1 antibodies, aiming to compare the effects with those of traditional anti-PD-1 or anti-PD-L1 monotherapies (109). The novel antibody induced favorable alterations in immune-associated cells, particularly leading to a shift in NK cells and a subtype of CD8+ T cells into an aggressive and cytotoxic state. These findings demonstrate that state changes in immune cells are crucial for the effectiveness of immunotherapy, and bispecific antibodies can elicit a superior immune response compared to monospecific antibodies. In conclusion, OC has huge potential as a viable target for immunotherapies, provided that these treatments employ precise mechanistic approaches targeting specific immune-related cell clusters. Then, a study conducted single-cell and bulk RNA sequencing of blood samples from patients with EOC after neoadjuvant chemotherapy (NACT) to examine the function of circulating immune cells in the periphery (110). Single-cell examinations revealed an increased abundance of central memory CD8+ T cells and regulatory T cells during NACT, as well as an upregulation in the expression of monocyte and HLA class II genes. Thus, chemotherapy alleviated immune suppression by enhancing antigen presentation. Furthermore, the levels of CD8+ T cells and the expression of PD-1/PD-L1 in circulating T cells in the peripheral circulation did not increase. These promising findings have important implications for the efficacy of immune checkpoint inhibitor drugs in the treatment of OC.

In conclusion, these novel single-cell sequencing technologies provide insights into the functional and spatial characteristics of the tumor immune microenvironment, highlighting the importance of personalized immunotherapies to address the heterogeneity of the TME. By conducting single-cell sequencing, comprehensive information about immune responses, which was previously obscured in bulk sequencing, can be elucidated, leading to the discovery and application of new therapeutic targets and innovative methods.




6 Investigation of the drug resistance mechanisms in OC

The clinical progression of advanced ovarian malignancy is characterized by its aggressiveness. Initially, it exhibits a favorable response to platinum-based chemotherapy, but the majority of patients experience relapse over time, ultimately developing resistance to platinum-based medications (111). Despite the fact that initial treatment is effective in approximately 70% of patients with HGSOC (112), chemoresistance often emerges during the course of therapy, posing a significant obstacle to successful treatment (113). The improvement of current therapeutic strategies for OC strongly depends on our understanding of the molecular mechanisms underlying drug resistance and the identification of specific cell subtypes with inherent resistance to chemotherapy. However, it remains unknown whether resistant clones arise due to genomic instability or therapy-related genome damage during tumor formation or as a result of chemotherapy. A study demonstrated that drug resistance observed in clinical practice follows a continuum, resulting from Darwinian evolutionary selection of inherently resistant clusters among diverse subtypes of cancer cells (114). Identifying these subgroups with unfavorable characteristics, such as tumor stem cells or clusters exhibiting chemoresistance, may unveil the molecular mechanisms activated within these subgroups. These findings will be valuable for clinical practice when accessible therapies targeting these molecular “switches” are developed. Single-cell techniques enable comprehensive interpretation of the transcriptional and genetic changes associated with chemotherapy in individual malignant cells. Furthermore, it allows for a detailed examination of the interaction between tumor cells and their microenvironment.

To investigate the mechanisms underlying chemoresistance in HGSOC, a research group prospectively collected tumor specimens before and after chemotherapy and conducted single-cell transcriptome analyses with high-resolution (115). They observed an increasing trend in stress-related cell states during chemotherapy by removing confounding patient factors using an innovative analytical method called PRIMUS. This observation was further validated through in-situ RNA hybridization and bulk sequencing. Moreover, stress-related conditions were initially present in the tumor tissue, and the associated subclones consistently expanded during chemotherapy, ultimately resulting in unfavorable survival outcomes. The presence of inflammatory cancer-associated fibroblast subgroups within tumors suggests a drug-induced stress response in both malignant and stromal cells, triggering a paracrine feed-forward loop (115). Notably, tumor stroma has been recognized to play a crucial role in drug resistance across various malignancies, and an increased stromal component in OC is associated with chemotherapy resistance (116, 117). Finally, they identified a specific condition of chemoresistance that involves both stromal signaling and subclone development at the single-cell level.

A different research team investigated the single-cell properties associated with the gradual development of carboplatin resistance in OC (118). In this study, multiple isogenic clones attained similar levels of drug resistance following successive treatment cycles; however, there was considerable heterogeneity in their transcriptomes. Two traits have been linked to chemoresistance: extensive inhibition of the P phase found in all clones in the initial phases of resistance development and recurring activation of the Q phase detected in a particular clone in the later stages of treatment. Furthermore, distinct clones associated with resistance were found to induce an IFN response during the P phase or activate Wnt signaling during the Q phase. These findings suggest a theory of hysteresis in resistance, specifically the transition between the P and Q phases, which influences the dynamics of drug exposure and resistance. Additionally, they established a novel method for monitoring cellular states during chemotherapy to enhance efficacy. A separate study examined the development of resistance in HGSOC cells following chemotherapy (119). Analysis of single-cell RNA sequencing data obtained from HGSOC tumors collected during therapy revealed three distinct phenotypic archetypes that contribute to the progression of HGSOC. These archetypes, which exhibit characteristics related to metabolism and proliferation, cellular defense response, and DNA repair signaling, were consistently observed among all patients. The analysis uncovered a notable transition towards the metabolism and proliferation archetype in cancer cells subjected to multiple lines of treatment, suggesting the emergence of specialized subclones within the tumor.

Over the years, numerous studies have demonstrated that diverse drug responses can be attributed to the co-progression of cancer and non-cancer cells (83, 120). The increased infiltration of CAFs may contribute to the reduced response rates observed with certain therapies, including immune checkpoint inhibitors, as their efficacy is influenced by the TME (121). This theory was validated through a single-cell experiment, demonstrating the interaction between CAFs and macrophages in modulating the biological processes of OC cells within the ascites microenvironment (9). Specifically, CAFs activate the JAK/STAT pathway in malignant cells by secreting IL-6, leading to reduced survival rates and the emergence of chemoresistance (9).

In summary, drug resistance may not be linked to gene mutations but instead be associated with specific resistant subclones or cellular phenotypes, which reflects the heterogeneity of tumors. Studies conducted in other solid tumors have also shown a close relationship between the emergence of drug resistance and cancer heterogeneity (122). However, the intra-tumor heterogeneity of malignant cells in OC, as well as the heterogeneity of related non-malignant cells, remains poorly understood despite their significant roles in driving chemoresistance. Therefore, research into the mechanisms of therapeutic resistance in OC is still in its early stages. Our current understanding only begins to uncover the fundamental mechanisms responsible for drug resistance, with many aspects still awaiting complete clarification. Encouragingly, single-cell sequencing provides support for researchers to describe the mechanisms of chemoresistance in OC at a high-resolution level.




7 Investigation of metastatic dissemination in OC

Over 90% of tumor-related deaths are attributed to the intricate biological process of cancer metastatic dissemination (123). Various metastatic patterns and mechanisms have been proposed during tumor progression, including lymphatic metastasis, hematogenous spread, and intraperitoneal implantation of malignant cells (124); however, they remain poorly understood. During tumor metastasis, metastatic cells invade the circulation, survive as CTCs, and subsequently extravasate and seed into distant locations (123). Specifically, OC colonizes the peritoneal cavity by disseminating tumor cells (DTCs) through attachment and seeding (124). The DTC clusters that escape from primary tumors are commonly referred to as the metastatic “seeds” (125). The persistence of DTCs indicates the presence of a subpopulation of non- or slow-cycling tumor cells in primary tumors, which may possess innate drug resistance features or acquire resistance abilities during chemotherapy (126). However, knowledge about metastatic cell subtypes and other mechanisms related to metastasis is still lacking in the current research context, which limits the development of highly effective therapeutics against OC metastasis. Besides tumor cell subpopulations, the TME consists of various stromal cells with distinct molecular characteristics (127). The dissemination of tumor cells is a prerequisite for metastasis and is associated with EMT (128). Within the TME, EMT is primarily regulated by tumor-stroma interactions, particularly through the TGFβ signaling pathway secreted by CAFs (129). Therefore, it is hypothesized that a specific subpopulation may exist in the TME, enabling them to evade chemotherapy and migrate from the primary site, leading to tumor Metastasis. Consequently, the identification of this crucial tumor cell subpopulation in OC may provide novel targets for therapeutic interventions aimed at preventing metastasis and recurrence. The current state of single-cell sequencing technology is highly advanced and well-suited for in-depth exploration of molecular biology at the level of individual cells.

In 2021, a team performed a single-cell transcriptome analysis to uncover the characteristics of HGSOC. Through trajectory analysis, they identified an association between metastatic OC and the dysfunction of various signaling pathways, especially the “translational machinery” pathway (70). Subsequently, a study revealed the multi-omics landscape of HGSOC using single-cell sequencing technology (16). The results demonstrated an identical pattern of genetic expression and DNA methylation in the same genetic lineage of primary and metastatic cancer cells, suggesting that the metastatic cells are likely subclones derived from the original tumor. Next, a team performed scRNA-seq on primary and metastatic tumor tissues of OC (130). They observed up-regulated expressions of ERBB2 and HOXB-AS3 in metastatic samples compared to primary lesions. Furthermore, several signaling pathways were dysregulated in metastatic samples of HGSOC. Additionally, malignant-associated fibroblasts with EMT progression were elevated in metastatic lesions and contributed to angiogenesis and immune regulation. Analysis of clinical outcomes revealed that EMT was associated with a poor prognosis (130). Finally, single-cell sequencing of 6 metastatic omentum lesions from OC unveiled the gene characteristics in the immune microenvironment of metastatic lesions, providing a basis for further investigation into the mechanisms underlying metastasis (97). However, each study has its own specific aims and limitations. A comprehensive solution will eventually emerge as we make incremental advancements in our understanding. As an illustration, one study has revealed a straightforward yet equally significant observation: metastasis necessitates a smaller number of epithelial cells to sustain the microenvironment in comparison to the original tumors (69).

In summary, these findings at the single-cell resolution will provide a comprehensive understanding of metastatic occurrence and progression, leading to the discovery of new therapeutic targets and ultimately improving patient outcomes for OC in the near future. Furthermore, a comprehensive and precise description of tumor heterogeneity, the immune microenvironment, dynamic alterations in cell subtypes, and intercellular interactions in metastatic lesions is crucial for future advanced research.




8 Exploration of the initiated recurrences in OC

Following primary debulking surgery and subsequent chemotherapy, 70%-80% of OC patients experience tumor recurrence and gradually develop resistance to first-line chemotherapies (131). Consequently, it is crucial to comprehend the risk factors associated with OC recurrence and develop reliable prognostic models for predicting and preventing recurrence. Intra-tumor heterogeneity and complex tumor biology behaviors are associated with tumor recurrence, drug resistance, and poor survival outcomes (132). In recent years, numerous studies utilizing single-cell approaches have elucidated the principles and characteristics that govern the onset and progression of OC recurrence.

The progress of innovative therapies for OC patients has been hindered by the absence of reliable markers for identifying and targeting relapse initiators. Encouragingly, a research group performed scRNA-seq to identify the “trigger” of recurrence occurrence (26). In this study, pseudotime analysis was utilized to trace the lineage of metastatic malignant cells prior to seeding. Specifically, seven subclusters were identified in the primary tumor, and the CYR61+ “stress” subgroup was deemed as the initiator of recurrence. Additionally, it was demonstrated that a subset of RGS5+ CAFs actively promotes malignant dissemination. Thus, the combination of CYR61+ and RGS5+ was significantly correlated with OC relapse and patient survival. Interestingly, harnessing the high resolution of single-cell sequencing, distinct cellular compositions were observed in untreated and recurrent ovarian tumors (26). In untreated metastatic lesions, immune cells comprised 40% of the total cells, while malignant cells accounted for 30%. In contrast, immune cells constituted only 0.5% of the cell population in recurrent lesions, whereas malignant cells constituted as high as 90%. Furthermore, in untreated malignant lesions, interactions between T cells and apoptotic cancer cells have been observed (26). Conversely, chemotherapy-induced cancer cell dormancy promotes malignancy progression (133), enabling evasion of immune surveillance. Based on the aforementioned findings, it is reasonable to infer that chemotherapy may impact the immune status, resulting in chemotherapy resistance and ultimately leading to cancer recurrence. However, further in-depth investigations are required to validate this inference.

The primary cause of recurrence has been hypothesized to be chemotherapy-induced residual DTCs (127). Furthermore, tumorigenesis, maintenance, and recurrence are also dependent on CSCs, as demonstrated in multiple studies (134, 135). Strong evidence from preclinical models and patient samples indicates that platinum-based chemotherapy promotes the enrichment of drug-resistant aldehyde dehydrogenase positive (ALDH+) ovarian CSCs (136), which play a role in tumor relapse and disease recurrence (137). CSCs are often in a non-active state, rendering chemotherapy targeting rapidly proliferating cells ineffective against them (138, 139). Therefore, tumor recurrence, metastasis, and ultimately, multi-line drug resistance may be strongly associated with CSCs that evade treatment. Notably, the presence of CSCs is of particular interest as a potentially valuable therapeutic target in OC. Although malignant lesions contain a low proportion of CSCs, the identification and targeting of these cells are critical for improving the poor survival rate of ovarian malignancy (134, 135). A study concentrated on markers associated with CSCs in OC and identified stromal cell subtypes that express these markers (67). Their initial analysis using scRNA-seq revealed a small subpopulation of cancer stem-like cells in OC. Similar to previous studies, a team using a single-cell approach was unable to identify cells that co-expressed established stem cell markers (97). However, they did identify a cell population closely resembling embryonic stem cells (ESCs) adjacent to the epithelial cell cluster, which exhibited high expression of the proliferative marker MKI67. The successful identification, isolation, and investigation of putative ESCs may yield valuable insights into the characteristics of CSCs in OC. Further advancement in this field depends on accurately identifying and quantifying the frequencies of CSCs in OC lesions, and single-cell level sequencing represents an effective and accurate method for this purpose.

In conclusion, findings obtained through single-cell analysis provide new insights into OC recurrence and the heterogeneity of cell types in both primary and recurrent lesions. In the future, studies utilizing single-cell technology will elucidate the mechanisms underlying tumor recurrence, leveraging its high-resolution capabilities and multi-omicss analysis.




9 Exploration of the origin of OC

Evidence from animal models and genetic studies suggests that HGSOC may originate from the secretory epithelium in the distal fallopian tube (140–142). Furthermore, a study using single-cell sequencing technology provided further confirmation of this theory by revealing the single-cell landscape of normal fallopian tubes (143). Additionally, it was confirmed that PAX8, SOX17, and RUNX3 are potential key factors involved in the differentiation of oviduct epithelial cells, with “secretory” epithelial cells potentially serving as the precursors of most HGSCs. Nevertheless, it remains unclear whether there are distinct subgroups of FTE cells and how these subgroups correlate with OC cell subtypes. In an innovative study, scRNA-seq technology was employed to explore normal fallopian tube tissue and identify molecular subtypes of FTE cells, shedding light on tubal epithelial heterogeneity and its relationship to the origin of serous OC (10). The occurrence of nongenetic heterogeneity in individual tumors is attributed to the unique cell-cell interactions. The researchers identified six molecular subclasses of FTE cells, and their findings demonstrated that investigating the molecular characteristics of FTE cells, which serve as the origin of serous OC, allows for precise quantification of nongenetic heterogeneity in serous OC. The molecularly characterized atlases of benign fallopian tube cells will enhance our understanding of early lesions in OC, potentially facilitating the identification of biomarkers for early diagnosis. Furthermore, another group demonstrated through single-cell transcriptome analysis and developmental trajectory analysis that a tumor cell subtype highly expresses ciliated epithelial markers, confirming that ovarian malignancies originate from FTE cells and retain the characteristics of their progenitor cells (70). Likewise, the genetic signature of certain tumor cell subtypes was described in a recent study, providing further confirmation of their origin from fallopian tube cells (79). These studies overlap in their assertion that single-cell sequencing offers unique advantages in investigating the origin of OC. It allows the tracking of originating cells traits through trajectory analysis and enables accurate analysis of the genetic phenotype similarities between normal cells and malignant cells. Accordingly, exploring the progenitor lineage of malignant cells holds great value for early-stage OC diagnosis by identifying meaningful early diagnostic indicators.




10 Spatial transcriptome and multi-omicss analysis based on single-cell sequencing



10.1 Spatial transcriptomes

Single-cell sequencing still has certain technical limitations, including the absence of intercellular spatial information and the challenge of reconstructing the chronological order of cellular evolution. Encouragingly, in 2016, Stahl et al. invented a sequencing method known as spatial transcriptomics, combining sing-cell transcriptomics with spatial positions to decipher cellular composition and intercellular communications in a spatial context (144). By integrating single-cell sequencing with spatial transcriptomics and developing pseudo-time analysis, the above limitations could be overcome, enabling the unrestricted application of single-cell sequencing. As the latest sequencing technology, spatial transcriptomics enables the visualization and quantification of transcriptomes of specific tissue slices in a two-dimensional resolution of specific tissue slices (145). Spatial transcriptomics and temporal lineage tracing stimulate the investigation of the original spatial information, dynamic development, and differentiation of isolated cells. Additionally, spatial information plays a crucial role in understanding cancer heterogeneity and is essential for cancer diagnosis, subtyping, grouping, and therapy (146). This novel technology provides gene expression data from specific regions of tissue sections, enabling the identification of cell types and the analysis of intercellular relationships within these regions (Figure 5) (147). Through advanced bioinformatics analyses, the integration of single-cell sequencing and spatial transcriptomics enables the spatial localization of distinct cell subpopulations, annotation of transcriptome location information, and precise analysis of TME heterogeneity from the perspective of intercellular interactions. The powerful integration of these new technologies ensures both the accuracy of tumor-related research and the efficient development of tumor diagnosis methods.




Figure 5 | Single-cell Spatial Transcriptomics in Ovarian Cancer. The single-cell spatial transcriptomics technology allows for the spatial reconstruction of cells, mapping different cell types and their interactions onto HE-stained tissue sections. This innovative approach complements the limitations of traditional single-cell sequencing by providing crucial spatial information on cell-to-cell communication and interactions within the ovarian cancer microenvironment.



In 2018, 10X Genomics acquired spatial transcriptomics technology and developed the modified sequencing platform known as 10X Visium, which has become the most commonly used platform. In 2020, the first research article utilizing this commercialized platform was published (148). This study integrated single-cell and spatial transcriptome data and identified a tumor-specific keratinocyte in cutaneous squamous cell carcinoma, which plays an important role in intercellular communication. The latest research on OC employed spatial transcriptomics technology to investigate the differential characteristics of HGSOC before and after neoadjuvant therapy (147). This study identified distinct tumor subclones within individual tumor sections, each with unique copy number alteration (CNA) profiles and spatial distributions. Additionally, subclone-specific microenvironments enriched in genes encoding plasma membrane and secreted proteins were uncovered. Similarly, in 2022, a professional team utilized spatial transcriptomics to uncover the mysteries of HGSOC (149). Their study revealed significant spatially defined heterogeneity among patients exhibiting different responses to NACT. Spatial analyses comparing poor and good responders to chemotherapy indicated that spatial interactions among adjacent cell types can influence chemotherapy responsiveness. Moreover, they identified spatially defined cell types within ovarian tumors that exhibited drug resistance, with mesenchymal cells being the most prominent type. Overall, spatial transcriptomics of single-cell shed light on the intra-tumoral subclonal and infiltrative heterogeneity in OC, contributing to a better comprehension of biological characteristic.

The Xenium in situ platform, a new spatial transcriptomics product developed by 10X Genomics, offers advanced capabilities for mapping hundreds of transcripts in situ at subcellular resolution (150). Building upon the features of the 10X Visium platform, Xenium in situ introduces several enhancements, including a larger imageable area and the integration of gene expression data with histological images (including H&E and IF staining) from the same tissue section. The initial Xenium kits support up to 400 gene plexes and allow for the inclusion of up to 100 custom RNA targets that can be added to pre-designed panels. The platform offers a throughput of approximately 2.8 cm2 of imageable area per slide, with the potential to reach up to 17 cm2 per week. Furthermore, Xenium in situ is designed to support even higher throughput, with the capability to handle gene plexes exceeding 1000, as well as enabling concurrent protein and RNA measurements on the same tissue section. A recent study explored eight preliminary Xenium datasets from the mouse brain and two from human breast cancer (151). By comparing scalability, resolution, data quality, capacities, and limitations with eight other spatially resolved transcriptomics technologies, the study found that Xenium represents a significant improvement compared to other RCA-based technologies. Its enhanced detection efficiency and resolution enable the identification of cell types in spatial context, making it a valuable tool for exploring spatial biology. Xenium In Situ has already been utilized in breast cancer research to gain biological insights into the progression from ductal carcinoma in situ (DCIS) to infiltrating carcinoma and to predict the hormone receptor status of tumor subtypes (150, 152). Researchers identified that PGR may serve as a novel marker for the transition between DCIS and invasive cancer. It is anticipated that Xenium in situ will also find applications in ovarian cancer research in the near future.

In 2020, a new spatial transcriptomics technology called GeoMx™ Digital Spatial Profiler (DSP) was developed (153). This technology enables highly multiplexed detection of mRNA targets in formalin-fixed paraffin-embedded (FFPE) tissues. The DSP system employs RNA in situ hybridization (ISH) techniques to profile user-defined regions of interest. This is achieved through region-specific cleaving and the collection of photocleaved indexing oligos. The cleaved indices are then quantified using NanoString nCounter® technology, which provides digital quantification of RNA expression with spatial context. The system is user-friendly, minimizes hands-on time, and can deliver highly sensitive digital quantification of protein or RNA expression in less than a 4-day turnaround time. A recent study utilized the GeoMx® Cancer Transcriptome Atlas to correlate the protein profiles of small extracellular vesicles (sEVs) derived from human fallopian tube epithelium (hFTE) with the tissue transcripts of hFTE (154). Spatial transcriptomics analysis revealed cell-type specific transcripts in hFTE that encode sEVs proteins. Notably, proteins such as FLNA, TUBB, JUP, and FLNC exhibited differential expression in secretory cells, which are precursor cells for HGSOC. This study provides valuable insights into understanding the role of hFTE-derived sEVs during the development of ovarian cancer.




10.2 Single-cell multi-omics

Single-cell multi-omics sequencings encompass not only transcriptomics but also genomics, proteomics, metabolomics, and epigenetics, providing comprehensive information about OC in a high-throughput manner. For example, single-cell genomics analysis can identify nucleotide variations and polymorphisms (155). Importantly, multi-omics analysis addresses certain limitations of transcriptome analysis alone, such as enabling the distinction of diverse cell subpopulations and the tracing of cellular lineages. The progression of cancer involves not only transcriptome-level variations but also genome mutations, epigenetic regulation, and proteomic changes. Single-cell multi-omicss sequencing can systematically describe tumor heterogeneity and explore molecular mechanisms in multiple dimensions, which can meet the requirements of comprehensive analysis in OC. Therefore, investigating multi-omicss alterations and related epigenetic management provides a landscape of molecular features in OC, which can contribute to improving innovative diagnosis and treatment approaches.

Encouragingly, the field of single-cell multi-omics analysis in OC is rapidly advancing. Recently, a professional team characterized the tumor heterogeneity and elucidated the pathological mechanisms in HGSOC by conducting simultaneous analyses of gene, transcriptome, and epigenome features at the level of single tumor cells (16). This study confirmed that OC cells exhibit upregulation of interferon pathways and metabolism-related genes through epigenetic regulation of promoters. Additionally, through the analysis of gene expression and DNA methylation, they discovered similar patterns within the same lineage between primary and metastatic tumors, providing evidence that metastatic cells may already exist within primary subclones. Subsequently, another research team integrated scRNA-seq and the single-cell assay for transposase-accessible chromatin using sequencing (scATAC-seq) to elucidate the regulatory mechanisms governing cancer cells at a single-cell resolution in ovarian and endometrial tumors (156). This research highlighted the remarkable heterogeneity of gynecologic tumors through the analysis of the relationship between gene expression and chromatin accessibility. Another study innovatively uses single-cell proteomic analysis to characterize brain metastases of OC, revealing possible oncogenic pathways and immunosuppressive mechanisms, which may also be involved in the occurrence of metastases (157). These significant results will pave the way for more individualized therapy choices in OC. Moreover, single-cell genome sequencing has been employed to investigate latent cell-cluster states, focusing on the diversity of copy numbers in ovarian malignancies (158). Single-cell genome sequencing possesses distinct advantages in accurately determining CNAs and mutations (159, 160), thereby enhancing the precision of stratification for treatment and prognosis in genetically unstable tumors (161, 162), which cannot be achieved through transcriptome sequencing alone.

In addition to the methods mentioned above, several other multi-omics approaches have been developed and applied to various diseases. One such method is Co-indexing of transcriptomes and epitopes by sequencing (CITE-seq), which combines the highly multiplexed antibody-based detection of protein markers with unbiased transcriptome profiling for thousands of single cells in parallel (163). This technique is compatible with existing single-cell sequencing approaches and can readily scale as the throughput of these methods increases. CITE-seq has been utilized to uncover spatially distinct germinal center reactions in the tonsil and early immune activation in the skin at the injection site of the Coronavirus Disease 2019 mRNA vaccine (164). Another innovative method is ATAC with Select Antigen Profiling by sequencing (ASAP-seq), which robustly detects cell surface and intracellular proteins using oligo-labeled antibodies in combination with high-throughput single-cell ATAC-seq (165). ASAP-seq allows for the simultaneous profiling of accessible chromatin and protein levels by pairing sparse scATAC-seq data with the robust detection of hundreds of cell surface and intracellular protein markers, with the optional capture of mitochondrial DNA (mtDNA) for clonal tracking. This approach captures three distinct modalities in single cells. In conjunction with DOGMA-seq, a novel adaptation of the CITE-seq method for measuring gene activity across the central dogma of gene regulation, systematic multi-omics profiling has been demonstrated. This approach reveals coordinated and distinct changes in chromatin, RNA, and surface proteins during native hematopoietic differentiation, peripheral blood mononuclear cell stimulation, and as a combinatorial decoder and reporter of multiplexed perturbations in primary T cells. Furthermore, in 2021, 10X Genomics developed a “multiome” approach, which allows for the simultaneous capture of both transcriptomic and epigenomic modalities in the same single cells using Chromium Single Cell Multiome ATAC+Gene Expression (166). This technique eliminates computational errors associated with linking separate datasets and maximizes the information obtained from precious samples. With a unified view of a cell’s open chromatin landscape and gene expression profile, researchers can decipher how cell types and states are established, discover new gene regulatory interactions, and interpret epigenetic profiles alongside key expression markers. Notably, a professional team utilized this approach to investigate the chromatin and gene-regulatory dynamics of the developing human cerebral cortex at single-cell resolution (167). While these new technologies have not yet been widely adopted in ovarian cancer research, it is foreseeable that they will play a significant role in this field in the near future.

These innovative studies utilizing multi-omicss approaches provide insights into crucial genetic and epigenetic characteristics related to OC. Encouragingly, multi-dimensional single-cell sequencing analysis empowers us to acquire precise internal landscapes, detailed profiles, and intercellular interactions within malignant tumors, bringing us closer to unraveling the enigma of cancer initiation and progression. Nonetheless, these emerging sequencing technologies and single-cell-based analysis methods are still in the developmental phase, requiring further experimentation and time to assess their practical applicability.





11 Combination of single-cell sequencing with emerging innovative technology

The integration of single-cell sequencing with emerging innovative technologies in OC research holds significant promise as it leverages and synergizes their respective strengths. For instance, a study utilized a 3D culture system to establish an in vitro OC model that closely mimics the in vivo environment (168). Referred to as single cell-derived metastatic OC spheroids, this 3D system consists of cells derived from metastatic ascites. This model was then integrated with single-cell sequencing to precisely characterize the distinctive features of OC (168). In 2022, a research team integrated multiplex immunofluorescence technology and digital histopathology with single-cell sequencing and whole-genome sequencing to analyze cancer tissues from 42 newly diagnosed OC patients (169). Their findings revealed that tumors with HRD mutations exhibit inflammatory signals, and the immunoediting process is characterized by reduced HLA diversity and impaired CD8+ T cell function. Through the integration of single-cell techniques, this advanced technology holds the promise of enabling detailed research and facilitating more precise treatment strategies for OC.

Meanwhile, the uploading and sharing of single-cell sequencing data maximizes the utilization of scientific research resources. Over the years, numerous studies have compared and analyzed multiple datasets of single-cell sequencing in OC, leading to significant scientific achievements through bioinformatics analysis (170–175). Individual studies based on single-cell sequencing technology face limitations in terms of analysis breadth, scope of investigation, and available data volume. However, these limitations can be mitigated by combining sequencing data from multiple studies, enabling comprehensive analyses that incorporate diverse populations across multiple centers in different countries, thus yielding more representative results. For instance, by conducting a comprehensive analysis of the OC scRNA-seq dataset GSE118828, a research team provided a novel perspective on understanding the progression of OC (176). They successfully identified the predominant M2-like tumor-associated macrophages and discovered several novel markers, including IL4I1, that play a crucial role in tumorigenesis and progression. Building upon these novel findings, they developed a RiskScore system utilizing markers linked to the OC progression that demonstrated a robust correlation with the prognosis of this patient population. Subsequently, a research team performed an integrated analysis of two single-cell datasets and TCGA-OC data, resulting in the identification of a two-gene signature (CXCL13 and IL26) with noteworthy prognostic implications and potential for advancing immunotherapy in OC treatment (177). In 2021, a group carried out an analysis of inter-cellular heterogeneity in OC using scRNA-seq data (178). Through this approach, distinct clusters and their corresponding marker genes were identified. Moreover, through the integration of the TCGA OC dataset, they uncovered a set of differentially expressed marker genes significantly associated with the prognosis of OC, including ANP32E, STAT1, GPRC5A, EGFL6, PMP22, FBXO21, and CYB5R3. Furthermore, single-cell databases play a pivotal role in bioinformatics analysis. For example, a study utilized two single-cell databases (CancerSEA and TISCH) to investigate the function and expression pattern of CD47 in different immune cells at the single-cell level (179). By leveraging these tools, a comprehensive understanding of CD47 and its heterogeneous expression across different immune cell types has been achieved. These findings provide valuable insights into potential biomarkers that can contribute to our understanding of the prognosis and progression of OC.




12 Discussion and perspectives

Single-cell sequencing and its derivative technologies have revolutionized our comprehension of OC by facilitating the analysis of individual cells within tumors, unraveling their heterogeneity, and yielding insights into tumor biology and the tumor microenvironment. As previously mentioned, the capture of heterogeneity at the single-cell level has enabled researchers to identify distinct cell populations, elucidate clonal evolution, and unravel the spatial organization of cells within the tumor. Moreover, employing this innovative biological technology, studies have identified diverse stromal cell populations that facilitate tumor growth and impact tumor progression. Investigations into the genetic heterogeneity of OC through single-cell sequencing have unveiled the existence of multiple subpopulations of cancer cells with distinct gene expression profiles and evolutionary trajectories. These recent and innovative insights are vital for comprehending the mechanisms underlying therapy resistance. Furthermore, the combination of single-cell sequencing with spatial transcriptomics enables the revelation of spatial heterogeneity and tumor architecture within ovarian tumors, allowing for the identification of distinct cell populations and their spatial correlations with gene expression patterns.

The application of single-cell sequencing in OC research holds immense promise for advancing diagnostics, therapeutics, and prognostics. By identifying novel cell populations and characterizing their gene expression profiles, new biomarkers for early detection and prognosis of ovarian carcinoma can be potentially revealed. These knowledges may help guide treatment decisions, predict treatment response, and develop personalized therapeutic strategies (180, 181). Additionally, single-cell sequencing has the potential to enhance immunotherapy strategies in OC. By profiling immune cell populations and their functional states within the tumor microenvironment, researchers can identify immunotherapeutic targets and biomarkers of response to immunotherapy, aiding in the development of personalized immunotherapeutic approaches and improvement of patient outcomes.

While single-cell sequencing has brought significant advancements to OC research, several limitations and challenges remain. One major limitation is the technical variability and high costs associated with this novel experiments. Standardizing protocols and optimizing data analysis pipelines are necessary to ensure reproducibility and cost-effectiveness. Another challenge is the limited scalability of single-cell sequencing technologies. The current throughput of single-cell sequencing platforms is often insufficient to comprehensively capture the entire cellular heterogeneity within tumors. Increasing the throughput while maintaining high-quality data will be crucial for more comprehensive analysis. Furthermore, data analysis and interpretation are complex due to the large volume of data generated by single-cell sequencing experiments. Advanced computational algorithms and tools are required for the integration and visualization of multi-omics datasets, enabling the extraction of meaningful biological insights. Based on the aforementioned studies, it is evident that the majority of research focuses on the prevalent EOC, with limited attention given to rare pathological types of OC. In the future, it is crucial to allocate attention to other pathological types as well. Undoubtedly, single-cell sequencing will greatly contribute to the elucidation of the etiology and the development of innovative treatments for OC.

To address the limitations and maximize the potential of single-cell sequencing in OC research, several areas of future development should be considered. Firstly, technological advancements: ongoing improvements in single-cell sequencing technologies, including increased throughput, improved sensitivity, and reduced costs, will enhance the scalability and accessibility of this approach. Secondly, integration of multi-omics data: integrating single-cell sequencing data with other omics data, such as epigenomics and proteomics, will contribute to a more comprehensive understanding of the molecular mechanisms underlying OC. Thirdly, development of computational tools: advancing the development of computational tools and algorithms for data analysis, interpretation, and integration will facilitate the extraction of meaningful insights from complex single-cell datasets. Fourthly, longitudinal studies: conducting longitudinal studies using single-cell sequencing will enable the tracking of clonal evolution and the dynamic changes in cellular populations over time, providing valuable insights into disease progression and treatment response. Lastly, validation and translation: validating single-cell sequencing findings using larger patient cohorts and longitudinal studies is crucial for the clinical translation of research findings. Collaborations among researchers, clinicians, and industry partners will be vital in bridging the gap between research and clinical applications.

In conclusion, single-cell sequencing has revolutionized our understanding of OC by unraveling its heterogeneity, characterizing the tumor microenvironment, and identifying potential biomarkers and therapeutic targets. Despite the existence of challenges and limitations, ongoing advancements in technology, data analysis, and validation efforts offer great promise for the future of single-cell sequencing in enhancing diagnosis, treatment strategies, and patient outcomes in OC.
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Background

Pre-mRNA processing factor 19 (PRPF19) is an E3 ligase that plays a crucial role in repairing tumor-damaged cells and promoting cell survival. However, the predictive value and biological function of PRPF19 in bladder urothelial carcinoma (BLCA) require further investigation.





Methods

In this study, we utilized transcriptomic data and bladder cancer tissue microarrays to identify the high expression of PRPF19 in BLCA, suggesting its potential as a prognostic biomarker. To gain a better understanding of the role of PRPF19 in the immune microenvironment of BLCA, we performed single cell analysis and employed the LASSO method. Additionally, we examined the methylation profiles of PRPF19 using the SMART website. Our investigation confirmed the correlation between PRPF19 and BLCA cell senescence and stemness. Furthermore, we constructed a PRPF19-miR-125a-5p-LINC02693-MIR4435-2HG ceRNA network using the ENCORI and miRWALK databases.





Results

Our comprehensive analysis reveals that PRPF19 can serve as a prognostic marker for BLCA and is significantly associated with various immune-infiltrating cells in BLCA. Moreover, our findings suggest that PRPF19 influences cellular senescence through the regulation of stemness. Finally, we developed a ceRNA network that has the potential to predict the prognosis of BLCA patients.





Conclusion

We confirmed the prognostic value and multiple biological functions of PRPF19 in BLCA. Furthermore, the specific ceRNA network can be used as a potential therapeutic target for BLCA.





Keywords: prognosis, immune infiltration, senescence, DNA methylation, ceRNA




1 Introduction

Bladder cancer, positioned among the top ten most prevalent cancers globally, encompasses muscle-invasive bladder cancer (MIBC) and non-muscle-invasive bladder cancer (NMIBC). Despite the use of standard treatments such as radical cystectomy or concurrent radiotherapy (1), the prognosis for patients diagnosed with bladder cancer remains unfavorable. Therefore, it is crucial to conduct a comprehensive investigation into the underlying mechanisms that lead to the development and progression of bladder cancer. Such an analysis is of utmost importance in facilitating screening and preventive measures.

PRPF19, also referred to as pre-mRNA processing factor 19, functions as an E3 ligase, which regulates cellular damage repair (2). Furthermore, it helps to avoid cell cycle arrest and prolong cell survival (3, 4). E3 ubiquitin ligases play a vital part in various cellular procedures. They are responsible for protein degradation, controlling protein-protein interactions and substrate activation or inactivation. Dysfunctional E3 frequently leads to cancer development (5, 6). This potential link to cancer immunotherapy shows promise for treating cancer by targeting E3 ubiquitin ligases. PRPF19, an E3 ubiquitin ligase, promotes colorectal cancer liver metastasis through activation of the Src-YAP1 pathway via K63-linked MYL9 ubiquitination (7). PRPF19 functions as an E3 ligase, serving as a fresh therapeutic target gene for pathological cardiac hypertrophy to inhibit cardiomyocyte hypertrophy (8). The heightened invasiveness of neuroblastoma cells may be linked to PRPF19’s regulation of the Hippo-YAP pathway (9). Additionally, PRPF19 governs MDM4 mRNA splicing in order to alter p53-dependent cellular senescence (10). Moreover, PRPF19 has been discovered to advance the development of tongue cancer and alter resistance to radiotherapy (11). Nevertheless, there exists a deficiency of research on the correlation between PRPF19 and bladder cancer, leading to the need for further study.

In this work, we examined bladder cancer data from TCGA and GEO to gather clinical data and RNA-seq gene expression information (12). We identified the expression pattern and functional network of PRPF19 in BLCA using multidimensional analysis. In addition, infiltrating immune cells linked to PRPF19 that may be relevant for prognosis were found using a machine learning technique. We investigated the relevance of PRPF19 to senescence-associated secretory phenotype (SASP)-related genes in bladder cancer. We also looked into how methylation of PRPF19 affects bladder cancer. Finally, we anticipated the PRPF19-connected ceRNA network using PRPF19 as the primary molecule. This offers a foundation for figuring out potential PRPF19-related molecular pathways.




2 Materials and methods



2.1 Samples, datasets and antibody

RNA-sequencing expression profiles (level 3) and associated clinical information for BLCA were acquired from TCGA (13), and GEO databases. The TCGA database consists of 406 bladder cancer samples and 19 normal bladder tissues, while the GSE13507 data set includes 165 bladder cancer samples and 9 normal bladder tissues. Genetic alterations data were obtained from the TCGA database. Bladder cancer tissue microarrays were purchased from Shanghai Outdo Biotech Company, and a total of 59 cases were included. Samples with lost visits or incomplete information were deleted (patients with unclear clinical staging and lost to follow-up), and finally 56 bladder cancer samples (including 32 paired normal bladder cancer tissues) were included in the study. All patients were operated from May 2007 to November 2011, and the follow-up was in March 2014, lasting 2.3-7 years. The study was ethically approved and informed consent was obtained from the patients. PRPF19 antibody (ab126776) was purchased from Abcam.




2.2 Prognostic analysis

A log-rank test was used to examine the variations in survival rates between these groups. The findings of each variable (P-value, HR, and 95% CI) were presented in the form of a forest plot using the “forestplot” program after a multivariate Cox regression analysis.




2.3 Immunohistochemical analysis of PRPF19 expression in bladder cancer tissue microarrays

After dewaxing the microarray, endogenous peroxidase blocker was added dropwise to the tissue and incubated at room temperature for 10 minutes for antigen repair, then after sealing was completed PRPF19 antibody (Dilution ratio is 1:60) was added and incubated overnight at 4°C, washed with PRPF19 antibody and then incubated with the secondary antibody for 30 minutes, and then finally the color was developed, re-stained, and sealed. Finally, the staining results were independently scored by 2 pathologists and the intensity of staining was categorized as low, medium, and high (assigned a score of 1,2,3 in that order) and the range of staining was categorized as 0-25%, 26%-50%, 51%-75%, and 76%-100% (assigned a score of 1,2,3, and 4 in that order).Finally, the two results were multiplied to obtain a total score, with ≤6 being low expression and >6 being high expression.




2.4 Gene enrichment analysis

The R software’s limma package was used to study the mRNA with differential expression. The threshold for differential expression of mRNAs was set at “adjusted P 0.05.” ClusterProfiler is a R utility that evaluates the GO function of candidate mRNAs and enriches the KEGG pathway, giving information on target genes’ oncogenic involvement. Another use for the ClusterProfiler tool is gene set enrichment analysis (GSEA) (14).




2.5 Immune infiltration analysis and machine learning

The present study aimed to investigate the potential association between PRPF19 expression and immune cells by analyzing the Tumor Immunization Single Cell Center (TISCH) database (15). This analysis aimed to shed light on the potential effects of PRPF19 at the individual cell level. Furthermore, the XCELL approach was used to select crucial immune cells from a group of 38 immune cells utilizing the Least Absolute Shrinkage and Selection Operator (LASSO) (16). The Kaplan-Meier survival analysis was used to analyze the disparity in survival rates between the aforementioned groups. Additionally, a time-dependent receiver operating characteristic (timeROC) study was performed to assess the predictive accuracy of the model.




2.6 DNA methylation analysis

The UALCAN database was used to get data on the variance in PRPF19 methylation levels between bladder cancer and normal bladder tissues (17). In addition, the SMARP database offered valuable insights into the variations in expression and prognostic implications of methylation probes targeting PRPF19 in the context of bladder cancer (18).




2.7 Stemness score of tumor cells

The determination of mRNAsi, as developed by Malta et al., may be achieved by the use of the OCLR technique. The creation of the gene expression profile is informed by the mRNA expression signature, which encompasses a total of 11,774 genes. The study used Spearman correlations to assess the similarity of RNA expression patterns. The dryness index is bounded inside the interval [0,1] due to the computation of subtracting the minimum value from the highest value and then dividing the result by the maximum value (19).




2.8 CeRNA network analysis

The MiRWALK platform (20) was used in our study to examine the microRNAs (miRNAs) that have the ability to target PRPF19.The probable interaction between screened miRNAs and long non-coding RNAs (lncRNAs) was predicted using ENCORI (21). In addition, the subcellular localization of ceRNAs was investigated with the Genecards program. The building of the ceRNA network was carried out based on the ceRNA hypothesis, which posits a negative association between mRNAs and lncRNAs and miRNAs. This was supported by RNA expression analysis and total survival analysis of the BLCA cohort.




2.9 Statistical analysis

All statistical analyses were conducted using version 4.0.3 of the R statistical software. The Wilcox test was utilized to compare the statistical disparity of two groups. The Kaplan-Meier curves for survival analysis underwent log-rank test. A p-value less than 0.05 was deemed to be statistically significant. *p < 0.05, **p < 0.01 and ***p < 0.001.





3 Result



3.1 PRPF expression and mutation analysis in BLCA

Initially, a comparative analysis of PRPF19 mRNA expression was conducted in bladder cancer and normal bladder tissues using the TCGA and GEO databases. The results showed a significant increase in PRPF19 mRNA expression in bladder cancer tissues compared to normal bladder tissues. This observation held true for both bladder cancer and GSE13507 primitive bladder tumor samples inside the TCGA database (Figures 1A, B). Notable alterations were seen in the expression of PRPF19 mRNA when comparing low-grade and high-grade bladder cancer samples (Figures 1C, D). Our analysis of the correlation between PRPF19 expression and the survival outcomes of bladder cancer patients, using the TCGA-BLCA dataset and the GSE13507 dataset, revealed that patients with high PRPF19 expression exhibited a significantly unfavorable prognosis in terms of both overall survival and disease-specific survival (Figures 1E–H). A multifactorial COX regression analysis was conducted, including age, gender, T-stage, N-stage, and M-stage as variables. The results of this analysis provided confirmation that PRPF19 serves as a valuable predictive biomarker for patients with bladder cancer (Figures 1I, J). PRPF19 mRNA levels were significantly higher in bladder cancer samples compared to paired paraneoplastic tissues in the TCGA bladder cancer dataset (Figure 1K). The present study used Oncoplot to visually represent the somatic landscape of the TCGA bladder cancer cohort, whereby samples were classified into high and low PRPF19 expression categories. The genes in question exhibited a higher frequency of mutations in the group with high PRPF19 expression, as shown by their ranking based on the number of mutations they underwent (Figure 1L). Therefore, it is plausible that PRPF19 might potentially have an impact on other genetic modifications and function as a prognostic indicator for persons afflicted with bladder cancer.




Figure 1 | PRPF19 is significantly expressed in bladder cancer and is linked to high mutation frequency and a poor prognosis. (A, B) PRPF19 mRNA expression level in TCGA-BLCA databases and GSE13507 databases. (C, D) Expression levels of PRPF19 mRNA in low-grade and high-grade samples of TCGA-BLCA databases and GSE13507 databases. (E, F) Correlation between PRPF19 and overall survival in bladder cancer patients. (G, H) Correlation between PRPF19 and disease-free survival in bladder cancer patients. (I, J) Multifactorial COX regression analysis of the prognostic value of PRPF19 in bladder cancer samples. (K) Expression levels of PRPF19 in paired samples of bladder cancer in TCGA database. (L) Top 10 mutated genes in PRPF19 high expression and PRPF19 low expression groups from the TCGA database, shown as a heat map. **p < 0.01 and ***p < 0.001.






3.2 Validation of PRPF19 prognosis and expression in bladder cancer

To confirm the previously mentioned findings, we performed immunohistochemistry tests to investigate the expression and prognostic relevance of PRPF19 in bladder cancer. A set of 56 bladder cancer tissue samples and 32 normal bladder tissue samples were analyzed to further assess the expression and prognostic significance of PRPF19. The outcomes of our research are in line with bioinformatics-based investigations already conducted. Our observations reveal a noteworthy elevation in PRPF19 expression in bladder cancer tissues as against normal bladder tissues. (Figures 2A–D). In the context of paired bladder cancer tissue samples, it was shown that the expression of PRPF19 was markedly elevated compared to normal bladder tissue (Figure 2E). The difference in PRPF19 expression between bladder cancer and normal bladder cancer samples was shown by the use of box plots (Figure 2F). In this study, we conducted an analysis using Table 1 to examine the relationship between PRPF19 expression and several clinical parameters in patients diagnosed with bladder cancer. The findings of our analysis provided confirmation that PRPF19 expression exhibited a significant association with both pTNM-stage and status. Following a comprehensive examination of the survival duration among patients categorized into the PRPF19 high-expression and PRPF19 low-expression groups, alongside an assessment of the ratio of survival to mortality, it was observed that patients in the PRPF19 low-expression group exhibited significantly prolonged survival periods compared to those with high PRPF19 expression (Figure 2G). Furthermore, it is worth noting that the mortality rate observed in the PRPF19 low expression group was much lower compared to the PRPF19 high expression group, as seen in Figure 2H. Figure 2I presents a Sankey diagram illustrating the distribution of high and low expression levels of PRPF19 in bladder cancer samples with respect to several factors such as age, gender, tumor size, stage, lymph node metastasis, and patient survival. Table 2 presents the results of univariate COX regression analysis, which revealed significant associations between the prognosis of bladder cancer patients and variables such as pTNM-Stage, external aggression, and PRPF19. Furthermore, the findings from multivariate COX regression analysis indicated that PRPF19 holds potential as a prognostic biomarker for patients with bladder cancer. Patients exhibiting elevated levels of PRPF19 expression have a markedly worse prognosis, as seen in Figure 2J. In addition, it was ascertained that the expression of PRPF19 exhibited predictive capabilities for 1-, 3-, and 5-year survival in patients with bladder cancer, as shown by the utilization of nomograms and the assessment of area under the curve (AUC) (Figures 2K–M). In summary, our findings have substantiated the elevated expression of PRPF19 in bladder cancer and established its potential use as a predictive biomarker for individuals diagnosed with this malignancy.




Figure 2 | Tissue microarray analysis confirms high expression of PRPF19 in bladder cancer and its prognostic value. (A–D) Expression of PRPF19 in bladder cancer and normal tissues analyzed by immunohistochemical staining. (E) Expression of PRPF19 in paired bladder cancer tissues. (F) Expression of PRPF19 in 56 bladder cancer tissues and 32 normal bladder tissues. (G) Analysis of the difference in survival time between patients in the high PRPF19 expression group and low PRPF19 expression group. (H) Analysis of the ratio of survival/death of patients in the high PRPF19 expression group and low PRPF19 expression group. (I) Trends in the distribution of bladder cancer patients by age, sex, and other clinical factors. (J) Kaplan-Meier survival analysis of PRPF19 expression. (K–M) Analysis of the predictive ability of PRPF19 expression on the 1,3,5-year prognosis of bladder cancer patients. **p < 0.01 and ***p < 0.001.




Table 1 | Correlation analysis of PRPF19 with pathological parameters of bladder cancer.




Table 2 | COX regression analysis of the prognostic correlation between PRPF19 and bladder cancer.






3.3 Enrichment analysis of PRPF19 in bladder cancer

In the TCGA-BLCA dataset, samples from patients with bladder cancer were classified into high-expression and low-expression groups of PRPF19, based on the level of PRPF19 expression. The purpose of this study was to investigate the potential involvement of PRPF19 in bladder cancer (Figures 3A, B). The results of the GO enrichment analysis indicated that PRPF19 governs the regulation of vital biological processes, including nuclear division and the cell cycle (Figures 3C, D). The findings from the KEGG analysis demonstrate that PRPF19 has a regulatory role in several aspects of bladder cancer cell biology, including senescence, cell cycle progression, and resistance to platinum-based drugs (Figures 3E, F).




Figure 3 | Analysis of the functions of PRPF19 in bladder cancer. (A) High-expression and low-expression subsets of PRPF19 were used in enrichment analysis and volcano mapping, respectively. (B) With the PRPF19 high expression and PRPF19 low expression groups, an enrichment analysis and a heat map were done. (C, D) Results of differential gene GO term enrichment. (E, F) Differential gene KEGG pathway enrichment results.






3.4 Gene set enrichment analysis of PRPF19 in BLCA

Gene set enrichment analysis (GSEA) offered more elucidation into the role of PRPF19 in the context of bladder cancer. The results obtained from GSEA demonstrated a statistically significant correlation between PRPF19 and Sarscov2 innate immunity evasion and cellspecific immune response, additionally, PRPF19 was shown to be associated with Mhc pathway (Figures 4A, B).T lymphocytes get activated and launch a targeted immune response upon the presentation of antigenic peptides by MHC molecules, resulting in the identification of both MHC molecules and antigenic peptides by T cells (22).Furthermore, recent research has shown evidence that the major histocompatibility complex (MHC) may function as a biomarker for immune checkpoint inhibitors, as indicated by many studies (23).Therefore, we posit that PRPF19 may have a substantial role in the immunological microenvironment of bladder cancer via the MHC route. In the interim, our examination of gene set enrichment further confirmed the noteworthy correlation between PRPF19 and various biological processes, including DNA methylation, senescence-associated secretory phenotype, senescence induced by oncogenes, pluripotency pathways in embryonic stem cells, senescence-related glycolysis, cell cycle, and the E2F pathway in BLCA (Figures 4C–I).




Figure 4 | GSEA results confirm the involvement of PRPF19 in multiple biological functions of bladder cancer. (A) Sarscov2 innate immunity evasion and cellspecific immune response. (B) Mhc pathway. (C) DNA methylation. (D) Senescence associated secretory phenotype. (E) Oncogene induced senescence. (F) Embryonic stem cell pluripotency pathway. (G) Glycolysis in senescence. (H) cell cycle. (I) E2f pathway.






3.5 Correlation between PRPF19 expression and immune infiltration of bladder cancer

In order to examine the correlation between the distribution of immune cells and the expression levels of PRPF19 at the individual cell level, we obtained two distinct datasets related to BLCA from the scRNA-seq TISCH database (Figure 5A). Elevated levels of PRPF19 expression were seen in actively proliferating CD4 Tconv, CD8T, and NK cells within the BLCA GSE145281 aPDL1 and BLCA GSE149652 datasets, as shown in Figures 5A, B. The location and expression of PRPF19 in different immune cells were determined using clustered plots of single-cell RNA sequencing data (Figure 5C). The results of this study indicate a positive correlation between the expression levels of PRPF19 and the different kinds of immune cells seen in BLCA.




Figure 5 | Investigating PRPF19 expression in BLCA’s various immune cells using scRNA-seq. (A) Independent scRNA-seq database heatmap showing PRPF19’s association with immune cell infiltration levels. (B) Violin plot of PRPF19 and immune cell infiltration. (C) Single-cell atlas including all of the cells that are included in the GSE145281 and GSE149652 datasets, as well as the expression and dispersion of PRPF19.






3.6 Analysis of key immune cells associated with PRPF19 in bladder cancer

The presence of immune cells inside tumors, known as immune infiltration, has a substantial influence on tumor development. The composition of immune cells residing in tumors has been acknowledged as a pivotal factor in determining the efficacy of cancer therapy (24). The XCELL deconvolution methodology was used to determine the relative abundance of 38 distinct immune cell types present within each BLCA sample. The examination of PRPF19 expression using subgroup analysis has shown a statistically significant correlation between PRPF19 and 16 discrete subcategories of infiltrating immune cells (Figure 6A). The LASSO technique was then used to develop prognostic models using a total of 8 of these 16 immune cells (Figures 6B, C). The risk score = (35.811)*Mast cell+(0.191)*Monocyte+(-7.033)*T cell NK+(-3.223)* Class-switched memory B cell+(1.052)* T cell CD4+Th1+(2.962)* stroma score+(-10.547)* T cell CD4+ central memory+(-7.270)* T cell CD8+. The BLCA patients were categorized into two groups based on their risk ratings. Figure 6D depicts the expression patterns of the eight genes over a range of risk scores, survival rates, and patient outcomes. Based on the Kaplan-Meier survival curves, it can be shown that patients belonging to the high-risk group had a less favorable outcome compared to those in the low-risk group (Figure 6E). The AUC values for the durations of 1, 3, and 5 years were seen to be 0.679, 0.694, and 0.640, respectively (Figure 6F).




Figure 6 | Identification of the key infiltrated immune cells by LASSO. (A) Immune infiltration varies across groups with high and low PRPF19 expression. (B) Diagram depicting penalties for 38 immune cells using the LASSO model. (C) Selective feature coefficients are shown as a function of the lambda parameter. (D) Eight prognostic immune infiltration-related genes and their expression patterns in BLCA patients with varying risk scores and survival outcomes. (E, F) ROC curves and overall survival curves for high- and low-risk BLCA patients, respectively. *p < 0.05, **p < 0.01 and ***p < 0.001.






3.7 Relationship between prognostic PRPF19 expression and critical immune infiltrate cells

The results of our univariate prognostic analysis, utilizing the major immune infiltrating cells collected from the previous section (Figure 7A), demonstrated a significant association between mast cell, stroma score, T cell CD4+ central memory, T cell CD8+, and prognosis in patients with BLCA. Subsequently, an examination was conducted to assess the connection among the 16 immune infiltrating cells. The results indicated that a significant proportion of these cells had a positive relationship with one another. This finding was substantiated by our examination of the association among the 16 immune invading cells, as seen in Figure 7B. Violin plots were used to demonstrate the notable dissimilarity in expression levels of the four prognosis-related immune infiltration cells between the PRPF19 high expression group and the PRPF19 low expression group (Figure 7C). In conclusion, we conducted a comparative analysis of the expression levels of four immune infiltrating cells and PRPF19. Our findings indicate a positive association between Mast cell and PRPF19 expression, whereas a negative correlation was seen between the expression levels of the other three immune infiltrating cells (Figure 7D).




Figure 7 | Validation and analysis of the persistence of the main infiltrating immune cells. (A) Analysis using univariate COX regression of the prognostic value of sixteen immune cells. (B) 16 immune cell correlation analysis. (C) Prognosis-related immune cell differences between the PRPF19 high and PRPF19 low expression groups. (D) Correlation of prognosis-related immune cell expression with PRPF19 expression. *p < 0.05 and ***p < 0.001.






3.8 An investigation of the relationship between the expression of PRPF19 and the methylation of DNA

The UALCAN database was used to assess the presence of a statistically significant difference in PRPF19 methylation levels between bladder cancers and normal bladder tissues. It was observed that a difference existed between the methylation levels of PRPF19 in bladder tumors and normal bladder tissues. Specifically, the methylation levels of PRPF19 were shown to be much lower in bladder tumors compared to normal bladder tissues. This disparity became evident when analyzing bladder tumor patients at stage 2 of the disease (Figures 8A, B). Additionally, it was shown that the methylation levels of PRPF19 in bladder tumors of stages N0-3 were significantly lower compared to those in normal bladder tissue (Figure 8C). The SMART database was employed for analysis in order to investigate the involvement of PRPF19 methylation in bladder cancer. This analysis involved examining the chromosomal distribution of methylation probes associated with PRPF19, as well as exploring comprehensive genomic information related to PRPF19 (Figures 8D, E). The statistical analysis revealed a significant difference in the expression levels of 10 out of the 14 methylation probes between bladder cancer and normal bladder tissue, as seen in Figure 8F. The predictive relevance of the 10 differentially methylated probes in bladder cancer was then assessed, revealing a high association between cg07509094 and cg26375147 and the prognosis of individuals with bladder cancer (Figure 8G). Subsequently, the expression patterns of the aforementioned methylation probes in bladder cancer were successfully delineated (Figure 8H), followed by an investigation into their correlation with PRPF19 expression. The present study revealed a significant association between PRPF19 expression and the DNA methylation levels of cg26375147, cg00778920, and cg10733145.




Figure 8 | Analysis of PRPF19 methylation levels in bladder cancer. (A) Differences in PRPF19 methylation levels in bladder cancer and normal tissues. (B) Differential expression of PRPF19 methylation levels in different stages of bladder cancer. (C) Differential expression of PRPF19 methylation levels in different N stages of bladder cancer. (D) Methylation probes linked to PRPF19 and their chromosomal distribution. (E) Detailed genomic information of PRPF19. (F) Expression of different methylation probes in bladder cancer tissues and normal samples. (G) Prognostic value of different methylation probes in bladder cancer. (H) Expression distribution of different methylation probes in bladder cancer samples and their correlation with PRPF19 expression.  **p < 0.01, ***p < 0.001 and ns not significant.






3.9 Correlation analysis of PRPF19 with senescence associated secretory phenotypes

Cellular senescence has historically been seen as a protective process that safeguards tissues against the development of cancer by permanently halting the cell cycle, restricting proliferation, and minimizing the transfer of unfavorable genetic alterations (25). Senescent cells refer to cancer cells that have ceased proliferating but retain their metabolic activity. These cells may lead to the adverse consequence of a modified cytosolic secretome, which is linked to localized inflammation, alterations in the extracellular environment, and heightened growth factor activity (26). In the first phase of our study, we conducted an investigation on the TCGA BLCA dataset to examine the potential correlation between PRPF19 expression levels and the expression levels of genes associated with SASP. The findings presented in Figure 9A revealed a negative correlation between PRPF19 and CCL16 as well as IGFBP3. The present study aimed to investigate potential disparities in the expression of genes associated with SASP across two distinct groups categorized based on their levels of PRPF19 expression. In addition to EREG, MMP13, CXCL2, IL1B, and PLAU, the results indicated significant differences in the expression levels of the remaining genes between the PRPF19 high expression group and the PRPF19 low expression group, as seen in Figure 9B. The genes associated with SASP were shown to be positively connected with a tumor stemness score. This observation suggests that senescent tumor cells could undergo reprogramming into tumor stem cells through this particular method (27). A robust association was seen between tumor stemness scores and a significant proportion of genes implicated in the secretory phenotype often linked to senescence (Figure 9C). Additionally, an investigation was conducted to examine the impact of PRPF19 on bladder cancer stem cells. The results revealed that cells with elevated levels of PRPF19 expression exhibited a greater stemness score compared to cells with lower levels of PRPF19 expression, as seen in Figure 9D. A single differential gene was identified to have a high correlation with the tumor stemness score and a negative association with PRPF19, as seen in Figure 9E via the use of Venn diagrams. The TCGA bladder cancer dataset revealed a significant correlation between the expression levels of CCL16 and PRPF19 (r=0.166) (Figure 9F). Cancer stem cells (CSCs) are a distinct population of cells inside tumors that possess the ability to undergo unlimited division and generate new tumors. These cells play a critical role in the progression, dissemination, and persistence of malignant tumors, as well as in the acquisition of resistance to cytotoxic treatment (28). The process of inducing a stem cell-like state in cancer cells is associated with an elevated level of resistance to therapy in tumor cells. The establishment of this state resembling stem cells is facilitated by cell-intrinsic proteins that are activated by senescence-associated secretory phenotypes (29). Subsequently, we proceeded to show the distribution of stemness scores and the distribution of bladder cancer samples. The former exhibited a range spanning from low to high values, while the latter depicted the samples in a sorted manner (Figures 9G, H). In summary, the findings of our study demonstrate a significant correlation between the presence of PPRF19 in bladder cancer specimens and the manifestation of a secretory phenotype often associated with senescence. There exists a potential regulatory relationship between PRPF19 and CCL16, which may contribute to the promotion of stemness in bladder cancer cells.




Figure 9 | PRPF19 is significantly associated with senescence-associated secretory phenotypes. (A) Correlation analysis of PRPF19 with genes related to senescence-associated secretory phenotypes. (B) PRPF19 expression levels correlate differently with senescence-related secretory phenotypes. (C) Differential senescence-associated secretory phenotype genes positively associated with PRPF19 in the TCGA BLCA cohort and GSE13507 cohort. (D) Kaplan-Meier overall survival curves of CCL16. (E) Scatter plot of PRPF19 and CCL16 correlation. (F) Differences in stemness scores in bladder cancer samples between high and low PRPF19 expressing groups. (G, H) Distribution of stemness scores from low to high in bladder cancer samples.






3.10 Construction of PRPF19-related ceRNA network

Multiple studies have shown the role of ceRNA in the process of tumor formation (30). This study conducted an analysis of the ceRNA network related with PRPF19 in BLCA. A total of 1610 target microRNAs for PRPF19 were first acquired from the MiRWALK website. The ceRNA hypothesis posits a negative link between the expression of microRNAs (miRNAs) and ceRNAs, such as messenger RNAs (mRNAs) and long non-coding RNAs (lncRNAs). Among the microRNAs examined, it was shown that only hsa-miR-125a-5p exhibited a substantial association with the prognosis of patients with bladder cancer. Additionally, this particular microRNA had a significant differential expression between bladder cancer tissues and normal tissues, as seen in Figures 10A–C. By using the Genecards online platform, we conducted a comprehensive analysis to determine the subcellular localization of hsa-miR-125a-5p. Our findings indicate that this microRNA mostly localizes inside the nucleus of cells, as seen in Figure 10D. Furthermore, the interaction between lncRNA and miRNA was shown using a Venn diagram. This was achieved by extracting miRNAs that were differently expressed from the ENCORI database. The elevated expression levels of LINC02693 and MIR4435-2HG were shown to be strongly linked to worse prognosis among individuals diagnosed with bladder cancer. Furthermore, their increased expression levels exhibited a negative correlation with hsa-miR-125a-5p. Consequently, these two LncRNAs were selected for further investigation. (Figures 10E–G, I–K). In addition, it was observed that both LINC02693 and MIR4435-2HG exhibited comparable localization inside the nucleus, as seen in Figures 10H, L. The improvement seen may be attributed to the PRPR19-related lncRNA, miRNA, and mRNA triple regulatory networks. These networks include the interaction of several RNAs, including LINC02693 and MIR4435-2HG, which act as ceRNAs to upregulate the expression of PRPF19 by sequestering hsa-miR-125a-5p.




Figure 10 | Construction of ceRNA network of PRPF19 in BLCA. (A) Venn diagram of miRNA interacting with PRPF19. (B) Scatter plot of PRPF19 and hsa-miR-125a-5p correlation. (C) Overall survival curves determined using Kaplan and Meier methods for hsa-miR-125a-5p. (D) The subcellular localization of miRNAs that were screened. (E) Venn diagram of LncRNA and hsa-miR-125a-5p interactions. (F) Scatter plot of LINC02693 and hsa-miR-125a-5p correlation. (G) Kaplan-Meier overall survival curves of LINC02693. (H) The subcellular localization of screened LncRNA. (I) Targeted binding sites of hsa-miR-125a-5p to LINC02693 and MIR4435-2HG. (J) Scatter plot of MIR4435-2HG and hsa-miR-125a-5p correlation. (K) MIR4435-2HG’s Kaplan-Meier overall survival curves. (L) The subcellular localization of LncRNA that were screened.







4 Discussion

PRPF19, sometimes referred to as Pso4, SNEV, and NMP200, is situated on chromosome 11q12.2 (31). It is crucial in responding to DNA damage and processing mRNA. Various physiological processes that exert its influence include mRNA splicing and genome maintenance (32). In the context of cellular biology, it has been shown that PRPF19 has the ability to act as a stress response protein, hence enhancing the cellular capacity to withstand oxidative stress (33, 34). Furthermore, it has been found to have a role in mitigating apoptosis and DNA damage (35), as well as impeding cellular senescence (10). PRPF19, apart from its involvement in cellular biological mechanisms, exerts a significant regulatory function in many pathological conditions, such as cancers, by virtue of its multipotency. A research investigation revealed an upregulation of PRPF19 expression in hepatocellular carcinoma, which exhibited a strong association with worse disease prognosis (36). This work aimed to investigate the variations in PRPF19 expression in bladder cancer by using the BLCA dataset from the TCGA database, as well as the GSE13507 and GSE120736 datasets from the GEO database. Our analysis revealed that PRPF19 exhibited elevated expression levels in bladder cancer, with a notable increase seen in higher-grade tumors. This suggests that PRPF19 exerts an oncogenic function in the context of bladder cancer. In a similar vein, the findings of the prognostic analysis substantiated this assertion, as individuals exhibiting elevated levels of PRPF19 expression had a very unfavorable prognosis.

In order to investigate the probable mechanism behind the oncogenic involvement of PRPF19 in bladder cancer, a gene enrichment analysis was conducted. The MHC pathway was discovered by our research team as a potentially significant channel by which PRPF19 may exert regulatory control on the immune microenvironment in cases of bladder cancer. The complex biological interplay between immune cells inside the tumor microenvironment and tumor cells may give rise to diverse immunotherapeutic responses. Our investigation using single-cell RNA sequencing of BLCA tissues shown that PRPF19 exhibited predominant distribution in CD4 Tconv, CD8T, and NK cells. This finding suggests a potential association between PRPF19 and invading immune cells. The prognostic model used in our study utilized the LASSO algorithm and included eight essential immune infiltrating cells. Notably, individuals classified in the high-risk group had significantly worse prognoses compared to those in the low-risk category. The prognostic AUC values at 1, 3, and 5 years were all found to be higher than 0.6 in our model for patients with bladder cancer, as seen by the ROC curves.

There is an increasing body of data indicating that DNA methylation has an influence on the metabolic activities of cancer cells (37). DNA methylation plays a significant role in several metabolic processes, including glycolysis, the methionine cycle, and the tricarboxylic acid (TCA) cycle (38–40). In recent times, there has been a growing awareness of the potential use of DNA methylation status and its associated genes in the identification, management, and prediction of many illnesses (41, 42). In the present investigation, it was shown that there were significant variations in the methylation levels of PRPF19 between bladder cancer and normal bladder tissue. Hence, we conducted a more comprehensive examination of PRPF19 expression in bladder cancer by the utilization of methylation probes that possess predictive significance in this particular malignancy. In our investigation, it was shown that there exists a negative correlation between cg26375147 and PRPF19 in the context of bladder cancer. Additionally, a significant correlation was seen between cg26375147 and the prognosis of individuals diagnosed with bladder cancer. It is plausible that PRPF19 methylation may exert its influence on bladder cancer via the involvement of cg26375147.

The phenomenon of cellular senescence has been extensively acknowledged in the scientific community as a significant mechanism for the prevention of tumor growth (43). In previous studies, bladder cancer cells (44), colorectal cancer cells (45), and breast cancer cells (46) were subjected to cellular senescence, resulting in the induction of persistent cell cycle arrest and subsequent inhibition of growth in these tumor cells. While this strategy first shown efficacy in combating malignancies, it subsequently resulted in the development of tumor resistance as an unintended consequence. Senescent tumor cells do not die outright, but are transformed into tumor stem cells (47). The signaling pathways including p16, p21, and p53 are implicated in both senescence and stemness processes. This suggests that senescence could play a role in gene reprogramming and activation of stemness, hence contributing to tumor development driven by cancer stem cells (48). In this work, an investigation was conducted to examine the correlation between PRPF19 and genes linked to senescence-associated secretory characteristics across several bladder cancer datasets. The gene CCL16 was shown to have the strongest association with PRPF19 in the context of the senescence-associated secretory phenotype. According to recent research findings, it has been shown that the regulation of stemness in breast cancer cells is influenced by CCL16 (49). Furthermore, an examination was conducted to assess the significance of PRPF19 in relation to bladder tumor stem cells. The findings revealed that elevated expression of PRPF19 was associated with a greater stemness score. Hence, it is postulated that PRPF19 potentially modulates the stemness of bladder tumor cells by influencing the expression of the senescence-associated secretory phenotype-associated gene CCL16. The ceRNA network refers to a kind of post-transcriptional control that is facilitated by miRNAs. The task at hand is establishing the connection between the functions of coding and non-coding RNAs. The ceRNA network regulates the production of mRNA, potentially impacting several biological processes and contributing to the development of numerous diseases. This regulation occurs via the competitive binding of lncRNAs or circRNAs to miRNAs (50). In order to ascertain the presence of has-miR-125a-5p, an initial screening was conducted to find miRNAs that exhibited a connection or underwent survival analysis in conjunction with PRPF19. Two other LncRNAs were subjected to the same experimental methodology, leading to the identification of PRPF19, hsa-miR-125a-5p, LINC02693, and MIR4435-2HG as nuclear-localized entities. In summary, the construction of the ceRNA network aimed to elucidate the interaction profile of the BLCA gene. This was achieved by investigating the interactions involving PRPF19, hsa-miR-125a-5p, LINC02693, and MIR4435-2HG. This study analysed the role of PRPF19 in bladder cancer prognosis as well as in the immune microenvironment from several perspectives, but threw some limitations. We only confirmed the expression and prognostic value of PRPF19 in bladder cancer by bladder cancer tissue microarrays, and further experimental analysis of the role of PRPF19 and the immune microenvironment of bladder cancer is necessary, which will be further explored in our subsequent studies.




5 Conclusion

In summary, our study provides evidence that PRPF19 has a substantial impact on the immunological environment of bladder cancer and has the potential to serve as a prognostic indicator in patients afflicted with this condition. Additionally, it was shown that PRPF19 had a significant correlation with both the secretory phenotype often seen in senescence and the stemness characteristics of bladder cancer cells. Finally, it is worth noting that the ceRNA network under investigation has potential therapeutic implications in the context of bladder cancer.
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Cachexia, a debilitating condition that worsens patient outcomes, often accompanies gastric cancer, a malignancy that is prevalent worldwide. The extensive research explored the interconnected molecular and immune aspects of stomach cancer, with a particular emphasis on cachexia. By employing the GEO database, we identified genes that were expressed differently in gastric cancer patients suffering from cachexia. Following the analysis of Weighted Gene Co-expression Network (WGCNA), gene modules intricately linked to particular immune cells were revealed, indicating a significantly disrupted tumor microenvironment. A strong predictive model was developed, centered around key genes such as CAMK4, SLC37A2, and BCL11B. Surprisingly, this particular model not only showed better predictive abilities in comparison to conventional clinical factors but also exhibited a strong connection with increased infiltration of macrophages and T cells. These discoveries suggest the presence of an immune-suppressing and tumor-promoting atmosphere among individuals at a greater risk. Moreover, the utilization of Gene Set Enrichment Analysis (GSEA) established a connection between the genes linked to our risk score and vital immune-related pathways, thereby strengthening the pivotal involvement of immunity in the development of gastric cancer. To summarize, our discoveries provide a more profound comprehension of the molecular and immune mechanisms that support cachexia in gastric cancer, presenting a hopeful basis for upcoming advancements in treatment.
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Introduction

Stomach cancer, also called gastric cancer, continues to be a highly prevalent and deadly form of cancer across the globe (1). Globally, gastric cancer is identified as the third most significant contributor to cancer-related fatalities, as stated by the World Health Organization.Gastric cancer demonstrates significant geographical disparities in its epidemiology, with Eastern Asia, especially Japan and South Korea, displaying the highest occurrence rates (2). Various factors that increase the risk of developing this cancer have been identified, such as infection with Helicobacter pylori, dietary patterns, smoking, and specific genetic mutations (3). Although there have been improvements in the early identification and treatment methods, the outlook for individuals diagnosed with advanced gastric cancer continues to be unfavorable (4). Surgical removal, frequently accompanied by chemotherapy or radiotherapy, is the primary approach to treatment (5). Novel therapeutic approaches, such as targeted therapies and immunotherapies, are currently under investigation and offer promising avenues for improving patient outcomes (6). Understanding the epidemiological trends and evolving treatment landscape is crucial for devising effective strategies to combat this formidable disease.

The development of gastric cancer is influenced by both tumor cells and the surrounding microenvironment, making it a multifaceted condition (7). The immune cell infiltration is a crucial element in this microenvironment, as it has a twofold impact on both tumor progression and suppression (8). In gastric cancer, TILs, including cytotoxic T cells, helper T cells, and regulatory T cells, have been identified as highly significant (9). The balance and interaction of these immune cells can determine the tumor’s immunogenicity and the patient’s prognosis. The emergence of immunotherapy has sparked an increasing fascination with harnessing the natural defenses of the body to fight against gastric cancer (10). Clinical trials have demonstrated the potential of immune checkpoint inhibitors that target the PD-1/PD-L1 and CTLA-4 pathways, providing a ray of hope for individuals suffering from advanced illness (11).

Cachexia, commonly known as cancer cachexia in connection with malignant tumors, is a complex condition marked by the continuous depletion of skeletal muscle mass (with or without reduction in fat mass), resulting in gradual decline in physical function (12). Although cachexia holds clinical importance, its pathophysiology remains incompletely comprehended. It’s not merely a result of decreased food intake but involves a complex interplay of reduced protein synthesis, increased protein degradation, and metabolic alterations (13). In cancer patients, cachexia is particularly concerning, affecting up to 80% of advanced cancer patients (14). It has been associated with unfavorable treatment results, diminished life quality, and heightened mortality rates. Cachexia’s existence can restrict the patient’s available treatment choices and frequently decrease the effectiveness of therapies because of decreased tolerance.

Tregs, also known as regulatory T cells, are a distinct group of CD4+ T cells that have a crucial function in preserving immune balance and averting autoimmune responses (15). Tregs, which are crucial in inhibiting abnormal or exaggerated immune reactions, thus safeguarding against harm to tissues and autoimmune disorders, are distinguished by the presence of the transcription factor Foxp3 (16). In addition to their crucial function in regulating self-reactivity, Tregs have been linked to various disease states, including cancer and infectious diseases. Tregs play a central role in cancer immunotherapy research as they have the ability to suppress the immune response against tumors (17). Conversely, their suppressive function can be harnessed therapeutically to prevent graft-versus-host disease in transplant settings or to treat autoimmune disorders (18). The dual nature of Tregs, as both potential therapeutic targets and tools, underscores their significance in the field of immunology and medicine.

Our main objective is to examine the relationship between Tregs and gastric cancer, as demonstrated above. In the past few years, the advancement of bioinformatics analysis has led to extensive exploration of various approaches focused on the impact of immune-related functions on cancer. The analysis of immune cell infiltration was utilized in this study to acquire the infiltration of immune cells in a cohort of gastric cancer. Furthermore, the investigation of immune-related genes in the gastric cancer cohort was extended through the implementation of single-cell analysis.





Methods




Data acquisition from TCGA and GEO

Gastric cancer genomic and transcriptomic data, including RNA sequencing, clinical features, and mutation data, were procured from the TCGA database via the GDC Data Portal (https://portal.gdc.cancer.gov/). Also, microarray datasets related to gastric cancer were sourced from the GEO database (https://www.ncbi.nlm.nih.gov/geo/). GSE131835 includes 8 patients from 3 groups (cancer cachexia, cancer weight stable and control). In this work, the GSE84433 in GEO database was involved, which includes a total of 357 gastric cancer samples. In addition, the clinical features of the gastric cancer patients were also included. To ensure data consistency and reduce batch effects, both TCGA and GEO datasets underwent rigorous quality control, normalization, and batch effect adjustments. Genes were annotated using the Human Genome Organisation (HUGO) Gene Nomenclature Committee (HGNC) database, and expression values were log2-transformed for subsequent analyses.





Analysis of immune cell data using the Weighted Gene Co-expression Network Analysis (WGCNA)

The DESeq2 package in R was used to normalize the raw expression data obtained from immune cells. Genes with counts less than 10 in more than 80% of samples were excluded. The resultant matrix was then transformed into a variance stabilizing transformation (VST) for subsequent analysis. To ensure sample homogeneity and to detect potential outliers, samples were hierarchically clustered based on Euclidean distance. Before constructing the network, any outliers that were detected were eliminated. A gene co-expression network with signed weights was built using the WGCNA package in R. The soft-thresholding strength was chosen according to the criterion of approximate scale-free structure. To reduce the impact of noise and false connections, the adjacency matrix was converted into a topological overlap matrix (TOM). The TOM underwent average linkage hierarchical clustering, resulting in the identification of gene modules through the utilization of the Dynamic Tree Cut technique. To identify modules of interest, external traits were used to correlate with modules. To identify modules significantly linked to specific immune cell characteristics, the correlation between eigengenes (representing the initial principal component of a module and serving as a representative gene expression profile) and external sample traits was examined.





Immune cell infiltration analysis using CIBERSORT

Using the CIBERSORT web portal, the normalized expression data were uploaded for deconvolution. We chose the LM22 signature matrix, which consists of 22 unique types of immune cells (such as T cells, B cells, macrophages, and various others). To evaluate the statistical importance of the deconvolution outcomes, the algorithm was executed using the standard 1000 permutations. CIBERSORT generated a matrix of results that linked every sample to a proportion of the 22 different immune cell types. The fractions of each cell type within the sample add up to 1 (or 100%), indicating the relative proportions of each cell type in the sample.





Utilizing GO and KEGG, conduct an analysis on pathway and functional enrichment

The `clusterProfiler` package in R was utilized to conduct the GO and KEGG analysis. The database encompasses three domains, namely Biological Process (BP), Cellular Component (CC), and Molecular Function (MF), to which the key genes were mapped. A p-value of 0.05 was considered significant for terms with an adjusted p-value.





Prognostic model construction using Cox and LASSO regression

Univariate Cox proportional hazards regression was used to assess the individual association of each clinical and molecular variable with overall survival through initial survival analyses. Potential predictors were selected for the subsequent LASSO regression based on their p-values being less than 0.05 in the univariate analysis. In order to address multicollinearity and improve predictor selection, we utilized LASSO regression with the `glmnet` package in R. The penalty parameter was determined through 10-fold cross-validation, with the goal of minimizing the average cross-validated error. Features that had non-zero coefficients in the LASSO regression were kept for the subsequent analysis using multivariate Cox regression. The LASSO regression was used to select features for building a multivariate Cox proportional hazards regression model. The importance of every variable in the multivariate model was evaluated, and variables with a p-value less than 0.05 were kept in the ultimate model. To validate the Cox regression, the proportional hazards assumption was examined for every variable in the ultimate model.





Validation of prognostic model accuracy

Based on the prognostic model, patients were categorized into high-risk and low-risk groups according to their calculated risk scores. Survival outcomes were evaluated using the log-rank test by plotting Kaplan-Meier survival curves for both groups. ROC curves were plotted at different time points to assess the model’s ability to discriminate over time. To measure the model’s predictive accuracy, the calculation of the area under the curve (AUC) was performed. Perfect discrimination is indicated by an AUC value of 1, whereas an AUC value of 0.5 suggests the absence of discrimination. Using the `rms` package in R, a nomogram was built by employing a multivariate Cox regression model. This nomogram visually displayed the prognostic model and enabled personalized risk estimation by summing the points assigned to each predictor variable. To evaluate the concordance between the projected and observed survival probabilities at particular time intervals, calibration plots were produced. A perfectly calibrated model would result in a 45-degree line, indicating complete concordance between predicted and observed outcomes. Both univariate and multivariate Cox regression analyses were performed to identify independent prognostic factors. The variables that were found to be statistically significant (p < 0.05) in the univariate analysis were included in the multivariate analysis. To evaluate the relationship between survival and each variable in the multivariate model, hazard ratios (HR) and 95% confidence intervals (CI) were computed, indicating the strength and direction of their association.





The process of analyzing gene sets for enrichment using Gene Set Enrichment Analysis (GSEA)

To ascertain if pre-defined gene sets displayed statistically significant and consistent disparities between two biological conditions, we utilized Gene Set Enrichment Analysis (GSEA). The GSEA analysis was conducted utilizing the GSEA software version 4.1. For the analysis, we utilized the Molecular Signatures Database (MSigDB) collections, focusing primarily on the c2 and c5 collections. To estimate the significance level of the enrichment scores, the number of permutations was set to 1000. The sets of genes were deemed significantly enriched with a false discovery rate (FDR) below 0.25, as suggested by the creators of GSEA. GSEA calculates an enrichment score (ES) for every gene set, which indicates the extent to which a gene set is overrepresented at the top or bottom of a list of ranked genes. Afterwards, a normalized enrichment score (NES) is computed for every gene set, taking into consideration variations in gene set magnitude and associations between gene sets and the expression dataset.





Immunohistochemistry (IHC)

To perform IHC analysis, sections embedded in paraffin were treated to remove the paraffin and restore hydration. To block the endogenous peroxidase activity, a solution of 3% hydrogen peroxide in methanol was applied for a duration of 10 minutes. The slides were heated in a citrate buffer (pH 6.0) for 20 minutes to perform antigen retrieval. To prevent non-specific binding, sections were subsequently treated with 5% BSA (bovine serum albumin) for a duration of 30 minutes. Specific markers of interest were targeted using primary antibodies, which were then left to incubate overnight at a temperature of 4°C. Following the rinsing with phosphate-buffered saline (PBS), the sections were exposed to biotinylated secondary antibodies for a duration of 30 minutes. Subsequently, the streptavidin-peroxidase complex was introduced. The resulting product was observed by utilizing 3,3’-diaminobenzidine (DAB) as a chromogen, and the sections were stained with hematoxylin for contrast. Slides were then dehydrated, cleared, and mounted. The expression patterns of the markers were examined and scored under a light microscope.





Statistical analysis

R software was utilized for all the analyses. To determine statistical significance, a P-value of 0.05 was used. Student’s t-tests were employed for variables that exhibited a normal distribution, while the Mann-Whitney U-test was utilized for variables that did not conform to a normal distribution.






Results




The analysis of differential expression identified the genes that were expressed in a similar manner in the GEO database

The GEO database, renowned for its rich repository of gene expression datasets, presented an ideal platform to delve deeper into the gene expression profiles associated with cachexia. Leveraging this resource, our study zeroes in on dataset GSE131835, which encompasses data from a diverse cohort, providing a robust foundation for our analysis. For the purpose of investigating the crucial genes that have a significant impact on cachexia, the utilization of the geo database was incorporated to enhance the exploration of the cohort associated with cachexia. GSE131835 includes 8 patients from 3 groups (cancer cachexia, cancer weight stable and control). Furthermore, the microarray platform was employed to analyze gene expression in both visceral and subcutaneous adipose tissue of every participant. In comparison to the normal groups, a total of 951 genes exhibited altered expression with a p value less than 0.05 in relation to visceral adipose tissue (Figures 1A, B). In comparison to the normal groups, a total of 561 genes were identified as the differentially expressed genes in subcutaneous adipose tissue (Figures 1C, D).




Figure 1 | (A) The differentially expressed analysis in visceral adipose tissue; (B) The heatmap showed the top 30 differentially expressed genes in visceral adipose tissue; (C) The differentially expressed analysis in subcutaneous adipose tissue; (D) The heatmap showed the top 30 differentially expressed genes in subcutaneous adipose tissue.







The single-cell RNA sequence revealed the role of immune-related cells in gastric cancer cohort

Unraveling the intricate interplay between immune cells and the tumor microenvironment is pivotal in understanding the multifaceted dynamics of gastric cancer progression. Especially in an era where immunotherapy is making significant strides, a granular understanding of immune cell composition and their interactions within the tumor milieu holds immense therapeutic promise. In order to explore the role of immune-related cells in gastric cancer cohort, the single-cell RNA sequence was used for the further analysis. Firstly, we single-cell RNA sequence was performed the quality check analysis (Figure 2A). Then, we evaluate the proportion of multiple immune-related cells in gastric cancer cohort, especially for CD4 and CD8 cells (Figures 2B–D). Finally, we also performed the correlation analysis to evaluate the correlation between metabolism-related pathways and immune-related cells (Figure 2E).




Figure 2 | (A) The results of quality check in single-cell RNA sequencing; (B) The cell marker of different immune-related cells in single-cell RNA sequence; (C) The different distribution of different immune-related cells in multiple samples; (D) The dimensionality reduction analysis results of UAMP method; (E) The correlation between potential enriched pathways and immune-related cells. ns, not significant.







The WGCNA analysis of the immune system revealed a gene set that is associated with various immune cells

Immune infiltration within the tumor microenvironment has emerged as a critical determinant of tumor behavior, prognosis, and therapeutic responsiveness in many cancers, including gastric cancer. Decoding the nature, extent, and interplay of immune cells within gastric tumors holds the promise of refining our understanding of disease mechanisms, guiding prognosis, and potentially offering therapeutic targets. To assess the potential infiltration of immune cells, an analysis of immune cell infiltration was conducted in a cohort of gastric cancer patients (Figure 3A). The correlation analysis also indicated that the immune-associated genes exhibited possible internal correlation among themselves (Figure 3B). By employing WGCNA, we examined the gene expression patterns of gastric cancer specimens in order to detect gene co-expression clusters associated with immune responses (Figure 3C). Following the preprocessing and quality assurance of the data, we built a gene co-expression network with a soft-thresholding power of 13, chosen according to the criterion of achieving an approximate scale-free topology. There were a total of 13 different modules, with each module being represented by a distinct color. To understand the relevance of the identified modules to immune phenotypes, we correlated each module’s eigengene with immune-related traits (Figure 3D). The brown module demonstrated a strong positive correlation with memory B cell. In addition, the cyan module was positively associated with plasma cell. Also, the grey60 module demonstrated a strong positive correlation with memory B cell.




Figure 3 | (A) The CIBERSOFT analysis revealed the multiple immune-related cells in renal cell carcinoma cohort; (B) The correlation analysis between different immune-related cells; (C) The dendrogram on the top showcases the hierarchical clustering of genes based on their expression patterns. Different colors underneath the dendrogram indicate gene modules identified by the analysis. Each module comprises a group of co-expressed genes with similar expression profiles; (D) The bar plot depicts the correlation between gene modules and external traits. Modules with strong correlations to specific traits can suggest potential biological relevance.







Multiple analysis identifies prognostic factors

In the realm of oncology, the quest for identifying genetic markers that provide insights into disease prognosis has gained immense traction. Such markers not only unravel the intricate genetic landscape of tumors but also empower clinicians with tools to predict patient outcomes, tailor treatments, and potentially identify novel therapeutic targets. Initially, the genes related to MEsalmon were utilized to investigate the genes linked to CD4 T cells. The venn diagram displayed the genes that were both upregulated and downregulated (Figure 4A). An initial analysis of the TCGA dataset using univariate Cox regression revealed a number of genes that showed a significant correlation with patient survival. Prominent genetic markers comprised F13A1, FOLR2, CSF1R, ADAP2, SCPEP1, STAB1, FAM20A, SLC9A9, CAMK, KLRF1, PTGDR, SLC37A2, BCL11B, and SELL (Figure 4B). In order to avoid model overfitting and identify the most important prognostic genes, LASSO regression analysis was utilized. After adjusting the penalty parameter through ten-fold cross-validation, a total of 8 genes were chosen (Figures 4C, D). These genes encompassed F13A1, FOLR2, SCPEP1, CAMK4, KLRF1, PTGDR, SLC37A2 and BCL11B. A multivariate Cox regression model was established by including the genes identified through LASSO regression. According to the analysis, survival could be predicted independently by CAMK4, SLC37A2, and BCL11B. The risk score formula, derived from the coefficients of multivariate Cox regression, was calculated as follows: CAMK4 multiplied by 0.473431547722129, plus SLC37A2 multiplied by 0.224072082639641, plus BCL11B multiplied by -0.468973448999082 (Figure 4E). Moreover, the risk chart indicated that patients with gastric cancer were categorized into groups with low and high risks, according to the median risk score.




Figure 4 | (A) The venn diagram demonstrated the genes that are associated with CD4+ T cells and cachexia; (B) The results of univariate COX regression analysis; (C, D) The results of LASSO regression analysis; (E) The results of multivariate COX regression analysis;.







Validating the risk model in a cohort of gastric cancer

The development and validation of a reliable risk model is of paramount importance in cancer prognosis, offering clinicians a tool to stratify patients, inform treatment decisions, and anticipate clinical outcomes. Furthermore, in order to further evaluate the predictive value of risk model in both training set and test set, the risk plot was constructed. The risk plot showed that gastric cancer patients were divided into low- and high-risk groups based on the median risk score (Figures 5A, B). Also, the survival analysis revealed that gastric cancer patients involved in high-risk groups showed poorer overall survival in both training and test set (Figures 5C, D). Moreover, to investigate the predictive significance of the risk model in a cohort of gastric cancer, we subsequently conducted multiple analyses. Furthermore, the analysis of prognostic factors independently demonstrated that age, grade, stage, T stage, N stage, and risk score are significant risk factors. Nevertheless, in the analysis of prognostic factors that are not dependent on each other, the findings indicated that the age, stage, and risk score are significant factors contributing to the risk of gastric cancer in patients (Figures 6A, B). To further assess the predictive significance of the risk model, we proceeded with the ROC curve analysis. The ROC curve, which varies with time, showed that the AUC scores for the 1-year, 3-year, and 5-year periods were 0.667, 0.629, and 0.636, correspondingly (Figure 6C). Furthermore, the clinical receiver operating characteristic (ROC) curve indicated that the risk model exhibited superior predictive efficacy compared to clinical characteristics including age, gender, grade, stage, T stage, M stage, and N stage (Figure 6D). Ultimately, to acquire the risk model that offers the most accurate predictions, we conducted the nomogram (Figure 6F). According to the calibration curve, the nomogram demonstrated enhanced ability in forecasting the prognosis of individuals with gastric cancer (Figure 6E). Furthermore, the correlation analysis revealed a significant association between the risk model and the grade of gastric cancer patients (Figure 6G).




Figure 5 | (A) The risk plot in TCGA cohort; (B) The risk plot in GEO cohort; (C) The survival analysis between patients involved in low- and high-risk groups of TCGA cohort; (D) The survival analysis between patients involved in low- and high-risk groups of GEO cohort.






Figure 6 | (A) The results of univariate independent prognosis analysis; (B) The results of multivariate independent prognosis analysis; (C) The time-dependent ROC curve revealed the AUC score of 1-year, 3-year and 5-year; (D) The ROC curve showed the AUC score in risk plot and clinical features; (E) The calibration curve showed the predictive value of nomogram; (F) The nomogram based on risk plot and clinical features; (G) The correlation analysis between clinical features and risk score.







The risk assessment model demonstrated a strong association with immune-related characteristics in the cohort of individuals with gastric cancer

The tumor microenvironment (TME) is a complex milieu, comprising not only of tumor cells but also a myriad of stromal and immune cells that play pivotal roles in tumor progression, immune evasion, and therapy response. In order to clarify the connection between the risk score that was previously determined and the tumor microenvironment, we examined the association between the risk score and the infiltration of immune cells in samples of gastric cancer. The immune cell composition was estimated using several state-of-the-art algorithms, including CIBERSORT, quanTIseq, TIMER, and xCell.Consistently, in all algorithms, an elevated risk score was linked to heightened infiltration of macrophages and T cells (Figures 7A–G).




Figure 7 | (A, B) The immune cell infiltration analysis based on the multiple algorithms; (C) The correlation between risk score and CD4+ memory T cells; (D) The correlation between risk score and CD4+ T cells; (E) The correlation between risk score and central memory CD8+ T cell; (F) The correlation between risk score and naïve B cell; (G) The correlation between risk score and immune-related cells and genes involved in risk score.







The GSEA revealed the key pathways involved in risk model

Genes do not operate in isolation. They interact in networks and pathways, orchestrating a symphony of cellular processes and responses. In the context of cancer prognosis, understanding the functional implications of key prognostic genes can offer profound insights into the underlying biological mechanisms that drive patient outcomes. In order to obtain understanding into the biological pathways and processes affected by the genes included in our prognostic risk score, we conducted Gene Set Enrichment Analysis (GSEA) on the trio of genes comprised in the score. Through GSEA analysis, it was discovered that the genes associated with the risk model exhibited strong associations with numerous immune-related pathways, including primary immunodeficiency and the intestinal immune network for IGA production (Figures 8A–F).




Figure 8 | (A) The GSEA analysis of KEGG terms with CAMK4; (B) The GSEA analysis of GO terms with CAMK4; (C) The GSEA analysis of KEGG terms with SLC37A2; (D) The GSEA analysis of GO terms with SLC37A2; (E) The GSEA analysis of KEGG terms with BCL11B; (F) The GSEA analysis of GO terms with BCL11B.







The IHC assay reveals the different distribution of immune-related markers between normal and tumor samples

Immunohistochemistry (IHC) stands as a potent tool in bridging the gap between molecular insights and the clinical reality of cancer. It provides a visual snapshot of the cellular landscape within tumor tissues, offering an opportunity to explore the presence and distribution of specific immune cell markers. In our quest to decode the immune dynamics within gastric cancer, we turned to IHC to assess the expression patterns of critical immune markers, specifically CD4, CD8, and CD20, which are pivotal in delineating T cell and B cell populations. These markers not only illuminate the immune composition within the tumor microenvironment but also hint at potential immune responses and therapeutic avenues. To demonstrate the expression pattern of immune-related markers in normal and tumor samples, we conducted the IHC assay as part of this study. The CD20 is the biomarker for B cell. In addition, the CD4 and CD20 are the biomarker for T cell. The results of immunohistochemistry (IHC) indicated that there was no notable disparity in the expression levels of CD8 and CD20 between the normal and tumor specimens (Figures 9A–D). In our specimens, CD4-positive T cells were predominantly identified within the lymphoid follicles and in the inter-follicular regions (Figures 9E, F). The results of the IHC analysis showed that the level of CD4 expression in the tumor sample is elevated compared to the normal sample.




Figure 9 | (A) The IHC analysis of CD8 in normal samples; (B) The IHC analysis of CD8 in gastric cancer samples; (C) The IHC of CD20 in normal samples; (D) The IHC of CD20 in gastric cancer samples; (E) The IHC of CD4 in normal samples; (F) The IHC of CD4 in gastric cancer samples.








Discussion

The detailed examination emphasizes the complex connection among immune infiltration, patterns of gene expression, and the clinical results in individuals with gastric cancer, specifically those experiencing cachexia.

Analyzing the GEO dataset allows for the identification of genes that are expressed differently, leading to a fundamental comprehension of the molecular variances that form the basis of cachexia in individuals with gastric cancer. The considerable amount of modified genes in visceral and subcutaneous adipose tissue in cachectic individuals compared to controls highlights the extensive molecular alterations that happen in response to the advancement of cancer. This observation supports the notion that cachexia is not merely a symptom of advanced cancer but might be driven by specific molecular pathways that exacerbate disease progression.

The analysis of enriched pathways, combined with the findings from WGCNA, reveals an altered immune microenvironment in gastric cancer. The potential role of adaptive immunity in shaping the tumor microenvironment is emphasized by the favorable connections between particular gene modules and immune cells, including memory B cells and plasma cells. This is especially important when considering the emerging immunotherapies that utilize the body’s natural defense system to fight against cancer.

The prognostic model we developed, which relies on genes such as CAMK4, SLC37A2, and BCL11B, offers a hopeful approach to categorize patients according to their risk of survival. The validity of this model, as evidenced by its predictive accuracy and ability to outperform traditional clinical parameters, suggests its potential clinical utility. The correlation between this risk model and clinical characteristics, specifically grade, suggests its wider significance in comprehending the advancement and seriousness of the disease.

Moreover, the significant connection between our risk assessment and the infiltration of immune cells, particularly macrophages and T cells, provides a more profound understanding of the tumor microenvironment. Tumor growth, angiogenesis, and metastasis have been linked to the involvement of macrophages, especially tumor-associated macrophages. The heightened occurrence among patients at high risk could suggest a heightened immunosuppressive and tumor-promoting setting. The increased infiltration of T cells in high-risk patients is a subject of great interest due to their dual function as effector cells that target tumors and as regulatory cells that suppress anti-tumor immunity. Further research is necessary to explore the potential influence of various immune cells on patient outcomes and their dynamic interaction.

Lastly, the GSEA results emphasize the potential pathways through which our risk score-associated genes might influence disease progression. The connection to pathways related to the immune system strengthens the pivotal role of immunity in the development and advancement of gastric cancer.

To summarize, our research offers a diverse viewpoint on how genes and the immune system influence the clinical results of individuals with gastric cancer. The risk model that has been identified shows a promising potential for future research due to its strong association with immune infiltration and possible molecular pathways. As we move toward more personalized medicine, such models can be instrumental in guiding treatment decisions and tailoring therapeutic strategies. Future studies should focus on validating these findings in larger cohorts and exploring potential therapeutic targets within the identified pathways.
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Background

Little is known on how metabolic reprogramming potentially prompts transition of activated and resting CD4+ memory T cells infiltration in tumor microenvironment of gastric cancer (GC). The study aimed to evaluate their interactions and develop a risk model for predicting prognosis in GC.





Methods

Expression profiles were obtained from TCGA and GEO databases. An immunotherapeutic IMvigor210 cohort was also enrolled. CIBERSORT algorithm was used to evaluate the infiltration of immune cells. The ssGSEA method was performed to assess levels of 114 metabolism pathways. Prognosis and correlation analysis were conducted to identify metabolism pathways and genes correlated with activated CD4+ memory T cells ratio (AR) and prognosis. An AR-related metabolism gene (ARMG) risk model was constructed and validated in different cohorts. Flow cytometry was applied to validate the effect of all-trans retinoic acid (ATRA) on CD4+ memory T cells.





Results

Since significantly inverse prognostic value and negative correlation of resting and activated CD4+ memory T cells, high AR level was associated with favorable overall survival (OS) in GC. Meanwhile, 15 metabolism pathways including retinoic acid metabolism pathway were significantly correlated with AR and prognosis. The ARMG risk model could classify GC patients with different outcomes, treatment responses, genomic and immune landscape. The prognostic value of the model was also confirmed in the additional validation, immunotherapy and pan-cancer cohorts. Functional analyses revealed that the ARMG model was positively correlated with pro-tumorigenic pathways. In vitro experiments showed that ATRA could inhibit levels of activated CD4+ memory T cells and AR.





Conclusion

Our study showed that metabolic reprogramming including retinoic acid metabolism could contribute to transition of activated and resting CD4+ memory T cells, and affect prognosis of GC patients. The ARMG risk model could serve as a new tool for GC patients by accurately predicting prognosis and response to treatment.





Keywords: all-trans retinoic acid, gastric cancer, metabolic reprogramming, tumor microenvironment, CD4+ memory T cells





Introduction

Gastric cancer (GC) is a malignancy ranking among the world’s top five most common cancers, and is one of the three leading cancer-related deaths globally (1, 2). In recent years, various measures have been taken worldwide to reduce morbidity and mortality as part of public health policies (3). Great efforts have been made in early diagnosis and treatment of the disease with middle and late stages, resulting in declines for both parameters in several developed countries (4). However, the reduction in GC incidence remains insignificant in several countries including Latin America, Asia, and Eastern and Central Europe (5). The number of early-stage GC patients tends to increase and patients with advanced stage experience a poorer prognosis (6).

After years of intensive research, the direction of malignancy research has evolved from the simple study of tumor cells themselves to a complex ecological network that extends from within the tumor to the whole body, called the tumor microenvironment (TME) (7). TME refers to tumor cells consisting of extracellular matrix (ECM), stromal cells, and immune and inflammatory cells (8). The components of this ecological network interact and influence each other, as immune cells occupy a very important position (9). In previous studies exploring immune cells, some specific types such as CD8+ T cells, regulatory T cells (Treg cells) and macrophages were once the hot spots of research (10–12). However, recent research has shown that CD4+ T cells, particularly CD4+ memory T cells, are crucial for the immunotherapy-induced tumor regression (13).

Metabolic reprogramming, a frequent term for a collection of aberrant metabolism pathways seen in cancer cells with a high level of proliferation, stands as a sign of malignancy (14, 15). The interaction of metabolic reprogramming with TME and its role in GC have received increasing attention in recent years (16, 17). Reprogrammed energy metabolism, on the one hand, affects the course of GC and helps to create an immunological milieu that promotes tumors (18). On the other hand, aberrant signaling pathways or trophic competition in TME may result in phenotypic reprogramming of metabolic and functional changes in tumor-infiltrating immune cells, and then compromise the therapeutic effectiveness of cancer immunotherapy (19).

Metabolism is critical for the differentiation and effector functions of T cells, but aerobic glycolysis in cancer cells limits glucose consumption of T cells, thereby inhibiting their functions (20). Simultaneously, cellular metabolism (particularly lipid metabolism) is responsible for the development, survival, and effector activities of T cells, which also improves tumor immunotherapy (16, 21). It may become more important to explore how the TME of GC can be altered from the perspective of metabolic reprogramming to find new therapeutic targets as well as mechanisms of action, and subsequently identify new immune checkpoint modulators.

This research used bioinformatics models to assess CD4+ memory T cells in GC patients and investigated the connection between metabolic reprogramming and the activated CD4+ memory T cells ratio (AR). The study also delved into the roles and potential functions of the risk model developed from metabolism-related genes in GC and pan-cancer. Furthermore, we also explored the effect of retinoic acid metabolism pathway (one of the significant metabolism pathways) on the transition of AR in GC patients. The results will contribute to the development of precise therapeutic strategies for patients with GC.





Materials and methods




Datasets and case sources

The Cancer Genome Atlas (TCGA) database (https://portal.gdc.cancer.gov/) was used to retrieve RNA sequence, mutation, copy number variations (CNV), and clinical data. The Gene Expression Omnibus (GEO) (https://www.ncbi.nlm.nih.gov/geo/) database’s public microarray dataset and related clinical information for GC patients were located and downloaded. Age, gender, pathological TNM stage, and survival statistics were all included in the clinical data. Three GEO datasets (GSE84437, GSE57303 and GSE62254) and the TCGA-STAD dataset were selected and merged into one cohort for further analysis. As external validation, another GEO dataset (GSE15459) was used. The collection matrix documents and records tables for the microarray platform can be downloaded from the GEO website. Data have been preprocessed to exclude samples without complete clinical data.





Estimation of immune cell type scores

The TCGA and GEO datasets were derived from multiple studies spanning different cell lines and platforms, with batch effects and noise. Therefore, the four datasets were co-normalized into one cohort using combat normalization in the “sva “R package. To measure the extent of immune cells in GC patients, we transferred standardized quality articulation information with standard comments to the CIBERSORT entry (https://cibersort.stanford.edu/). In the subsequent Kaplan-Meier (K-M) analysis, only samples with total CD4+ memory T cells (resting CD4+ memory T cells plus activated CD4+ memory T cells) > 0 were included. AR was defined as the activated CD4+ memory T cells ratio, with the formula: activated CD4+ memory T cells/total CD4+ memory T cells *100%.





Identification of metabolism pathways affecting AR and construction of the predictive model

The 114 metabolism pathways and metabolism-related genes associated with these pathways were collected from the previous literature (22). We calculated the enrichment scores of metabolism gene sets by single-sample gene set enrichment analysis (ssGSEA) with the R package “GSVA” (23). By Cox regression and Pearson correlation test, pathways significantly correlated with resting CD4+ memory T cells, activated CD4+ memory T cells, AR, and prognostic correlation (P < 0.05) were screened. A venn diagram was used for determining prognostic and AR related intersection pathways. The AR-related metabolism gene (ARMG) prediction model was constructed by further downscaling the relevant genes through LASSO-Cox regression, and we generated ARMG risk score using the following algorithm: ARMG risk score = Σ Cox coefficient of gene Xi × scale expression value of gene Xi. Cytoscape was used to established protein-protein interaction (PPI) networks among ARMGs.





Predictive validity of the ARMG model

Excluding cases with incomplete clinical data, the predictive validity of the ARMG risk score was validated in the training cohort. K-M curves were applied to compare overall survival (OS) differences according to the risk score, and PCA were used to verify group clarity. Besides, ROC curves compared ARMG risk score with AUC values for clinical variables. In all cohorts, we conducted univariate Cox regression (uniCox) and multivariate Cox regression (multiCox) analysis to ascertain if the ARMG risk score was an independent prognostic predictor. Then, based on numerous clinical characteristics, we conducted a classification study to determine whether the ARMG risk score maintained its capacity to predict outcomes across various subgroups. Specifically about OS at 1, 3, and 5 years, the nomogram was created to offer valuable clinical forecasts for GC patients, including the ARMG risk score and other clinicopathological traits. The established clinical dependability was then validated using a decision curve analysis (DCA). Additionally, we externally validated the OS in GSE15459.





Immunotherapy and chemotherapy sensitivity prediction

The IMvigor210CoreBiologies package in the R program contains immunotherapy cohort data for urothelial bladder cancer (BLCA) is retrieved from the IMvigor210 database (http://research-pub.gene.com/IMvigor210Core Biologies/packageVersions/) (24), and was used to predict immunotherapy sensitivity for validation of ARMG risk score subgroups. Additionally, immunophenotype scores (IPS) (25) and tumor immune dysfunction and exclusion (TIDE) (26) were evaluated in GC patients to predict immunotherapy response. The half-maximal inhibitory concentration (IC50) from Cancer Genome Project (CGP) was calculated by the R package “pRRophetic” to assess response to chemotherapeutic agents. The sensitivity of chemotherapeutic agents among different risk groups was also analyzed in the Cellminer database (https://discover.nci.nih.gov/cellminer/home.do).





Multi-omics analysis and functional analysis of ARMG risk score

The “maftools” package was used to construct the mutation annotation format (MAF) to compare the mutational profile of GC patients among various risk groups. The ARMG risk score, tumor mutation burden (TMB) scores, and the differences in OS between different subgroups were examined. In addition, the level of immune cell infiltration and immune checkpoints (ICP) in different subgroups were compared. We examined the correlation among ARMG model and cancer stem cell (CSC) scores, TME, N6-methyladenosine (m6A) related-, and cuproptosis related-genes. The enrichment of Gene Ontology (GO) and Kyoto Encyclopedia of Genes and Genomes (KEGG) pathways in both groups were evaluated with the ‘clusterProfiler’, ‘org.Hs.eg.db’, ‘enrichplot’ packages. The enriched biosynthetic pathways and processes with P < 0.05 and FDR q < 0.05 were considered statistically significant.





Pan-cancer analysis of ARMG risk score

The pan-cancer study was performed based on the UCSC Xena (https://xena.ucsc.edu/) database’s genomic information for 33 different cancer types, including single nucleotide variation (SNV) and CNV data together with associated clinical information. We investigated the expression distribution of the prediction model in each cancer type. K-M curves were used to validate the predictive validity of the model in each cancer type in terms of OS, DFS, and PFS, and the correlation with clinical parameters. In addition, we validated the correlation of ARMG risk score with TMB, MSI, neoantigens, and immune microenvironment from a pan-cancer multi-omics perspective.





Ethics statement and sample sources

Patients provided written informed consent for this study, which was authorized by ethics review committee in The First Affiliated Hospital of Nanjing Medical University (Ethics Approval No. 2022-SRFA-086). Six peripheral blood samples were collected from GC patients with advanced stages before initial treatment. These six patients were excluded from autoimmune system diseases and had no history of surgery, chemotherapy, radiotherapy or immunotherapy. Similarly, peripheral blood was collected as a control group from six healthy individuals who underwent a well-established routine examination to exclude malignancies, immune system and metabolic disorders. Peripheral venous blood drawn with EDTA anticoagulation before treatment was subjected to isolate mononuclear cells (PBMC), using the Ficoll-Hypaque gradient centrifugation method.





Flow cytometry analysis

The cell suspensions were co-cultured with all-trans retinoic acid (ATRA, 10nM) or NC for 72 hours. Both groups were treated with the following particular antibodies for 30 minutes at room temperature: FITC anti-human CD3 (catalog no. 300305, Biolegend, USA), APC anti-human CD45RA (catalog no. 304111, Biolegend, USA), PE anti-human HLA-DR (catalog no. 307605, Biolegend, USA), PerCP/Cyanine5.5 anti-human CD4 (catalog no. 300529, Biolegend, USA). All samples were analyzed using a BD Biosciences Influx cell sorter. We counted CD3+CD4+CD45RA-HLA-DR+ cells to estimate levels of activated memory CD4+ T cells, and subtracted these values from total memory CD4+ T cells (CD3+CD4+CD45RA-) to quantify resting memory CD4+ T cells (27).





Statistical analysis

The data are processed, analyzed, and presented using R language (version 4.1.2) and its pertinent packages. A two-sided P < 0.05 was considered significant. The mean and standard deviation (SD) are used to express all flow cytometry data. One-way analysis of variance (ANOVA) was used for the statistical analysis, and GraphPad Prism was used to process and analyze the data (version GraphPad Prism 9).






Results




Prognostic significance of CD4+ memory T cells in GC

The main workflow of this study is shown in Figure 1. Using the CIBERSORT algorithm, this study evaluated the infiltration levels of 22 immune cell types in GC samples and assessed their prognostic significance using the univariate Cox regression analysis (Figure 2A). Meanwhile, we found that resting CD4+ memory T cells and activated CD4+ memory T cells had opposite effects on OS. Specifically, lower levels of resting CD4+ memory T cells and higher levels of activated CD4+ memory T cells were associated with better prognosis (P < 0.05, Figure 2A). Therefore, we speculated that resting and activated CD4+ memory T cells were negatively correlated. The Pearson correlation curve (Figure 2B) validated the hypothesis, suggesting the possible transition of CD4+ memory T cells between the two states. Therefore, we further examined how AR affected prognosis. The result demonstrated that AR was significantly correlated with OS (P < 0.001, Figure 2C), and higher AR indicated better prognosis.




Figure 1 | The workflow of the study.






Figure 2 | (A) Forest plot showing prognosis-related immune cells screened using the testing cohort and K-M curves showing prognostic differences in the expression of two types of CD4+ memory T cells. (B) Resting CD4+ memory T cells are negatively correlated with the expression of activated CD4+ memory T cells. (C) The level of AR also showed significant differences in prognosis, with patients with high AR having better OS.







Construction of ARMG risk model

To investigate the metabolism pathways involved in transition of resting and activated CD4+ memory T cells, we examined the correlation between CD4+ memory T cells and 114 metabolism pathways. A total of 49 metabolism pathways were simultaneously correlated with CD4+ memory T cells and AR, of which 14 were positively and 35 were negatively correlated with AR (Figure 3A). On the other hand, Cox regression analysis screened 50 metabolism pathways significantly associated with OS of GC (Figure 3B), of which 43 were associated with favorable outcomes and 7 with unfavorable OS. To study the metabolism pathways associated with both AR and prognosis, we intersected the four conditions that were positively or negatively associated with AR and prognosis. The Venn diagram showed that there were 12 pathways positively associated with both AR and favorable prognosis, and 3 pathways including retinoic acid metabolism pathway were negatively associated with AR and exhibited poor prognosis (Figure 3C).




Figure 3 | (A) Pearson correlation test screened 49 metabolism pathways associated with resting CD4+ memory T cells, activated CD4+ memory T cells and AR. (B) Screening of 50 metabolism pathways with prognostic relevance using testing cohort. (C) Venn diagrams showed that 3 metabolism pathways were negatively associated with AR and had a poor prognosis, and 12 metabolism pathways were positively associated with AR and had a good prognosis. (D) The change curve of penalty term. (E) The path change chart of the regression coefficient. (F) 43 metabolism-related genes were screened for use in constructing the model, and the forest plot shows the hazard ratio of the genes. (G) Correlations between 43 genes and the metabolism pathways that interact with each other. (H) PPI network of the 43 genes in the model, the higher the number of connected nodes, the deeper the color of the nodes.



Correlation analysis between AR and 303 genes derived from the 15 pathways was additionally performed to identify AR-related metabolism genes. A total of 216 ARMGs were subjected to lasso regression analysis to screen genes for construction of ARMG risk model. And 43 genes with 18 risk factors and 25 protective molecules were finally identified (Figures 3D–F). All the 43 ARMGs had significant interactions with at least one other gene (Figure 3G). A PPI network diagram of their interactions was presented in Figure 3H. In addition, these 43 genes had significant expression differences between normal and tumor samples in the TCGA-STAD dataset (Figure S1A) and showed varying levels of CNV gain and loss (Figure S1B). The chromosomal loci and the tumor mutation load of these genes were shown in Figures S1C, D.





Validation of the predictive power of ARMG risk model

To verify the predictive validity and associated characteristics of the ARMG risk model, we calculated the ARMG risk score according to the formula and divided GC patients into high- and low-risk groups in the training cohort. The results showed that patients with high risk scores had significantly worse OS than those with low risk scores (P<0.001, Figure 4A), with a significantly increased risk of death (Figures 4B–D). Using PCA analysis, we observed a distinct clustering of patients based on their risk scores (Figure 4E). In addition, ROC curves showed (Figure 4F) that the risk score might be superior to other clinical characteristics (Age, gender and stage) to predict clinical outcomes (AUC=0. 704), which was also verified by the DCA curve (Figure 4G). The risk scores also differed in patients with different clinical characteristics, with younger and advanced stage patients exhibited higher risk scores (Figure S2A, C). For clinical application, we set up a nomogram by combining risk score with age, gender, and stage (Figure 4H) to assess 1-, 3-, and 5-year survival for individual patients. The risk score was proved to be an independent prognostic factor (Figures 4I, J). Besides, the sankey diagram demonstrated the correlation between activated CD4+ memory T cells, resting CD4+ memory T cells, AR and risk score with clinical characteristics and outcomes. It showed that GC patients with lower AR levels tended to be classified in the high-risk group with advanced stage and high risk of death (Figure 4K).




Figure 4 | (A) Kaplan-Meier plots of overall survival between high- and low-risk groups in the testing group by the log-rank test. (B–D) The distribution of risk scores, the survival status of patients, and the expression level in screening single gene. (E) PCA plot of the risk scores. (F) ROC curve analysis of the independent prognostic factors. (G) DCA of the risk score. (H) Nomogram of GC patient OS combining the risk score and the clinicopathological variables. (I, J) Independent prognostic analysis of the model showed that risk score was an independent predictor. (J) Sankey diagram showing correlation of two CD4T cells, AR, risk score, clinical grade, and prognosis. (K) Risk scores were validated in the external dataset GSE15459, and low-risk OS was better than high-risk patients. (L) Risk scores were validated in the IMvigore210 database, and low-risk OS was better than high-risk patients. (M) Percentage of predicted immunotherapy responses within different risk groups in the IMvigore210 database. (N, O) Differences in risk scores between patients who respond and those who do not respond to immunotherapy.



The association of the ARMG risk score and survival outcomes was further supported with the external cohorts (GSE15459 and IMvigor210). Each patient’s risk score was calculated according to the same formula. Based on the optimum cut-off values, patients were separated into high- and low-risk groups. In both cohorts, K-M survival curves revealed a significant OS difference across the two groups. Results indicated that the high-risk group experienced significantly worse outcomes than the low-risk group (Figures 4L, M). The IMvigor210 cohort also revealed that the high-risk group exhibited a relatively higher proportion of non-responders to immunotherapy compared to the low-risk group (Figure 4N). While the risk scores in immunotherapy-responsive patients were lower than non-responders with borderline significance (Figure 4O).

These findings collectively suggested that risk scores computed through the risk model containing 43 genes hold a strong prognostic value and effectively stratified GC patients into high- and low-risk groups. Compared to other clinical features, this model also exhibited more reliable predictive validity in terms of monitoring patients’ survival and guiding subsequent treatment decisions.





Predicting response to immunotherapy and chemotherapy with the ARMG risk model

To fully clarify the differences between the immunotherapy responses of patients in different risk groups, we investigated the distinctions of TIDE and IPS score between the high- and low-risk groups. The TIDE score (Figure 5A) and the immune dysfunction score (Figure 5B) were at critical values between the high- and low-risk groups. But to the immune exclusion score, there was significant difference between the two groups (Figure 5C). In all these scores above, the high-risk group scored higher than the low-risk group. The non-responders to immunotherapy had higher ARMG risk scores than responders, which was consistent with the result predicted from IMvigor210 cohort (Figure 5D). It could be seen through the IPS score that there was a difference between the high- and low-risk groups in response to immune checkpoint therapy in PD-1 positive patients, regardless of CTLA4 negative or positive (Figures 5E–H). Similarly, the high-risk group had higher IPS scores. This reflected that the risk score model could predict not only the prognosis of GC patients, but also their immune response and guide the choice of regimen for immune checkpoint therapy.




Figure 5 | (A) Differences in TIDE scores between high- and low-risk groups. (B) Differences in immune dysfunction scores between high- and low-risk groups. (C) Differences in immune function rejection scores between high- and low-risk groups. (D) Differences in risk scores between immunotherapy responders and non-responders. (E–H) Difference in IPS score between high and low risk groups. (I–P) Differences between IC50 of chemotherapy drugs between high and low risk groups.



Similarly, we also applied CGP and Cellminer databases to predict chemotherapy sensitivity between different risk groups. Axitinib, imatinib, and lapatinib had significantly higher IC50 values in the low-risk group (Figures 5I–K), while cisplatin and docetaxel did not differ significantly (Figures 5L, M). Camptothecin, doxorubicin, paclitaxel had significantly higher IC50 values in the high-risk group (Figures 5N–P). And the analysis of risk-chemotherapy drug correlation in the Cellminer database revealed that the effects of most chemotherapeutic drugs were negatively correlated with risk scores, while zoledronate and Irofulven were positively correlated with risk scores (Figure S3).





Genomic, immune and functional landscape of GC patients with different ARMG risk scores

Comparing the frequency of mutations in the high- and low-risk groups, we found that the low-risk group had a higher frequency of mutations for the majority of genes than the high-risk group did (Figure 6A). In addition, TMB differed significantly between the high- and low-risk groups, with the low-risk group owning a significantly higher TMB than the high-risk group (Figure 6B). The spearman correlation test also revealed a significantly negative correlation between TMB and risk scores (Figure 6C). We further investigated the possible differences in survival between patients with high and low TMB. OS considerably outperformed low TMB group in the high TMB group (Figure 6D). Combining TMB and risk score analysis (Figure 6E) revealed that patients with high TMB and low risk scores had the best OS while those with low TMB and high risk scores had the worst OS.




Figure 6 | (A) Waterfall plot showing the TMB landscape for high- and low-risk groups. (B) TMB differences between high and low risk groups. (C) Risk score is negatively correlated with TMB. (D) OS differences between high- and low-TMB groups. (E) OS differences between the four groups (high-TMB+low-risk, high-TMB+high-risk, low-TMB+low-risk, and low-TMB+high-risk). (F) Risk scores were positively correlated with stroma scores. (G) Risk scores were negatively correlated with immune scores. (H) Risk scores were positively correlated with estimate scores. (I) Immune cell infiltration was calculated between high- and low-risk groups by seven algorithms. (J) KEGG analysis of the ARMG model. (K) GO analysis of the ARMG model.



The model also differed in their correlation with tumor stemness, with no significant correlation with DNAss (Figure S4A) but a significant negative correlation with RNAss (Figure S4B). To investigate the variations in the immunological microenvironment between various risk categories, we found that stroma score and estimate score were both positively correlated with the risk scores, while immune score negatively correlated with the risk scores (Figures 6F–H). There was also a varying degree of variation in risk scores between different tumor immune subtypes (Figure S4C), as well as between different immune cells (Figure S4D) and immune functions (Figure S4E). We also analyzed risk scores and the 43 genes that comprise the model in relation to immune checkpoints (Figure S4F), m6A-related genes (Figure S4G), and cuproptosis-related genes (Figure S4H). These genes were closely associated with all of the above genes to varying degrees.

We used seven algorithms to analyze immune cell infiltration between high- and low-risk groups and found that levels of activated CD4+ memory T cells were higher in the low-risk group, while levels of resting CD4+ memory T cells was higher in the high-risk group (Figure 6I). GO and KEGG analyses (Figures 6J, K) of the main enriched pathways and functions of the model revealed that pathways were enriched in the WNT signaling pathway, basal cell carcinoma and myocardial disease signaling pathways.





Pan-cancer analysis of ARMG risk model

In order to assess the overall efficacy of the model in pan-cancer, pan-cancer cohort from TCGA was enrolled and analyzed. The levels of the model were firstly evaluated and found to be varied across different cancer types (Figure 7A). The model’s prognostic predictive ability was assessed for each cancer type using Cox regression analysis, specifically for OS (Figure 7B), DFS (Figure 7C), and PFS (Figure 7D). The risk model consistently provided predictive viability for three clinical outcomes in ACC, KICH, KIRC, KIRP, LGG, PAAD, STAD, and UCEC. Additionally, K-M curve analysis of OS showed significant differences in 20 types of cancers. Notably, the low-risk group had better OS compared to the high-risk group in most types of cancers except for DLBC, KICH, OV, and UCS (Figure S5).




Figure 7 | (A) Expression of the ARMG model in pan-cancer. (B) Hazard ratio of the ARMG model for OS in pan-cancer. (C) Hazard ratio of the ARMG model for DFS in pan-cancer. (D) Hazard ratio of the ARMG model for PFS in pan-cancer. (E) Differences in risk scores between clinical grades in pan-cancer. (F) Differences in risk scores between treatment outcomes in pan-cancer. *p<0.05, **p<0.01, ***p<0.001.



Correlation analysis between clinical stages and risk score revealed a positive relationship in BLCA, BRCA, KIRP, SKCM, TGCT, and THCA (Figure 7E). Treatment response analysis (Figure 7F) demonstrated the predictive validity of risk score in ACC, KICH, KIRP, PAAD, and PRAD. In these cancers, higher risk scores were associated with poorer treatment response (PD+SD) compared to the group with an objective response (PR+CR). Additionally, ARMG risk scores varied depending on the patient’s gender and age in some cancer types (Figures S6A, B).

In addition, we analyzed the correlation of the model with TMB (Figure 8A), MSI (Figure 8B), and neoantigens (Figure 8C) in pan-cancer. Risk score showed the strongest negative correlation with TMB, MSI and neoantigens in UCEC, the strongest positive correlation with TMB in KIRC, with MSI-H in DLBC, and with neoantigens in THCA. Meanwhile, in STAD, both TMB and MSI-H showed significant negative correlation with risk score.




Figure 8 | (A) Distribution of correlation coefficients between risk scores and TMB in pan-cancer. (B) Distribution of correlation coefficients between risk scores and MSI in pan-cancer. (C) Distribution of correlation coefficients between risk scores and neoantigen in pan-cancer. (D) Distribution of the correlation between immune cells, AR and risk scores in pan-cancer. (E) Distribution of 15 metabolism pathways correlated with risk scores in pan-cancer. (F) Distribution of 14 cell death-related pathways correlated with risk scores in pan-cancer. (G) Distribution of correlation between risk scores and immune checkpoints in pan-cancer. (H) Distribution of correlation between risk scores and cancer-related pathways in pan-cancer.



We further investigated the correlation between risk score and immune cell infiltration of each cancer type. In BRCA, KIRC, KIRP, and STAD, both resting and activated CD4+ memory T cells were significantly associated with risk scores. Consistent with our previous inferences, risk scores in STAD were positively correlated with resting CD4+ memory T cells, and negatively correlated with AR and activated CD4+ memory T cells. What’s interesting is that in KIRP, this phenomenon is exactly the opposite of that in STAD (Figure 8D).

The correlation between the risk score and metabolism pathways showed that retinoic acid metabolism is positively correlated with the model in most cancer types (Figure 8E). Therefore, we chose this pathway for experimental validation. Furthermore, we analyzed the correlation between the model and 14 cell death patterns (Figure 8F). We found that risk score was significantly associated with different types of cell death in multiple cancer types, demonstrating that risk score can influence tumor prognosis by regulating cell death. Notably, in STAD, the risk score was inversely associated with most types of cell death. The ARMG risk score showed significantly positive relation with immunoinhibitors TGFB1 and VTCN1, and was negatively related with immunostimulators CD27, CD28, CD40LG, CD80, ENTPD1 and ICOS in pan-cancer (Figure 8G). Correlational analysis with hallmark pathways revealed a positive association between the risk score and pro-tumorigenic pathways that promote cancer development and progression, including angiogenesis, epithelial-mesenchymal transition, glycolysis, and hypoxia pathways, as depicted in Figure 8H.





Effect of all-trans retinoic acid on the transition of CD4+ memory T cells

Given the pervasively positive correlation with risk scores across different cancer types, we elected to investigate the effect of the retinoic acid metabolism pathway on transition of CD4+ memory T cells. After addition of ATRA to enhance retinoic acid metabolism, there was no statistical difference in the number of resting CD4+ memory T cells compared to those in NC group of GC patients. But an upward trend of resting CD4+ memory T cells could be assessed in five cases. On the other hand, both activated CD4+ memory T cells and AR were significantly inhibited in the presence of ATRA. This indicated that the conversion of resting CD4+ memory T cells to activated CD4+ memory T cells was significantly suppressed after retinoic acid metabolism pathway enhancement, thus leading to a decreased AR in GC (Figure 9A). However, in contrast to the GC patients, in the healthy individuals cohort, both resting and activated CD4+ memory T cells increased after the addition of ATRA, and the percentage of increase was dominated by the activated CD4 memory T cells, which led to an increase in AR (Figure 9B).




Figure 9 | Flow cytometry for detecting the number and proportion of CD4+ memory T cells and AR in peripheral blood of GC patients (n=6) with advanced stages (A) and healthy individuals [n=6; (B)] after co-culture with ATRA.








Discussion

GC is a fatal disease with high heterogeneity in molecule and phenotype, and it has a very special tumor microenvironment, which is highly appropriate to promote tumor progression and metastasis (28, 29). Consequently, there is an imperative need to develop novel strategies to improve the survival rate of GC patients (30). Immunotherapy has emerged as a promising approach for various cancers, including GC (31). However, as our understanding of GC immunogenomics deepens, we have gained insights into the extensive heterogeneity of this disease. This highlights the necessity for effective tools to identify new predictive biomarkers and enable personalized therapy (32). Distribution of immune cell subpopulations has been shown to predict tumor behavior (33), as well as to influence treatment response (34). Therefore, we hope to find predictive biomarkers by studying the characteristics of immune cell infiltration in GC.

In the current study, we investigated the correlation between immune infiltration and prognosis of GC patients using gene expression profiles from the TCGA and GEO databases. We discovered that prognosis was significantly associated with activated CD4+ memory T cells: more infiltration of activated CD4+ memory T cells predicted better prognosis. In contrast, resting CD4+ memory T cells infiltration had the opposite prognostic effect, and the levels of these two cell types exhibited a negative correlation. This suggested the potential interconversion between resting and activated CD4+ memory T cells. The promotion of this conversion, leading to an increased AR, was linked to improved patient outcomes. The similar results could be found in the previous study which demonstrated that high abundance of CD4+ memory T cells was associated with better survival in GC patients (35).

CD4+ memory T cells are a subset of antigen-specific CD4+ T cells that persist after the primary T cells response’s expansion, constriction, and memory phases (36–38). It has emerged as a prognostic factor in various cancers, including kidney cancer (39), lung cancer (40), pancreatic cancer (41) and breast cancer (42, 43). Heightened memory after secondary antigen stimulation, CD4+ T cells multiply and develop into specialized CD4+ T cells subsets that are specific to pathogens (44, 45). For example, infiltration of activated CD4+ memory T cells was noticeably higher in colorectal cancer tissues compared to normal tissues (46). As one of hallmarks of cancer, metabolic reprogramming plays a crucial role in supporting the sustained growth of long-lived memory T cells after immune response stimulation (47). Glucose metabolism was reported to facilitate the proliferation, differentiation and function of activated T cells (48). Additionally, the activation and maintenance of homeostasis of CD4+ memory T cells are also dependent on glucose uptake and glycolysis (49). The involvement of glucose metabolism are also critical for the production of CD4+ memory T cells (50). Given these insights, we assumed that metabolic reprogramming might influence the prognosis of GC patients by affecting the transition of different states of CD4+ memory T cells.

We then screened 15 metabolism pathways (including the retinoic acid metabolism pathway) that were associated with both AR and prognosis to establish an ARMG risk model. We further validated the model and demonstrated that the model was independent, stable, and plausible for prognosis prediction of GC. This inference was also confirmed in the external dataset. Moreover, the model provided a means to predict the response to immunotherapy and the sensitivity to chemotherapeutic agents in GC patients, facilitating the screening of chemotherapeutic agents and determining the need for immunotherapy, which is widely used in clinical applications.

The TMB landscape of patients with different risk scores can be used for a more thoroughly clinical risk stratification of patients. Existing research has consistently shown that patients with higher TMB tend to have a more favorable prognosis (51). Our findings align with previous research, revealing that the low-risk group, characterized by lower ARMG risk scores, exhibited higher TMB. Within this low-risk group, we observed higher mutation rates in MUC16 and TTN compared to the high-risk group. Previous reports indicated that MUC16 and TTN mutations could predict high TMB level and were correlated with favorable prognosis in pan-cancer, including GC. Meanwhile, TTN mutation was associated with better response to immune checkpoint blockage in solid tumors (52, 53). Collectively, these findings provide insights into the improved prognosis observed in GC patients with low risk scores, shedding light on the potential role of TMB and specific gene mutations in patient outcomes.

Our model also owned good predictive validity in pan-cancer. However, it’s noteworthy that in a few cancer types, high risk scores were unexpectedly associated with better prognosis. This intriguing observation can be attributed to the inherent heterogeneity among different tumor types, each characterized by unique immune microenvironments and mechanisms of action. We therefore explored the different degrees of correlation between risk scores and the presence of immune cells in pan-cancer. And the 15 metabolism pathways we screened were correlated inextricably with risk scores in pan-cancer. Among them, the retinoic acid metabolism pathway was positively correlated with the model indicating that the role between this pathway and the model is consistent and stable in most cancer types. This also predicted that enhanced metabolism of retinoic acid could lead to reduced AR. Thus, to verify the role of retinoic acid metabolism pathway on AR, we conducted in vitro experiments using flow cytometry to detect different states of CD4+ memory T cells in presence of ATRA. The results were consistent with our hypothesis, as addiction of ATRA led to a decrease in both activated CD4+ memory T cells and AR. In the healthy individuals cohort, the addition of ATRA caused the AR to show the opposite trend, which may be due to the difference between the immune microenvironment in normal subjects and that in GC patients, which precisely indicateed that our prediction model presented specificity in GC patients. As to why this phenomenon is presented in the healthy individuals cohort and how it behaves in other cancer types, further studies are still needed.

Vitamin-like A is a retinol derivative that is necessary for epithelial differentiation and healthy embryonic development (54). ATRA, a biologically active metabolite of vitamin-like A, has shown significant promise in various malignancies, including epithelial carcinoma, precancerous lesions, and acute promyelocytic leukemia (APL) (55). The compound has been used in chemoprevention and differentiation therapy for several cancers, and has shown good efficacy in combination with pembrolizumab for metastatic melanoma (56). However, in GC, from the perspective of immune modulation, ATRA was shown to reduce the capacity of T cells to kill cancer cells by upregulating the expression of PD-L1, reducing the anticancer effects of PD-L1 antibodies, and reducing T cells activation in vivo (57), which is different from the effects of ATRA reported in other types of cancer (58). In our study, we further demonstrated that the retinoic acid metabolism pathway was negatively correlated with AR and that enrichment of the pathway leaded to downregulation of AR, which in turn might cause malignant progression of GC as well as poor prognosis. Though the mechanism of AR inhibition by ATRA is not yet clear, we could reasonably infer that inhibition of the retinoic acid metabolism pathway could effectively improve the prognosis of patients with advanced GC. Future research will likely focus on the development of retinoic acid inhibitors as potential therapeutic agents in GC. In addition, the use of ATRA in combination with chemotherapeutic agents or immune checkpoint inhibitors for the treatment of malignant tumors has been clinically tested in many cancer types, but the applicability of this study to GC patients may also provide a reference.

It was known that cells maintain their physiological homeostasis in a normal or stress-challenged (injury or infection, etc.) state through different cell death pathways. Both programmed and non-programmed cell death are involved in this process, suppressing or promoting tumors, partly depending on changes in the TME (59). Our study found that the model was richly associated with cell death pathways in most cancer species. In GC, most types of cell death were negatively correlated with the risk score. This demonstrated that increased AR could act as a cancer suppressor and improve prognosis by activating cell death, which might be focus for future research. In addition, the different associations between immune checkpoints and risk scores contribute to the different predictive effects of AR on prognosis in pan-cancer. Immune cells, immune checkpoints and metabolism pathways interact with each other through different pathways to have a comprehensive effect on cancer, resulting in different prognostic effects.

However, there are still some limitations in this study. Firstly, our analysis data came from public databases and lacked detailed treatment information. Secondly, multiple metabolism pathways were involved in the model, among which only retinoic acid metabolism pathway was validated with clinical samples. Further validation of other metabolism pathways and their roles in other types of cancer should be conducted in the future. Finally, the sample size of the experiment is small, and we will consider increasing the sample size and apply more experimental methods for further validation.





Conclusions

We performed an in-depth bioinformatics analysis of the role of CD4+ memory T cells in GC and the mechanisms by which metabolic reprogramming affects the states of CD4+ memory T cells. Metabolism pathways associated with AR were screened after integrating prognostic information, and a predictive model was constructed using these associated genes. The ARMG risk model could consistently and independently predict prognosis in GC patients, with better prognosis in the low-risk group. The prognostic value of the model was validated in an external dataset. In addition, the retinoic acid metabolism pathway, which is relevant in most types of cancer, was screened for validation in the ensuing pan-cancer analysis, and these results provided new insights into GC evolution and the development of immunotherapy.
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Purpose

With the advancement in early diagnosis and treatment, the prognosis for individuals diagnosed with breast cancer (BC) has improved significantly. The prognosis of primary breast cancer (PBC) survivors can be significantly influenced by the occurrence of colorectal cancer (CRC) as a secondary primary cancer (SPC). The objective of this study is to explore the possible genetic association between PBC and CRC, aiming to lay a groundwork for the development of preventive strategies against SPC-CRC following BC surgery.





Methods

We employed a bidirectional two-sample Mendelian randomization (MR) approach to thoroughly examine genetic instrumental variables (IVs) derived from genome-wide association studies (GWAS) conducted on PBC and CRC. And applied inverse variance weighted (IVW) and multiple other MR methods (weighted median, simple median, MR-PRESSO and MR-RAPS) to evaluate the association between the two cancers (PBC and CRC) at genetic level. Furthermore, the robustness of the findings was further confirmed through the utilization of the genetic risk score (GRS) method in a secondary analysis.





Results

Forward MR analysis, a total of 179 BC genetic IVs, 25 estrogen receptor-negative (ER-) genetic IVs and 135 ER-positive (ER+) genetic IVs were screened. Reverse MR analysis, 179 genetic IVs of CRC, 25 genetic IVs of colon cancer, 135 genetic IVs of rectal cancer, 25 genetic IVs of left colon cancer and 135 genetic IVs of right colon cancer were screened. IVW and other MR methods found no significant genetic association between PBC and CRC (P > 0.05). Subgroup analysis also showed that ER- BC and ER+ BC were not correlated with the occurrence of CRC (P > 0.05). The findings of the secondary analysis using GRS were consistent with those obtained from the primary analysis, thereby confirming the robustness and reliability of this study.





Conclusions

Our findings do not provide any evidence supporting the association between PBC and CRC at the genetic level. Further large-scale prospective studies are warranted to replicate our findings.





Keywords: colorectal cancer, breast cancer, GWAS, Mendelian randomization, GRS




1 Introduction

In 2020, breast cancer (BC) became the most prevalent form of cancer globally, with 226,419 new cases and 684,996 deaths. It ranked first in terms of both incidence and mortality (1). Fortunately, due to advancements in early detection and treatment, the 5-year survival rate for BC is about 89% as reported by the Surveillance, Epidemiology, and End Results (SEER) Program (2). However, as the survival time of BC patients prolongs, the incidence of second primary cancers (SPCs) increases, making BC a significant risk factor for SPC development (3–5). Based on the data provided by the American Cancer Society, a significant number of individuals in the United States have successfully overcome BC, emphasizing the importance of conducting screenings for secondary primary cancers (SPCs). Among these SPCs, it is crucial to prioritize regular examinations for prevalent types like colorectal cancer (CRC) to ensure the ongoing well-being of this extensive group of patients.

CRC impacts approximately 150,000 individuals annually within the United States and stands as the second most prevalent cause of cancer-related fatalities, resulting in the loss of 50,000 lives each year (6). Previous studies have indicated that BC survivors have a standardized incidence ratio (SIR) for CRC as high as 1.59. Moreover, individuals with BRCA mutations may experience a nearly five-fold increase in CRC risk. These findings indicate the necessity for earlier or more frequent CRC screening subsequent to BC surgery (7–10). Besides, existing observational studies suggest a possible link between BC and CRC, which is one of the primary forms of SPC. However, due to inherent limitations in such studies like confounding factors, the precise genetic-level connection between BC and CRC remains uncertain (11–16).

Mendelian randomization (MR) is a commonly employed method in genetic epidemiology for inferring causality (17). In recent years, as MR research methods have advanced, they have become a preferred approach for inferring genetic-level associations between two complex diseases, allowing for a better understanding of their pathogenesis. In 2021, Li et al. conducted a comprehensive investigation of the correlation between Parkinson’s disease and rheumatoid arthritis by performing two-sample MR analysis based on a large sample genome-wide association study (GWAS) (18). In 2023, Chen et al. employed two-sample MR to examine the association between Inflammatory bowel disease and prostate cancer. This study does not support a causal association of Inflammatory bowel disease and prostate cancer (19). In our research, our objective is to employ PBC and CRC GWAS data to investigate the genetic-level association between the two diseases using a two-sample MR analysis. This investigation will serve as a foundation for the development of clinical prevention strategies for subsequent CRC after BC.




2 Materials and methods



2.1 Sources of data

The instrumental variables (IVs) that associated with PBC were obtained from the largest GWAS conducted to date. This study, published by Kyriaki et al. in 2017, consisted of a large sample size, including 122,977 BC cases and 105,974 controls (20). Regarding the reverse analysis, we employed genetic IVs associated with CRC, which were derived from two recent meta-analyses of GWAS specifically focusing on CRC risk (21). The PBC and CRC GWAS summary statistics were obtained from GeneATLAS (http://geneatlas.roslin.ed.ac.uk/). Gene ATLAS is a comprehensive database that contains associations between hundreds of traits and millions of variants, which have been identified using the UK Biobank cohort. The study exclusively recruited participants of European ancestry.




2.2 Selection of IVs

The MR analysis aims to assess the impact of a predictor on an outcome. To ensure the validity of IVs, the fulfillment of three assumptions is necessary: (a) the independence of the IVs from the outcome should be taken into account when evaluating the exposure, which is restriction; (b) the correlation between the IVs and the exposure is necessary, which is commonly referred to as the “relevance” assumption; and (c) the independence of the IVs from any potential confounding factors, whether observed or unobserved, should be ensured (referred to as the assumption of “exchangeability”) (22, 23). Therefore, genetic IVs for overall BC, ER- BC, ER+ BC, overall CRC, colon cancer, rectal cancer, left CRC and right CRC were constructed according to the following criteria (24, 25): (a) LD, linkage disequilibrium among IVs is measured using the r2 statistic, with a threshold of less than 0.001 within a window size of 500 kb (Genetic variants in close genomic regions have a tendency to co-inherit, which is referred to as LD. When the presence of LD is observed alongside genetic variants, the information provided by each variant does not exist in isolation from one another. Consequently, when these genetic variants are interrelated as IVs, the estimation of effects can become biased); (b) P < 5 × 10−8 (In the GWAS study, this criterion demonstrated a significant correlation between single-nucleotide polymorphisms (SNPs) and the disease); (c) nonpalindromic SNPs (Palindromic sequences refer to DNA strands where the order of bases in SNPs is identical in both the forward and reverse directions. In situations where the gene responsible for the outcome effect has a low frequency, it becomes challenging to determine whether the sequence is in the forward or reverse orientation); (d) minor allele frequency (MAF) > 0.01 (The prevalence of mutations within the population is observed to be greater than 1%); (e) exclusion of IVs linked to confounding factors was performed through the utilization of PhenoScanner (In the process of conducting MR analysis, it is essential to address any potential confounding factors that may lead to associations between IVs and the outcome. This step is crucial in order to enhance the reliability and validity of research findings).




2.3 MR analyses

The primary analyses were performed utilizing the inverse variance weighted (IVW) method. The IVW approach, which is widely adopted and considered the predominant method for MR analysis, employs a meta-analysis method to combine ratio estimates of SNPs in an inverse variance weighted manner (26–28). The IVW methodology encompasses both the random-effects IVW and the fixed-effects IVW method. In cases where heterogeneity is observed in the MR analysis, we will utilize the random-effects IVW method, as it demonstrates reduced susceptibility to biases arising from weaker SNP-exposure associations (29). Furthermore, the simple median, weighted median, MR-RAPS, MR-PRESSO, and MR-Egger methods are employed to assess the genetic-level associations between BC and CRC. The simple median and weighted median approaches are utilized in this study, as they possess a high tolerance for pleiotropic IVs. The primary distinction between these two approaches pertains to the handling of estimated medians (The weighted median method incorporates distinct weights for each value, whereas the simple median method assigns uniform weightage to all values) (29, 30). The MR-RAPS approach, incorporating a Huber loss function, is capable of effectively capturing the random-effects distribution of pleiotropic effects. This approach is highly advised as a valuable technique for performing routine MR analysis, especially in scenarios involving intricate characteristics that encompass both the variables of exposure and outcome (31). The MR-PRESSO approach is employed in this study, assuming that a minimum of 50% of the genetic variants serve as valid IVs. This method takes into account both horizontal pleiotropy and the Instrument Strength Independent of Direct Effect (InSIDE) assumption. In addition to identifying genetic IVs that deviate from the norm, the MR-PRESSO technique provides revised estimates by eliminating these exceptional cases (32). The MR-Egger regression method involves conducting a linear regression analysis with weighted coefficients for the outcome and exposure variables, is capable of identifying certain deviations from the standard IVs assumptions. Furthermore, it offers a non-violation-prone estimation of the effect (33).




2.4 Genetic risk scores

In order to corroborate the aforementioned MR findings, a secondary analysis was conducted utilizing the GRS approach. The analyses were carried out employing R software (version 3.5.3) and the “gtx” R package (windows version 0.0.8). Specifically, the GRS function within the grs.summary module was utilized, which utilized summarized data from single SNP associations derived from GWAS results. This technique is akin to an additive GRS regression method (34). For uncorrelated SNPs, the causal estimate α value can be estimated by , and the standard error seα can be estimated by . In this context, ω represents the estimated effects on the intermediate trait or biomarker, while β values indicate the estimated effects on the response variable or outcome, accompanied by standard errors (seβ) (34, 35).




2.5 Horizontal pleiotropy and heterogeneity test

To estimate pleiotropy, the MR-Egger regression technique was employed, while heterogeneity was assessed using Cochran’s Q test. To rule out the occurrence of horizontal pleiotropy, we verified that the P value of the MR-Egger intercept was above 0.05. If the P value of Cochran’s Q test was less than 0.05, we employed a multiplicative random-effects model for IVW as our final results; otherwise, a fixed-effects model was used (35). The F statistic is utilized to assess the strength of the association between the SNP and the exposures (36). If the F statistic is greater than 10, it indicates the absence of weak IVs.

A comprehensive statistical analysis was performed, and the level of statistical significance was established at P < 0.05. The analyses were conducted using R version 4.3.0 along with the utilization packages such as “MendelianRandomization”, “TwosampleMR”, “RAPS”, and “PRESSO” (37).





3 Results



3.1 MR analysis results of BC to CRC (forward MR)



3.1.1 Screen and validation of IVs

In BC to CRC MR analysis, 20,989 overall BC, 13,537 ER+ BC, and 1,520 ER- BC IVs reached significant differences in the GWAS study (P < 5×10-8). Following LD pruning and quality control measures (a: r2 measure of LD among IVs was found to be less than 0.001 within a 500-kb window; b: nonpalindromic single-nucleotide polymorphism; c: MAF > 0.01; c: Available in outcome summary data), 211 IVs were included as proxies of overall BC. 154 IVs were included as proxies of ER+ BC and 30 IVs were included as proxies of ER- BC. Then, we utilized the PhenoScanner database to eliminate potential confounding factors and successfully discovered 179 genetic IVs for overall BC, 135 IVs specifically associated with ER+ BC, and 25 IVs specifically linked to ER- BC. Details of genetic IVs selection were presented in Figure 1 and basic characteristics along with summary effect estimates of included IVs on BC are presented in the Supplementary Table S1.




Figure 1 | Flow chart of genetic variables screening. BC, breast cancer; CRC, colorectal cancer; MAF, minor allele frequency; ER-, estrogen receptor-negative; ER+, estrogen receptor-positive.






3.1.2 Overall BC to CRC

Our study used IVW as the primary analytical method to assess the relationship between BC and CRC. The IVW method provided no genetic relationship between overall BC and CRC (colon cancer: OR = 1.0002, 95% CI: 0.9998-1.0006, P = 0.36; rectal cancer: OR = 0.9999, 95% CI = 0.9996-1.0002, P = 0.42; Table 1; Figure 2A, 3A, B). Similar results were observed by using the other different MR methods (weighted median, simple median, MR-RAPS and MR-PRESSO), indicating the lack of genetic association between overall BC and CRC (Table 1).


Table 1 | Summarised results of Mendelian randomization study on BC to CRC.






Figure 2 | Forest plot of our Two-Sample Mendelian Randomization study based on the IVW method. (A) Mendelian randomization estimates of genetically predicted BC (overall BC, ER- BC and ER+ BC) on colon and rectal cancer risk (Forward MR analysis). (B) Mendelian randomization estimates of genetically predicted CRC (overall CRC, colon cancer, rectal cancer, left CRC and right CRC) on BC risk (Reverse MR analysis). BC, breast cancer; CRC, colorectal cancer; MAF, minor allele frequency; ER-, estrogen receptor-negative; ER+, estrogen receptor-positive; IVW, inverse variance weighted.






Figure 3 | The scatterplots represents genetic instrument variables (IVs) association between BC and CRC (Forward MR analysis). (A, B) Plots of the effect size of each single nucleotide polymorphism (SNP) of overall BC on colon cancer (A) and rectal cancer (B) risk. (C, D) Plots of the effect size of each SNP of ER- BC on colon cancer (C) and rectal cancer (D) risk. (E, F) Plots of the effect size of each SNP of ER+ BC on colon cancer (E) and rectal cancer (F) risk. BC, breast cancer; CRC, colorectal cancer; ER-, estrogen receptor-negative; ER+, estrogen receptor-positive.



About stratified analysis, the IVW method indicate that no association was found between genetic predisposition to ER- BC and CRC (colon cancer: OR= 1.0004, 95% CI = 0.9997-1.0012, P = 0.26; rectal cancer: OR = 0.9997, 95% CI = 0.9990-1.0003, P = 0.29; Table 1; Figure 2A, 3C, D). Similarly, no genetic relationship was found between ER+ BC and CRC (colon cancer: OR = 1.0002, 95% CI = 0.9998-1.0006, P = 0.38; rectal cancer: OR = 1.00004, 95%CI = 0.9998-1.0003, P = 0.74; Table 1; Figure 2A, 3E, F). Similar results were observed by using the other different MR methods (weighted median, simple median, MR-RAPS and MR-PRESSO), indicating the lack of genetic association between ER- or ER+ BC and CRC (Table 1).





3.2 MR analysis results of CRC to BC (reverse MR)



3.2.1 Screen and validation of IVs

To assess the effect of reverse MR analysis, 56 overall CRC, 45 colon cancer, 29 rectal cancer, 36 left CRC and 23 right CRC IVs reached significant differences in the GWAS study (5×10-8). After LD pruning and quality control measures (a: r2 measure of LD among IVs was found to be less than 0.001 within a 500-kb window; b: nonpalindromic single-nucleotide polymorphism; c: MAF > 0.01; c: Available in outcome summary data), 50 variants were included as proxies of overall CRC. 39, 25, 32 and 19 IVs were included as proxies of colon cancer, rectal cancer, left CRC and right CRC, respectively. Then, we utilized the PhenoScanner database to eliminate any potential confounding factors associated with IVs. Our analysis resulted in the identification of 47 genetic IVs for overall CRC, 37 IVs for colon cancer, 23 IVs for rectal cancer, and 29 and 18 IVs for left and right CRC respectively. Details of genetic IVs selection were presented in Figure 1 and basic characteristics along with summary effect estimates of included IVs on CRC are presented in the Supplementary Table S2.




3.2.2 Overall CRC to BC

The IVW method did not reveal any significant association between a genetic predisposition to CRC and BC (overall CRC: OR = 0.9997, 95% CI = 0.9974-1.0019, P = 0.76; colon cancer: OR = 1.0008, 95% CI = 0.9982-1.0035, P = 0.55; rectal cancer: OR = 0.9980, 95% CI = 0.9950-1.0010, P = 0.19; left CRC: OR = 0.9985, 95% CI = 0.9955-1.0017, P = 0.37; right CRC: OR = 0.9993, 95% CI = 0.9949-1.0036, P = 0.74, Table 2; Figure 2B, 4A–E).


Table 2 | Summarised results of Mendelian randomization study on CRC to BC.






Figure 4 | The scatterplots represents genetic instrument variables (IVs) association between CRC and BC (Reverse MR analysis). (A) Plots of the effect size of each single nucleotide polymorphism (SNP) of overall CRC on BC risk. (B) Plots of the effect size of each SNP of colon cancer on BC risk. (C) Plots of the effect size of each SNP of rectal cancer on BC risk. (D) Plots of the effect size of each SNP of left CRC on BC risk. (E) Plots of the effect size of each SNP of right CRC on BC risk. CRC, colorectal cancer; BC, breast cancer.







3.3 GRS analysis results



3.3.1 GRSBC to CRC

To validate the results of the above MR analysis, we further conducted a secondary MR analysis using the GRS. Consistent with the MR results of overall BC, ER- BC and ER+ BC to colon cancer and rectal cancer, the GRSBC revealed no potential association between BC and colon cancer (overall BC: OR = 1.0002, 95% CI = 0.9998-1.0006, P = 0.36; ER- BC: OR = 0.9999, 95% CI = 0.9996-1.0002, P = 0.42; ER+ BC: OR = 0.9999, 95% CI = 0.9996-1.0002, P = 0.42, Table 3) or rectal cancer (overall BC: OR = 1.0002, 95% CI = 0.9998-1.0006, P = 0.36; ER- BC: OR = 0.9999, 95% CI = 0.9996-1.0002, P = 0.42; ER+ BC: OR = 0.9999, 95% CI = 0.9996-1.0002, P = 0.42, Table 3).


Table 3 | The Effect of the GRS between BC and CRC.






3.3.2 GRSCRC to BC

In the reverse-direction, in line with the aforementioned MR findings on overall CRC, colon cancer, rectal cancer, left CRC and right CRC to BC, the GRSCRC revealed no genetic association between CRC and BC (overall CRC: OR = 0.9997, 95% CI = 0.9980-1.0013, P = 0.68; colon cancer: OR = 0.9997, 95% CI = 0.9980-1.0013, P = 0.68; rectal cancer: OR = 0.9997, 95% CI = 0.9980-1.0013, P = 0.68; left CRC: OR = 0.9997, 95% CI = 0.9980-1.0013, P = 0.68; right CRC: OR = 0.9997, 95% CI = 0.9980-1.0013, P = 0.68, Table 3).





3.4 Horizontal pleiotropy and heterogeneity test

In the analysis of CRC to BC MR, Cochrane’s Q tests revealed some degree of heterogeneity among the CRC IVs (overall CRC: P = 0.003; colon cancer: P = 0.003; rectal cancer: P = 0.003; left CRC: P = 0.003; right CRC: P = 0.003, Table 4). The presence of heterogeneity was not observed in other MR analysis. The MR-Egger regression analysis indicated the absence of horizontal pleiotropy in both the BC to CRC forward MR analysis and the CRC to BC reverse MR analysis (Table 4).


Table 4 | Heterogeneity and Horizontal pleiotropy analysis.







4 Discussion

SPC refers to the occurrence of a second primary cancer in an individual who has already been diagnosed with a primary cancer for some time. In recent years, with the progress of cancer prevention, diagnosis and treatment, a large number of early-stage cancer patients have received timely and effective treatment, and the survival period of patients after treatment has been significantly extended. In 2014, 14.5 million early-stage cancer patients in the United States have achieved long-term survival (38). Previous studies have demonstrated a significantly higher prevalence of SPC in the cancer population compared to the normal population, with an increasing trend observed over time. Moreover, it has been found that more than 19% of patients with a follow-up duration exceeding 20 years may experience SPC (38). The incidence of SPC in BC patients is approximately 5%, with a specific risk ratio of 1.59 for developing CRC compared to the general population (6). As the proportion of SPC following BC gradually increases, researchers have shown significant interest incidence, treatment, and prognosis of SPC. CRC, being one of the most prevalent and fatal types of SPC, investigating the association between PBC and CRC incidence can contribute to the identification of high-risk patients for timely screening. This would facilitate prompt implementation of effective treatments to improve rates of survival.

The cause of SPC is still unclear. Precious observational studies suggest that genetic factors, environmental factors and lifestyle habits may be related to the occurrence of SPC (39). Meanwhile, existing clinical studies have found an increased incidence of SPC-CRC after BC, these studies often overlook confounding factors, making it difficult to determine whether the relationship between BC and CRC is independent of these confounding factors. For example, previous studies have shown that factors such as smoking, alcohol consumption, and BMI increase the risk of BC and CRC occurrence (40–46). It is still a clinical issue to be explored whether there is a correlation between BC and CRC and what level of correlation exists. Hence, we conducted a thorough screening of confounding factors associated with both BC and CRC using the PhenoScanner database. After adjusting for these confounding factors, MR analysis was conducted to explore the genetic-level association between BC and CRC, while accounting for potential confounders. The present study ultimately demonstrating no significant evidence of a causal relationship at the genetic level.

According to the 2021 guidelines from the United States Preventive Services Task Force (USPSTF) (47), it is recommended that individuals between the ages of 50 and 75 undergo colorectal cancer (CRC) screening. Individuals who have a family history of CRC, as well as those who are obese, have a long history of smoking, or engage in heavy alcohol consumption, are advised to undergo regular screening. This is due to their increased susceptibility to developing CRC. Previously, our team of researchers successfully established a noteworthy genetic correlation between primary lung cancer and CRC through MR method (25). However, in this study, our research team did not find a statistically significant association between PBC and CRC using MR approach. As a result, individuals with a history of primary lung cancer but not breast cancer should undergo regular screening, which may include tests such as colonoscopy, digital rectal examination, and fecal occult blood test. It is imperative to closely monitor the incidence of SPC-CRC in order to promptly initiate early intervention and treatment measures.

This study utilizes the two-sample MR approach to investigate the possible relationship between PBC and CRC, which offers clear advantages compared to observational studies. In this study, we using the PhenoScanner database conducted a comprehensive examination of confounding factors associated with both BC and CRC. We also took steps to remove IVs that were associated to these confounding factors to minimize the potential influence of horizontal pleiotropy on the genetic IVs. Moreover, the MR-PRESSO and MR-Egger methods employed to conduct further assessments on the impact of pleiotropy in order to enhance the credibility of the findings (48, 49). In addition, we used Cochran’s Q method to test the heterogeneity of IVs. If there was no significant heterogeneity in Cochran’s Q test, unbiased association estimation was performed by IVW linear regression. If there is significant heterogeneity, the random effects IVW model is used for analysis to ensure the correctness of the analysis results (29, 50). Secondly, in addition to the application of IVW approach and various MR methods as analysis methods, GRS method is also used for secondary analysis. Thirdly, we used subgroup analysis for BC and CRC for the first time, and identified that BC and CRC were not significantly associated. Additionally, it is important to acknowledge certain limitations in our study. Firstly, it is challenging to completely eliminate the impact of potential pleiotropy in any Mendelian randomization (MR) study, which can introduce bias in the estimates of causal effects (48). Nevertheless, no evidence of pleiotropic effects was found in the MR-Egger regression analysis, and consistent findings were obtained in sensitivity analyses conducted with various robust models. Moreover, this study only focused on a specific population, and the generalizability of the findings to the entire population still needs to be confirmed. Additionally, GWAS have the potential to offer novel insights into the genetic factors implicated in the development of PBC-CRC. However, further investigations are required to elucidate the precise mechanisms underlying the pathophysiology for a more comprehensive understanding. Lastly, our conclusion lacks validation by wet laboratory experiments. Combining wet laboratory experiments or clinical data to support gene discovery will enhance the robustness of our research.

In conclusion, we do not find clear evidence that genetic correlation between PBC and CRC. In order to validate the accuracy of our findings, future research based on large-scale prospective studies will be necessary.
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Introduction

Ubiquitination is a crucial biological mechanism in humans, essential for regulating vital biological processes, and has been recognized as a promising focus for cancer therapy. Our objective in this research was to discover potential enzymes associated with ubiquitination that may serve as therapeutic targets for individuals with esophageal carcinoma (ESCA).





Methods

To identify genes linked to the prognosis of ESCA, we examined mRNA sequencing data from patients with ESCA in the TCGA database. Further investigation into the role of the candidate gene in ESCA was conducted through bioinformatic analyses. Subsequently, we carried out biological assays to assess its impact on ESCA development.





Results

Through univariate Cox regression analysis, we identified Ubiquitin Conjugating Enzyme E2 B (UBE2B) as a potential gene associated with the prognosis of ESCA. UBE2B exhibited significant upregulation and was found to be correlated with survival outcomes in ESCA as well as other cancer types. Additionally, UBE2B was observed to be involved in various biological pathways linked to the development of ESCA, including TNF-a signaling via NF-κB, epithelial-mesenchymal transition, inflammatory response, and hypoxia. Moreover, immune-related pathways like B cell activation (GO: 0042113), B cell receptor signaling pathway (GO: 0050853) and B cell mediated immunity (GO:0019724) were also involved. It was found that high expression of UBE2B was correlated with the increase of several kinds of T cells (CD8 T cells, Th1 cells) and macrophages, while effector memory T cell (Tem) and Th17 cells decreased. Furthermore, UBE2B showed potential as a prognostic biomarker for ESCA, displaying high sensitivity and specificity. Notably, proliferation and migration in ESCA cells were effectively suppressed when the expression of UBE2B was knocked down.





Conclusions

To summarize, this study has made a discovery regarding the importance of gaining new insights into the role of UBE2B in ESCA. UBE2B might be an oncogene with good ability in predicting and diagnosing ESCA. Consequently, this discovery highlights the feasibility of targeting UBE2B as a viable approach for treating patients with ESCA.





Keywords: bioinformatics, esophageal carcinoma, immune infiltration, prognostic biomarker, UBE2B




1 Introduction

Esophageal carcinoma (ESCA), which encompasses esophagus squamous cell carcinoma (ESCC) and esophageal adenocarcinoma (ESAD), ranks eighth and poses a substantial threat to the global cancer burden (1). The global burden of ESCA was reflected in the high number of diagnoses in 2018, with over 572,000 patients being newly diagnosed, representing 3.2% of all newly diagnosed cancer cases worldwide (2). In spite of the disparities in the rates of occurrence among various geographical areas and ethnic backgrounds, there is a prevailing trend that indicates a progressive escalation in the incidence of ESCA (3–5). ESCA, a multifaceted ailment with intricate variations, is distinguished by numerous alterations in polymers and structural rearrangements (6, 7). The application of sequencing data analysis in the investigation of molecular targets relevant to the prognosis or development of ESCA has shown considerable promise.

Ubiquitination, a crucial protein degradation mechanism, serves as a vital component in human physiology. It plays a pivotal role in maintaining cellular homeostasis. Disturbed ubiquitination processes have been directly linked to numerous diseases, most notably cancer (8). Indeed, various studies have demonstrated the significant role of ubiquitination/deubiquitination processes in the development and progression of ESCA, ultimately contributing to its malignancy. Thus, directing attention towards molecules linked to the process of ubiquitination/deubiquitination presents a hopeful strategy for potentially efficacious treatment of ESCA. While previous research has predominantly concentrated on the impact of ubiquitin ligase enzyme (E3)/deubiquitination enzyme on the development of esophageal squamous cell carcinoma (ESCA) due to their remarkable substrate binding specificity, it is equally crucial to recognize the significance of ubiquitin-conjugating enzyme (E2) in the progression of cancer, including ESCA (9–11).

In a study that aimed to construct a competing endogenous RNA (ceRNA) network for esophageal adenocarcinoma (ESAD), Ubiquitin Conjugating Enzyme E2 B (UBE2B) was identified as a prognostic factor that could predict patient survival outcomes, implicating UBE2B as a potential marker for prognosis in ESAD (12). Therefore, attention has been drawn towards UBE2B, which has been observed to facilitate the progression of cancer in diverse types, including rectal, nasopharyngeal, and ovarian carcinoma (13–15). Although UBE2B was found to be related to overall survival (OS) in patients with ESCA based on mRNA sequencing data from The Cancer Genome Atlas Program (TCGA), its exact function and role in ESCA still need to be determined. Further studies are required to unravel the underlying mechanisms through which UBE2B impacts the progression of ESCA and to explore its potential as a therapeutic target for the disease.

By employing Cox regression analysis, we discerned a collection of ten genes linked to the OS of individuals diagnosed with ESCA, subsequently ordered by their respective p-values. Notably, UBE2B emerged as the sole gene related to ubiquitination within this grouping. Additionally, through bioinformatics analysis, distinctions were observed between ESCA patient groups categorized by varying levels of UBE2B expression. Ultimately, experimental findings substantiated the potential role of UBE2B within ESCA cells.




2 Materials and methods



2.1 Data collection

Among the entries in the TCGA database, there were a total of 185 ESCA patients for whom clinical information was available. Nonetheless, only 174 of these patients possessed mRNA sequencing data. Consequently, this study ultimately included 163 patient samples (including one duplicated sample) and 11 control samples. Prognostic data regarding these ESCA patients were procured from a previous investigation (16). Subsequent to the download, all mRNA sequencing data underwent normalization, resulting in transcripts per million (TPM) values. Prior to analysis, these TPM values were transformed to log2(TPM+1) for further exploration.




2.2 Prognostic genes selection

To explore the association between gene expression and prognosis in patients with ESCA, the cohort was divided into two groups based on the median expression value of each gene. An exploration into the association between the expression of each gene in these groups and the prognosis of ESCA patients was conducted via univariate Cox regression analyses. Subsequently, the obtained P-values were adjusted using the Benjamini and Hochberg (BH) method for correction. Protein-coding genes were then identified from the gene list, and the top ten genes were selected as candidate genes based on their ranking of P-values and hazard ratio (HR), with the most significant genes appearing at the top of the list and the least significant ones at the bottom.




2.3 The expression and prognostic value of UBE2B in pan-cancer

We examined the expression of UBE2B in various cancer types using mRNA sequencing data obtained from the TCGA pan-cancer database. Similar to the previous method mentioned, the data underwent processing. Subsequently, the sequencing data was merged with the corresponding clinical data for each specific cancer type. The log-rank test was then employed to evaluate the prognostic significance of UBE2B in these cancer types.




2.4 Differences between UBE2B expression groups in ESCA patients

The ESCA patients were divided into two groups, namely low-expression and high-expression, according to the median value of UBE2B expression. To identify genes that exhibited differential expression between these two groups, a differential gene expression analysis was performed using the DESeq2 R package (17). The selection criteria for identifying differently expressed genes (DEGs) were set as follows: | log2 fold change | ≥ 1 and an adjusted P value (adj. P) < 0.05.

Following the identification of DEGs based on the defined criteria, Gene Ontology (GO) and Kyoto Encyclopedia of Genes and Genomes (KEGG) analyses were conducted. These analyses aimed to elucidate the underlying molecular mechanisms and functional implications of the DEGs (18, 19).

In addition to the GO and KEGG analyses, Gene Set Enrichment Analysis (GSEA) was utilized to investigate the relationship between UBE2B expression and pathways. This approach aims to identify and assess the enrichment of predefined gene sets or pathways based on their correlation with UBE2B expression levels. By employing GSEA, the potential associations between UBE2B expression and various pathways can be explored and analyzed (19, 20). The gene set used for GSEA was acquired from the MSigDB collections database, which can be found at the following link: https://www.gsea-msigdb.org/gsea/msigdb/collections.jsp. This database contains a wide range of curated gene sets, including pathways, molecular signatures, and functional annotations, which can be utilized in GSEA analyses to assess the enrichment of these gene sets in relation to UBE2B expression.

To investigate immune infiltration in two groups, Single-Sample Gene Set Enrichment Analysis (ssGSEA) was conducted. ssGSEA evaluates the enrichment of specific gene signatures in each sample based on their gene expression profiles. It assigns a relative enrichment score to each sample, reflecting the activity or abundance of specific biological pathways or cell types within the sample (21). In this study, the Spearman’s correlation test was utilized to assess the correlation between UBE2B expression and immune cell infiltration patterns in patients with ESCA (22). This analysis allows researchers to explore the potential involvement of UBE2B in regulating immune cell infiltration in ESCA and provides insights into the immunological aspects of ESCA.




2.5 The prognostic value of UBE2B in ESCA

After consolidating the clinical data and UBE2B expression levels in ESCA patients, we conducted Cox regression analyses, both univariate and multivariate. Factors with P<0.1 in the univariate Cox regression analysis were subjected into the multivariate Cox regression analysis, and factors with P<0.05 in the multivariate Cox regression analysis were finally identified as independent prognostic factors for ESCA patients. Subsequently, these independent prognostic factors were employed in the development of a nomogram. To assess the accuracy and performance of the developed prognostic signature, a validation plot was generated. Additionally, we evaluated the diagnostic ability of UBE2B in ESCA by employing the receiver operating characteristic (ROC) curve.




2.6 Cell culture and RNA interference

Two esophageal cancer cell lines, KYSE-150 and ECA-109, were cultured under specific conditions. RPMI 1640 medium was used to culture KYSE-150 cells, while ECA-109 cells were cultured in DMEM. Both media were supplemented with 10% fetal bovine serum (FBS) and penicillin/streptomycin solution (100 U/ml). Then, the cells were incubated in a humidified carbon dioxide incubator at a temperature of 37°C.

Once the cells reached 50% confluency in the 6-well culture plates, we proceeded with the RNA interference procedure following the instructions provided by the manufacturer of lipofectamine 2000 (Thermo Fisher, 11668019). After 48 hours, total RNA and proteins were collected to assess the effectiveness of UBE2B gene silencing using quantitative reverse transcription polymerase chain reaction (RT-qPCR) and Western Blot techniques. The small interference RNA (siRNA) targeting UBE2B (siUBE2B) utilized in this study was synthesized by Genepharm Technologies (Shanghai, China). Two specific sequences were employed: siUBE2B-1 (GCAGTTATATTTGGACCAGAA) and siUBE2B-2 (CGGGATTTCAAGCGGTTACAA).




2.7 Cell viability, colony formation, and migration assays

To evaluate the viability of cells transfected with siUBE2B, we utilized the Cell Counting Kit-8 (CCK-8) reagent (Vazyme, A311-02-AA). Additionally, for the colony formation assay, UBE2B-silenced cells were seeded at a density of 1000 cells per well in 6-well culture plates and allowed to grow for approximately seven days. Subsequently, the cells were stained using a 0.1% (v/v) crystal violet solution.

For the migration assay, we used transwell chambers with a pore size of 8 mm (Corning,3422). The upper chamber was filled with 200 μl of serum-free media, while the lower chamber contained 500 μl of media supplemented with FBS (10% v/v). The cells were seeded in the upper chamber and allowed to migrate for 12 hours. Following this, the cells were fixed using a 4% (v/v) paraformaldehyde solution and subsequently stained with a 0.1% (v/v) crystal violet solution.




2.8 RT-qPCR and western blot

Total RNA extraction, reverse transcription, and real-time PCR were carried out using a commercial kit from Accurate Biotechnology (Changsha, Cat. No: AG21023, AG11706, and AG11718) following the manufacturer’s instructions. The primer sequences used for UBE2B and GAPDH were as follows: UBE2B Forward primer (5’-3’): TTGGACCAGAAGGGACACCT, UBE2B Reverse primer (5’-3’): CCTGGCTATTGGCTGGACTG; GAPDH Forward primer (5’-3’): GTCTCCTCTGACTTCAACAGCG, GAPDH Reverse primer (5’-3’): ACCACCCTGTTGCTGTAGCCAA.

Protein extraction and quantification were performed by commercial kit (Thermo Fisher Scientific; 78501 and 23227) following the kit’s instruction. Then, protein was uniformly loaded onto the SDS-PAGE gel (Shanghai Epizyme Biomedical Technology Co., Ltd; PG112). After about 90min, the protein was transferred to the nitrocellulose membrane (Millipore, HATF00010). Notably, the time of transference should be no more than 45 min. Subsequently, 5% non-fat milk was used to block the membrane at room temperature (1 hour). Finally, primary antibodies were employed to incubated the membrane at 4 °C overnight, and corresponding secondary antibodies were used to incubate at room temperature about 2 hours. The specific information about the antibodies were as the following: Anti-UBE2B (Abcam, ab128951, 1:1000), anti-GAPDH (Proteintech, 60004-1-Ig, 1:100000), secondary antibodies (ABclonal, AS014 and AS003,1:5000).




2.9 Statistical analysis

The quantitative data were represented as mean and median standard deviation (SD). At the same time, the qualitative data were presented as counts and percentage values. The count of colony formation and migration assays were calculated by ImageJ software. The results of biological assays were analyzed by t test, and p < 0.05 was regarded as statistically significant. All assays were repeated 3 times and showed the representative findings. The analyses were performed by R software and GraphPad Prism 8.0.





3 Results



3.1 High expression of UBE2B in most tumors correlates with adverse prognosis

The flowchart of this study was shown in Figure 1. A sum of 601 genes encoding protein-coding related to the prognosis were detected (Supplementary Table S1). Out of these genes, UBE2B emerged as a noteworthy contender, ranking sixth due to its statistically significant low p-value as shown in Table 1, and fourth due to its considerably high hazard ratio as indicated in Table 2. The evidence strongly indicates the crucial involvement of UBE2B in the unfavorable prognosis of individuals with ESCA. It is worth mentioning that UBE2B stood out as the sole gene directly associated with ubiquitination, further enhancing its importance as a potential target of interest. Further investigations of UBE2B expression in unpaired samples of pan-cancer revealed diverse expression levels observed across different types of cancers. Figures 2A, B illustrated a notable increase in UBE2B expression in tumor samples obtained from various cancers, including CHOL, COAD, ESCA, KIRC, LIHC, and STAD. Similarly, in a paired pan-cancer analysis, UBE2B expression was found to be consistently high in the majority of tumor samples, including ESCA (Figures 2C, D). Furthermore, the expression of UBE2B was observed to be correlated with unfavorable prognosis in multiple tumor types, impacting both overall survival (OS) and disease-specific survival (DSS) (Figure 3).




Figure 1 | The flowchart of this study.




Table 1 | List of ten genes associated with the prognosis of ESCA patients (sorting by P value).




Table 2 | List of ten genes associated with the prognosis of ESCA patients (sorting by HR).






Figure 2 | Expression of UBE2B in cancer. (A, B). Expression of UBE2B in unpaired samples of patients with Pan-cancer and ESCA (Esophageal Carcinoma). (C, D). Expression of UBE2B in paired samples of patients with Pan-cancer and ESCA (Esophageal Carcinoma). (*P < 0.05, **P < 0.01 and ***P < 0.001; ns, no significance)






Figure 3 | Association between UBE2B expression and prognosis in pan-cancers. (A) Overall survival analysis based on UBE2B expression. (B) Disease-specific survival analysis based on UBE2B expression. (C) Progression-free interval analysis based on UBE2B expression.






3.2 Clinical characteristics

Table 3 presents the clinical characteristics of 162 ESCA patients. It encompasses several factors including age, gender, race, height, weight, BMI, smoking status, alcohol history, presence of Barrett’s esophagus, history of reflux, presence of columnar mucosa dysplasia, presence of columnar metaplasia, tumor central location, TNM stage, pathologic stage, histological type, histologic grade, primary therapy outcome, presence of residual tumor, and administration of radiation therapy. The chi-squared test results demonstrated that the clinical characteristics of ESCA patients in the low and high expression groups of UBE2B did not have a statistically significant impact on the expression of UBE2B. Therefore, these findings suggest the importance of conducting further analysis to investigate the independent role of UBE2B in ESCA. Further analysis revealed significant differences in UBE2B expression based on weight and histological type (Figures 4A, B). Specifically, high expression of UBE2B was associated with poorer survival outcomes, especially in cases of squamous cell carcinoma (Figures 4C, D).


Table 3 | Clinical characteristics of the patients.






Figure 4 | Expression of UBE2B in different clinical groups of patients with ESCA (Esophageal Carcinoma). (A, B) Differential UBE2B expression in different weight groups and histological types of ESCA patients. (C, D) The Kaplan-Meier (KM) plots showing the effect of UBE2B expression on patient survival indifferent weight and histological groups.






3.3 Functional enrichment analysis of differentially expressed UBE2B in ESCA

After applying the selection criteria, a total of 713 differentially expressed genes (DEGs) were identified in ESCA. These consisted of 488 up-regulated genes and 225 down-regulated genes, as depicted in Figure 5A. Interestingly, among these DEGs, three E3 ligases (TRIM23, PJA2, and AFF4) showed a positive correlation with UBE2B expression, suggesting potential interactions between these E3 ligases and UBE2B in the ubiquitination process (Figure 5B).




Figure 5 | Functional enrichment analysis based on UBE2B expression in patients with ESCA (Esophageal Carcinoma). (A) Volcano plot depicting differentially expressed genes based on UBE2B expression. (B) Prediction of the E3 ligase that interacts with UBE2B. (C–F). Gene Ontology (GO) and Kyoto Encyclopedia of Genes and Genomes (KEGG) analyses. (G–J). Gene Set Enrichment Analysis (GSEA) based on UBE2B expression.



Additionally, GO enrichment analyses unveiled that UBE2B expression was linked to various immune-related biological processes (BP), including complement activation (GO:0006956 and GO:0006958), B cell-mediated immunity (GO:0050853, GO:0042113, GO:0019724) and humoral immune response (GO:0006959) (Figure 5C). Additionally, ion channel-related cellular components (CC) including ion channel complex (GO:0034702), cation channel complex (GO:0034703) and potassium channel complex (GO:0034705), as well ion channel- related molecular functions (MF) such as transmitter-gated ion channel activity (GO:0022824), ion channel activity (GO:0005216) and ligand-gated ion channel activity (GO:0015276) were also enriched (Figures 5D, E). Furthermore, KEGG analyses indicated that UBE2B-associated DEGs might participate in some processes (Figure 5F) like fat digestion and absorption (hsa04975), retinol metabolism (hsa00830), neuroactive ligand-receptor interaction (hsa04080) and vitamin digestion and absorption (hsa04977). Utilizing gene sets from the MSigDB collection (h.all.v7.5.1. symbols [Hallmarks] (50)), several signaling pathways were found to be enriched, including TNF-a signaling via NF-κB, epithelial-mesenchymal transition (EMT), inflammatory response and hypoxia (Figures 5G–J). These results suggested that UBE2B could affect the development of ESCA by regulating the immune response, ion channel, and some biological pathways.

Furthermore, based on immune infiltration scores, the infiltration levels of CD8 T cells, macrophages, effector memory T cell (Tem), Th1 cells and Th17 cells were significantly different in low- and high-expression of UBE2B groups (Figure 6A). Additionally, the expression of UBE2B was found to be correlated with macrophages, Th1 cells, CD8 T cells, cytotoxic cells, B cells, Tem and Th17 cells (Figure 6B).




Figure 6 | Immune infiltration in two UBE2B expression groups. (A) The different immune cells are in two groups. (B) Correlation analysis between immune cell types and UBE2B expression.






3.4 UBE2B as a potential prognostic and diagnostic biomarker for patients with ESCA

The results of univariate and multivariate Cox regression analyses identified several prognostic factors (Table 4), including pathologic N stage (HR: 6.675, 95% CI: 1.362 - 32.709, P=0.019), pathologic M stage (HR: 29.443, 95% CI: 1.842 - 470.748, P=0.017) and the expression of UBE2B (HR: 4.990, 95% CI: 1.101 - 22.623, P=0.037). Subsequently, a multivariate Cox regression analysis was performed based on these three prognostic factors. The results are illustrated in the forest plot (Figure 7A). Moreover, the ROC curve demonstrated that UBE2B exhibited good sensitivity and specificity in diagnosing ESCA (AUC: 0.749, 95%CI: 0.572-0.925), indicating that UBE2B could be a diagnostic biomarker for patients with ESCA (Figure 7B). Based on the results from Figure 7A, a nomogram was constructed to predict the 1-, 2- and 3-year survival probabilities of patients with ESCA and performance was assessed using calibration plots (Figures 7C, D). In addition, the time-dependent ROC curve further showed the capability of UBE2B in predicting the OS of patients with ESCA (Figure 7E). Furthermore, the log-rank test revealed that UBE2B was significantly correlated with the OS (P<0.001) and DSS (P=0.003) of patients with ESCA, but not progression-free interval (Figures 7F–H). These findings establish that UBE2B was an independent prognostic factor for patients with ESCA.


Table 4 | The Cox regression analyses in ESCA patients (OS).






Figure 7 | UBE2B as a biomarker in patients with ESCA (Esophageal Carcinoma). (A) Forest plot showing factors related to the prognosis of patients with ESCA (Esophageal Carcinoma). (B) Receiver Operating Characteristic (ROC) curve assessing the diagnostic ability of UBE2B in ESCA (Esophageal Carcinoma). (C) Nomogram for predicting the survival probability of patients with ESCA (Esophageal Carcinoma). (D) Calibration plot of the predictive performance of nomogram. (E) UBE2B evaluation in predicting the prognosis of patients with ESCA (Esophageal Carcinoma). (F-H). The Kaplan-Meier (KM) plots showing the effect of UBE2B expression on the survival outcomes of patients with ESCA (Esophageal Carcinoma), including overall survival, disease specific survival and progress free interval, respectively.






3.5 Enhanced UBE2B activity stimulates ESCA cell proliferation and migration

The RT-qPCR and western blot were used to detect the silencing efficacy of siUBE2B. It was found that the expression of UBE2B was suppressed after KYSE-150/ECA-109 was transfected with siUBE2B (Figure 8A). Subsequently, CCK-8 assay and colony formation assay revealed a significant inhibition in the proliferation of both the cell lines upon UBE2B knockdown (∗p < 0.05,∗∗p < 0.01, ∗∗∗p < 0.001; Figures 8B, 9A). Moreover, the UBE2B-knockdown cells demonstrated decreased migration ability (Figure 9B). These findings suggested that UBE2B could be an oncogene promoting cell proliferation and migration of ESCA cells.




Figure 8 | Silencing UBE2B suppressed the proliferation of ECA-109 and KYSE-150 cells. (A) Assessment of silencing efficacy of UBE2B. (B) CCK-8 assay to measure cell proliferation. (***P < 0.001).






Figure 9 | Silencing UBE2B inhibited the growth and migration of ECA-109 and KYSE-150 cells. (A) Colony formation assay to investigate cell growth ability. (B) Detection of cell migration using a migration assay. (**P < 0.01, ***P < 0.001).







4 Discussion

Research has provided evidence that genes responsible for regulating ubiquitination enzymes are implicated in the development of different types of cancers, including ESCA. A prime illustration of this is the E3 ligase, such as NF168, which has been determined to intensify the aggressiveness of ESCA by bolstering the stability of STAT1 (23). Additionally, HECTD3 has been identified as a facilitator of ESCA cell growth and survival by inhibiting the activation of caspase-9 (24). Furthermore, in ESCA tissues, E2 enzymes like UBE2C are found to be significantly overexpressed, and their levels are associated with unfavorable survival outcomes for ESCA patients (25). Indeed, based on the identified roles of ubiquitination-related enzymes in ESCA initiation and progression, targeting these enzymes could potentially be a promising strategy for treating ESCA. In this study, the emphasis was on investigating the role of UBE2B in ESCA. UBE2B is a gene that is highly expressed in ESCA tissues and was found to have a significant correlation with the prognosis of ESCA patients, as indicated by its high P value and HR. However, few studies systematically analyzed the expression of UBE2B and its specific function in ESCA.

UBE2B, an evolutionarily conserved enzyme among eukaryotes, interacted with RAD18 to play a pivotal role in post-replicative DNA repair (26). In addition, UBE2B directly affects the tolerance and repair of DNA damage by its involvement in modifying chromatin through the ubiquitination of histone 2B, which leads to changes in chromatin structure and facilitates the recruitment of DNA repair factors (27–29). Studies reported that UBE2B acted as a positive regulator of the canonical Wnt signaling pathway by affecting the stability and activity of β-catenin, promoting cancer development (30). In addition to its involvement in the progression of oral squamous cancer, UBE2B also played a role in enhancing the cisplatin resistance of triple-negative breast cancer (31). Consequently, the activation of UBE2B leads to the enhancement of stem cell gene expression and promotion of malignant characteristics in ovarian cells, thereby contributing to chemotherapy resistance, metastasis, and recurrence in patients with ovarian cancer (32). As such, targeting UBE2B may present a promising therapeutic approach for the prevention and treatment of various cancers. This research demonstrates that UBE2B functions as an oncogene, driving the aggressive growth and migration of ESCA cells, while also serving as a significant prognostic marker for patients with ESCA. However, the specific E3 ligases that interact with UBE2B in ESCA and contribute to its role in tumor development are not yet fully understood. Further investigation is needed to better confirm and understand the molecular mechanisms underlying UBE2B-mediated ESCA development.

Bioinformatic analyses have revealed that UBE2B expression levels vary across different clinical groups, with a significant increase observed in overweight patients with ESCA. This finding is noteworthy as previous studies have established a correlation between high weight, increased ESCA risk, and adverse survival outcomes (3). Furthermore, our findings show that UBE2B expression levels are significantly elevated in patients with ESCC and are strongly correlated with poor prognosis in ESCC patients. However, no such association was observed in patients with esophageal adenocarcinoma ESAD. Additionally, UBE2B demonstrated promising potential as a predictive and diagnostic biomarker for ESCA, independently predicting patient outcomes. Despite establishing a relationship between UBE2B expression and clinical data in ESCA patients, it is important to note that further investigations are necessary to validate these results. This could involve larger patient cohorts, prospective studies, and functional experiments to elucidate the underlying correlation between UBE2B expression and clinical information of patients with ESCA.

The nuclear factor-κB (NF-κB) pathway plays a role in promoting proliferation and angiogenesis in multiple types of human cancers, among other signaling pathways involved in oncogenesis (33).. Resistance to chemotherapeutic drugs in ESCC is observed in the NF-κB pathway, which not only enhances proliferation, angiogenesis, and metastasis, but also contributes to the development of ESCC (34). In addition, tumor necrosis factor-alpha (TNF-α) has been implicated in the development of ESCC from precancerous to cancerous lesions (35). TNF-α activates the NF-κB pathway, leading to the initiation of inflammation, which in turn contributes to the progression of ESCC (36). By suppressing the body’s anti-tumor immune response, inflammatory reactions contribute significantly to the progression and spread of cancer. Moreover, these reactions have the potential to enhance cancer resistance through the activation of tumor stem cells (37). Thus, previous research has utilized inflammatory response biomarkers as individual factors to anticipate the survival prognosis of patients with ESCA (38, 39). On the other hand, inflammatory cytokines can instigate EMT, an essential mechanism that initiates invasion and metastasis of ESCA (40). Inhibiting ESCA progression has been regarded as an effective strategy by targeting EMT. Additionally, it has been observed that hypoxia disrupts the oxidative stress equilibrium in normal cells, resulting in therapeutic resistance and cancer progression (41). Hypoxia-related genes modulate cellular metabolism and molecular responses by regulating the EMT transcription factors/repressors and EMT-related signaling pathways (42, 43). In ESCC, HIF-2α has been found to promote the proliferation and migration of tumor cells by inducing the process of EMT through the activation of the NOTCH signaling pathway (44). In this study, it was intriguingly observed that these signaling pathways and biological processes that promote the aggressive behavior of tumor cells were enriched specifically in patients with ESCA who had high expression of UBE2B. Considering the involvement of UBE2B in driving the malignant progression of ESCA by modulating these pathways and processes, it is possible that UBE2B plays a role in the progression of ESCA and contributes to poor prognosis.

In ESCA, the number of tumor-infiltrating macrophages and T cells are higher than those in other solid tumors (45). Although it was found that high expression of UBA1 increased the level of CD8 T cells and macrophages, the level of Tem decreased. As a member of memory T cell, Tem have high levels of receptors to mediate strong immediate effector function to response the inflammation, which also participates in anti-tumor (46). Therefore, UBA1 might help tumor immune escape by suppressing Tem. Additionally, it was found that the expression of UBA1 was negatively correlated with the level of Th17 cells. Th17 cells were mainly reported in autoimmune diseases in previous studies, but now they are found in many cancer types like melanoma, ovarian cancer, and colorectal cancer (47). However, the role of Th17 cells in cancers seemed to be contradictory. One study compared the impact of IL-17 and Th17 cells on cancer patient survival, and found that high Th17 cell frequencies improved the survival outcomes, whereas high IL-17 contributed to poor prognosis (48). Therefore, whether UBA1 promote the development by inhibiting the number of Th17 cells in ESCA needs further researches.

In summary, this study aimed to elucidate the specific functions and mechanisms of UBE2B in ESCA development and progression, potentially identifying it as a novel therapeutic target or prognostic marker. By focusing on UBE2B, the researchers aimed to gain insights into its potential role in ESCA biology and its significance in patient outcomes.
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Total (N)

Univariate analysis

Multivariate analysis

Hazard ratio (95% CI) P value Hazard ratio (95% Cl) P value
Age 56
265 38 Reference
<65 18 1.338 (0.653 - 2.743) 0427
Gender 56
male 47 Reference
female 9 1.339 (0.547 - 3.276) 0.522
Tumor size 56 ‘
24 29 Reference ‘
<4 27 1.708 (0.838 - 3.483) 0.141
Grade 56
High 51 Reference
Low 5 0.722 (0.171 - 3.041) 0.657
pT-stage 56
T2 41 Reference
<T2 15 0.819 (0.367 - 1.830) 0.627
pTNM-Stage 56
>IT 30 Reference Reference
<II 26 0.418 (0.200 - 0.872) 0.020 0.640 (0.282 - 1.454) 0.286
External aggression 56
yes 5 Reference Reference
No 51 0.355 (0.135 - 0.931) 0.035 0.768 (0.240 - 2.451) 0.655
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