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Editorial on the Research Topic
 Early development of sound processing in the service of speech and music perception




Speech and music are the two structurally most complex auditory signals that infants typically encounter. Yet, even in the presence of multiple sound streams, healthy human infants display signs of music perception, such as moving to a musical rhythm as early as a few months of life and by 18–24 months of age they understand many simple sentences. Extracting and analyzing speech and music at such an early age proves that many of the higher-order processing capabilities, such as regularity detection, auditory stream segregation, statistical learning, and rhythm processing are already present at birth or develop quite early during infancy. Understanding how the infant brain processes sound not only provides insights into the neural and processing prerequisites of speech and music perception and—compared to adults—a simpler model of the mechanics of these functions, but it is also essential for developing early interventions for atypically developing infants, such as designing training protocols for infants at risk of auditory developmental deficits.

The present Research Topic of papers consists of empirical studies and reviews examining the functioning of auditory information processing necessary for speech and language perception in infancy. The 11 papers collected can be sorted into four main research area: (1) higher-order auditory functions supporting speech and music processing, (2) rhythm, (3) speech processing in infants, and (4) predicting the quality of the outcome of language acquisition from data collected from prelingual infants and their families. Here we will summarize the main conclusions of the papers in the Research Topic in relation to the state-of-the-art of their larger research fields.


Higher-order auditory functions supporting speech and music processing

In developing their capabilities to extract information from speech and music, infants rely on general auditory functions supporting in-depth analysis of sound sequences. Because multiple sound sources are active in real-life situations, detailed analysis of any sound sequence must be preceded by separating it from the rest of the sounds (auditory stream segregation). Calcus' review of the development of auditory scene analysis from infancy to adulthood concludes that while some of the processes segregating auditory streams by sequential as well as by simultaneous cues are present at birth, these functions have long developmental trajectories.

Both speech and music abound in dependencies between nonadjacent elements of sound sequences. Mueller et al., showed that 3-year-old children can learn the dependency between two pure tones separated by a random third one. Further, the size of the electroencephalographic response to infrequent tones violating the dependency rule correlates with that to the response to deviance in tone intensity.



Rhythm processing in infants

The majority of previous studies on infants' rhythm processing have focused on auditory stimuli, but in real environments, rhythms occur in multimodal contexts. The two studies on rhythm in the present Research Topic targeted different multimodal interactions. Cirelli et al. explored whether infants attend (look longer) to videos where a hand taps are at the same tempo as an auditory rhythm compared to when there is a mismatch in tempo. They found no evidence for this, but exploratory analyses suggested there are complex interactions between pitch, tempo and rhythmic complexity that affect infants' attention to audio-visual synchrony. Boll-Avetisyan et al. explored auditory-motor interactions in the context of duration, pitch and intensity cues to rhythmic grouping structure in isochronous speech-syllable streams. While, as predicted, duration cues led to the greatest amount of infant rhythmic movement, they found the opposite of their prediction that infants who engaged in more rhythmic movement would show better speech segmentation. This leads to questions about how infant rhythmic movements relate to language learning. Both studies are intriguing in demonstrating the complexity of multi-modal rhythm processing and open the door for more research in this important area.



Speech processing in infants

Infancy includes rapid development of skills needed for understanding speech: identification of phonemes, integrating them to wordforms, and detecting morpheme and word relations. Whereas it has been shown earlier that already neonates can distinguish between phonemes, the study of Hegde et al. showed that the developmental trajectories for acquiring vowels and consonants may differ. They found that between 6 and 10 months, infants have different trajectories in the perceptual weight of temporal acoustic cues for consonant and vowel processing. Piot et al., in turn, found that 9-month-old infants are even sensitive to regularities of phoneme contrasts, which are difficult to discriminate at an early age. The intensive period of phoneme learning during the 1st year of life is followed by, and partly overlapping with, vocabulary acquisition. Ylinen et al. assessed in 1-year-olds the processing of word forms right after learning them compared to words learned earlier. They found that newly learned and earlier learned words appear to be processed similarly. A less studied but potentially important stage of language learning is the fetal stage. The study of Gorna-Careta et al. found that neonates of bilingual compared to monolingual mothers are more sensitive to a wider range of speech frequencies, possibly due to the greater speech signal complexity of bilingual mothers.

These early steps of speech analysis are followed by the acquisition of linguistic meaning, of which Forgács presents an interesting review and proposes that the access to meaning is possible thanks to the development of the theory of mind ability, providing some of the few available infant brain data in the field. This article opens the door to provoking questions such as how the attribution of mental beliefs arises in the absence of meaning.



Predicting language developmental outcomes

In the last decade, individual predictors of language outcomes have received increasing attention, in part in an attempt to provide early and efficient interventions for children at risk for language delay and disorders, as these have a strong negative impact on academic and later professional outcomes. In this vein, Ortiz-Barajas showed that newborn infants' differential theta oscillations discriminating between their native language and a rhythmically different unfamiliar language predict infants' vocabulary sizes at 12 and 18 months. Non-linguistic abilities also contribute to language development. Balázs et al. found that apart from gender and gestational age, already known predictors of language development, temperament also contributed to linguistic abilities in infants and toddlers, with more sociable and responsive children showing better language skills.

The current Research Topic of papers demonstrates that while studying the roots and early development of speech and music perception requires much ingenuity and often poses methodological challenges, there is substantial progress in the field through the efforts of an ever-widening circle of researchers world-wide.
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Introduction: The auditory system encodes the phonetic features of languages by processing spectro-temporal modulations in speech, which can be described at two time scales: relatively slow amplitude variations over time (AM, further distinguished into the slowest <8–16 Hz and faster components 16–500 Hz), and frequency modulations (FM, oscillating at higher rates about 600–10 kHz). While adults require only the slowest AM cues to identify and discriminate speech sounds, infants have been shown to also require faster AM cues (>8–16 Hz) for similar tasks.

Methods: Using an observer-based psychophysical method, this study measured the ability of typical-hearing 6-month-olds, 10-month-olds, and adults to detect a change in the vowel or consonant features of consonant-vowel syllables when temporal modulations are selectively degraded. Two acoustically degraded conditions were designed, replacing FM cues with pure tones in 32 frequency bands, and then extracting AM cues in each frequency band with two different low-pass cut- off frequencies: (1) half the bandwidth (Fast AM condition), (2) <8 Hz (Slow AM condition).

Results: In the Fast AM condition, results show that with reduced FM cues, 85% of 6-month-olds, 72.5% of 10-month-olds, and 100% of adults successfully categorize phonemes. Among participants who passed the Fast AM condition, 67% of 6-month-olds, 75% of 10-month-olds, and 95% of adults passed the Slow AM condition. Furthermore, across the three age groups, the proportion of participants able to detect phonetic category change did not differ between the vowel and consonant conditions. However, age-related differences were observed for vowel categorization: while the 6- and 10-month-old groups did not differ from one another, they both independently differed from adults. Moreover, for consonant categorization, 10-month-olds were more impacted by acoustic temporal degradation compared to 6-month-olds, and showed a greater decline in detection success rates between the Fast AM and Slow AM conditions.

Discussion: The degradation of FM and faster AM cues (>8 Hz) appears to strongly affect consonant processing at 10 months of age. These findings suggest that between 6 and 10 months, infants show different developmental trajectories in the perceptual weight of speech temporal acoustic cues for vowel and consonant processing, possibly linked to phonological attunement.

Keywords
infants, amplitude modulations, frequency modulations, vocoder, speech perceptual attunement, phonetic processing


1 Introduction

The auditory system encodes the phonetic features of a given language by processing fine spectro-temporal acoustic changes in the speech signal. Even with a relatively immature auditory system (Moore, 2002), infants have been shown to distinguish phonetic contrasts in a language-specific manner before the end of their first year of life (see Kuhl, 2004; Saffran et al., 2006). However, it remains unclear whether infants and adults rely on the exact same acoustic information when discriminating native phonetic contrasts. To this aim, the current study compares the reliance upon spectro-temporal acoustic cues of speech in a phonetic feature discrimination task between infants at two ages (6 and 10 months) and adults. This study aims to investigate whether infants at different developmental stages, as well as adults, use the same acoustic information to discriminate vowels and consonants in their native language.

To explore infants auditory processing of speech, the present study uses a psychoacoustic approach that has been described extensively over the last decades and modeled the stages of auditory processing in adult listeners (c.f., Moore and Linthicum, 2007). A key concept of this psychoacoustic approach is to consider that the human auditory system decomposes any complex acoustic signal (including speech) into its fine spectral and its fine temporal modulations. The decomposition of the spectral modulations is related to the sensitivity of inner hair cells within the basilar membrane of the cochlea to a specific audio frequency range. The selective spectral processing of audio frequency from the high frequencies at the base of cochlea to low frequencies at the apex can be modeled as a bank of narrowband filters with a passband equal to one equivalent-rectangular bandwidth (ERB, Glasberg and Moore, 1990; Moore, 2003). Then, the auditory system is thought to decompose the temporal components of each extracted narrowband signal at two main time scales: relatively slow amplitude variations over time (amplitude modulations or AM, often referred to as temporal envelope), and relatively fast oscillations over time (frequency modulation or FM, often referred to as temporal fine structure). These models helped to develop speech analysis-synthesis tools, called vocoders, to assess selectively the specific role of spectral and temporal components in speech perception. Using vocoders, the spectro-temporal complexity of an original speech can be selectively manipulated.

In adults, a wealth of studies using vocoders showed that FM cues convey essential information related to voice pitch, and play an important role in speech perception in quiet for lexical-tone languages (using pitch at the syllable level, e.g., Zeng et al., 2005; Kong and Zeng, 2006). Moreover, sentence recognition has been found to be more difficult when only FM cues are preserved in the signal (Gilbert and Lorenzi, 2006; Lorenzi et al., 2006; Sheft et al., 2008; Hopkins et al., 2010), but FM cues provide crucial information in noisy environments (e.g., Zeng et al., 2005; Hopkins et al., 2008; Hopkins and Moore, 2009; Ardoint and Lorenzi, 2010). Nevertheless, AM cues have been found to convey information related to syllabic and phonetic information that allow word and sentence identification in quiet listening conditions (Rosen, 1992; Shannon et al., 1995; Smith et al., 2002; Zeng et al., 2005; Lorenzi et al., 2006; Sheft et al., 2008). This was initially demonstrated by Shannon et al. (1995) using noise-excited vocoders to investigate the impact of spectro-temporal degradation on speech identification. In that study, the researchers took original input sentences and applied a filter-bank to decompose the signal into 1, 2, 3, or 4 frequency bands from which the original AM and FM cues were decomposed. While the FM was replaced by a noise carrier in each band, the AM cues were low-pass filtered at different cutoff frequencies (16, 50, 160, or 500 Hz). Sentence identification scores in quiet were almost perfect in the 4 band-AM condition but decreased with a reduced number of frequency bands. Moreover, sentence recognition scores were worse in the condition where AM cues were preserved only below 16 Hz. Other studies showed that faster AM cues transmit some information regarding voice pitch information (Kong and Zeng, 2006) as well as formant transitions (Rosen, 1992).

While it has been repeatedly observed that adults are able to correctly identify speech in quiet with only the slowest AM cues (<8–16 Hz), the identification of individual phonetic features becomes more nuanced in terms of what acoustic cues are used. Using confusion matrices of phonemes, Shannon et al. (1995) showed that the reduction of faster AM cues (>16 Hz) significantly affected consonant identification, but not vowel identification. Moreover, for consonants, the identification of place of articulation remained challenging even in the 4-band AM condition. More recently, Xu et al. (2005) conducted a systematic study to determine the importance of various spectral and temporal information in phoneme identification. English-speaking adults were asked to identify consonants and vowels that varied in voicing, place of articulation, manner of articulation, duration, first formant (F1) frequency and second formant (F2) frequency. Syllables were vocoded using different numbers of bands (ranging from 1 to 16) and different low-pass filters for AM extraction (ranging from 1 to 512 Hz). Their findings showed that the optimal low-pass cutoff frequency for consonant recognition was 16 Hz, whereas for vowel recognition it was 4 Hz. Regarding spectral information, consonant recognition performance reached a plateau at 8 bands, while for vowel recognition it was 12 bands. These findings from adult studies show that AM cues are the most important cue for overall speech recognition in quiet (i.e., at the sentence recognition level), but that identification of consonants and vowels require different contributions of fast and slow AM, and FM cues. In other words, this demonstrates that various spectro-temporal cues play distinct functional roles in phoneme identification. However, it is important to note that these conclusions concern listeners with a mature auditory system and a well developed linguistic system.

To tackle developmental issues, vocoders have also been used to investigate how young listeners and especially infants use acoustic cues when processing speech sounds. Although this field of research is still largely emerging, the first infants studies using vocoders suggest that AM and FM cues have a different role at early ages compared to adults. For vowels, only one study to date has assessed English-learning 6-month-olds ability to detect a phonetic change in degraded speech. This study tested discrimination between /a/ and /i/ in vocoder conditions reducing FM cues and the number of spectral bands for AM extraction. Infants were found to detect a vowel change when the original AM (160 Hz cut-off frequency) was presented within 32 bands, but not when it was presented within 16 bands (Warner-Czyz et al., 2014). It is however not clear yet whether infants require faster fluctuations of AM to process vowels.

For consonants, on the other hand, a handful of studies have investigated phonetic discrimination in young infants. Two studies used looking-time recording procedures to familiarize or habituate French-learning infants to one specific vowel-consonant-vowel sequence processed in one vocoder condition. The findings reveal that 6-month-olds were able to distinguish /aba/ from /apa/ when the slowest (<16 Hz) AM cues were preserved in only 32 bands, but that they required an increased time of listening to display this behavior compared to a condition where the original (<ERB/2) AM cues were preserved (Cabrera et al., 2013, 2015a). These studies demonstrate that 6-month-old infants can effectively use slow (<16 Hz) AM cues for consonant voicing or place discrimination, but that faster AM cues may play an important role in early phonetic discrimination. Results along this line were also found in younger infants in a more recent study by Cabrera and Werner (2017) using an observer-based psychophysical procedure, the method used in the present study. English-speaking adult and English-learning 3-month-old participants were presented with one of five consonant categories (voiceless, voiced, labial, coronal, velar). In a yes-no task, participants were presented with a series of background syllables that exemplified the category under examination (e.g., voiced syllables like /ba/, /da/, /ga/, randomly repeated). They were evaluated based on their ability to detect change trials, where a single randomly selected “target” syllable (e.g., voiceless syllables like /pa/, /ta/, or /ka/) was played, and to withhold responses during no-change trials, where a background syllable was presented. Both infants and adults were tested on their ability to discriminate consonants under quiet or noisy conditions in two vocoder conditions: (1) Fast AM, in which the original AM (filtered < 256 Hz) was preserved in 32 bands and FM was replaced by a pure tone, and (2) Slow AM, in which only the slowest AM (filtered < 8 Hz) was preserved in 32 bands and FM was replaced by a pure tone. Adults were able to discriminate consonants in both vocoder conditions in quiet environments. However, in noisy environments, the percentage of adults who correctly discriminated the consonant changes decreased from 70% to 20% between the Fast and the Slow AM conditions. These results confirmed that the slowest AM cues are not sufficient for adults consonant discrimination in noise. Infants did not discriminate consonants equally in both vocoder conditions in quiet environments. The percentage of infants who discriminated decreased from 81% to 50% between the Fast and Slow AM conditions. In noisy environments, a similar pattern emerged, with the percentage of infants discriminating decreasing from 96% to 48% between the Fast and Slow AM conditions. In summary, these first infant studies using vocoders suggest that 3- and 6-month-old infants may not rely on exactly the same spectro-temporal modulations as adults when processing phonemes. However, the age at which infants start to use, or weight, the acoustic cues found to be used by adults to process speech remains unknown. This developmental shift must occur between early infancy and adulthood, and possibly when infants start to process speech sounds in a language-specific manner, that is, during the second half of the first year of life.

The present study aims to investigate the development of the early auditory processing of speech to provide further insights into the acquisition of the phonological properties specific to one's native language. Interestingly, during the first year of life, infants show asynchronous perceptual attunement to the vowels and the consonants of their native language. Specifically, infants start becoming attuned to native language vowels around 4–6 months of age (Trehub, 1976; Kuhl et al., 1992; Polka and Werker, 1994), earlier than when they start becoming attuned to native language consonants around 8-10 months of age (Trehub, 1976; Werker and Tees, 1984; Best et al., 1988, 1995). Furthermore, at the lexical level, differences in processing of vowels and consonants are also found, showing a shift in infants reliance from vowels to consonants between 6 and 8-11 months of age when detecting word forms (Bouchon et al., 2015; Poltrock and Nazzi, 2015; Nazzi et al., 2016; Nishibayashi and Nazzi, 2016). The question arises as to whether changes in spectro-temporal cue processing occur during this same developmental time window, and could thus be linked to phonological acquisition during the first year of life.

While no study to date has explored this issue directly, one study investigated the development of spectro-temporal cue weighting in a cross-linguistic study comparing French- versus Mandarin-learning infants. Cabrera et al. (2015b) investigated whether native language exposure influences reliance upon AM and FM cues in a discrimination task measuring looking times for two syllables varying in lexical tone (that is a change in pitch at the syllable level, such contrasts being phonological in tonal languages such as Mandarin Chinese, but not in French). Results showed that at 6 months, French- and Mandarin-learning infants display the same pattern of response: they detected a change in lexical tones in an intact condition (without acoustic degradation), suggesting that French-learning infants were not yet attuned to this speech contrast, and both groups did not detect the change when fine spectral and FM cues were degraded, showing that these acoustic cues are required for lexical-tone detection at 6 months. However, at 10 months, an influence of language background was observed: Mandarin-learning 10-month-olds showed the same pattern of response as 6-month-olds, but French-learning 10-month-olds were not able to detect the lexical-tone change in the intact condition, showing perceptual reorganization for this speech contrast. Moreover, French-learning 10-month-olds were able to discriminate the lexical tones when fine spectral and FM cues were degraded. These results suggest that native language exposure plays a role in the development of acoustic cue weighting during the phonological reorganization period.

Accordingly, the current study focused on infants of 6 and 10 months of age exposed to French and compares their reliance upon FM and AM cues when detecting native vowel or consonant feature contrasts to assess whether with age infants rely more on slow or faster temporal cues when processing native phonemes. The present study will extend the findings of Cabrera and Werner (2017), using an observer-based psychophysical yes-no task to measure the proportions of listeners able to detect a phonetic change in two vocoder conditions. Particularly, we compared the number of adults, 10-month-old and 6-month-old infants correctly detecting vowel or consonant changes in quiet based on various types of phonetic features, and in two vocoder conditions reducing increasingly FM and AM cues.

Three groups of participants were tested in the exact same experimental conditions and setup: 6-month-olds, who have started to attune to the vowels but not the consonants of their native language; 10-month-olds, who have started to attune to both vowels and consonants of their native language; and adults. Eight phonetic conditions were designed to assess the ability of listeners to detect a change in: Vowel Place, Vowel Height, Consonant Place and Consonant Voicing, each tested in two vocoder conditions, a Fast AM condition (preserving the original AM cues by using a cutoff frequency of ERB/2 that preserves fast and slow AM, in 32 bands, with reduced FM cues), and a Slow AM condition (preserving only the slowest AM cues below 8 Hz, in 32 bands, with reduced FM cues). Listeners were exposed to only one phonetic feature contrast in its two vocoder conditions, starting with the Fast AM condition and then, if they succeeded, moving to the Slow AM condition. Therefore, this study specifically examines: (1) the contributions of FM, Fast AM, and Slow AM cues for phonetic categorization (2) the role of these cues at distinct developmental points, (3) how these cues influence the categorization of vowels and consonants, and (4) the impact of different phonetic features in the aforementioned categorization.

Based on prior behavioral studies, we expected a higher success rate among 6-month-olds in the Fast AM condition compared to the Slow AM condition, as these infants typically exhibit a stronger weighting of Fast AM cues. Nonetheless, as 6-month-olds have already started to attune to the vowels of their native language, we hypothesized that temporal degradation may have a more pronounced effect on consonant detection than on vowel detection. For 10-month-olds, we predicted similar performance for both the Fast AM and Slow AM conditions, as they have started to attune to both vowels and consonants of their native language. As such, we expected any difference between the effect of temporal degradation on vowels and on consonants to be less pronounced in 10-month-olds than in 6-month-olds. For adults, we predicted near-ceiling performance in all conditions.



2 Methods


2.1 Participants

Participants were recruited through the Babylab Participant Pool at the Integrative Neuroscience and Cognition Center. The data of 40 6-month-old infants (mean: 28.2 weeks, range: 25.9 weeks–31.8 weeks; 24 girls, 16 boys), 40 10-month-old infants (mean: 45.9 weeks, range: 42.4 weeks–49.6 weeks; 16 girls, 24 boys) and 20 adults (mean: 21 years; range: 18 to 29 years; 13 females, 7 males) were included in the analyses. All infants were born full term, had no history of otitis media within 3 weeks of testing with no more than 2 prior occurrences of otitis media, had no risk factors for hearing loss, were French monolinguals (French input > 90% of the time) and had no history of health or developmental concerns. All adult participants were native French monolingual speakers, reported typical hearing bilaterally and had no history of noise exposure. Informed consent forms were obtained from all infants legal guardians and adult participants as approved by the university ethics committee. Data from an additional three 6-month-olds and two 10-month-old were excluded because the infants were too tired or fussy to complete the task; and data from three 6-month-olds and four 10-month-olds were excluded because parents did not come back for the second testing session.



2.2 Stimuli

A total of 16 Consonant-Vowel (CV) syllables were chosen so that by different recombinations, they could be used to define two vowel categories contrasted on place, or two vowel categories contrasted on height or two consonant categories contrasted on place, or two consonant categories contrasted on voicing. Each of these categories was made up of eight syllables, in which both vowels and consonants were varied (see Table 1). The 16 CV syllables used in the study are as follows: pu, bu, tu, du, po, bo, to, do, py, by, ty, dy, pø, bø, tø, and dø. The CV syllables were recorded in a sound-attenuated room and digitized with 16-bit resolution at a 44.1-kHz sampling rate. A female French native speaker who was instructed to “speak clearly” produced several tokens of all the CVs and five tokens for each were selected for their clarity. All tokens were comparable in duration (range = 263:411 ms, mean = 338 ms; SD = 31 ms) and F0 (mean = 238 Hz). All stimuli were equated at the global root-mean-square (RMS) level.


TABLE 1 Eight distinct phonetic conditions were established.
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The original stimuli were processed by two vocoders to alter the spectro-temporal modulations. Tone-excited vocoders were used instead of noise-excited vocoders, because they distort speech AM cues less (e.g., Kates, 2011). In each vocoder condition, the original speech signal was passed through a bank of 32 2nd-order gammatone filters (Patterson, 1987; Gnansia et al., 2009), each 1-ERB wide with center frequencies (CFs) uniformly spaced along an ERB scale ranging from 80 to 8,020 Hz. The Hilbert transform was then applied to each bandpass filtered speech signal to extract the AM component and FM carrier. The FM carrier in each frequency band was replaced by a sine wave carrier with a frequency at the CF of the gammatone filter and random starting phase. The AM component was low-pass filtered using a zero-phase Butterworth filter (36 dB/octave roll off) with a cutoff frequency set to either ERBN/2 (Fast AM Condition) or 8 Hz (AM < 8 Hz condition, Slow AM Condition). Each tone carrier was multiplied by the corresponding filtered AM function. The narrow-band speech signals were finally added up and the level of the wideband speech signal was adjusted to have the same RMS value as the input signal. Figure 1 represents the spectrograms of exemplary tokens illustrating the four different contrast types (i.e., vowel place, vowel height, consonant place, consonant height) in the two vocoded conditions.
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FIGURE 1
 Spectrograms of exemplary syllable tokens in the two vocoded conditions: (A) for Fast AM condition and (B) for Slow AM condition. The syllables /pu/, /dy/, /tø/ are represented on the left columns, and the syllables /py/, /by/, /tu/ on the right columns. The four different phonetic feature contrasts are illustrated by colored rectangles (vowel place, vowel height, consonant place, consonant voicing by dashed yellow lines, dotted dark green lines, dotted pink lines and dash-dotted blue lines, respectively).




2.3 Procedure, material, and apparatus

Infants were tested using an observer-based psychophysical procedure (Werner, 1995). This procedure is similar to the classical head-turn conditioning procedure used in psycholinguistic studies (Werker et al., 1997), with two key differences: (1) any behavioral change from the infants is considered a response to a sound change, not just head turns, and 2) false alarms are recorded to ensure that the detected behavioral change corresponds to a sound change (Olsho et al., 1987). During testing, infants sat on a caregiver's lap with an assistant inside a sound-attenuating booth. A TV screen was placed on the right of the participant. The infant listened to sounds through an insert earphone (ER-2), calibrated to deliver the sounds at 65 dB SPL, ensuring that none of the adults involved could hear the stimuli presented to the infant. The caregiver was instructed to avoid interacting with the infant.

The experimenter (or “observer”, who was the same for all infants) sat outside the booth and observed the infant through a one-way mirror. A microphone inside the booth enabled the experimenter to listen to the infant and assistant, and a microphone outside the booth allowed the experimenter to communicate with the assistant who was wearing headphones. The assistant listened to the experimenter's instructions and manipulated toys silently to keep infants facing midline. A computer controlled the experiment. Adult participants were tested using the same setup, except that they sat alone in the booth. An advantage of the observer-based procedure over procedures previously used to assess infants discrimination of vocoded speech is that adults can be tested in the same procedure as a basis of comparison.

The participant heard repeated, randomly selected tokens from one “background” category, separated by silences of 800 ms. Each infant participant was tested in only one phonetic condition from Table 1, so that 10 infant participants completed the task in each age group and phonetic condition. Each adult was tested in 2 conditions (one Vowel, one Consonant) in a random order, varying which vowel and consonant condition was presented, so that 10 adult participants completed the task in each phonetic condition.

Test trials were initiated by the experimenter at moments when the participant was quietly listening to the syllables from the background category and facing midline. There were two trial types: on change trials, a syllable from the target category was presented once, while on no-change trials, a syllable from the background category was presented once. On each trial, the experimenter, blind to trial type, had 4 s from trial onset to decide whether the participant had reacted, that is, had produced a behavior during that time window, and to press a button if such a behavioral change was detected. For infants, the behaviors coded as response by the experimenter varied from infant to infant, and commonly observed behaviors included eye movements, increases and decreases in body movement, and facial expressions. Adults were instructed to raise their hand when they detected a change in the sounds. Computer feedback was provided to the experimenter at the end of a trial to indicate hit, miss, correct rejection, or false alarm. Participants responses were automatically reinforced with the presentation of a video for 4 s only if the participant correctly reacted during a change trial.

The experiment consisted of 3 phases, a demonstration phase and 2 test phases. The phases were presented in a fixed sequence: Participants were required to reach criterion on one phase before moving to the next. In the demonstration phase and in the first test phase, the stimuli were from the Fast AM Condition. In the second test phase, the stimuli were from the Slow AM condition.

The purpose of the demonstration phase was to familiarize the participant with the association between the reinforcer (i.e., video) and the target sounds. In this phase, the probability of a change trial was 0.80, and the reinforcer was activated after every change trial regardless of the participant's response. The demonstration phase, which lasted a maximum of 12 trials, ended as soon as the participant had responded correctly to 1 change trial (hence had reacted to the category change) and to 1 no-change trial (hence had not reacted to the lack of category change).

In the following test phases, change and no-change trials were presented in random order, with the probability of change and no-change trials being 0.5. The criterion to end the test phase was evaluated on sliding windows of 10 trials, and corresponded to responding correctly on at least 4 out of 5 change trials and at least 4 out of 5 no-change trials, which corresponds to a hit rate of more than 80% and a false alarm rate of <20%. If the criterion was not reached within a maximum number of trials, the session ended and a new session was started after a short break. If the participants could not reach the criterion within a maximum number of sessions, the participant was judged to be unable to complete the phase. In the Fast AM test phase, the maximum number of trials was 40 and the maximum number of sessions was 4; in the Slow AM test phase, the maximum number of trials was 32 and maximum number of sessions was 3 to minimize the effect of training (Cabrera and Werner, 2017).

To accommodate the anticipated difficulty in the Slow AM condition, a reminder procedure, similar to the one used by Clarkson and Clifton (1995), was used to assess whether an infant failure was due to factors such as sleepiness or boredom rather than an inability to discriminate. Figure 2 outlines the different scenarios in which the experiment could play out. If a participant responded incorrectly on three consecutive trials in the Slow AM test phase (responding to no-change trials or not responding to change trials), stimuli were presented from the previously completed (and thus succeeded) Fast AM Condition. Up to 10 trials of such “reminder” trials were presented, and if the participant responded correctly on three out of four consecutive trials, the participant returned to the Slow AM phase. If this criterion was not met, the session was discontinued, and infants were given a short break or returned on another day for a new session. Additionally, we ensured that infants were given frequent breaks during the testing process, whenever they appeared to need them, allowing them time to play inside the testing booth, feed, or crawl around as needed. If a participant reached criterion in the Fast AM Condition and reached criterion in three reminder periods without reaching criterion in the Slow AM Condition in three sessions, the participant was judged to be unable to discriminate the phonetic contrast based on the slow AM cues. Because the infant could still perform the discrimination in the Fast AM reminder trials, we could then conclude that the infant's failure in the Slow AM condition did not result from fatigue or loss of interest. As data collection is in line with the infants' individual rhythms, and that infants are more active in such a procedure compared to passive looking time recording procedures, we observed low attrition rates (see Table 2), which are comparable with previous studies using this technique (Olsho et al., 1987; Cabrera and Werner, 2017). It is important to note that, infant testing was completed in one or two visits (lasting around 60 minutes each) on 2 separate days within a 2-week period, which helped to adapt to the infants states. Adult testing was completed in one visit lasting around 60 minutes.
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FIGURE 2
 Schematic representation of experimental procedure.



TABLE 2 Breakdown of participants' success rates across different age groups for the different phonetic conditions.
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The main dependent variable analyzed was the proportion of participants who reach success criterion in each phonetic category in each test phase (Fast versus Slow AM). The probability for participants to succeed in the Fast AM condition and then in the Slow AM condition was compared across age groups (6 months versus 10 months versus adults) and (1) phonetic conditions (Vowel versus Consonant) and 2) phonetic features (Vowel Place versus Vowel Height; Consonant Place versus Consonant Voicing). In order to take into account the fact that participants who failed in the Fast AM condition were not tested in the Slow AM condition, we used a modified logistic regression approach called survival analysis to compare the proportion of participants reaching criterion (“survival”) according to age and phonetic condition (or phonetic features). This analysis calculates a survival function for each group representing the cumulative probability that a participant who started the experiment reached criterion in each vocoder condition. The log-rank test for equality, a nonparametric statistic, was used to compare the survival functions for infants and adults, and for vowels and consonants. When a significant difference was found between functions, it meant that either the slope of the function was different between groups (i.e., groups were affected differently by the vocoders if the slopes were not parallel), or the proportion of participants succeeding in either or both vocoder conditions was different between groups (and this was further assessed using χ2 tests). Survival function is a non-parametric test well-suited for analyzing smaller sample sizes and effective in discerning temporal patterns, particularly in the non-independent Time 1 and Time 2 conditions of the Fast and Slow tests. Additionally, as a secondary analysis, we used logistic regression to compare the proportion of infants succeeding in the Fast condition across conditions and groups, as well as the proportion succeeding in the Slow condition. It is important to emphasize that these analyses serve as post-hoc analyses to provide a better understanding of the differences highlighted by the primary survival function analyses, but given the small number of participants in these exploratory analyses (max N = 10), results can only be seen as indications to be further tested in future research.

Additionally, for each age group and phonetic conditions, we compared the number of trials needed to achieve success in each vocoder condition, a metric often used as a measure of processing difficulty in infant studies (Clarkson et al., 1988; Clarkson and Clifton, 1995; Lau and Werner, 2012), using linear models (LM). These analyses thus explored whether infants and adults were able to detect (1) Vowel (Place and Height) and (2) Consonant (Place and Voicing) feature categories when FM is reduced and also when faster AM is reduced.




3 Results


3.1 Survival function analyses comparing vowels vs. consonants

The proportion of participants who reached the 80-20 criterion (d' = 1), considered as a measure of detection success, is represented in Figure 3 for each age group and in both vocoder conditions for consonant and vowel categories. See Table 2 for a summary of survival functions for all conditions.
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FIGURE 3
 Overall survival plots between Fast and Slow AM conditions (on the x-axis) for Vowel (dashed yellow lines) and Consonant features (solid dark green lines) for 6-month-olds, 10-month-olds, and adults (in each panel). Error bars are standard errors from Kaplan-Meier analysis.


The probability for participants to succeed in the Fast AM condition and then in the Slow AM condition was compared across age groups and phonetic conditions using survival analyses. When comparing all six survival functions defined by Age and Phonetic condition (illustrated in Figure 3), the functions were significantly different [χ2(5) = 38.60, p < 0.001]. Follow-up analyses were conducted first comparing the functions for Vowels versus Consonants within each Age group. A marginally significant difference was observed at 6 months [χ2(1) = 3.10, p = 0.08], and no significant difference was observed in the other two age groups [10-month-olds: χ2(1) = 0.10, p = 0.80; adults: χ2(1) = 2.10, p = 0.20], suggesting that the detection of vowel or consonant change was affected similarly by vocoding in the three groups. In other words, a similar proportion of participants reached criterion in the Fast and then in the Slow AM condition when exposed to vowel or to consonant change.

The next analyses investigated age effects within each Phonetic Condition (Vowels or Consonants). For Vowels, the functions were not significantly different between 6-month-olds and 10-month-olds [χ2(1) = 0.10, p = 0.80]. However, there was a significant difference between 6-month-olds and adults [χ2(1) = 18.70, p < 0.001] because fewer 6-month-olds reached criterion in both conditions [Fast AM: χ2(1) = 4.44, p = 0.035; Slow AM: χ2(1) = 10.86, p = 0.001] compared to adults. Moreover, while adults performed at ceiling, 6-month-olds showed a decrease from 80% to 56% between the Fast and Slow conditions when detecting vowel changes. There was also a significant difference in survival functions between 10-month-olds and adults [χ2(1) = 19.20, p < 0.001], again because fewer 10-month-olds reached criterion in both conditions [Fast AM: χ2(1) = 7.06, p = 0.008; Slow AM: χ2(1) = 6.48, p = 0.011] compared to adults, but 10-month-olds showed similar proportions of success in both vocoder conditions (70% at Fast; 72% at Slow).

For Consonants, functions showed a significant difference between 6-month-olds and 10-month-olds [χ2(1) = 4.90, p = 0.03] and further comparisons between the distribution of succeeding participants showed no significant difference in the Fast AM condition [χ2(1) = 1.56, p = 0.21] and a trend for fewer 10-month-olds succeeding in the Slow AM condition compared to 6-month-olds [χ2(1) = 2.20, p = 0.14]. While 6-month-olds showed a decrease from 90% to 78%, 10-month-olds showed a decrease from 75% to 53% suggesting that the detection of consonant change was more affected by vocoding at 10 months than at 6 months (see Figure 3). A significant difference was also found between 6-month-olds and adults [χ2(1) = 18.70, p < 0.001], related to the fact that overall fewer 6-month-olds reached criterion in both conditions [Fast AM: χ2(1) = 4.44, p = 0.035; Slow AM: χ2(1)=10.86, p = 0.001]. Moreover, a significant difference is observed between 10-month-olds and adults [χ2(1) = 16.00, p = < 0.001], and fewer 10-month-olds reached criterion in both conditions [Fast AM: χ2(1) = 5.71, p= 0.017; Slow AM: χ2(1) = 6.03, p = 0.014] compared to adults.

In summary, no difference was observed between 6- and 10-month-olds for vowel change detection, but 10-month-olds were more affected by vocoding than 6-month-olds for consonant change detection. For both consonant and vowel change detection, fewer 6- and 10-month-olds succeeded compared to adults in both vocoder conditions.



3.2 Exploratory survival function analyses comparing subcategory of vowels and consonants

Next, as an exploratory analysis, given the limited sample size of only 10 participants per subgroup, we compared survival functions for vowel features (place versus height) and consonant features (place versus voicing) to assess whether the different phonetic categories rely differently upon temporal cues as a function of age. These functions are represented in Figure 4.
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FIGURE 4
 Survival plots between Fast and Slow AM conditions (on the x-axis) for Vowel (Place and Height, dashed yellow lines vs dotted dark green lines, respectively) and Consonant features (Place and Voicing, dotted pink lines vs dash-dotted blue lines, respectively) for 6-month-olds, 10-month-olds, and adults (in each panel). Error bars are standard errors from Kaplan-Meier analysis.



3.2.1 Vowels

When comparing all six survival functions defined by Age and Vowel Feature (3 ages x 2 features), a significant difference was found [χ2(5) = 23.00, p < 0.001]. To understand this difference, we first explored the impact of Features for each age group separately. No significant differences were found for the 6-month-olds [χ2(1) = 0.10, p = 0.70], the 10-month-olds [χ2(1) = 1.50, p = 0.20], or the adults [χ2(1) = 0.00, p = 1.00], suggesting that detection of vowel height and vowel place change in all age groups was affected similarly by vocoding (i.e., in each age group, a similar proportion of participants reached criterion in the Fast and then in the Slow AM condition when exposed to either vowel height or place change).

The next comparisons addressed differences between Age groups for each vowel feature. For vowel place, a main effect of Age was found [χ2(2) = 8.80, p = 0.01], and pairwise comparisons revealed no significant effect between the two infant groups [χ2(1) = 0.10, p = 0.70], but a significant difference between 6-month-olds and adults [χ2(1) = 9.00, p = 0.003], and between 10-month-olds and adults [χ2(1) = 6.80, p = 0.009]. The differences were related to significant lower proportions of 6-month-olds reaching criterion in the Slow AM condition compared to adults [Fast AM: χ2(1) = 1.05, p = 0.305; Slow AM: χ2(1) = 7.54, p = 0.006], and to marginally lower proportions of 10-month-olds reaching criterion in the Slow AM condition compared to adults [Fast AM: χ2(1) = 2.22, p = 0.136; Slow AM: χ2(1) = 2.81, p = 0.093]. Specifically, for 6-month-olds success rates decreased from 90% to 44% and for 10-month-olds performance decreased from 80% to 75% between Fast and Slow conditions.

For vowel height, age influenced the functions [χ2(2) = 12.40, p = 0.002], and subsequent pairwise comparisons revealed no significant difference between 6- and 10-month-olds [χ2(1) = 0.40, p = 0.50], but a significant difference between 6-month-olds and adults [χ2(1) = 9.40, p = 0.002] and between 10-month-olds and adults [χ2(1) = 12.30, p < 0.001]. These differences were related to marginally lower proportions of 6-month-olds reaching criterion in both conditions [Fast AM: χ2(1) = 3.53, p = 0.06; Slow AM: χ2(1) = 3.24, p = 0.070] compared to adults. Similar but significant effects were observed between 10-month-olds and adults [Fast AM: χ2(1) = 5.00, p = 0.03; Slow AM: χ2(1) = 3.81, p = 0.05]. Here, again, adults perform at ceiling while both infant groups show an overall lower success rate, albeit similarly affected in the Fast (6 months: 70%; 10 months: 60%) and Slow (6 months: 71%; 10 months: 67%) conditions.

In summary, no difference was observed between vowel height and vowel place in any group. However, fewer 6- and 10-month-olds succeeded in detecting vowel place and vowel height change under the current vocoder conditions compared to adults. For vowel place, a lower proportion of infants succeeded the detection compared to adults in the Slow AM condition, while for vowel height, lower proportions were observed in both vocoder conditions.



3.2.2 Consonants

When comparing the six survival functions defined by Age and Consonant Feature (3 ages × 2 features), a significant difference was found [χ2(5) = 48.00, p < 0.001]. To understand this difference, subsequent comparisons assessed the impact of Features for each age group separately. There were significant differences between the survival functions for place and voicing for 6-month-olds [χ2(1) = 5.70, p = 0.02] and for 10-month-olds [χ2(1) = 17.70, p < 0.001]. A marginal difference emerged for adults [χ2(1) = 2.10, p = 0.10] because two participants only failed to detect place change in the Slow AM condition. At 6 months, the comparison of participants reaching the criterion between voicing and place contrasts did not show statistical significance in either the Fast [χ2(1) = 2.22, p = 0.136] or Slow AM conditions [χ2(1) = 1.94, p = 0.163]. This suggests that the observed differences in survival functions for voicing and place contrasts are not statistically significant. However, there is an overall difference in the proportion of participants meeting the criterion, with a higher proportion for voicing (90%) compared to place (63%) in both conditions. At 10 months, this difference is characterized by a lower proportion of participants able to detect the place change compared to the voicing change in both vocoder conditions [Fast: χ2(1) = 6.67, p = 0.01; Slow: χ2(1) = 8.57, p = 0.003] and by a steeper decrease in proportion of participants reaching criterion from Fast to Slow AM conditions for place than for voicing. For place, 10-month-olds showed a decrease between the two vocoder conditions from 50% to 0% whereas for voicing the decrease was much smaller from 100% to 80%.

Next, we addressed differences between Age groups for each consonant feature. For place, a significant Age effect was observed on the survival functions, [χ2(2) = 18.50, p < 0.001], and 2-by-2 comparisons revealed significant differences between 6-month-olds and adults [χ2(2) = 3.70, p = 0.05] and 10-month-olds and adults [χ2(2) = 17.70, p < 0.001], with no significant difference between the two infant groups [χ2(1) = 0.40, p = 0.50]. These differences were related to lower proportions of 10-month-olds reaching criterion in both vocoder conditions [Fast AM: χ2(1) = 6.67, p = 0.01; Slow AM: χ2(1) = 8.57, p = 0.003] compared to adults. Moreover, 10-month-olds showed a stark decrease from 50% to 0% success rates between the two conditions, while adults went from a 100% success rate to an 80% one. Similar but non-significant trends were found in the Fast AM condition between 6-month-olds and adults [Fast AM: χ2(1) = 2.22, p = 0.14; Slow AM: χ2(1) = 0.68, p = 0.41], suggesting an overall effect of less 6-month-olds reaching criterion (71.5% compared to adults (90%). For voicing, no significant effect of Age was found [χ2(2) = 2.10, p = 0.30].

In summary, a difference in the proportion of participants able to succeed detection between the Fast AM and the Slow AM conditions was observed between voicing and place for both infant groups only. Moreover, while no difference was observed between either infant groups or adults for voicing detection, fewer 6- and 10-month-old infants were able to reach success in both vocoder conditions for place compared to adults, and 10-month-olds showed a strong decrease between the two vocoder conditions.




3.3 Linear Models comparing the numbers of trials to reach criterion

In order to further understand whether task difficulty was affected by Vocoder condition (Fast AM versus Slow AM), Phonetic Condition (Vowels vs Consonants) or Phonetic Feature (vowel place versus vowel height versus consonant place versus consonant voicing) and Age (6 months vs 10 months), Linear models were used to analyze the average number of trials needed to succeed the task (see Figure 5). Adults' data were analyzed in individual models to assess the effect of Phonetic Conditions or Phonetic Features. All analyses were conducted in R (version 4.3.1, R Core Team, 2019). We fitted linear models using the lm function.
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FIGURE 5
 Average number of trials (and standard errors) needed to succeed Fast (blue bars) and Slow (yellow bars) phases in each phonetic feature condition (x-axis) for 6-month-olds, 10-month-olds and adults (in each panel).


In the Fast AM test phase, the maximum number of trials was set at 40, with a limit of 4 sessions. Conversely, in the Slow AM test phase, we limited the number to 32 trials and a maximum of 3 sessions. In the following analysis, the average number of trials required to achieve the success criterion thus corresponds to the average of the total number of trials over the sessions required by each infant in each phase. This analysis was conducted first for the Fast AM condition, followed by the Slow AM condition.

For infants, we used the following Linear model to analyze the average number of trials needed to achieve the success criterion, first in the Fast AM, then in the Slow AM condition:
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For the Fast AM condition, the ANOVA failed to find significant effects of Age [F(1,59) = 0.61, p = 0.436], Phonetic Condition [F(1,59) = 0.08, p = 0.774], or the Age x Phonetic Condition interaction [F(1,59) = 0.001, p = 0.975]. Likewise, for the Slow AM condition, the ANOVA failed to find significant effects of Age [F(1,37) = 1.91, p = 0.176], Phonetic Condition [F(1,37) = 0.42, p = 0.521] or the Age x Phonetic Condition interaction [F(1,37) = 0.27, p = 0.605].

For Adults, we used the following Linear Models to evaluate the average number of trials needed to pass the Fast and Slow conditions:
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For the Fast condition, the ANOVA failed to find a significant effect of Phonetic Condition [F(1,38) = 0.01, p = 0.926]. For the Slow condition, the ANOVA revealed a significant effect of Phonetic Condition [F(1,36) = 7.09, p = 0.012], and post-hoc analyses revealed that it took more trials to achieve success for consonants (29 trials in average) than for vowels (17 trials in average), which indicates a greater level of difficulty for consonants than vowels. Given the significant effect of Phonetic Condition, follow up analyses were conducted comparing average number of trials within the vowel and consonant categories, using the following LM:
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For vowels, the ANOVA found a marginally significant effect of Phonetic Feature [F(1,18) = 3.30, p = 0.086].




4 Discussion

The present study explores the reliance of 6-month-olds, 10-month-olds and adults upon spectro-temporal modulations of speech when categorizing consonant and vowel contrasts based on different phonetic features (for vowels: place and height; for consonants: place and voicing). Results show that 6-month-olds, 10-month-olds and adults are able to use AM cues, and even the slowest AM cues only (<8 Hz) for both vowel and consonant categorization. Indeed, in the Fast AM condition, in which FM cues were replaced but original AM cues were preserved in a large number (N = 32) of spectral bands, the overall proportion of participants succeeding the detection of vowels and consonants averaged together, was 85% in 6-month-olds, 73% in 10-month-olds, and 100% in adults. This first result establishes that at the three ages, the participants could successfully detect the vowel/consonant changes based solely on AM cues. It suggests that, in quiet, FM is not necessary for phonetic categorization for the majority of 6-month-olds, 10-month-olds, or adults. Moreover, among participants who succeeded in the Fast AM condition, the overall success rates in the Slow AM condition, in which only the slowest AM cues (<8 Hz) were preserved, were 67% in 6-month-olds, 63% in 10-month-olds, and 95% in adults. This again establishes that at the three ages, most of the participants who could successfully detect the vowel/consonant changes using only AM cues could also detect those changes based on Slow AM cues only.

Our adult results show that although adults required more trials to reach success criterion when detecting consonant compared to vowel changes in the Slow AM condition, they were at ceiling in both vocoder conditions for all phonetic feature contrasts tested. This indicates that FM cues are not necessary for phoneme processing in adults, and that they are able to rely solely on slow AM cues (<8 Hz). This pattern is similar to what was found in previous studies with adult listeners showing near perfect identification or discrimination scores on the basis of slow AM cues in quiet (Drullman et al., 1994a,b; Cabrera and Werner, 2017). Moreover, the higher number of trials required when detecting consonants based on the slowest AM cues is also consistent with previous studies showing a stronger impact of temporal reduction when processing consonants compared to vowels (Xu et al., 2005).

Our infant results suggest that slow AM cues (<8 Hz) provide enough information for most infants to successfully process the phonetic contrasts used in our task. They are consistent with previous infant experiments showing that 3- and 6-month-olds are able to discriminate consonant place and voicing on the basis of the original AM or slow AM cues (Bertoncini et al., 2011; Cabrera et al., 2013, 2015a; Cabrera and Werner, 2017). Crucially though, they add new data for vowel processing, as only one previous vocoder study had been conducted testing discrimination of a very large vowel contrast (/a/ versus /i/, Warner-Czyz et al., 2014). Here we demonstrate, for the first time, that both 6- and 10-month-olds can process vowel place and vowel height in conditions of reduced FM and AM cues. This aligns with evidence that young infants possess auditory mechanisms with relatively mature auditory temporal and spectral resolution (Folsom and Wynne, 1987; Spetner and Olsho, 1990; Levi and Werner, 1996).


4.1 Contributions of temporal cues to the categorization of vowels vs. consonants

Importantly, no overall difference was observed between the consonant and vowel conditions (that is, when the two phonetic feature conditions are averaged) in any age group. In other words, the proportion of participants succeeding the task was not different when they had to detect a change in vowel or a change in consonant. This finding suggests that the ability in detecting these changes are affected similarly by temporal degradation. However, differences between age groups appeared, indicating that with age the reliance upon temporal modulations may differ when processing native vowels and consonants. For vowels, while the 6- and 10-month-old groups did not differ from one another for overall detection in the vocoded conditions, they both independently differed from adults. Contrary to our expectations, we did not observe any significant difference in the reliance upon FM and faster AM cues between 6 and 10 months of age for vowel categorization. However, the number of participants succeeding in detecting the vowel contrasts was significantly lower for both groups of infants compared to adults in both vocoder conditions. More precisely, both 6- and 10-month-olds are more affected by FM degradation compared to adults and are also more affected by faster AM degradation (if they succeeded the Fast AM condition) compared to adults. Six-month-olds also displayed a specific result, that is, they showed a more important decrease of success rate in the Slow AM condition compared to adults. Altogether, these findings reveal that both FM and fast AM cues play a critical role in vowel categorization for both infant age groups, likely due to the role of faster temporal cues in conveying fine spectro-temporal details that are probably important for vocalic processing (Rosen, 1992). The fact that significantly fewer 6-month-olds succeeded the task compared to adults when the faster AM cues are reduced may also suggest that these temporal modulations are important for them to successfully detect vocalic changes.

For consonants, an overall difference was observed between the two infant groups, with 10-month-olds showing a stronger impact of vocoding on consonant detection compared to 6-month-olds, and a significantly greater decline in detection success rates between the Fast AM and Slow AM conditions compared to 6-months (75% and 53% vs. 90% and 78%, respectively). Thus, the degradation of faster AM cues (>8 Hz) appears to strongly affect consonant processing at 10 months of age. This difference in overall consonant processing is contrary to our hypothesis as we expected any difference between the effect of temporal degradation on consonants to be less pronounced in 10-month-olds than in 6-month-olds, the former being more advanced in their speech perceptual attunement to their native consonants. However, as will be further discussed later, this result can be further nuanced based on consonant feature category. It is then possible that while 10-month-olds become more attuned to the consonants of their native language, they are also more impeded by their linguistic experience to rely on the residual AM information. This is in line with previous cross-linguistic studies using vocoders with infants and adults showing that native listeners are more impaired by reduction of fine spectro-temporal cues compared to non-native listeners for consonant and tone processing (Cabrera et al., 2014, 2015a). Moreover, both infant groups independently were more affected by vocoding compared to the adult group, and this, in both vocoder conditions. Importantly, adults showed more robust detection of consonants in degraded conditions compared to 10-month-olds, who are supposed to have started attuning to the consonants of their native language. This different perceptual weight on temporal modulations for consonant change detection suggests that further changes in acoustic processing take place after the onset of perceptual attunement around 10 months. This is congruent with some studies showing that phonological categorization continues to develop until 12 years of age, and that children do not rely on the same acoustic (i.e., spectral or VOT) cues as adults to distinguish between native phonemes (e.g., Lehman and Sharf, 1989; Hazan and Barrett, 2000; Mayo et al., 2003; Nittrouer, 2004; Nittrouer and Lowenstein, 2007).



4.2 Contributions of temporal cues to the categorization of phonetic features

In the present experimental design, we also manipulated the phonetic feature to be detected within the vowel and the consonant condition: vowel place versus vowel height, and consonant place versus consonant voicing. In our task, participants heard a string of syllables that varied in consonants and vowels but shared one phonetic feature (for example, back vowels: pu, bu, tu, du, po, bo, to, do), and they were required to react to a new syllable corresponding to a feature change (for example, front vowels: py, by, ty, dy, pø, bø, tø, dø). To perform this task, participants could have discriminated the eight new syllables from the eight syllables presented as background. Alternatively, they could have categorized the syllables according to phonetic features, and discriminate categories of syllables based on the contrasting feature (in the example above, vowel place). If so, albeit exploratory, our findings would add to a small number of studies showing that phonetic features appear to be used in infant processing. In both vocoder conditions, all age groups were able to successfully detect a change in phonetic features on the basis of AM cues. Around 9 to 10 months, infants can form generalizations across different speech segments on the basis of place of articulation (Seidl and Buckley, 2005), they can learn constraints between non-adjacent consonants, but only when the consonants share a phonetic feature (Saffran and Thiessen, 2003) and their phonotactic knowledge appears constrained by phonetic features (Gonzalez-Gomez and Nazzi, 2015). Moreover, between 4 and 7 months, infants' acquisition and generalization of phonological constraints on consonant categories becomes constrained by the fact that those categories are defined by a single phonetic feature (Cristià and Seidl, 2008; Cristià et al., 2011). Our exploratory findings would add another piece of evidence in support of a role of phonetic features in early language processing and acquisition, providing the first piece of evidence of an early use also of vowel features, and that the cues needed to process these features are contained in the AM information.

These findings also reveal that the ability to detect phonetic feature changes was affected differently by vocoder and age of the listeners. The detection of vowel place and vowel height was affected similarly by vocoding in all age groups, meaning that one vocalic feature was not easier to detect than the other when FM or faster AM cues are degraded. However, age differences occurred within each phonetic feature category between infant groups and adults, while no difference was observed between 6- and 10-month-olds. For vowel place detection, 6-month-olds were more affected by the reduction of fast AM cues compared to adults, while 10-month-olds were overall worse than adults in both vocoder conditions (with no further decrease in the proportion of participants succeeding the task in the Slow AM condition). For vowel height, both 6-month-olds and 10-month-olds showed lower success rates compared to adults in both vocoder conditions. These findings may suggest that at 6 months infants require faster AM cues (> 8 Hz) to efficiently detect changes in vowel features. Importantly, the vocoders used in the current experiment did not drastically affect the original formants of the vowels, as the spectral resolution of the vocoded signals was pretty high including 32 spectral bands. Furthermore, in adults, it has been shown that vowel perception is more affected by spectral degradation than by temporal degradation (Xu and Pfingst, 2003). In our results, infants are more sensitive to a degradation of the temporal modulations of vowels compared to adults, suggesting a stronger perceptual weight on relatively fast temporal modulations in infancy even for vowel processing. FM cues and faster AM cues convey information about the spectrum of speech and thus, about the formant pattern (Rosen, 1992). It is possible that infants from 6 to 10 months of age rely more strongly on these temporal cues compared to adults, and are more sensitive to subtle modification of the speech spectrum, like older children have been shown to be more sensitive to the dynamic spectral structure in vowel identification (Nittrouer and Lowenstein, 2007). For consonant features, a different pattern was observed, that is, both infant groups were less affected by temporal cue reduction for voicing contrasts compared to place of articulation contrasts. No age difference was observed in the proportion of infants and adults succeeding the detection of voicing change when FM cues were degraded or when faster AM cues were degraded. One result of note is that in the Fast AM condition, all age groups achieved a 100% success rate for voicing contrasts. On the other hand, the detection of place change for consonants was significantly different with age and as a function of the vocoder condition. Significantly less infants, at both 6 and 10 months of age, compared to adults were able to complete the task in the vocoded conditions. Six-month-olds were overall more affected than adults when FM cues and faster AM cues were reduced. Ten-month-olds were strongly affected by reduction of fast AM cues compared to adults as none of the infants tested were able to detect the place change in the Slow AM condition. These findings align with prior adult research which indicated that the identification of place is notably vulnerable to spectro-temporal degradation. For instance, Shannon et al. (1995) highlighted that, unlike other phonetic features, the identification of place suffered in scenarios with limited spectral bands where FM cues were degraded. Drullman et al. (1994a,b) also observed that place of articulation for stop consonants was difficult to identify by adult listeners when reducing FM and faster AM cues. Again, as FM cues convey information about the spectrum, it has been suggested that place is particularly affected by such degradation compared to voicing (Rosen, 1992). In the present task, adults were not impacted by this FM degradation even for place, which reveals that even though the task was implicit (i.e., without direct instruction about what the participants should be attending in the signal), adult listeners were extremely good at detecting any phonetic change even the ones usually more difficult to identify.

In sum, the developmental differences between infants and adults in success rates between the Fast and the Slow AM conditions reveal different reliance upon temporal cues for phonetic perception between infancy and adulthood. To some extent, the present results are consistent with previous behavioral studies showing that younger infants more strongly rely on fast AM (> 0.8Hz) compared to adults. However, Cabrera and Werner (2017) using similar methods and vocoder conditions with 3-month-old infants and young adults showed that less than half of the infants differentiated between consonants (contrasting on either voicing or place) when only slow AM cues were preserved (i.e., Slow AM condition). In the current study, the filtering of faster AM cues did not impact as drastically the success rate of 6-month-olds for consonant detection. This discrepancy might be attributed to the age difference between the two studies, but also to the fact that in the previous study, the same vocalic context /a/ was used when presenting the vocoded syllables, and more consonant types were presented within the background (e.g., /b/, /p/, /d/, /t/, but also /k/, /g/), while in the current study, multiple vocalic contexts are presented /o/, /ø/, /u, /y/, and only two different consonants were presented in the background. Thus, it is possible that infants in the present design might have been able to leverage different mechanisms to compensate for the impact of acoustic temporal degradation on consonant discrimination, potentially due to vowel and consonant variability. Finer differences are then observed in the present study compared to the previous ones that did not find any difference in the detection of voicing and place in such vocoded conditions (Cabrera et al., 2015a; Cabrera and Werner, 2017). The present design may have “helped” infants to detect changes in voicing, not requiring FM or faster AM cues, while it may have impeded their detection of the place contrasts known to be more sensitive to any acoustic degradation (Miller and Nicely, 1955). Moreover, it is important to note that the present stimuli were from the French language where /p/ and /t/ are voiceless and unaspirated, and /b/ and /d/ are pre-voiced, whereas in English /p/ and /t/ are aspirated and /b/ and /d/ are partially voiced. These differences may also contribute to the discrepancy between the two studies. Finally, no significant differences were observed in the proportion of participants succeeding the detection of vowel changes between 6- and 10-month-old infants, but a significant difference emerged for consonant changes. This relates to the specific difficulty of 10-month-olds to detect the place change in the consonant condition when only the slowest AM cues are available. These findings thus suggest a similar weighting of FM and fast AM cues between 6 and 10 months of age for vowel categorization, perhaps because at these two ages infants have already started to attune to their native vowels, but a stronger reliance upon faster AM cues at 10 months for processing some native consonant features. This difference may relate to later onset of perceptual attunement for consonants than vowels. Future studies are required to determine whether differences in the perceptual weight of acoustic temporal cues for consonants are related to some other language milestones for instance lexical acquisition.



4.3 Conclusions

The present results indicate that infants, in comparison to adults, are more sensitive to the deterioration of FM and faster AM cues (> 8 Hz). They further indicate that infants between 6 and 10 months of age assign a similar perceptual weight to FM and fast AM cues when categorizing vowels, possibly because they already process vowels in a language-specific way (since they have started to attune to their native language vowels). However, at 10 months, there appears to be a stronger reliance for faster AM cues for consonants, especially when processing place of articulation. This difference between vowels and consonants might be linked to the later onset of infants' perceptual reorganization to consonant sounds, which begins between 6 and 10 months. Altogether, this study underscores the significant role of speech temporal cues in vowel and consonant categorization during infancy and suggests that the ability to rely solely on slow AM cues for phonetic categorization develops later in life.
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Introduction: Infants’ sensitivity to language-specific phonotactic regularities emerges between 6- and 9- months of age, and this sensitivity has been shown to impact other early processes such as wordform segmentation and word learning. However, the acquisition of phonotactic regularities involving perceptually low-salient phonemes (i.e., phoneme contrasts that are hard to discriminate at an early age), has rarely been studied and prior results show mixed findings. Here, we aimed to further assess infants’ acquisition of such regularities, by focusing on the low-salient contrast of /s/- and /ʃ/-initial consonant clusters.

Methods: Using the headturn preference procedure, we assessed whether French- and German-learning 9-month-old infants are sensitive to language-specific regularities varying in frequency within and between the two languages (i.e., /st/ and /sp/ frequent in French, but infrequent in German, /ʃt/ and /ʃp/ frequent in German, but infrequent in French).

Results: French-learning infants preferred the frequent over the infrequent phonotactic regularities, but the results for the German-learning infants were less clear.

Discussion: These results suggest crosslinguistic acquisition patterns, although an exploratory direct comparison of the French- and German-learning groups was inconclusive, possibly linked to low statistical power to detect such differences. Nevertheless, our findings suggest that infants’ early phonotactic sensitivities extend to regularities involving perceptually low-salient phoneme contrasts at 9 months, and highlight the importance of conducting cross-linguistic research on such language-specific processes.
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 phonotactics; salience; cross-linguistic; fricatives; infant language


Introduction

Infants’ acquisition of their language-specific phonological system occurs rapidly. Indeed, already in their first year of life, infants start to specialize in speech sounds – or phonemes – that are used in their native language at the lexical level (e.g., Werker and Tees, 1984; Kuhl et al., 1992). Another important phonological property acquired during that period is the language-specific phonotactic system, that is, the legal and probabilistic positioning and sequencing of speech sounds within the words of a given language. Previous studies have shown that infants begin to acquire their language-specific phonotactic system in the first year (e.g., Friederici and Wessels, 1993; Jusczyk et al., 1994; Gonzalez-Gomez and Nazzi, 2012). However, the acquisition of regularities clearly contrasting in phonotactic frequencies but composed of perceptually low-salient phonemes has rarely been studied in infancy, and never with a cross-linguistic approach that makes it possible to ascertain that the findings result from the acquisition of language-specific properties rather than some intrinsic characteristics of the words presented to the infants. Indeed, only two studies investigated early phonotactic sensitivities to low-salient fricative patterns, and found contrasting results: French-learning infants were sensitive to frequent regularities of fricatives (Gonzalez-Gomez and Nazzi, 2015), whereas the evidence is more mixed for English-learning infants (Henrikson et al., 2020). Given these prior results, more research is needed to understand whether language-specific regularities involving low-salient phonemes are acquired early in development, and whether this depends on the infants’ native language. This study aims to further investigate infants’ acquisition of their language-specific phonotactic system from a cross-linguistic perspective by asking if German-and French-learning 9-month-old infants have already acquired perceptually low-salient regularities of fricative-plosive word-initial clusters.

Friederici and Wessels (1993) and Jusczyk et al. (1994) set the stage for the investigation of early phonotactic acquisition. Using the headturn preference procedure (HPP, Kemler Nelson et al., 1995) to investigate language-specific phonotactic sensitivities within one language, they demonstrated that sensitivity to language-specific phonotactic patterns emerges between 6 and 9 months: Friederici and Wessels (1993) tested Dutch-learning infants’ preferences for nonwords including legal (e.g., /bref/, /murt/) versus illegal (e.g., /febr/, /rtum/) consonant clusters (henceforth CCs) in Dutch. Phonotactically legal CCs were attested and typical in their specific positions within Dutch words, whereas illegal CCs were clusters that could not appear in their specific positions within Dutch words. Nine-month-olds preferred listening to the nonwords containing legal CCs at onsets and offsets, whereas 4-and 6-month-olds showed no listening preference. In parallel, Jusczyk et al. (1994) investigated early sensitivity to phonotactic probabilities in English, presenting English-learning 6- and 9-month-olds with lists of monosyllabic nonwords with a consonant-vowel-consonant (CVC) structure that had high (e.g., riss, ghen, kazz) or low (e.g., yowdge, shawch, gushe) positional uni-and biphone probabilities in English. Infants at 9 but not 6 months listened significantly longer to the high than to the low probability lists of monosyllables. These two studies have been taken as evidence that knowledge of both language-specific phonotactic legality and phonotactic probability is acquired between 6 and 9 months.

Capitalizing on these early findings, subsequent studies showed that in their first year of life infants also acquire non-adjacent regularities (i.e., regularities between non-sequential phonemes) between consonants (Nazzi et al., 2009; Gonzalez-Gomez and Nazzi, 2012; Gonzalez-Gomez et al., 2014) and vowels1 (Altan et al., 2016; Gonzalez-Gomez et al., 2019). Moreover, it has been found that infants’ phonotactic knowledge supports other early linguistic processes, such as wordform segmentation (Mattys and Jusczyk, 2001; Gonzalez-Gomez and Nazzi, 2013) and word learning (Graf Estes et al., 2011; MacKenzie et al., 2012; Gonzalez-Gomez et al., 2013).

Most studies mentioned above [with the exception of Gonzalez-Gomez et al. (2014, 2019)] tested infants within one native language. Although infants’ performance was in line with the phonotactic properties of their native language, which might attest to acquisition of native properties, it remains possible that language-general acoustic or structural properties of the words led to the preferences found. One way to avoid such a confound is to test, with the same task and words, groups of infants acquiring different languages with different phonotactic properties, and establish that their phonotactic preferences differ and relate to the properties of each language. The first crosslinguistic study on phonotactics compared Spanish-and Catalan-learning monolingual 10-month-olds, and two groups of Spanish-Catalan bilingual 10-month-olds differing in their predominant language (Sebastián-Gallés and Bosch, 2002). Using HPP, infants were presented with lists of nonwords containing coda CCs that were legal (e.g., /birt/, /dort/) versus illegal in Catalan (e.g., /ketr/ /bepf/). Importantly, Spanish being a language which forbids CCs in coda position, the two types of nonwords were phonotactically illegal in Spanish. The Catalan-learning monolinguals and both groups of bilinguals, but not the Spanish-learning monolinguals, preferred the list with phonotactic patterns legal in Catalan. A second study compared French-and Japanese-learning infants’ acquisition of non-adjacent dependencies, showing that French-learning infants develop a preference for labial-coronal sequences between 6 and 10 months, while Japanese-learning infants develop a preference for coronal-labial sequences between 10 and 13 months, in line with the respective phonotactic properties of French and Japanese (Gonzalez-Gomez et al., 2014). Lastly, a study comparing Hungarian-and French-learning infants established the emergence of a preference for harmonic words between 10 and 13 months in Hungarian, a harmonic language, but no such preference at 13 months in French, a non-harmonic language (Gonzalez-Gomez et al., 2019). Taken together, these cross-linguistic studies demonstrate that infants’ phonotactic sensitivity is tied to experience and knowledge of native language(s), rather than the acoustic/phonetic properties of the words presented. Interestingly, cross-linguistic studies also showed that phonotactic knowledge applies top-down, such that infants’ ability to discriminate between words composed of specific phonotactic patterns differs depending on the phonotactic system of the language they are learning. Since Japanese does not allow CCs, adult speakers of Japanese tend to perceptually repair these by perceiving an illusory/u/ between the two consonants, whereas speakers of languages allowing CCs do not perceive this illusory vowel (see Dupoux et al., 2011). Cross-linguistic infant studies have shown that this effect emerges early in life: at 14 months, while French-and English-learning infants can clearly discriminate between word pairs in which one of the words contains a consonant cluster and the other one contains a/u/between the two consonants of the cluster (e.g., abna vs. abuna), Japanese-learning infants show a reduced or no ability to do so (Mazuka et al., 2011; but see also Kajikawa et al., 2006).

While early phonotactic sensitivity has been demonstrated for infants learning a number of different languages, meta-analytic evidence suggests that the age at which it emerges partly depends on the specific type of regularity investigated, and on the specific language infants are acquiring (Sundara et al., 2022). However, little is currently known about the factors modulating acquisition, as most previous studies investigating infants’ sensitivity to phonotactic regularities used many different regularities in each phonotactic condition (e.g., 8 different legal versus 8 different illegal CCs embedded in 224 different nonwords; Sebastián-Gallés and Bosch, 2002) rather than focusing on specific phonotactic contrasts (but see, e.g., Gonzalez-Gomez and Nazzi, 2015). Furthermore, in most studies, phonotactic regularities between conditions usually differ by more than one phoneme (e.g., /rt./versus/pf/) with at least one perceptually salient phoneme contrast, involving early acquired phonemes that infants can produce early in life (i.e., at the babbling stage): vowels, plosives, and nasals (de Boysson-Bardies, 1996; Morgan and Wren, 2018; Lorenzini and Nazzi, 2022). Accordingly, there are important gaps in our knowledge of the specific types of phonotactic regularities acquired in infancy. As a result, several factors likely to modulate acquisition have been posited, such as input properties (e.g., how much evidence in different languages supports a specific pattern), usefulness of phonotactic knowledge (e.g., how much phonotactic regularities inform other linguistic processes such as word-learning), type of regularity (e.g., adjacent vs. non-adjacent, or consonant vs. vowel dependencies), and perceptual salience/position of the regularities within the words (e.g., Bonatti et al., 2005; Zamuner, 2006; Sundara et al., 2022). Yet, no study has directly established the role of these factors. In the present study, we test the potential involvement of one such factor: perceptual salience.

To assess infants’ acquisition of phonotactic regularities related to perceptually low-salient phonemes, the present study focused on fricative consonants. The definition of salience is still not clear across studies: understanding why some phonemes and phoneme contrasts are more salient than others, and which acoustic properties are linked to perceptual salience, is still a matter of investigation (for discussions, see Cristia et al., 2011; Chládková and Paillereau, 2020). Here, we define perceptual salience as infants’ ability to discriminate between phonemes that contrast in one phonetic feature. Fricatives are a class of sounds that can be considered as low-salient given that previous studies have presented mixed findings with regard to infants’ ability to perceive and discriminate fricative contrasts, which taken together suggest that discrimination of such contrasts is difficult in infancy. A set of studies (Eilers and Minifie, 1975; Eilers, 1977) suggests that English-learning infants cannot discriminate between fricative pairs such as /s/−/z/ and /f/−/θ/, but can discriminate between /s/−/v/ and /s/−/ʃ/. Moreover, Nittrouer (2001) tested English-learning infants on their discrimination between the fricative contrast /s/−/ʃ/ and either the vowel contrast /a/−/u/ or the stop voicing contrast /t/−/d/. Out of 15 infants who could discriminate vowel quality (either /sa/−/su/ or /ʃa/−/ʃu/), only 6 could also discriminate /sa/−/ʃa/, while out of 8 infants who could distinguish a stop voicing contrast (/ta/−/da/), none discriminated /sa/−/ʃa/. Importantly, the acquisition and perception of fricatives categories (or more specifically the /s/ and /ʃ/ categories) seems to be tightly linked to infants’ ambient linguistic input: Cristia (2011) showed that fine-grained, subphonemic aspects of the acoustic realization of /s/ in caregivers’ speech predicts 6-to 14-month-old infants’ discrimination of this sound from /ʃ/, suggesting that learning based on acoustic cue distributions of /s/ and /ʃ/ in the infants’ surrounding environment drives the acquisition of such categories. The fact that fricative contrasts are difficult to perceive by infants is relevant to phonotactic acquisition because the ability to discriminate between two phonemes is often a necessary requirement for phonotactic acquisition involving those phonemes. This was suggested by Zamuner (2006), who showed that Dutch-learning 9- and 11-month-olds do not display knowledge of the phonotactic final devoicing rule (resulting in allowing voiceless but no voiced plosives at Dutch word endings), possibly because infants at 9, 11 and 16 months do not show an ability to discriminate the voicing contrast in that position either.

At present, the only two studies that have explored infants’ acquisition of phonotactic patterns related to fricatives have provided contrasting results. The first study (Gonzalez-Gomez and Nazzi, 2015) focused on the acquisition of non-adjacent dependencies linked to the relative order of labial and coronal consonants, asking whether infants’ knowledge of such phonotactic constraints can be found when testing them with different types of consonants. The rationale was that in French, labial-coronal structures are more frequent than coronal-labial structures if both consonants are plosives or nasals, but coronal-labial structures are more frequent than labial-coronal structures if both consonants are fricatives. French-learning 10-month-olds preferred the most frequent phonotactic structures in all cases, showing a labial-coronal preference for plosive and nasal sequences, and a coronal-labial preference for fricative sequences. With respect to fricatives, this established that at 10 months, these infants could discriminate place of articulation of the fricatives, and had learned phonotactic regularities on these fricatives, hence indicating phonotactic acquisition linked to these perceptually low-salient phonemes. In the other study (Henrikson et al., 2020), English-learning full-and pre-term infants aged 7 to 14 months were tested on their preferences for phonotactic regularities involving low-salient phonemes, namely fricatives and liquids: frequent /ʃr/ and /sl/ versus infrequent /ʃl/ and /sr/ in word-initial position. No significant effects were found for the pre-term infants. For the full-term infants, an analysis restricted to the 9-month-olds showed a significant preference for the fricative-liquid patterns with the higher phonotactic probability in their language. However, when all four age groups (7, 9, 11, and 14 months) were analyzed together, no significant preference, nor interaction with age, was found, strongly reducing the significance of the effect found at 9 months. Hence, the results of this second study at best provide weak evidence of infants’ preferences for frequent fricative-liquid patterns.

In this context of contrasting results between the two previous studies, the main goal of the present crosslinguistic study was to further investigate whether 9-month-old infants are sensitive to phonotactic regularities involving perceptually low-salient phonemes, namely fricatives. This was done by assessing whether French-and German-learning 9-month-old infants are sensitive to language-specific word-initial fricative-plosive regularities, specifically word-initial /s/− versus /ʃ/−plosive CCs. We chose to focus on such regularities with a cross-linguistic perspective for two reasons. First, we wanted a very clear contrast in phonotactics, meaning that the frequent regularities had to be very frequent in both their uniphone frequencies (i.e., frequencies of the word-initial fricative) and biphone frequencies (i.e., frequencies of the word-initial fricative-plosive cluster), whereas the infrequent ones had to be very infrequent in both uniphone and biphone frequencies. Word-initial fricative-and specifically fricative-plosive clusters are overall very frequent in these two languages, but the frequency of distribution of these two types of regularities contrasts between French and German: word-initial /s/ and /s/−plosive clusters are very frequent in French and very infrequent (or even illegal, but present in loanwords) in German, while word-initial /ʃ/ and /ʃ/−plosive clusters are very infrequent (or even illegal, but present in loanwords) in French and very frequent in German. Second, while being clearly contrasted at the phonotactic level, these two patterns are also composed of low-salient, perceptually very similar phonemes, differing only in place of articulation.

In the present study, we hypothesized that infants’ phonotactic sensitivities at 9 months would extend to sensitivities to highly frequent versus infrequent regularities involving low-salient phonemes. Thus, given the between-language distributional contrast of /s/− and /ʃ/−plosive regularities described above, we predicted opposite preferences between infants of the two language groups (namely, a preference for /s/−plosive compared to /ʃ/−plosive in the French-learning group, and the opposite preference in the German-learning group). Note that novelty preferences can also be found in such designs, but given that it has rarely been documented in studies investigating phonotactic sensitivities (see Sundara et al., 2022; Figures 2 and 6), we consider a preference for the frequent phonotactic regularity within a language to be the more likely outcome. If confirmed, these findings would provide strong additional evidence of infants’ acquisition by 9 months of language-specific phonotactic properties related to low-salient phonemes, adding to the evidence found in the two prior related studies each testing only one language group (Gonzalez-Gomez and Nazzi, 2015; Henrikson et al., 2020).



Methods


Ethical statement

Parents of all infant participants provided written informed consent prior to the experiment. Both the experimental protocol and consent procedure were according to the principles expressed in the Declaration of Helsinki and approved by the ethics committees of both Université Paris Cité (Nr. 2011-03) and University of Potsdam (Nr. 42_2023).



Participants

A total of 48 9-month-old infants from monolingual French (N = 24, mean age = 9.6 months, range = [9.1–10.1]) and German-speaking (N = 24, mean age = 9.5 months, range = [9.1–9.9]) families were included in the analyses. Seventeen additional infants (French-learning: N = 5; German-learning: N = 12) were tested but their data was not included in the final sample, because they were fussy (10), caregivers interacted with them during testing (2), they had otitis media within 5 days before the experimental session (1) or there was a technical/experimenter error (4). Finally, infants were included in the final sample only if they managed to complete at least one entire block (out of two blocks) before the experiment was stopped (one block included 12 experimental trials and two familiarization trials, see procedure below). Among all the participants included, 4 out of 24 French-learning infants did not finish the experiment, completing 20, 22, 24, and 26 trials out of 28, respectively. All German-learning infants completed the entire experiment.

All infants included in the analyses were in good health, had been born full-term (36–41 weeks of gestation), and had no known hearing or vision impairments. They were considered monolinguals, with a daily exposure to a single language (either French or German) above 80% of total language exposure as assessed through parental estimates (French-learning infants: M = 89.6%, SD = 8.7; German-learning infants: M = 97.5%, SD = 5.9). Families were contacted via the two babylabs’ participant databases and received a small gift for participation (i.e., a colorful diploma with the picture of their infant). In Germany, caregivers were additionally compensated for their time and travel by a small fee.



Materials


Stimuli

Our stimuli consisted of 144 unique CCVCV nonwords, half of them starting with /s/ and the other half starting with /ʃ/, followed by either a /t/ or a /p/, thus giving four possible word-initial consonant clusters (i.e., /st/, /sp/, /ʃt/, /ʃp/), our phonotactic patterns of interest. These clusters were followed by one of 36 unique VCV tails and distributed such that the same tails appeared in both conditions (s-initial: /st/, /sp/ & ʃ-initial: /ʃt/, /ʃp/). The VCV structure of the tails was as follows: the first vowel was one of a set of six selected vowels attested and highly frequent in both French and German (/a/, /i/, /o/, /u/, /e/ & /y/). The onset of the second syllable included a variety of obstruents and sonorants (/k/, /g/, /d/, /b/, /m/, /n/, and /r/) to have acoustic variation between nonwords. No stimuli violated the OCP-Place constraint regarding the non-adjacent consonants C2 and C3: when the phoneme /p/ was present in the word-initial consonant cluster, C3 was never /m/ or /b/. When the phoneme /t/was present, C3 was never /n/or/d/. Finally, the word-final vowel was /a/ in one half and /i/ in the other half of the stimuli because these two vowels have a relatively comparable phonotactic probability in word-final position in the two languages, which was not the case for the rest of the vowels (e.g., notably, 70% of word-final vowels in German are schwas). The complete stimulus list can be found in Appendix 1 in Supplementary material.



Phonotactic probability

/s/−plosive and /ʃ/−plosive clusters were selected because they differ in phonotactic probability between French and German: word initially, both /s/− and /s/−plosive clusters are very frequent in French but infrequent in German, while both /ʃ/− and /ʃ/−plosive clusters are very frequent in German but infrequent in French. Calculations of phonotactic probability were performed using four different phonemically transcribed lexical databases: two based on adult speech, and two on infant-directed speech (IDS). For German, we used the German lemma database of CELEX (Baayen et al., 1995), including 51,322 number of different lemmas, and a lexical database by Stärk et al. (2022) derived from various CHILDES corpora (MacWhinney, 2000) including 1,660 number of word types. Similarly, for French, we used the LEXIQUE database (New et al., 2004), including 47,342 number of lemmas, and a French lexical database of infant-directed speech, including 5,533 number of word types. As no lexical database was publicly available for IDS, we derived our French IDS database from a corpus of phonemically transcribed IDS utterances (Carbajal et al., 2018), from which we segmented all unique words and extracted their frequency of occurrence to create a lexical database similar to the German IDS database. Following previous research showing that adults’ phonotactic intuitions are better captured by type frequency measures (Denby et al., 2018), we used type frequency for all our phonotactic measures, meaning that the frequency of occurrence of a given word in the database was not taken into account. Because the tails were identical for /s/− and /ʃ/−initial nonwords, differences in phonotactic probability between experimental lists within a language were driven solely by the word-initial clusters in the nonwords.

As in Jusczyk et al. (1994), phonotactic probability was operationally defined based on two main measures, and calculated word-initially in the two languages (see Tables 1, 2).



TABLE 1 Frequency counts (and probability) of /s/ & /ʃ/ and /s/− & /ʃ/−consonant clusters in German and French (adult lexical databases), calculated in word-initial positions.
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TABLE 2 Frequency counts (and probability) of /s/ & /ʃ/ and /s/− & /ʃ/−consonant clusters in German and French (lexical databases based on IDS corpora), calculated in word-initial positions.
[image: Table2]

(1) Positional uniphone probability (i.e., how often a given phoneme occurs in a specific position within a word).

(2) Positional biphone probability (i.e., the phoneme-to-phoneme co-occurrence probability in a specific position within a word).

We also computed the overall probability of encountering the phonemes /s/ and /ʃ/ in each of the two languages’ lexicons (see Table 3).



TABLE 3 Frequency counts (and probability) of the phonemes /s/ and /ʃ/in German and French (adult language and IDS) among all consonants (not positional).
[image: Table3]

Results of the lexical statistics suggest that /s/ and /s/−initial CCs are more frequent than /ʃ/ and /ʃ/−initial CCs word-initially in French in ADS (Table 1) and IDS (Table 2). The opposite pattern is found in German: both /ʃ/ and /ʃ/−initial CCs are more frequent than both /s/ and /s/−initial CCs word-initially in ADS (Table 1) and IDS (Table 2). When calculating overall frequency of /s/ and /ʃ/, it can be seen that the former is more frequent than the latter in both languages, although this difference is much more marked in French than in German (Table 3).



Recordings and trial lists

We asked two different speakers, one monolingual German-native female and one monolingual French-native female, to pronounce all our experimental stimuli. To control for indexicality (e.g., voice characteristics), at the same time allowing us to assess if infants’ phonotactic sensitivities are robust to acoustic-phonetic variability, we presented both language-specific pronunciations to our participants, in two experimental blocks counterbalanced for order of presentation across infants. Note that one set of studies had shown that French-learning infants’ preferences for the phonotactic regularities of their native language were not impacted by the native language of the person recording the stimuli, which was either a French (Nazzi et al., 2009; Gonzalez-Gomez and Nazzi, 2012; Gonzalez-Gomez et al., 2013) or a Japanese (Gonzalez-Gomez et al., 2014) monolingual speaker.

The two speakers were instructed to read the stimuli in an IDS register. Their productions were recorded in the same sound-proof booth with the same technical equipment. Nonwords were then organized into 12 lists of 12 items each for each speaker. Six lists contained stimuli starting with the /s/−plosive clusters, and six lists contained stimuli starting with the /ʃ/−plosive clusters. The length of the lists was kept constant. In each list, items were presented with a silent interstimulus interval which varied in duration, so that each list would last exactly 18 s. The average intensity of the nonwords was normalized at 70 dB using PRAAT (Boersma, 2001). The average duration (ms) and pitch (Hz) of the nonwords can be found in Table 4. Overall, /s/−initial nonwords were longer than /ʃ/−initial nonwords in both German (Mean difference = 100 ms) and French (mean difference = 20 ms), the difference being more marked in German. In contrast, /ʃ/−initial nonwords were on average characterized by a higher pitch than /s/−initial nonwords, in both German (Mean difference = −12.60 Hz) and French (Mean difference = −7.28 Hz), the difference being more marked in German. The German stimuli followed a strong-weak stress pattern, which is typical for German, whereas the French stimuli were pronounced with even stress on all syllables, which is typical for French.



TABLE 4 Mean (SD) duration and pitch of nonwords separated by condition and pronunciation.
[image: Table4]




Procedure, apparatus, and design

For the experimental procedure, we used the HPP set-ups in the babylabs of Paris and Potsdam. During testing, caregivers were seated in a sound-attenuated testing booth with their infants on their lap, facing forward. Loudspeakers were mounted into the walls of the two side panels at about the level of the infants’ heads. There were three lights mounted on the walls: a small green light directly in front of the infants, and two small red lights on either side of the infants, close to the two speakers. A video camera was also connected from below the central light (i.e., in front of the infants) to a monitor in an adjacent control room where the experimenter was located.

The experiment took place as follows. Infants and their caregiver (s) were welcomed by an experimenter. Caregivers first completed the consent form and were explained how the experiment would take place. Then a caregiver entered the testing booth with the infant. Once they were seated, the experiment started. The caregiver, who was instructed not to interact with the infant during testing, wore headphones playing experimental stimuli overlaid over music to efficiently mask the test stimuli. The experimenter, who recorded the infant’s looking behavior via button presses, was also blind to the conditions of the study as no sound from the testing booth reached the control room. Each trial began by drawing the infant’s attention to the center by flashing the central light. Once achieved, the central light was turned off and one of the two side lights started flashing. Once the infant turned and looked at it, the stimulus began to play (and the side light kept flashing during the trial). The trial ended when the entire stimulus for that trial had been played (an entire trial list lasted maximally 18 s) or when the infant turned away for at least a continuous period of 2 s. Infants’ attention to the stimuli was measured based on their looking time toward the target side light on a given trial.

The experiment was made up of a total of 28 trials, divided into two blocks, with one block consisting of the stimuli pronounced by the French native speaker, and the other of the stimuli pronounced by the German native speaker. Each block started with two warm-up trials consisting of classical music, one on each side, and was followed by 12 test trials consisting of six trials with the nonwords starting with /s/−plosive and six trials with the nonwords starting with /ʃ/−plosive. During each trial, a unique list of 12 stimuli was played (e.g., list 1: /stika/, /stoga/, /spiki/, /spogi/, /steba/, /spedi/, /spuni/, /stuma/, /spyni/, /stara/, /styga/, /spari/). Trial type (/s/−plosive versus /ʃ/−plosive), pronunciation (German versus French) and side orders (left versus right) were pseudorandomized across participants. We created eight versions of the experiment such that half of the participants started the experiment with the French pronunciation block and the other half with the German pronunciation block. Furthermore, half of the participants started the experiment with an /s/−plosive trial, and the other half with a /ʃ/−plosive trial. Finally, for half of the participants the first trial was on the left side of the booth, and for the other half it was on the right side of the booth. There were never more than two consecutive trials on the same side and no more than two consecutive trials of the same phonotactic condition in a row.



Data pre-processing and analysis

All analyses were conducted in R-studio. We used linear mixed-effect models using the function lmer of the R package lme4 (Bates et al., 2009), and the package lmerTest (Kuznetsova et al., 2017) to obtain p-values. We conducted a nested linear mixed-effect model, with infants’ log-transformed looking times (hereafter LT, in seconds) as the dependent variable. Given the distribution of the data, LTs were log-transformed (as also recommended by Csibra et al., 2016). As fixed factors, we included native language (French vs. German) as between-participant nesting factor, phonotactics (/s/−initial vs. /ʃ/−initial) and pronunciation (French vs. German) in interaction, and block (block1 vs. block2) as within-participant factors. All factors were sum-contrasted for the model (i.e., effect coding: −1 vs. 1). Individual participant intercepts and by-participant random slopes for pronunciation were included in the random effects structure. Phonotactics was not added as a by-participant random slope because the model failed to converge when doing so. The full equation was as follows:
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Note that we initially discussed whether we should compute a model with all factors in full interaction or the present nested one. Ultimately, we chose to compute the nested model as our confirmatory model for two reasons: (1) we were underpowered to reliably test for such interactions and (2) because both familiarity and novelty effects can emerge from experiments testing infants’ preferences, the nested model provided the best possible way to assess infants’ sensitivity to phonotactics without being restricted to one specific direction of preference, while also informing about the direction of this sensitivity.




Results

Eighteen out of 24 French-learning infants had longer LTs to the /s/−initial stimuli; 16 out of 24 German-learning infants had longer LTs to the /s/−initial stimuli. The results of the statistical model are presented in Table 5 and raw means and CIs are illustrated in Figure 1. Within the French-learning group, we found a significant main effect of phonotactics (β = −0.07, SE = 0.03, p = 0.032), indicating that infants’ LTs to the /s/−initial nonwords (mean = 7.99 s, SD = 1.90s) were longer than their LTs to the /ʃ/−initial nonwords (mean = 7.01 s, SD = 1.54 s). Within the German-learning group, the main effect of phonotactics was not significant (β = −0.03, SE = 0.031, p = 0.359) [s-initial: mean = 7.85 s, SD = 2.49 s; ʃ-initial: mean = 7.44 s, SD = 2.13 s]. There was also a significant main effect of block in both language groups (French: β = −0.23, SE = 0.03, p < 0.001; German: β = −0.09, SE = 0.03, p = 0.006), indicating that infants’ overall LTs decreased between the first and the second block. No further significant main effects or interactions were found.



TABLE 5 Results of the linear mixed model.
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FIGURE 1
 Raw infants’ LTs (Means and CIs), broken down by phonotactics and language group.




Discussion

In a cross-linguistic design, the present study investigated French-and German-learning infants’ sensitivity to low-salient, fricative-plosive word-initial phonotactic regularities at 9 months of age. To do so, we presented participants with lists of nonwords starting either with /s/−plosive clusters, with /s/ and /s/−plosive clusters being frequent word-initially in French but infrequent in German, or /ʃ/−plosive clusters, with /ʃ/ and /ʃ/−plosive clusters being frequent word-initially in German but infrequent in French, and measured their attention to either types of nonwords. Since previous studies found that infants start acquiring the phonotactics of their native language between 6 and 9 months (e.g., Friederici and Wessels, 1993), we expected our participants to show a significant preference for the frequent phonotactic regularities of their ambient language (French-learning participants: /s/−plosive clusters; German-learning participants: /ʃ/−plosive clusters). However, since the two previous studies on the acquisition of phonotactic properties related to perceptually low-salient fricatives found partly conflicting findings [with infants showing sensitivity in Gonzalez-Gomez and Nazzi (2015); but not at all ages in Henrikson et al. (2020)], it remained possible that infants would fail in the current experiment, or that performance would differ across languages. Our results show that the French-learning infants exhibited significantly longer LTs to the /s/−initial patterns, the more frequent regularities in their native language, than to the /ʃ/−initial patterns. In contrast, the German-learning group did not show a statistical preference for the frequent regularities in their native language.

These findings might be taken as evidence of cross-linguistic differences in infants’ phonotactic sensitivities, and in their trajectory of acquisition of phonotactic regularities. Results for the French-learning group are compatible with previous studies on phonotactic acquisition, and suggests that infants’ early phonotactic sensitivities extend to regularities involving perceptually low-salient, later-acquired phoneme contrasts in the French language. This is in line with the findings from Gonzalez-Gomez and Nazzi (2015) for another phonotactic regularity involving fricatives. Results for the German-learning group fail to provide evidence of knowledge of language-specific regularities on this low-salience fricative-based regularity. They contrast with the French results, but are in line with the difficulty found with English-learning infants tested on another fricative-based regularity in Henrikson et al. (2020).

To assess whether the difference in outcomes between our language-learning groups is statistically significant, we conducted an exploratory mixed effect model with a reduced number of parameters, with log (LT) as dependent variable and the two independent factors language and phonotactics in interaction (i.e., Log (LT) ~ Native Language x Phonotactics + (1|Participant)). This analysis only showed a main effect of phonotactics (β = −0.049, SE = 0.023, p = 0.034), indicating longer LTs to the /s/− than /ʃ/−plosive patterns, but failed to show a significant interaction between language and phonotactics (β = 0.02, SE = 0.023, p = 0.380). From this pattern of results, we cannot statistically conclude that the two groups of infants differed in their phonotactic sensitivities. To further assess if the data provides evidence for a null interaction or is just inconclusive, we used the Bayesian information criterion (BIC) for statistical inference, following Wagenmakers (2007). We computed two mixed effect models, one with and one without the interaction between language and phonotactics. We then extracted their respective BIC, and converted the BIC difference into a Bayes Factor, used to calculate the posterior probability of finding a null interaction (H0). This resulted in a Bayes Factor of 22.851, which amounts to a posterior probability of H0 of.96. This result can be interpreted as strong evidence that the data favors the null interaction, instead of being inconclusive (see Appendix 1 in Supplementary material for more details).

Based on this exploratory analysis, it is statistically more probable that both groups preferred the same phonotactic patterns (i.e., the /s/−plosive word-initial regularities), but the effect being smaller in the German-learning group, it did not emerge as significant in our confirmatory nested mixed-effect model. Another statistically less likely possibility, given that the data favors a null interaction between language and phonotactics, is that the two groups differed in their phonotactic sensitivities, with the French-learning group being sensitive to the frequent patterns in French and the German-learning group not being sensitive to the frequent pattern in German. However, the exploratory model was not sensitive enough to detect such a cross-linguistic difference with the current data. We discuss how we would interpret each of these two possibilities in what follows.

Let us consider first the possibility that both language groups do show a preference for the /s/−plosive word-initial regularity compared to the /ʃ/−plosive word-initial regularity. While this entails that both German-and French-learning infants are able to distinguish between the two low-salient phonemes /s/ and /ʃ/, results from the German-learning group are not in line with previous findings showing that infants prefer listening to the more frequent phonotactic regularities in their language. Since novelty phonotactic preferences have rarely been found (see Sundara et al., 2022), it seems unlikely that our findings could result from a cross-linguistic familiarity versus novelty preference.

An explanation for the overall preference for /s/−initial words could be found in the acoustic properties of our stimuli. Our /s/−initial nonwords were longer than our /ʃ/−initial nonwords, in both pronunciations (this difference being much more marked in the nonwords pronounced by the German native speaker). If 9-month-old infants are sensitive to durational differences in the range of 20-to 100-ms then the preference for /s/−plosive stimuli in both of our groups might partly be explained by such acoustic differences. Additionally, phonotactic sensitivity would reinforce French-but not German-learning infants’ preference for the /s/−plosive stimuli, which could explain the larger effect in French. Note that our stimuli also differed in pitch (with higher pitch for the /ʃ/−initial nonwords), which either did not affect performance, or contributed to the pattern observed if infants preferred the stimuli with lower pitch, an unlikely preference given data on IDS preference showing infants’ preference for stimuli with higher pitch (e.g., ManyBabies Consortium, 2020).

Finally, the general preference for the /s/− over /ʃ/−initial regularities might be linked to production factors. Productions studies suggest that /s/ is relatively easier to produce than /ʃ/, as illustrated by children experiencing a period of postalveolar fronting (the so-called “fis-effect,” e.g., pronouncing “fish” as “fis,” Jakobson, 1968; Kokkelmans, 2021), found in many languages including English (Vihman and Greenlee, 1987), German (Fox and Dodd, 1999), and French (Lemieux, 2011). Given studies showing that infants’ ability to produce consonants impacts their processing of speech between 9 to 11 months (DePaolis et al., 2011, 2013; Majorano et al., 2014), our perceptual preference for /s/ over /ʃ/ could relate to its production advantage. Note, however, that recent evidence from French-learning infants reports no production of /s/ or /ʃ/ in 32 11-month-olds, and only 1 infant producing /s/ and 1 producing /ʃ/ out of 32 14-month-olds (Lorenzini and Nazzi, 2022), so it is not clear that production of /s/ is favored at this developmental stage, and could have impacted their performance. One direct way to explore this possibility would have been to ask the caregivers about their infant’s babbling repertoire, and assess whether their production abilities are associated with their perceptual preferences in the current study. Since we did not collect this information, we leave this issue open for future research.

Let us now consider that our confirmatory nested mixed effect model shows cross-linguistic differences, with the French-learning group being sensitive to frequent regularities of low-salient phonemes in French while the German-learning group are not sensitive to frequent regularities of low-salient phonemes in German. What could explain this discrepancy between our two language-learning groups? Since French-learning infants were sensitive to our phonotactic manipulation, it seems unlikely that the lack of significant results in the German-learning group could be due to language-general processing abilities, such as for example an inability to discriminate fricatives at the age tested. Could the crosslinguistic difference be explained by phonotactic properties? This seems unlikely, since it was not the case that the difference in phonotactic frequency between conditions was more marked in French than in German. Indeed, both word-initial /ʃ/ and word-initial /ʃ/−plosive are comparatively much more common in German than word-initial /s/ and word-initial /s/−plosive are in French (see Tables 1, 2). This should have made it easier for German-than French-learning infants to acquire the respective phonotactic regularities. In contrast, our behavioral results might best be explained by sensitivity to overall/non-positional sound frequency within a language: while overall the phoneme /s/ is much more frequent than /ʃ/in French, the frequencies of these two phonemes are relatively similar in German (see Table 3). Thus, it might be that the preferences in our study are related to phoneme frequency rather than phonotactic frequency. This is reminiscent of another study investigating infants’ phonotactic preferences, which found that 7- but not 10-month-old French-learning infants prefer listening to coronal consonants compared to labial consonants, presumably because coronals are overall, as well as word-initially and word-finally, more frequent in French than labials (Gonzalez-Gomez and Nazzi, 2012). In our study, such sensitivity to non-positional phoneme frequencies is found at the intermediate age of 9 months, a possible delay related to the low-salience of the phonemes tested here. Further research will be needed on this finding, which was not predicted in the current study.

At any rate, our results further point toward the importance and the challenges of conducting cross-linguistic studies in language acquisition research, notably in the field of phonotactic acquisition. While in the current study, the frequency calculations would have predicted clear preferences in two opposite directions for our two language-learning groups, the lack of a significant result in the German-learning group suggests that frequencies are not enough to account for infants’ preferences at that age: it is possible that learners of different languages rely and process phonotactic information differently, possibly giving them different weights at different ages. Indeed, previous studies suggest that adult listeners’ use of specific phonotactic regularities for phoneme categorization differs depending on whether the adults were English or Dutch native-speakers, with English adults’ perception being affected to a greater extent by diphone probabilities than Dutch adults’ perception (Warner et al., 2005; Park et al., 2018; see Sundara et al., 2022 for a discussion). Relatedly, one cross-linguistic wellformedness judgment task points toward greater sensitivity to phonotactics in French compared to German adult listeners, although phonotactic probabilities predicted wellformedness judgments by both groups (Piot et al., 2024). It is possible that a differential use of phonotactic knowledge across individuals speaking different languages might already emerge in infancy and thus affect their sensitivities to phonotactic regularities. This is suggested by Jusczyk et al. (1993), documenting a similar discrepancy between English-and Dutch-learning infants, with stronger phonotactic sensitivity in English. For the specific case of fricatives tested here, findings for French suggest mastery of fricative-based properties by 9/10 months (Gonzalez-Gomez and Nazzi, 2015; current French data), while findings from English and German suggest failure or difficulties in acquiring fricative-based properties by the same age (Henrikson et al., 2020; current German data). The factors that drive these cross-linguistic differences (e.g., variable lexical stress, vocalic reduction, numerous complex codas and stress-timed rhythm in English/German, versus lack of lexical stress and vocalic reduction, less complex codas and syllable-timed rhythm in French) will have to be identified in future research.

Before concluding, we would like to point out some limitations of the present study. First, our experiment was relatively long for a 9-months-old infants’ preference study: it took between 7 to 10 min to complete. Experimental length, coupled with the large amount of information that our participants had to process (i.e., 144 different nonwords, pronounced by two speakers with different native languages), might have been cognitively too demanding for them, resulting in noisy data. It is possible that a shorter experiment, or a reduced number of different stimuli might have better suited our purposes. Nevertheless, additional exploratory analyses, for each experimental block separately, showed results that are similar, although not significant, to our main analysis: the main effect of phonotactics was marginally significant in both blocks for the French group (1st block: p = 0.108, 2nd block: p = 0.088), while it was not significant for the German group. The lack of significance for these exploratory analyses could relate to low statistical power, especially when considering only one block: although rather typical compared to similar studies on infants’ phonotactic acquisition, our sample size was relatively small. As a result, our effect would need to be further replicated, possibly with a bigger sample size. In any case, these explorations suggest that the relatively high number of trials was beneficial for detecting infants’ phonotactic preferences in our experiment.

In sum, our findings suggest that infants’ sensitivity to subtle, perceptually low-salient phonotactic patterns in their language at 9 months of age differs cross-linguistically. An implication for this finding is that infants’ early phonotactic knowledge is already detailed and fine-grained, at least in French-learners, while our German-learning infants failed to show a preference for the frequent phonotactic pattern in German. Further studies are needed to understand whether this cross-language discrepancy can be explained by overall phoneme frequency, the use of challenging phonological categories or differences between French and German.
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Most auditory environments contain multiple sound waves that are mixed before reaching the ears. In such situations, listeners must disentangle individual sounds from the mixture, performing the auditory scene analysis. Analyzing complex auditory scenes relies on listeners ability to segregate acoustic events into different streams, and to selectively attend to the stream of interest. Both segregation and selective attention are known to be challenging for adults with normal hearing, and seem to be even more difficult for children. Here, we review the recent literature on the development of auditory scene analysis, presenting behavioral and neurophysiological results. In short, cognitive and neural mechanisms supporting stream segregation are functional from birth but keep developing until adolescence. Similarly, from 6 months of age, infants can orient their attention toward a target in the presence of distractors. However, selective auditory attention in the presence of interfering streams only reaches maturity in late childhood at the earliest. Methodological limitations are discussed, and a new paradigm is proposed to clarify the relationship between auditory scene analysis and speech perception in noise throughout development.
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1 Introduction

Contrary to appearances, lively playgrounds and business meetings have one thing in common: they are noisy. In such complex auditory environments, sound waves are mixed before reaching the ears. Listeners must disentangle individual sounds from the mixture, performing what is called the auditory scene analysis (ASA; Bregman, 1990, 2015). Analyzing complex auditory scenes relies on the listeners' ability to segregate acoustic events into different streams, and to selectively attend to the stream of interest.

With respect to segregation, pioneer studies used sequences of tones organized temporally in repeated ABABAB patterns, where A and B represent successive tones of different frequencies (e.g., Miller and Heise, 1950; see Figure 1A). When listeners report hearing two streams, they are effectively experiencing stream segregation: they parse the sequential auditory events into distinct streams. At a given presentation rate, the larger the frequency distance between A and B, the more likely participants are to experience stream segregation. Later studies set out to evaluate segregation abilities in response to simultaneous, concurrent sounds. Listeners were presented with complex harmonic tones, of which one component had been mistuned (Moore et al., 1986; see Figure 1B) or delayed (Hedrick and Madix, 2009); manipulations that contributed to segregation into distinct auditory objects. With respect to selective attention, canonical studies investigated adults' ability to focus on a specific auditory feature in the presence of simultaneous or sequential distractors (e.g., Greenberg and Larkin, 1968).


[image: Figure 1]
FIGURE 1
 Schematic representation of the canonical paradigms used to investigate stream segregation (A) in sequences of successive tones; (B) in simultaneous concurrent sounds and (C) in stochastic tone clouds that combine successive and simultaneous tones. Stimuli that are typically perceived as one auditory stream are shown on the left; stimuli that are typically perceived as two auditory streams are shown on the right—with the two streams shown as different colors.


A major limitation of these early studies is their focus on either sequential or simultaneous stimuli. However, in everyday life, broadband streams that are temporally correlated often overlap with one another. In such situations, temporal coherence between different elements of the auditory scene appears essential for auditory segregation (Elhilali et al., 2009), potentially guiding selective attention such that it binds together coherent acoustic (spectral, spatial, and/or temporal) features into streams (Shamma et al., 2011). In this view, attention contributes not only to stream selection, but also to stream formation. An interesting development of the past decade was the creation of a paradigm in which the spectral coherence varies across time, requiring listeners to perform both simultaneous and sequential streaming at once (Teki et al., 2011, 2013; see Figure 1C).

How ASA develops in the first decades of life has attracted a lot of interest over the years. So far, studies focused on paradigms that tackled either sequential or simultaneous ASA. In a comprehensive review published about a decade ago on the topic, Leibold (2011) showed that sequential stream segregation and selective attention are functional early in life, albeit not yet as efficient as they are in adulthood. At the time, the author identified several open questions regarding the development of ASA: (i) How does simultaneous ASA develop from infancy to adulthood? (ii) Which acoustic cues are used by infants/children to perform ASA? (iii) How does sensorineural hearing loss affect the development of ASA? Here, we aim to review recent developmental data that answer some of these questions or raise new interrogations. We focus on studies using non-linguistic stimuli, to illustrate the development of basic auditory perception and processing involved in ASA, without the confound of language abilities.



2 Stream segregation


2.1 First year of life

Pioneer studies of ASA development investigated sequential streaming in the 1st year of life by habituating infants to a repeating (forward) sound sequence, then measuring their dishabituation to a reversed version of the sequence. Should infants parse the auditory scene based on each individual sound of the sequence, they would show a dishabituation response to the reversed pattern. On the contrary, newborns and 3-month-olds appeared to parse the streams of complex auditory scenes using the same cues adults use (Demany, 1982; McAdams and Bertoncini, 1997; Smith and Trainor, 2011)—albeit less accurately (for a detailed review, see Leibold, 2011).

Later studies investigated the neural correlates of sequential segregation in infants, using the mismatch negativity (MMN). The brain generates a MMN when it processes a difference between an unexpected auditory stimulus (a deviant) and the neural representation of a standard, expected pattern (for a review, see Näätänen et al., 2012). In adults, this “oddball paradigm” would even entail an MMN in the presence of interleaved sounds of a different frequency, as long as the interleaved sounds are perceived as separate streams (Sussman et al., 1999). Presented with this “interleaved” oddball paradigm, newborns also show an MMN, indicating that the neural correlates of sequential stream segregation are functional from birth (Winkler et al., 2003). Seven-month-olds also show an MMN if the deviant is placed in a chord component, and successive chords are played as a sequence (Marie and Trainor, 2013). Note that in this case, infants, like adults (Fujioka et al., 2005), show larger MMN to a deviant in the high than low voice, supporting early emergence of a preference for the highest stream.

In the last decade, a number of studies have set out to investigate the early development of simultaneous ASA, answering one of the open question identified by Leibold (2011). Folland et al. (2012) presented 6-month-old infants with complex tones consisting of 6 harmonic components. In half of the trials, one of the harmonic components was mistuned by 2–8% of its initial value. Infants were able to discriminate 4% mistuning or larger, whereas adults' thresholds were between 1 and 2% mistuning. Smith et al. (2017) paired in-tune and 8% mistuned complex tones with visual displays showing either one or two bouncing balls, hence being congruent or incongruent with the complex tones. Four-month-olds looked longer at incongruent audiovisual displays, indicating that they use harmonicity as a cue for stream segregation when integrating multisensory information. Whether newborns can segregate simultaneous auditory objects, or use acoustic cues to guide simultaneous streaming remains an open question.

To our knowledge, only two studies have investigated the neural correlates of simultaneous segregation in the 1st year of life, leading to contradictory results. Both studies used a similar paradigm, where half of the trials were 500 ms long complex tones of which the second harmonic was mistuned by 8% of its original value while the other half were in-tune complex tones. The object-related negativity (ORN) is an event-related potential that indexes listeners' processing of two simultaneous auditory objects (Alain et al., 2001). It is typically elicited by a mistuned component in otherwise harmonic complex tones (see Figure 1B). Whereas, newborns (Bendixen et al., 2015) and 4- to 12-month-old infants (Folland et al., 2015) showed an ORN in response to the mistuned complex tones, 2-month-olds did not (Folland et al., 2015). Future studies are needed to determine whether this discrepancy is due to methodological differences between the studies, or whether they reflect non-linearities in the development of the neural correlates of simultaneous stream segregation.



2.2 Childhood

For the sake of this review, childhood will be defined as ranging from 3 to 12 years of age. Most behavioral studies of stream segregation in children have been reviewed in Leibold (2011). They show that the acoustic difference required to segregate sequential or simultaneous sounds into distinct streams decreases as children grow older, but remains larger in late childhood than in adulthood (Alain et al., 2003; Sussman et al., 2007; Sussman and Steinschneider, 2009). Note that 5- to 13- year-old children benefit from visual cues helping simultaneous ASA to the same extent as adults (Bonino et al., 2013). Yet 5-year-olds show less benefit from spatial cues to perform simultaneous stream segregation than adults (Wightman et al., 2003).

Electrophysiological studies are in line with the behavioral observation of immature stream segregation in children up to 12 years of age. Like infants, children show an MMN when presented with stimuli that entail sequential streaming (Sussman et al., 2001; Lepistö et al., 2009). However, the frequency separation between the successive sounds of these sequences needs to be larger in passively attending 9–12 year-olds than adults to elicit an MMN (Sussman and Steinschneider, 2009).

With respect to simultaneous ASA, Alain et al. (2003) recorded the ORN in 8- to 13-year-old children and adults. Their results indicate that children have a larger ORN than adults, despite having poorer behavioral performance when segregating streams in the mistuned complex tones. This was interpreted as suggesting greater neuronal activity associated with the perception of separate auditory objects in children than adults. In a recent follow-up to that study, the same team investigated the ORN of 6–12 year-olds with a moderate to severe congenital hearing loss (55–70 dB HL), who were regular hearing aid users (Mehrkian et al., 2022). Note that children with a hearing loss were tested unaided, but sounds were presented at higher sound pressure level than for age-matched children with normal hearing, thus aiming to equate sensation level across groups. Children with a hearing loss had smaller and later ORN than age-matched children with normal hearing. Congenital sensorineural hearing loss thus seem to have a pervasive effect on the central processing of simultaneous streams, that is not merely due to an audibility loss.



2.3 Adolescence

In the past decade, researchers started to investigate the maturational trajectory of ASA at adolescence. The frequency separation needed to experience streaming of successive tones did not change between 7 and 15 years (Sussman et al., 2015). However, in the same study, there was a gradual improvement in the ability to detect an intensity deviant in one of two sequential streams. More studies are needed to investigate adolescent development of simultaneous ASA, and to explore the neural correlates of both sequential and simultaneous streaming at adolescence.




3 Selective attention in the context of ASA


3.1 First year of life

Do infants use selective attention to guide streaming in complex auditory scenes? To address this challenging question, researchers have investigated the effects of non-sensory factors on the detection of an auditory target in the presence of simultaneous distractors (for a detailed review, see Leibold, 2011). From 6 months of age, infants rely on temporal (Werner et al., 2009) but not spectral (Werner and Bargones, 1991; Bargones and Werner, 1994) expectations to selectively direct their attention toward a target in the presence of a simultaneous interference. Several questions remain open: are newborns able to selectively direct their attention in complex auditory scenes? Are infants able to selectively attend to a target that unfolds over time in a sequential stream? What are the neural correlates of infants' selective attention in the presence of auditory distractors?



3.2 Childhood

Behavioral studies of simultaneous ASA in children have been reviewed by Leibold (2011), and suggest a progressive improvement in selective auditory attention throughout the primary school years (Greenberg et al., 1970; Allen and Wightman, 1995; Stellmack et al., 1997; Leibold and Neff, 2007). A recent psychoacoustic study aimed at understanding the mechanism underlying this progressive improvement (Jones et al., 2015). Reverse correlations were used to estimate which spectral region children and adults paid attention to when asked to detect a 1 kHz target embedded in an unpredictable noise. Results confirmed that 4- to 7-year-olds had poorer thresholds than 8- to 11-year-olds and adults. In fact, younger children were less efficient at analyzing the spectral content of the stimuli than older children. Their poorer thresholds in noise thus likely reflect an inability to selectively attend to the target while ignoring the distractor. How selective attention to sequential sound streams develops during childhood remains so far unexplored.

Neural correlates of selective attention to sequential streams can be investigated using a variation of the “oddball paradigm” described above (Sussman et al., 1999; Winkler et al., 2003). Participants are presented with two streams of interleaved sounds, differing in frequency (see Figure 1A, right panel). They are asked to focus on one of the streams, and to indicate when they detect a deviant within this target stream, while ignoring deviants that appear in the distracting stream. This allows to compare the neural response of the to-be-attended deviant to that of the to-be-ignored deviant, which typically leads to an early frontal positivity followed by a difference negativity (Nd, for a review see Näätänen et al., 2001). Nds were recorded in a group of 9-year-olds, a group of 12-year-olds, and a group of adults (Gomes et al., 2007). Both groups of children exhibited a later Nd than adults, indicating persistent processing immaturities in sequential streaming in late childhood. Whether persistent processing immaturities would also be observed in the neural correlates of simultaneous streaming, despite the seemingly mature behavioral performance (Jones et al., 2015) remains an open question.



3.3 Adolescence

Selective auditory attention to a target in the presence of a simultaneous multitone masker seems to be mature by late childhood (Jones et al., 2015). This observation is consistent with earlier results collected in a small cohort of children as well as adolescents and adults (Lutfi et al., 2003). Whereas, 4- to 10-year-old children showed more masking than adults, there was no difference between adolescents (11–16 years) and adults. A principal component analysis was performed on the variance in masking performance, to investigate whether different age groups and/or individuals use different detection strategies. If so, several components would be identified as significantly contributing to the variance observed in masking performance. On the contrary, a single principal component was found to account for more than 80% of variance in masking performance, both across and within age groups. This suggests that children use similar target detection strategies to adults, but that they vary in their selective attention abilities.

A few studies have investigated the neural correlates of selective attention during sequential streaming at adolescence. Nds did not change between 11- and 14 year-olds as they were asked to detect a deviant in a target stream while ignoring those in the distracting stream (D'Angiulli et al., 2008). Interestingly, the early frontal positivity evoked by the to-be-ignored targets was larger in adolescents with poorer executive functioning skills than in those with higher executive function skills (Lackner et al., 2013). Last, an oddball paradigm was presented with different instructions, directing adolescents' attention toward different auditory cues, or away from the auditory modality and toward visual information (Sussman, 2013). The morphology of adolescents' event-related potentials and MMN varied with the instructions, like adults' (Sussman et al., 2002).

Overall, studies did not find developmental effects on the neural correlates of selective attention to sequential streams, which may indicate mature attentional responses at adolescence. Note however that none of the studies reviewed in the above paragraph included a group of adults, which limits interpretation in terms of the maturational trajectory at adolescence. Additionally, how the neural correlates of selective attention in simultaneous segregation tasks develop throughout adolescence remains unexplored.




4 Discussion

Figure 2 shows the studies reviewed in this paper, with respect to the age range of their pediatric population, the type of measure collected, and the specific ASA ability investigated. To sum up, cognitive and neural mechanisms supporting both simultaneous and sequential stream segregation are functional from birth. Yet, their efficiency keeps improving throughout childhood and adolescence (Alain et al., 2003; Sussman et al., 2007, 2015; Sussman and Steinschneider, 2009).


[image: Figure 2]
FIGURE 2
 Studies on auditory scene analysis (ASA) throughout development, organized according to the specific ASA ability investigated, the type of measure collected, and the developmental results reported. Behavioral studies are represented as circles (orange); neurophysiological studies are represented as squares (blue). Symbols are positioned at the mean age of the pediatric participants included in the study. Whiskers around the symbols indicate the age range included in the study, whenever relevant. Thin symbols indicate that participants did not show evidence of the ASA ability investigated (Folland et al., 2015). Regular symbols indicate that participants were able to perform ASA. Filled symbols indicate there was no significant difference between the performance of pediatric participants and a group of adults included in the study.


Developmental studies of selective auditory attention in the context of ASA paint a seemingly contradictory picture. From 6 months of age, infants benefit from some (but not all) auditory cues to orient their attention toward a target in the presence of simultaneous interferers (Werner and Bargones, 1991; Bargones and Werner, 1994; Werner et al., 2009), in line with neurophysiological data showing developmental changes in arousal over the first 2 years of life (Richards et al., 2010). Yet, the existent developmental data on selective attention in ASA suggest that behavioral performance reaches maturity by late childhood (Lutfi et al., 2003; Jones et al., 2015), whereas its neural correlates keep maturing until adolescence (Gomes et al., 2007). Two explanations might account for this apparent discrepancy. First, children may perform similarly to adults by recruiting different cognitive resources (Trau-Margalit et al., 2023). Future studies are thus warranted to investigate the development of the neural markers of listening effort in noise. Second, the literature on selective attention in the context of ASA seems to present a blind spot. Indeed, to the best of our knowledge, behavioral studies all used simultaneous streaming tasks, whereas neurophysiological studies used sequential streaming tasks. Discrepancies between behavioral and neural results may thus stem from different maturational trajectories between simultaneous and sequential streaming tasks. Note however that speech-in-speech perception inherently requires both simultaneous and sequential ASA abilities, whereas the bulk of the literature reviewed here has focused on one or the other. Noteworthily, studies investigating selective attention to speech in the presence of distractors indicate a protracted development of neurophysiological attentional responses from childhood until adulthood (Berman and Friedman, 1995; Karns et al., 2015).

This supports the need to better understand the development of ASA in more ecological situations that require both simultaneous and sequential streaming abilities. The stochastic figure-ground paradigm (Teki et al., 2011, 2013; see Figure 1C) offers a unique opportunity in this respect. The paradigm consists in a series of identical chords (the figure) presented against a background of random chords. Adults are remarkably sensitive to the appearance of such figures in stochastic noise backgrounds—discrimination performance even improves as figure coherence increases. Additionally, the ORN and a later positive wave (P400) have been elicited in adults listening to such stochastic sequences, providing “neural signatures” of figure-ground discrimination (Tóth et al., 2016). Adapting this task to children and adolescents would further our understanding of the development of combined simultaneous and sequential streaming, as is often required in real-life.

Other limitations are that most studies focused on narrow age ranges, and a number of them did not include a group of adult participants. In addition, most of the results reported here stem from single studies that addressed a specific question. In the few cases where more than one study was conducted to address a research question in a specific age range, results were partly contradictory. This points toward the need for comprehensive developmental investigations, including replication studies. This would allow to examine the transition toward adult-like performance, and the factors that contribute to this transition, including those that relate to individual differences in maturation. Cognitive (executive functions and working memory), neurochemical (modulation of serotonin, dopamine and gamma-aminobutyric acid) and environmental factors (exposure to music and language) should be included as potential predictors of maturation, as they are thought to contribute to stream segregation and/or speech perception in noise in adults (Moore et al., 2008; Kondo et al., 2012; Lackner et al., 2013; van Loon et al., 2013; Chabal et al., 2015; Tierney et al., 2020; Porto et al., 2023). Last, future studies are warranted to disentangle the relationship between selective attention and auditory streaming throughout development.

Together, this would pave the way toward a model of ASA development from infancy to adulthood. This would be contribute to understand typical development, and to better grasp the difficulties faced by clinical populations in noisy environments. Many children seem to be disproportionally affected by the presence of background noise (Calcus et al., 2018; Sharma et al., 2019). Adding insult to injury, classrooms are notoriously noisy (Brill et al., 2018). A better understanding of ASA development may therefore have a significant societal impact on the academic performance of children/adolescents in noisy environments.
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Auditory processing of speech and non-speech stimuli oftentimes involves the analysis and acquisition of non-adjacent sound patterns. Previous studies using speech material have demonstrated (i) children’s early emerging ability to extract non-adjacent dependencies (NADs) and (ii) a relation between basic auditory perception and this ability. Yet, it is currently unclear whether children show similar sensitivities and similar perceptual influences for NADs in the non-linguistic domain. We conducted an event-related potential study with 3-year-old children using a sine-tone-based oddball task, which simultaneously tested for NAD learning and auditory perception by means of varying sound intensity. Standard stimuli were A × B sine-tone sequences, in which specific A elements predicted specific B elements after variable × elements. NAD deviants violated the dependency between A and B and intensity deviants were reduced in amplitude. Both elicited similar frontally distributed positivities, suggesting successful deviant detection. Crucially, there was a predictive relationship between the amplitude of the sound intensity discrimination effect and the amplitude of the NAD learning effect. These results are taken as evidence that NAD learning in the non-linguistic domain is functional in 3-year-olds and that basic auditory processes are related to the learning of higher-order auditory regularities also outside the linguistic domain.
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Introduction

An important part of auditory cognition is the ability to build relations between sounds that do not occur in direct sequence, but are separated by other intervening sounds. The extraction and processing of such non-adjacent dependencies (NADs) has been suggested to operate both in the auditory-perceptual and linguistic domain (Peña et al., 2002; Gebhart et al., 2009; Bendixen et al., 2012; Mueller et al., 2012; Wilson et al., 2018, for review; Winkler et al., 2018). A specific case from the auditory-perceptual domain that often includes processing of NADs is the phenomenon that listeners need to split rapid sequences of variable sounds into different perceptual streams, depending on various physical characteristics of the stimuli (Bregman and Campbell, 1971). In everyday life, auditory streams which indicate objects or specific events are often interrupted by other sounds. One might hear, for example, songs of different birds and in order to identify the sounds of one specific species, the listener has to extract sequential patterns across intervening sounds from other species. The linguistic domain, which manifests mainly in speech in everyday life, involves the ability to use NADs in similar ways. NADs are basic building blocks of human language and occur in many grammatical constructions, for example, “The cat that is strolling on the roofs is very old.” Such dependencies can occur between syntactic categories (in the example, noun and verb) or between specific morphemes (in the example, the third person and singular – s).

The learning mechanisms that have been suggested to underlie the human ability to extract sequential patterns from auditory input are statistical learning of transitional probabilities and rule-learning supported by non-distributional, perceptional cues (Endress and Bonatti, 2016). Evidence for both accounts will be reviewed to motivate the present investigation, but since this study is not designed to evaluate these two accounts, the general terms “artificial grammar learning” and “NAD learning” will be used in the following without any commitment to a specific mechanism supporting this learning process. Human sequence learning abilities have been shown to be domain-general on the one hand, and tuned to specific input signals, for instance language, on the other hand. Domain-generality is attested by many experiments demonstrating that statistical learning works in the auditory, visual, and even tactile domain (Saffran et al., 1996; Kirkham et al., 2002; Conway and Christiansen, 2005). This shows that in principle, learning takes place across different modalities and materials. Yet, many experiments also attest a modulation of artificial grammar learning processes dependent on the input modality and the specific type of (linguistic) materials (Frost et al., 2015; Milne et al., 2017; Rabagliati et al., 2019; van der Kant et al., 2020; Weyers and Mueller, 2022; Weyers et al., 2022). On top of modality and stimulus differences, individual differences have been found, suggesting, for instance, that statistical learning may be considered a well-defined cognitive ability (Siegelman and Frost, 2015). Other artificial grammar learning studies suggest that interindividual differences in basic auditory abilities may have an impact on performance in auditory artificial grammar learning tasks (Mueller et al., 2012, 2019; Studer-Eichenberger et al., 2016; Vasuki et al., 2017). In light of the mentioned potential domain-specificity of sequence learning abilities in the language domain and the perceptually based individual variation, we here aim to investigate whether the learning of NADs in early childhood, as previously investigated using speech materials (Mueller et al., 2012, 2019), shows similar characteristics in the non-linguistic auditory domain and, crucially, whether learning success shows similar relations to auditory perception as it does for speech materials.

When and how infants start to extract NADs is indicative of how infants approach the problem of acquiring structural knowledge in language. One method to assess whether and how NADs can be extracted by learners of different age groups is the measurement of electrophysiological (EEG) or hemodynamic (functional near-infrared spectroscopy; fNIRS) responses during natural language processing or artificial grammar learning experiments. These studies show that when exposed to sequences of speech sounds, infants are able to remember repetitions of vowels and transitions between adjacent syllables in the first month of life (Teinonen et al., 2009; Benavides-Varela et al., 2011, 2012). Other studies have, moreover, shown that starting at the age of 3 months, infants are also sensitive to more complex NADs between syllables (Friederici et al., 2011; Mueller et al., 2012; Friedrich et al., 2022). Behavioral indicators of successful NAD learning from artificial grammars have been reported from the first birthday (Gòmez and Maye, 2005; Lany and Gòmez, 2008; Culbertson et al., 2016), including the processing of word-internal phonological NAD relations (Gonzalez-Gomez and Nazzi, 2012, 2016). The detection of such structures in infants’ native language has been attested behaviorally from around the age of 18 months (Santelmann and Jusczyk, 1998; Hoehle et al., 2006).

When it comes to the question of whether similar learning processes are also present in the non-linguistic auditory domain, behavioral studies provide in principle affirmative evidence, although with important stimulus-dependent variation. Saffran et al. (1999), for instance, showed that 8-month-olds learn transitional probabilities between tones equally easily as those between syllables. Yet, Marcus et al. (2007) observed that 7-month-old infants could learn a repetition rule instantiated with tones and animal sounds only when the rule was presented after sequences of speech sounds. At the neurophysiological level, event-related potential (ERP) studies within the first half year of life indicate that the ability to extract adjacent as well as non-adjacent regularities is present both for speech (Teinonen et al., 2009; Friederici et al., 2011; Mueller et al., 2012) and non-speech auditory stimuli (Kudo et al., 2011; Winkler et al., 2018). Yet, there is evidence that the sensitivity to specific types of stimuli presented during such learning tasks is subject to developmental changes across the first years of life. Several studies have shown that very young infants in the first half year of life learn dependencies that are not, or not so easily, learned at later ages (Dawson and Gerken, 2009; Mueller et al., 2012, 2019). A study using fNIRS showed different trajectories for learning NADs from linguistic and non-linguistic sequences (van der Kant et al., 2020). While NADs were learned at age 2, but not at age 3 when presented in the form of artificial linguistic stimuli, NADs were learned successfully at 3 years of age, but not yet at 2 years of age, when presented in the form of non-linguistic tone sequences (van der Kant et al., 2020). This apparent decline in the ability to extract linguistic NADs around age 3 was further confirmed in an ERP study using the same linguistic stimulus material (Paul et al., 2021). On the basis of these findings, one may speculate that the learning of NADs in the non-linguistic domain may be present across development and not decline as it does in the speech domain. Yet, the scarcity of developmental data does not allow for firm conclusions about the developmental trajectory of NAD learning in linguistic versus non-linguistic auditory domains.

While it may be the case that the learning of statistical regularities such as NADs is specifically honed to the speech signal during early development, there is ample evidence that basic auditory processes impact on the processing and learning of grammatical dependencies, as evidenced in studies both with impaired and unimpaired populations (Halliday and Bishop, 2006; Bishop, 2007; Arciuli and Simpson, 2012; Mueller et al., 2012; Kidd and Arciuli, 2016). More specifically, children with language impairments (e.g., developmental language disorders or developmental dyslexia) often display deficits also with respect to the processing of basic auditory parameters, as for example duration processing (Corriveau et al., 2007) or frequency discrimination (Hill et al., 2005; Halliday and Bishop, 2006). For example, a longitudinal study with children with and without family history of language impairment showed that early differences (from 6 to 48 months) in the maturation of auditory evoked potentials in response to non-linguistic auditory stimuli predicted language abilities at 3 and 4 years of age (Choudhury and Benasich, 2011). What is more, children and adults with developmental language disorders show difficulties in the domain of auditory statistical learning in particular (Evans et al., 2009; Kahta and Schiff, 2019). At the other end of the continuum, it has been shown that musically trained children, who possess particularly rich auditory experiences, outperform untrained children in some language and statistical learning tasks (Kraus and Chandrasekaran, 2010; Francois and Schön, 2011; Vasuki et al., 2017). Taken together, the reviewed evidence suggests that both speech and non-speech sequence learning are linked to the quality of auditory processing.

While many studies have examined how the processing of specific acoustic parameters, for example, frequency (Halliday and Bishop, 2006; Mueller et al., 2012; Halliday et al., 2014) or duration (Weber et al., 2005) are linked to language processing, it remains unclear whether the relation between the quality of auditory processing and higher order cognitive processing holds for non-linguistic sequence learning in a comparable way. On the one hand, it is possible that specific auditory parameters are predictive of language abilities due to their importance for coding linguistic information (for example, frequency information determining vowel quality, or duration parameters contributing to word stress). For example, in the study of Mueller et al. (2012), pitch perception was found to be related to the learning of NADs between syllables. As frequency is not merely an auditory parameter, but also involved in how different vowels are coded, the link between auditory perception and NAD learning in this study could be explained because both processes are based on frequency discrimination. In this line of argumentation, auditory parameters that do not code distinctive features important for dependency learning should thus not be related to sequence learning. On the other hand, it is conceivable that rather domain-general mechanisms, for instance bottom-up auditory attention (Kaya and Elhilali, 2014; Addleman and Jiang, 2019), form the common basis for the processing of both speech and non-speech structured sequential inputs. Such domain-general attentional processes might be necessary for both rather low-level auditory processing and higher-level speech-based and non-speech-based processing of auditory sequences. Individual differences with respect to these attentional processes may affect neural correlates of processing in both domains. Under such a domain-general account, a variety of auditory parameters that render stimuli salient and attract listeners’ attention should be linked to sequence learning not only in the speech domain, but also in the non-speech domain. An example for such a parameter would be a change in intensity in sequences in which intensity is not relevant for the detection of a sequential regularity that has to be learned.

In the present study, we constructed NADs between non-linguistic pure tones and presented them in an oddball design, similarly to how Mueller et al. (2012, 2019) tested for syllable-based NAD learning. Using electroencephalography, we examined 3-year-old children’s ability to differentiate frequently presented standard exemplars of these tone NADs from infrequent deviant patterns. Three-year-olds were deemed a particularly relevant research population, because a beginning decline in NAD learning for speech stimuli had previously been reported for this age group (Mueller et al., 2019; van der Kant et al., 2020; Paul et al., 2021). As we specifically aimed to explore a possible impact of auditory processing abilities on non-speech NAD learning, we presented auditory deviants, which were reduced in intensity, in addition to NAD deviants within the same continuous stimulus stream. We hypothesized (i) that 3-year-olds would still be able to learn non-linguistic NADs, given a possible language- or speech-specificity of the previously established developmental decline in NAD learning ability (van der Kant et al., 2020). In the present experimental design, successful learning can be inferred from a reliable mismatch response (MMR) in the ERP with either positive or negative polarity. We further expected (ii) that successful NAD learning would be indexed by similar ERP patterns as reported for the speech domain, because a negative MMR for violated NADs compared to standard sequences was found in Mueller et al. (2019), in a design comparable to the present study; and (iii) that this ERP effect would be modulated by the individual ability to detect acoustic changes in the stimuli (cf. Mueller et al., 2012). In the present study, we chose to test intensity changes in order to test the above outlined possibility that domain-general, stimulus-driven, attentional mechanisms may be sufficient to explain a potential link between auditory processing and NAD learning. We expected this link to be indicated by a predictive relationship between the amplitude of the intensity-related MMR and the amplitude of the NAD-related MMR. Such a relationship should be specific to auditory change discrimination and not just reflect unspecific interindividual differences in auditory processing per se, which have been identified as an important source of variance across different perceptual and cognitive domains in ERP research. Specifically for auditory stimuli, it has been shown that amplitudes of the evoked signals vary considerably across individuals (Melnik et al., 2017). To control for an impact of such unspecific interindividual variation, we also tested for a relation between amplitude variations in response to standard stimuli alone and the NAD learning effects. Such a control will allow for more compelling evidence in case of a relationship between the auditory discrimination effect and the NAD learning effect.



Materials and methods


Participants

Our study was approved by the Ethics Committee of the University of Leipzig and conformed to the guidelines of the Declaration of Helsinki (World Medical Association, 2013). Before the experiment, parents and children were verbally informed about the test procedure and the accompanying caregiver gave written informed consent. All participants had normal hearing and no history of neurological disorders, were born between the 38th and 42nd week of gestation and were German monolinguals.

Of the 49 infants who participated in the study, data from 23 children (15 female) were excluded from analysis for the following reasons: children did not want to participate in the EEG measurement or wanted to stop it before the experiment ended (n = 7), data loss because of experimenter error (n = 1), children had been diagnosed with or were at risk for a developmental disorder (n = 2), high artifact rate (n = 13). The remaining 26 participants (7 female) had a mean age of 36.8 months (SD = 0.4).



Experimental design and stimuli

The study made use of a modified oddball paradigm with triplets of sine tones. As illustrated in Figure 1, standard triplets conformed to an A × B grammar of item-specific NADs, in which the first tone A of a triplet reliably predicted the third tone B, while the intervening tone × varied. The individual tones covered a frequency range of 600–1,750 Hz in steps of 50 Hz and each tone had a duration of 100 ms. Two different A × B dependencies were used. The first type, A1 × B1, comprised an NAD between a 600 and a 1,450 Hz tone, the second type, A2 × B2, an NAD between a 1,750 and a 900 Hz tone. The middle × element was filled with the remaining set of 20 different tones (650, 700, 750, 800, 850, 950, 1,000, 1,050, 1,100, 1,150, 1,200, 1,250, 1,300, 1,350, 1,400, 1,500, 1,550, 1,600, 1,650, and 1,700 Hz) in a pseudorandom manner. Within each A × B triplet, tones were separated by 50 ms pauses, and between triplets there was a pause of 700 ms. A total of 80% of trials were standard stimuli, 10% were NAD deviants in which the NAD between A and B was violated (e.g., A1 was incorrectly paired with B2), and another 10% of trials were acoustic deviants, which were characterized by an intensity decrease of 25% (reduction from 82.27 to 62.83 dB).
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FIGURE 1
Schematic illustration of intensity (A), frequency (B), sequential structure (C, two types of NAD are indexed with the numbers 1 and 2 in the subscript) and condition of tone stimuli (D) embedded within an example of a presentation sequence.


Stimuli were presented according to a randomization scheme ensuring that each type of A × B triplet occurred with equal frequency in a given series of standards and that the same A × B triplet was not repeated more than three times in a row. Between two deviants, sequences consisting of two, four, six, or eight standard stimuli occurred. When standard sequences were shorter than four standards, different deviant types occurred before and after in order to provide enough exemplars to re-establish the correct A × B dependency. In total, 818 stimuli were presented, with 658 standard stimuli conforming to the A × B dependency and 80 exemplars of NAD deviants and intensity deviants each.



Procedure

During stimulus presentation, children sat on their caregiver’s lap in a sound-attenuated testing booth. Caregivers wore sound-attenuating earplugs. Stimuli were played via two loudspeakers at the same comfortable sound level across participants. During the experiment, children were presented with a silent animation movie in order to prevent excessive movements of body and head (for a similar procedure, see Männel and Friederici, 2011; Männel et al., 2013). The whole experiment took approximately 14 min.



EEG recording and analysis

The continuous electroencephalogram (EEG) was recorded from 23 Ag/AgCl monopolar electrodes fixed in an elastic cap placed on the child’s head (EASYCAP GmbH, Germany) at the following standard positions corresponding to the international 10–20 system (Jasper, 1958): F7, F3, Fz, F4, F8, FC3, FC4, T7, C3, Cz, C4, T8, CP5, CP6, P7, P3, Pz, P4, P8, O1, O2, M1, and M2. Signal recorded from the electrode positions F9 and F10 served to calculate the horizontal electrooculogram. The vertical electrooculogram was recorded from the electrode FP2 and an additional electrode placed below the right eye. FP1 served as the ground electrode, and Cz as online reference. Electrode impedances were largely kept below 10 kΩ (at least below 20 kΩ). The EEG signal was amplified with a gain of 20 using a PORT-32/MREFA amplifier (Twente Medical Systems International B.V.) with an input impedance of 1,012 Ω, and digitized online at 500 Hz (AD converter with 22 bit, digital filter from DC to 125 Hz). The following pre-processing steps were performed using MATLAB (version R2018b; The MathWorks Inc., 2018) and the EEGLAB open source toolbox (version 14.1.1b; Delorme and Makeig, 2004). Offline, the EEG was re-referenced to the average of both mastoids (M1 and M2). The continuous EEG was epochized from −200 to 800 ms relative to the onset of the final tone in each triplet and band-pass filtered between 0.5 and 30 Hz (digital windowed sinc FIR-filter, −6 dB half-amplitude cut-off, cut-off frequencies of 0.6 and 29.99 Hz). For the correction of eye-movements, the data were band-pass filtered between 1 and 30 Hz (−6 dB, cut-off frequencies of 1.06 and 29.96 Hz) and submitted to an ICA. After removing the ICA components related to eye-movements based on subjective evaluation, the ICA weights from this dataset were applied to dataset with the 0.5–30 Hz band-pass filter. In an additional step, any remaining artifacts were rejected manually. ERPs were calculated for the epochs with a pre-stimulus baseline of 100 ms for each condition separately, i.e., for standards stimuli, intensity deviants and NAD deviants.

Only children with a minimum of 20 deviant trials (25%) per condition remaining were included in the statistical analysis. The resulting mean number of artifact-free trials was identical across deviant conditions (NAD deviants: M = 36; SD = 3; intensity deviants: M = 36; SD = 4; standards: M = 216; SD = 34). Finally, a 10-Hz low-pass filter was applied for data visualization only.



Statistical analysis

The statistical analyses of the overall effects of the NAD and intensity violations were conducted using the FieldTrip toolbox (Version 20170228; Oostenveld et al., 2011). Additional regression analyses were implemented using the statistical computing software R, Version 4.3.1 (R Core Team, 2022). As a first step, non-parametric, cluster-based permutation tests using dependent-sample t-tests were performed for each of the two experimental conditions, comparing ERP responses to the final tones of standard triplets to those in response to NAD deviants and intensity deviants, respectively. The entire epoch (0–800 ms) and all electrodes (except reference and EOG electrodes) were included in the analysis. In order to be included in a spatial cluster, a minimum of two significant neighboring electrodes was set, with spatial neighborhood defined based on the triangulation method. The statistical threshold for a specific time-sample to be included in a cluster was p < 0.05. The cluster-statistic permutation test (maxsum approach) was conducted using 1,000 draws from the permutation distribution via Monte-Carlo simulation and an alpha level of p < 0.05 (two-tailed).

As a second step, we performed step-wise regression analyses to test whether an identified NAD effect was related to the intensity effect. Post hoc, we extracted the mean amplitude values of the NAD and intensity effects for the indicated approximate time window of the dependency effect (195–329 ms) from seven frontal electrodes (F7, F3, Fz, F4, F8, FC3, and FC4) which were identified as part of the clusters in both NAD and intensity conditions. In order to ensure that any such relation was between NAD learning and intensity discrimination specifically and not grounded in interindividual differences with respect to amplitudes of auditory-related ERPs per se (which might affect both the NAD and intensity effects), we included the amplitude of the ERP response to standard stimuli as an additional predictor. This amplitude was extracted from the same time window as was used for the NAD and the intensity effect (195–329 ms).




Results

Figure 2 displays the ERP waveforms in response to the final tones of the triplets. The ERPs show a negative peak immediately after the onset of the final tone, which is followed by a short positive peak and a somewhat longer-lasting negativity. Before the baseline period (−100 to 0 ms), another negative peak is visible followed by a short positive peak, which can be related to the presentation of the second tone in the triplet. The short sequence of negative peaks accompanying the rapid presentation of single tones suggests that each tone elicits a characteristic ERP response consisting of obligatory auditory components appropriate for this age group (Ceponiene et al., 2002). Note, however, that these ERP responses to individual tones cannot be disentangled due to our short SOAs of 150 ms (from onset to onset). Importantly, the second tones, for which the responses are visible in the baseline, were similarly distributed from a set of 20 different tones across standard sequences as well as intensity and NAD deviant sequences.
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FIGURE 2
(A) Event-related potential (ERP) effects for NAD deviants (red lines) compared to standard stimuli (black lines) at three frontal electrode sites (marked with bold stars in the topographies). A topographic difference map on the right displays the positivity at its maximum with electrode sites included in the cluster marked with stars. (B) ERP effects for intensity deviants (blue lines) compared to standard stimuli (black lines) at three frontal electrode sites. A topographic difference map displays the positivity at its maximum with significant electrode sites marked. The sites of the electrodes included in the cluster are marked with stars.



NAD learning and intensity effects

Averaged ERPs across fronto-central electrode sites show a positive deflection for NAD deviants compared to standard stimuli (cf. Figure 2). The non-parametric cluster-based permutation test revealed this condition difference to be statistically significant (clusterstat T = 2.186, p < 0.05) within a time window ranging from approximately 195–326 ms relative to the onset of the last tone of the triplet (Figure 2A). For the comparison of standards versus intensity deviants, a similar, somewhat more broadly distributed positivity is visible at fronto-central electrodes. This condition difference is also confirmed statistically by a cluster-based permutation test (clusterstat T = 12.933, p < 0.01) (cf. Figure 2B) for an approximate time window of 142–479 ms relative to the onset of the last tone in the triplet.



Regression analysis

The step-wise regression revealed that only the intensity effect predicted the NAD effect, while the amplitude in response to the standard stimuli alone did not. Akaike information criterion (AIC) was used to determine whether a factor significantly contributed to the predictive power of the model. Results revealed that of the tested models, the model including the intensity effect as a sole predictor was an at least equal fit to explain the data (AIC 37.62) compared to the full model (AIC 39.44), which included both intensity effect and standard amplitudes, and a significantly better fit compared to the model with only the standard amplitude (AIC 42.2). In the final model, the amplitude of the intensity effect was a significant predictor of the NAD effect amplitude [F(1,24) = 4.76, p < 0.05], with an explained variance of R2 = 0.13. Figure 3 displays scatterplots of the results including Pearson correlation coefficients.
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FIGURE 3
(Left) Statistically significant positive relation between the difference amplitude values of the intensity effect and the NAD effect in the ERP data. (Middle) Electrode sites from which the amplitude values were extracted. (Right) No statistically significant relation between the ERP amplitude of the standard stimuli and the NAD effect.





Discussion

The goal of the present study was to evaluate whether NAD learning could be observed in 3-year-old infants for non-linguistic tone sequences, similarly to the processing of linguistic sequences reported previously (Mueller et al., 2019). Additionally, the study probed the relationship between basic auditory processing ability in terms of intensity variation detection and NAD learning. Here, we found that learning of non-adjacent tone sequences is present in 3-year-olds. Yet, in contrast to our original hypothesis derived from findings of linguistic NAD learning at this age, successful learning and deviant detection was evidenced by a positive, not a negative, deflection in the ERP response. Further, the present data suggest that non-linguistic NAD learning is linked to intensity discrimination, similarly to how linguistic NAD learning has been linked to auditory pitch discrimination (Mueller et al., 2012). As a note of caution, given that our sample comprised more male than female participants, we cannot exclude that this bias influenced our findings.

The successful learning of non-linguistic NADs in the present study is consistent with the findings of van der Kant et al. (2020), who reported fNIRS evidence for the learning of NADs in tone sequences, but not in linguistic sequences, in 3-year-olds. Relatedly, two ERP studies reported that ERP indices of linguistic NAD learning decreased in amplitude between the first birthday and the age of 4 years (Mueller et al., 2019; Paul et al., 2021). Given that for the present study, no longitudinal data is available, it remains an open question whether the observed NAD learning effect for non-linguistic auditory stimuli would also decrease with increasing age. Initially, it may seem counterintuitive that sine tones, which are much less relevant and appealing for humans than speech (Vouloumanos and Werker, 2004), yield a more robust learning effect than species-specific communicative sounds. A whole range of experiments with younger infants has indeed suggested the opposite, namely an advantage of speech stimuli (and other communicative signals) over non-speech stimuli for the learning of repetition-based regularities (Ferguson and Lew-Williams, 2016; Rabagliati et al., 2019). We argue here that by the age of 3 years, language and its basic regularities may be so familiar already, and potentially even entrenched, that identifying and learning new language dependencies may require much more effort compared to the acquisition of new dependencies in a non-familiar sound system. Entrenchment, that is, the reduced plasticity of a system after it has settled in a stable state due to extensive exposure, has been brought up as a mechanism that applies to human statistical learning (Bulgarelli and Weiss, 2016; Siegelman et al., 2018) and as a potential explanation for some of the difficulties second language learners experience (MacWhinney, 2016). Thus, NADs in sine tone sequences might be easy to learn for 3-year-olds because they do not interfere with an entrenched rule system that is used for communication. Yet, whether previous experience plays a decisive role in explaining the auditory signal-specific differences modulating the efficiency of NAD learning in our study has to be tackled by further research.

Notably, we expected NAD learning/deviancy detection to be indexed by a negative-going ERP effect as our experiment was closely modeled after Mueller et al. (2019), who reported negative responses for linguistic NAD deviants compared to standards for both 2-year-olds and 4-year-olds. Yet, in our study, both deviant conditions yielded positive-going responses with similar fronto-central distributions. Although the polarity of these responses was unexpected for the current design, they still indexed children’s successful detection of both acoustic and NAD changes. Moreover, positive-going responses for deviancy detection have previously been reported in similar oddball experiments with infants during their first year of life (Friederici et al., 2011; Mueller et al., 2012; Weyers et al., 2022). In addition to younger children often showing positivities and older children negativities in deviancy detection (e.g., Pihko et al., 1999; Cheng et al., 2013, 2015; Reh et al., 2021), several stimulus and experimental factors seem to influence the polarity of the deviancy response. For example, the type and acoustic distance of the tested sound contrasts (e.g., Morr et al., 2002; Cheng et al., 2013, 2015), experimental conditions (e.g., duration of inter-stimulus-interval; Cheour et al., 2002; Kushnerenko et al., 2002), and data-analysis decisions (e.g., Weber et al., 2004; He et al., 2007) have been reported to impact on the polarity of the deviancy response. For the current study, differences in the properties of non-linguistic and linguistic stimuli and the way NADs were encoded are particularly relevant. Here, previous infant studies reported positivities for deviancy detection of smaller stimulus differences and negativities for larger differences (Cheng et al., 2013, 2015). However, quantitative aspects of the difference between correct and incorrect NADs across tone and speech stimuli are difficult to judge. Furthermore, in studies with linguistic stimuli, positive responses have been proposed to reflect acoustic processing and negativities rather phonological processing (Rivera-Gaxiola et al., 2005; Garcia-Sierra et al., 2016; Ferjan Ramírez et al., 2017). Taken together, non-linguistic and linguistic stimuli are likely to trigger different processing levels in listeners’ deviancy detection, resulting in positive responses for both acoustic and NAD changes in pure-tone sequences in the current study.

As hypothesized, we found a predictive relation between the ERP effect reflecting intensity discrimination and the ERP effect reflecting the detection of the NAD deviant. Similar links were reported previously for linguistic NAD learning in 3-month-olds, 4-year-olds, and adult participants, whereby larger responses for pitch discrimination were positively related to the responses for the detection of NAD violations (Mueller et al., 2012, 2019). These studies left unclear, however, whether this relation is specific to the frequency domain, or whether it is indicative of a more general effect linking auditory perception and sequence learning. In our study, the NADs were coded by pitch, while intensity was held constant across all standard stimuli. The feature intensity was thus not relevant for the extraction of the regularity. Nonetheless, participants’ response for intensity discrimination was predictive of their response for NAD violation detection. Interindividual differences in the amplitude of the ERP response to the standard stimuli alone did not contribute to this link. This makes it unlikely that unspecific interindividual differences with respect to the measured ERP amplitudes (Melnik et al., 2017) explain the effects we found. The present results suggest that aspects of auditory processing ability, namely the ability to discriminate sounds based on their intensity, is predictive of the ability to detect NADs in tone sequences. We interpret this as indicative of a general link between auditory perception and stimulus-driven learning. What could it be that links the two? Since intensity discrimination and the detection of tone sequence patterns are not intrinsically related, we suggest that both are linked via a shared process, namely bottom-up auditory attention (Addleman and Jiang, 2019). It has been suggested that stimulus-driven auditory attention is affected by a variety of internal and external factors, which contribute to the salience of a stimulus over space and time. Specifically, pitch and intensity have shown to contribute to this process (Kaya and Elhilali, 2014; Addleman and Jiang, 2019). Following this, our data suggest that there are interindividual differences in how strongly children react to stimulus-driven saliency across different perceptual domains – namely intensity and pitch modulation over time (which could be one way to describe the NADs in the current study in which pitch patterned in complex ways across three items). The underlying link could thus be an attention-based mechanism, modulated by the sensitivity to respond to salient auditory stimuli, be it on the basis of the temporary state the child is in at the particular moment of testing, or a more general individual ability.



Conclusion

In sum, the current study provided ERP evidence for the ability of 3-year-old children to extract NADs from sine tone sequences. Although the specific ERP pattern (positivity) indicating learning success contrasts with evidence from similar studies from the linguistic domain, the evidence is consistent with the idea that NAD learning in early childhood is present across the linguistic and the non-linguistic domain. Further, we were able to extend the finding of a relation between auditory processing and NAD learning to the domain of non-linguistic tones. We propose that this is due to a shared attentional mechanism linking perception and NAD learning in the present design. Further studies will have to test the pervasiveness of such a potential linking mechanism across modalities and types of input.
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Exposure to bilingual or monolingual maternal speech during pregnancy affects the neurophysiological encoding of speech sounds in neonates differently
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Introduction: Exposure to maternal speech during the prenatal period shapes speech perception and linguistic preferences, allowing neonates to recognize stories heard frequently in utero and demonstrating an enhanced preference for their mother’s voice and native language. Yet, with a high prevalence of bilingualism worldwide, it remains an open question whether monolingual or bilingual maternal speech during pregnancy influence differently the fetus’ neural mechanisms underlying speech sound encoding.

Methods: In the present study, the frequency-following response (FFR), an auditory evoked potential that reflects the complex spectrotemporal dynamics of speech sounds, was recorded to a two-vowel /oa/ stimulus in a sample of 129 healthy term neonates within 1 to 3 days after birth. Newborns were divided into two groups according to maternal language usage during the last trimester of gestation (monolingual; bilingual). Spectral amplitudes and spectral signal-to-noise ratios (SNR) at the stimulus fundamental (F0) and first formant (F1) frequencies of each vowel were, respectively, taken as measures of pitch and formant structure neural encoding.

Results: Our results reveal that while spectral amplitudes at F0 did not differ between groups, neonates from bilingual mothers exhibited a lower spectral SNR. Additionally, monolingually exposed neonates exhibited a higher spectral amplitude and SNR at F1 frequencies.

Discussion: We interpret our results under the consideration that bilingual maternal speech, as compared to monolingual, is characterized by a greater complexity in the speech sound signal, rendering newborns from bilingual mothers more sensitive to a wider range of speech frequencies without generating a particularly strong response at any of them. Our results contribute to an expanding body of research indicating the influence of prenatal experiences on language acquisition and underscore the necessity of including prenatal language exposure in developmental studies on language acquisition, a variable often overlooked yet capable of influencing research outcomes.
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Introduction

The process of language acquisition has long been a point of uncertainty in research exploring the roots of human language. Researchers have conducted extensive investigations to understand the initial state and process of language acquisition, providing insights into how environmental and genetic factors interact to fashion language and cognitive function, and the mechanisms underlying brain plasticity (Weaver et al., 2004; Werker and Tees, 2005; Barkat et al., 2011; Werker and Hensch, 2015). It is now widely accepted that both genetic and experiential factors contribute to language acquisition (Werker and Curtin, 2005; Gervain and Mehler, 2010), and researchers are interested in understanding how these factors interact during human development.

Infants at birth already exhibit advanced speech perception and language learning abilities. Newborns manifest a preference for speech over non-speech sounds (Vouloumanos and Werker, 2007), can discriminate between different languages based on their speech rhythms (Ramus et al., 2000), detect word boundaries (Christophe et al., 2001), discriminate words with different patterns of stress (Sansavini et al., 1997), or even distinguish consonant sounds (Cabrera and Gervain, 2020) and encode voice pitch in an adult-like manner (Arenillas-Alcón et al., 2021). These findings support the role of a genetically driven cerebral organization towards processing specific speech characteristics.

However, the prenatal period is not devoid of language experience and the study of its influence on the newborn’s speech and language encoding capacities is receiving increasing attention. Hearing becomes functional and undergoes most of its development around the 26th to 28th week of gestation, allowing the fetus to perceive the maternal speech signal (Ruben, 1995; Moore and Linthicum, 2007; Granier-Deferre et al., 2011; May et al., 2011; Anbuhl et al., 2016). Although the exact characteristics of the acoustic signal reaching the fetus are not fully understood, intrauterine recordings from animal models and simulations suggest that the maternal womb acts as a low-pass filter, attenuating around 30 dB for frequencies over 600–1,000 Hz (Gerhardt and Abrams, 2000). The low-frequency components of speech that are transmitted through the uterus include pitch, slow aspects of rhythm and some phonetic information (Moon and Fifer, 2000; May et al., 2011). Evidence indicates that prenatal exposure to speech, despite attenuated by the filtering properties of the womb, shapes speech perception and linguistic preferences of newborns, as shown by studies revealing that neonates can recognize a story heard frequently in utero (DeCasper and Spence, 1986), prefer the voice of their mother (DeCasper and Fifer, 1980) and prefer their native language (Moon et al., 1993). Additionally, prenatal learning extends beyond these common preferences. Recent findings indicate that infants acquire specific knowledge of the prosody (Gervain, 2018) and prefer the rhythmic patterns of the language they were exposed to while in utero (Mariani et al., 2023), indicating a very early specialization for their native language.

Yet, with reported rates of bilingualism of around 65% in Europe (Luk, 2017), an open question remains on the influence of prenatal exposure to more than one language on neural plasticity. Over the past 20 years, mounting evidence has suggested that both exposure to a bilingual acoustic environment and learning several languages affects not only language acquisition but a wide range of developmental processes including perception, cognition and brain development (Byers-Heinlein et al., 2019). Prior research has highlighted that early exposure to language influences infants’ acquisition of speech sounds, indicating that, at birth, infants are able to discriminate all phonetic contrasts. As infants age, their perceptual systems are tuned to collapse over phonetic contrasts not found in the input language or languages, such that their ability to distinguish between phonetic elements becomes increasingly specific to their native language(s) (Kuhl et al., 2006; Saffran et al., 2006; Gervain and Werker, 2008; Kovács and Mehler, 2009; Bosch and Sebastián-Gallés, 2010). Moreover, cross-language interactions modulate almost every level of language processing, including speech perception, phonological, vocabulary and semantic development [for comprehensive review, refer to Hammer et al. (2014) and Kroll et al. (2012)]. Furthermore, some bilinguals switch from one language to the other within the same sentence, demonstrating greater demands on cognitive control than monolinguals to navigate the potential cross-language competition considering that language production is equivalent (Kovács and Mehler, 2009).

Speaking two languages daily also has consequences for the way in which higher cognitive processes operate and results in more precocious development of inhibition and attentional abilities (Costa et al., 2008; Kovács and Mehler, 2009; for review see Barac et al., 2014; Bialystok, 2017). There is evidence for functional and structural brain changes associated with bilingualism, even after brief periods of second-language learning (for extensive review see Li et al., 2014). Bilingual infants show different brain responses to native and non-native speech sounds than monolingual infants (Conboy and Kuhl, 2011). Bilingualism also affects the structure of both grey (Ressel et al., 2012) and white matter (Kuhl et al., 2016) in adults. The observed advantages in cognitive control and attentional abilities, as well as the pattern of structural differences, are modulated by the age of second language acquisition, whether the two languages were acquired simultaneously from birth or sequentially later in life and the interaction between languages (Kroll et al., 2012; Barac et al., 2014; Li et al., 2014).

As bilingual mothers speak using two different sets of phonemic categories and even use two slightly different voice pitch ranges (e.g., Ordin and Mennen, 2017), in-utero bilingual environments are characterized by a greater complexity of the reaching speech signal than monolingual ones. Interestingly, neonates exposed prenatally to a bilingual environment can discriminate their two native languages already at birth and exhibit equal preferences for both (Byers-Heinlein et al., 2010). Thus, it appears clear that linguistic experiences while in utero play a significant role in shaping the early development of speech processing. However, how different prenatal maternal linguistic exposure influences the neural mechanisms underlying speech sound processing at birth is currently unknown.

A large body of evidence has supported the study of the neural encoding of speech sounds through electrophysiological recordings. In particular, the frequency-following response (FFR) can provide insights into the underlying neural mechanisms associated with prenatal language experience, shedding light on how early linguistic exposure shapes the speech-encoding capacities of newborns. The FFR is an auditory evoked potential elicited by periodic complex sounds that reflects neural synchronization with the auditory eliciting signal along the ascending auditory pathway (Skoe and Kraus, 2010; Krizman and Kraus, 2019), providing an accurate snapshot of the neural encoding of speech sounds. FFR recordings have thus become a useful tool to investigate the ability to distinguish between the pitch of different speakers’ voices and the ability to encode the fine spectrotemporal details that distinguish different voiced speech sounds (Gorina-Careta et al., 2022). The interest in the neonatal FFR arises from its potential to serve as a predictive measure for future language development (Schochat et al., 2017), since alterations in FFR patterns in children have been associated with difficulties in reading and learning, dyslexia, impairments in phonological awareness and even autism (King et al., 2002; Banai et al., 2009; Chandrasekaran et al., 2009; Basu et al., 2010; Hornickel et al., 2012; Lam et al., 2017; Otto-Meyer et al., 2018; Font-Alaminos et al., 2020; Rosenthal, 2020). Interestingly, the FFR reflects the impact of a wide range of auditory experiences in children and adults, including training interventions, musical practice and bilingualism (Russo et al., 2005; Song et al., 2008; Kraus and Chandrasekaran, 2010; Krizman et al., 2012, 2015; Carcagno and Plack, 2017; Skoe et al., 2017; Gorina-Careta et al., 2019). In adults it has been observed that bilingual experience enhances the neural responses to the fundamental frequency of sounds (Krizman et al., 2015; Skoe et al., 2017), as well as the subcortical representation of pitch-relevant information (Krizman et al., 2012) and neural consistency, which correlated with both a better attentional control and language proficiency (Krizman et al., 2014). In neonates, FFR recordings have also been used to study the effects at birth of prenatal fetal auditory experiences such as music exposure (Arenillas-Alcón et al., 2023), but the influence of prenatal maternal bilingual speech remains unexplored.

In the present study, we aimed to examine the influence of maternal bilingual linguistic exposure in-utero in speech sound encoding at birth. To that end, we recorded FFRs from newborns who had been exposed to either a monolingual or a bilingual fetal environment during the last trimester of gestation and analyzed their capacity to encode voice pitch and vocalic formant structure information.



Methods


Participants

A sample of 131 newborns (mean age after birth = 38.32 ± 23.8 h) was recruited from SJD Barcelona Children’s Hospital in Barcelona (Spain) and divided into two groups based on a short retrospective questionnaire delivered to the babies’ mothers. Mothers were asked if they communicated using more than one language during the last 3 months of pregnancy and were instructed to report which languages they communicated in, provided they accounted for a minimum of 20% language usage time. Based on the collected responses, a total of 53 newborns were assigned to the group exposed to a monolingual fetal acoustic environment (MON; 27 females; mean gestational age = 39.93 ± 1.03 weeks; mean birth weight = 3,321 ± 272 g). A total of 76 newborns were assigned to the bilingual-exposed group (BIL; 33 females; mean gestational age = 39.71 ± 0.99 weeks; mean birth weight = 3,328 ± 327 g) after excluding two newborns, as their mothers were multilingual in Spanish, Catalan and English, being the third language used ≧20% of the time. Regarding the languages spoken by the bilingual mothers, all except one were Spanish—Other language and most of them were Spanish-Catalan bilinguals (77.3%). The other languages spoken were Arabic (6/75), English (1/75), Galician (1/75), German (1/75), Italian (2/75), Portuguese (2/75), Guaraní (2/75) and Romanian (2/75). On the other hand, newborns in the monolingual group were either exposed to Spanish (90.6%) or Catalan (9.4%).

No significant differences were found across groups in gestational age (U(127) = 1868.500, p = 0.370), birth weight (t(127) = −0.116, p = 0.908) and sex (χ2 = 0.710, p = 0.399). Maternal education level and musical exposure were assessed using a sociodemographic questionnaire (an English version of the sociodemographic questionnaire can be found in the Supplementary material). Groups did not differ in maternal educational level (χ2 = 1.992, p = 0.574), a key confounding factor associated with language acquisition and development (Hoff, 2003; Rowe, 2008) closely tied to the linguistic environment a fetus is exposed to. We also ascertained that groups did not differ in prenatal musical exposure [χ2 = 0.025, p = 0.874; see Arenillas-Alcón et al. (2023) for details], as it exerts a significant impact on speech encoding capacities at birth (Partanen et al., 2013b, 2022; Arenillas-Alcón et al., 2023).

All neonates obtained Apgar scores higher than 8 at 1 and 5 min of life and passed adequately the universal newborn hearing screening (UNHS) before the recruitment. According to the recommendations of the Joint Committee on Infant Hearing (2019), newborns born from high-risk gestations, after obstetric pathologies or any other kind of risk factors related to hearing impairment were excluded from the recruitment.

Additionally, as performed in previous research from our laboratory (Ribas-Prats et al., 2019, 2021, 2023; Arenillas-Alcón et al., 2021, 2023), both groups of newborns received a standard click-evoked auditory brainstem response (ABR) test to ensure the integrity of the auditory pathway. A click-stimulus, with a duration of 100 μs, was employed during the test, presented at a rate of 19.30 Hz with an intensity of 60 dB sound pressure level (SPL) until a total of 4000 artifact-free repetitions were collected. A prerequisite for participation in the experiment for all newborns was the successful identification of the wave V peak. This study was approved by the Ethical Committee of Clinical Research of the Sant Joan de Déu Foundation (Approval ID: PIC-53-17), and required the mothers to fill out a sociodemographic questionnaire and to sign an informed consent prior to the participation, in line with the Code of Ethics of the World Medical Association (Declaration of Helsinki).



Stimulus

Neonatal FFRs were collected to a two-vowel stimulus with a rising pitch ending (/oa/; Arenillas-Alcón et al., 2021). The /oa/ stimulus was created in Praat (Boersma and Weenink, 2020) and had a total length of 250 ms divided into three different sections, according its fundamental frequency (F0) and its formant content (/o/ vowel section: 0–80 ms, F0 = 113 Hz, F1 = 452 Hz, F2 = 791 Hz; /oa/ formant transition section = 80–90 ms; /a/ vowel steady section = 90–160 ms, F0 = 113 Hz, F1 = 678 Hz, F2 = 1,017 Hz; /a/ vowel rising section = 160–250 ms, F0 = 113–154 Hz, F1 = 678 Hz, F2 = 1,017 Hz; Figure 1A).
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FIGURE 1
 (A) Temporal and spectral representation of the two-vowel auditory stimulus /oa/, with traces indicating its fundamental frequency (F0) and formant structure (F1, F2). (B) Recording setup of the three disposable electrodes placed in a vertical montage (active located at Fpz, ground at forehead, references at the right mastoid). Baby’s photograph reproduced with the written consent of the neonate’s parents. (C) Grand-averaged waveform of the FFRENV in the time domain, retrieved separately for the group exposed to monolingual (blue) and bilingual (red) fetal acoustic environment. (D) Frequency spectra of the FFRENV extracted from the steady pitch section of the stimulus (10–160 ms). The inset zooms in a narrower frequency band to illustrate the effect around the F0 peak.


The stimulus was designed with optimal parameters to study the frequency-following response, specially taking into account that due to the low-pass filter characteristics of the womb, fetuses are isolated from the mid and high frequency acoustic content of external sounds that characterizes most of the temporal fine structure of speech. The /oa/ stimulus used includes a pitch variation and two vowel sections with different formant structure based on relatively lower frequency harmonic components and suitable durations for accurate spectral analyses, which enable a proper assessment of speech sound temporal envelope and temporal fine structure encoding (Krizman and Kraus, 2019; Arenillas-Alcón et al., 2021). The relatively low F0 frequency, typical of a male speaker, was chosen to ensure a reliable measure of the neural representation of sound pitch (Krizman and Kraus, 2019) and the phonetic contrasts (/o/; /a/) belong to the phonetic repertoire of both Spanish and Catalan languages.

The /oa/ stimulus was presented at a rate of 3.39 Hz in alternating polarities and delivered monaurally to the right ear at 60 dB SPL of intensity with an earphone connected to a Flexicoupler disposable adaptor (Natus Medical Incorporated, San Carlos, CA).



Procedure and data acquisition

After the successful completion of the UNHS, neonates were tested at the hospital room while they were sleeping in their bassinet. Three disposable Ag/AgCl electrodes were placed in a vertical montage configuration (active at Fpz, ground at forehead, reference at the right mastoid, ipsilateral to the auditory stimulation; as shown in Figure 1B), ensuring impedances below 7 kΩ. The presentation of click and speech stimuli was done by using a SmartEP platform connected to a Duet amplifier, which incorporated the cABR and the Advanced Hearing Research modules (Intelligent Hearing Systems, Miami, FL, United States).

The experimental procedure involved the recording of two blocks of click stimuli, followed by four blocks of 1000 artifact-free responses to the /oa/ stimulus. Any electrical activity surpassing ±30 μV threshold was automatically rejected until a total of 4,000 presentations was collected. The total mean duration of the recording session was approximately 25 min [2 click blocks × 2,000 repetitions × 51.81 ms SOA + 4 /oa/ blocks × 1,000 repetitions × 295 ms of stimulus-onset asynchrony (SOA)] including the duration of rejected sweeps. The continuous EEG signal was acquired at a sampling rate of 13,333 Hz with an online bandpass filter with cutoff frequencies from 30 to 1,500 Hz and online epoched from −40.95 ms (pre-stimulus period) to 249.975 ms.



Data processing and analysis

Data epochs were bandpass filtered offline from 80 to 1,500 Hz and averaged separately per stimulus polarity. To highlight the encoding of the stimulus fundamental frequency (F0) and to reduce the contribution of cochlear microphonics, neural responses to the two opposite stimulus polarities were added [(Condensation + Rarefaction)/2], obtaining the envelope-following response (FFRENV). Further, to emphasize the FFR components associated with the encoding of the stimulus temporal fine structure, such as the first formant (F1), while reducing the impact of envelope-related activity, the neural responses to alternating polarities were subtracted [(Condensation − Rarefaction)/2], yielding the temporal fine structure-following response (FFRTFS; Aiken and Picton, 2008; Krizman and Kraus, 2019). Considering the stimulus formant content, we focused our analyses exclusively on the spectral peaks that corresponded to F1 frequencies, as F2 frequencies fall at the limits of the spectral resolution of the FFR, resulting in elicited neural responses relatively weak and challenging to be accurately observed in newborns (Gorina-Careta et al., 2022). Detailed information regarding the analyzed parameters from the neonatal FFR can be found below. All parameters were computed using custom scripts in Matlab R2019b (The Mathworks Inc., 2019), developed in our laboratory and previously employed in similar analyses in former studies (Arenillas-Alcón et al., 2021).


Neural lag

Neural lag served as an indicator of the neural transmission delay within the auditory system, and was assessed to estimate the time passed from cochlear stimulus reception to the onset of neural phase-locking (Jeng et al., 2010; Liu et al., 2015; Ribas-Prats et al., 2019, 2021, 2023; Arenillas-Alcón et al., 2021, 2023). To calculate the neural lag, a cross-correlation analysis was computed between the auditory stimulus and the neural response. The neural lag was determined by identifying the time lag corresponding to the highest cross-correlation value within a time window of 3–13 ms.



Pre-stimulus root mean square (RMS) amplitude

The RMS of the pre-stimulus period was employed as a measure of the general magnitude of neural activity over time, and to dismiss electrophysiological disparities in the pre-stimulus region (Liu et al., 2015; White-Schwoch et al., 2015; Ribas-Prats et al., 2019, 2021, 2023; Arenillas-Alcón et al., 2023). This measure was computed by squaring each data point within the pre-stimulus region of the neural response (from −40 to 0 ms), calculating the mean of the squared values and subsequently obtaining the square root of the resulting average.




Voice pitch encoding from FFRENV


Spectral amplitude at F0

Spectral amplitude at F0 (113 Hz) was used as a quantitative measure of the neural phase-locking strength at the specific frequency of interest (White-Schwoch et al., 2015; Ribas-Prats et al., 2019, 2021, 2023; Arenillas-Alcón et al., 2021, 2023). It was computed by applying a fast Fourier transform (FFT; Cooley and Tukey, 1965) to obtain the frequency spectrum of the neural response during the steady pitch section of the stimulus (10–160 ms), and then calculating the average amplitude within a ± 5 Hz window centered around the peak of the stimulus F0.



Signal-to-noise ratio at F0

Signal-to-noise ratio (SNR) at F0 was analyzed to obtain an estimation of the relative spectral magnitude of the response, taking into account not only to the amplitude value at the F0 frequency peak (113 Hz) but also the noise levels at the surrounding frequencies. Therefore, the SNR was calculated by dividing the mean spectral amplitude within a ± 5 Hz frequency window centered at the peak of the frequency of interest (113 Hz) by the averaged mean amplitude within two additional 28 Hz wide frequency windows (flanks), centered at ±19 Hz from the frequency of interest (80–108 Hz and 118–146 Hz).




Formant structure encoding from FFRTFS


Spectral amplitudes at F1 peaks

To assess spectral amplitudes at the specific spectral peaks regarding the stimulus F1 frequencies (452 Hz [/o/] and 678 Hz [/a/]), the neural responses corresponding to the /o/ section (10–80 ms time window) and the /a/ steady section (90–160 ms time window) were individually analyzed and the respective amplitudes within a ± 5 Hz window centered at the peak frequencies corresponding to the vowel formant centers were extracted. The transition from /o/ vowel to /a/ vowel was not analyzed due to its short duration (10 ms).



Signal-to-noise ratio at F1

To compute the relative spectral magnitude of the response at the stimulus F1 frequencies considering noise levels, SNRs at spectral peaks that correspond to the stimulus F1 frequencies (452 Hz and 678 Hz) were calculated separately on the /o/ and the /a/−steady sections. To do so, the SNR was calculated by dividing the mean spectral amplitude within a ± 5 Hz frequency window centered at the peak of the frequency of interest (452 or 678 Hz) by the averaged mean amplitude within two additional 28 Hz wide frequency windows (flanks), centered at ±26 Hz from the frequency of interest (for 452 Hz peak: 402–430 Hz and 474–502 Hz; for 678 Hz peak: 628–656 Hz and 700–728 Hz).




Statistical analysis

Statistical analyses were conducted using Jamovi 2.3.26 (The Jamovi Project, 2023). Descriptive statistics were calculated, including the mean, standard deviation (SD), median, first quartile (Q1), third quartile (Q3), interquartile range (IQR), and minimum and maximum values, for each computed parameter within the two groups of newborns (MON; BIL).

To analyze the effects of prenatal bilingual exposure on neural transmission delay, pre-stimulus root mean square amplitude and voice pitch encoding depending on the normality of the data, two-tailed independent samples t-tests or Mann–Whitney U tests were conducted to evaluate significant differences between groups, with Cohen’s d being reported as the effect size. Kolmogorov–Smirnov test was used to assess the normal distribution of the samples.

The effects of prenatal bilingual exposure on formant structure encoding were analyzed with two repeated–measures ANOVAs with the factor Stimulus Section (/o/ section; /a/ section) as within-subjects factor and the factor Group (Monolingual; Bilingual) as between-subjects factor for each of the two formant amplitudes (452 and 678 Hz) separately. The Greenhouse–Geisser correction was applied when the assumption of sphericity was violated. Additional two-tailed independent samples Mann–Whitney U post-hoc tests were performed to examine the direction of the effects. Results were considered statistically significant when p < 0.05.




Results

Frequency following responses (FFR) elicited by a two-vowel speech stimulus /oa/ (Figure 1A) were collected from a total sample of 129 newborns divided into two groups according to their prenatal fetal exposure to monolingual (MON) or bilingual (BIL) maternal speech. To comprehensively evaluate the neonates’ ability to encode the pitch and vowel formant structure of speech sounds, the neural responses to the fundamental frequency (F0) and the vowels’ first formant (F1) were analyzed considering the distinct sound characteristics of the different stimulus sections. All detailed descriptive statistics from the parameters analyzed can be found in Supplementary Table S1.


Neural transmission delay

No significant differences were found across groups in neural lag (U(127) = 1950.500, p = 0.763, Rank-biserial correlation = 0.032).



Pre-stimulus root mean square (RMS) amplitude

There were no statistically significant differences observed between the groups with regards to the background neural activity preceding the auditory stimulation (U(127) = 1914.000, p = 0.634, Rank-biserial correlation = 0.050).



Voice pitch encoding (FFRENV)

The grand-averaged FFRENV waveform for each group is illustrated in Figure 1C. To assess the robustness of the voice pitch representation, we analyzed the steady section (10–160 ms) of the /oa/ stimulus with a steady fundamental frequency (F0) of 113 Hz.

The grand-averaged spectral representation of the neonatal FFR extracted from each group is depicted in Figure 1D. No differences were found across groups in spectral amplitude at F0 computed using the steady pitch section of the stimulus (U(127) = 1736.000, p = 0.184, Rank-biserial correlation = 0.138).

Yet, the statistical analyses performed on the F0 SNR, which represents the F0 relative spectral amplitude in relation with the spectral amplitude of the neighboring frequencies, revealed significant differences between groups, indicating that newborns exposed to a monolingual prenatal fetal environment exhibited significantly larger SNR values as compared to the bilingual exposed neonates (U(127) = 1508.000, p = 0.016, Rank-biserial correlation = 0.251).



Formant structure encoding (FFRTFS)

The grand-averaged FFRTFS waveform for each group is shown in Figure 2A. To evaluate the newborns’ ability to encode the formant structure of speech sounds, the /oa/ stimulus included two sections with the same voice pitch but different fine-structure. Specifically, the /o/ section (10–80 ms) was characterized by a center formant frequency (F1) of 452 Hz, and the /a/ steady section (90–160 ms) by a F1 frequency of 678 Hz. Spectral amplitudes were retrieved from the FFRTFS separately from neural responses during the /o/ section and the /a/ steady-pitch section, selecting the spectral peaks corresponding to stimulus F1 frequencies.
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FIGURE 2
 Formant structure encoding. (A) Grand-averaged waveform of the FFRTFS in the time domain, retrieved separately for the group exposed to a monolingual fetal acoustic environment (blue) and the bilingual-exposed group (red). (B) Frequency spectra of the FFRTFS extracted from the /o/ section of the stimulus (10–80 ms). The inset zooms in a narrower frequency band to illustrate the effect around the /o/ F1 peak (452 Hz) during the /o/ section. (C) Frequency spectra of the FFRTFS extracted from the /a/ steady section of the stimulus (90–160 ms). The inset zooms in a narrower frequency band to illustrate the effect around the /a/ F1 peak (678 Hz) during the /a/ steady section.


The grand-averages of the FFRTFS spectral amplitudes during the /o/ section are illustrated in Figure 2B for each group separately, while the spectral representations during the /a/ steady section are depicted in Figure 2C. F1 spectral amplitudes during the /o/ section and the /a/ steady section are depicted in Figure 3 for each group at each formant center frequency (452 Hz, 678 Hz) separately.

[image: Figure 3]

FIGURE 3
 Spectral amplitudes at the first formant (F1). F1 spectral amplitudes at 452 Hz (left) and 678 Hz (right) during the /o/ section (10–80 ms) and the /a/ steady section (90–160 ms), plotted in blue and red lines for the monolingual and the bilingual-exposed newborns, respectively. Error bars represent 95% confidence intervals.


When analyzing the effects of a prenatal maternal bilingual language exposure in formant spectral amplitude at 452 Hz (Figure 3, left panel), which corresponds to the F1 center frequency of the /o/ vowel, a main effect of group revealed significantly greater spectral amplitudes in the MON group as compared to the BIL (group main effect; F(1,127) = 4.939, p = 0.028, ηp2 = 0.037). Moreover, a significantly larger spectral amplitude was observed during the /o/ section vs. /a/ steady section (stimulus section main effect; F(1,127) = 7.580, p = 0.007, ηp2 = 0.056), thus indicating a proper encoding of the vowel /o/ in its corresponding stimulus section. Interestingly, a significant interaction of group per stimulus section was identified as well (interaction; F(1,127) = 5.809, p = 0.017, ηp2 = 0.044), demonstrating that MON neonates showed significantly larger spectral amplitudes during the /o/ section at its corresponding formant frequency than BIL.

Similar results were observed when analyzing the effects of a prenatal maternal bilingual language exposure in the formant encoding at 678 Hz (Figure 3, right panel), which corresponds to the F1 center frequency of the /a/ vowel. A main effect of group revealed significantly greater spectral amplitudes in the MON group as compared to the BIL (group main effect; F(1,127) = 5.01, p = 0.027, ηp2 = 0.038). Moreover, a significantly larger spectral amplitude at 678 Hz during the /a/ steady section vs. /o/ section was observed (stimulus section main effect; F(1,127) = 10.93, p = 0.001, ηp2 = 0.079), thus indicating a proper encoding of the /a/ vowel in its corresponding stimulus section. Interestingly, a significant interaction of group per stimulus section was also identified (interaction; F(1,127) = 5.812, p = 0.017, ηp2 = 0.044), demonstrating that the MON group exhibited higher spectral amplitudes during the /a/ steady section at its corresponding frequency than the BIL.

The same pattern of results was obtained when comparing the relative spectral amplitude of the response at the stimulus F1 frequencies taking into account the neural response to the neighboring frequencies. When analyzing the effects of a fetal maternal bilingual language exposure in SNR at 452 Hz, which corresponds to the F1 of the /o/ vowel, a main effect of group revealed significantly greater spectral amplitudes in the MON group as compared to the BIL (group main effect; F(1,127) = 8.301, p = 0.005, ηp2 = 0.061). Moreover, a significantly larger spectral amplitude was observed during the /o/ section vs. /a/ steady section (stimulus section main effect; F(1,127) = 7.517, p = 0.007, ηp2 = 0.056). A significant interaction of group per stimulus section was identified as well (interaction; F(1,127) = 7.304, p = 0.008, ηp2 = 0.054).

Similar effects were observed when analyzing the effects of a prenatal bilingual environment in the formant SNR at 678 Hz, which corresponds to the frequency of the /a/ vowel. A main effect of group revealed significantly greater spectral amplitudes in the MON group as compared to the BIL (group main effect; F(1,127) = 7.127, p = 0.009, ηp2 = 0.053). Moreover, a significantly larger spectral amplitude at 678 Hz during the /a/ steady section vs. /o/ section was observed (stimulus section main effect; F(1,127) = 22.072, p < 0.001, ηp2 = 0.148). Finally, a significant interaction of group per stimulus section was also identified (interaction; F(1,127) = 10.330, p = 0.002, ηp2 = 0.075).




Discussion

The present study investigated the impact of maternal bilingual speech during pregnancy on the neural encoding of speech pitch and vowel formant structure in neonates. A total sample of 129 healthy-term newborns was divided into two groups according to their monolingual or bilingual prenatal exposure during the last trimester of gestation, as reported by their mothers through a questionnaire. FFRs elicited to a two-vowel speech stimulus /oa/ (Arenillas-Alcón et al., 2021) were recorded to assess the neural responses to the stimulus’ fundamental frequency (F0 = 113 Hz; related to voice pitch encoding) and the first formant of each vowel (/o/ F1 = 452 Hz; /a/ F1 = 678 Hz; related to vowel formant structure encoding). Our results revealed that the neural representation of pitch, as indexed by the spectral amplitude of the FFRENV at the stimulus F0, did not differ between monolingual and bilingual exposure groups, but monolingually exposed neonates exhibited a higher signal-to-noise ratio (SNR) at the F0 spectral peak, suggesting the contribution of a higher spectral noise at neighboring frequencies in the bilingual group. Additionally, monolingually exposed neonates exhibited larger spectral amplitudes and SNRs of the FFRTFS at the formant peak frequencies (F1) of the speech stimulus used, indicating a stronger encoding of vocalic structure. Furthermore, no significant group differences were observed in neural lag and pre-stimulus root mean square (RMS) amplitude, implying comparable neural transmission delays and absence of a distinct overall neural activity prior to the auditory stimulation. Together, these findings provide novel insights into the effects of prenatal language exposure on the neural encoding of speech sounds at birth.

Pitch is a crucial attribute in the perception of periodic speech sounds, as it conveys prosodic information, facilitates speaker recognition and speech segmentation, accelerates phoneme acquisition in tonal languages, helps with language comprehension in noisy environments and even contributes to the perception of the emotional state in a conversation (Musacchia et al., 2007; Benavides-Varela et al., 2012; Partanen et al., 2013a; Plack et al., 2014; Gervain, 2018; Cabrera and Gervain, 2020; Arenillas-Alcón et al., 2021; Ribas-Prats et al., 2021). The fact that neural mechanisms underlying voice pitch encoding are already mature at birth (Jeng et al., 2011; Ribas-Prats et al., 2019; Cabrera and Gervain, 2020; Arenillas-Alcón et al., 2021) suggests that pitch may play a crucial role in the very first stages of language acquisition (Jeng et al., 2016). Going a step further, pitch could provide a neural synchrony channel onto which separate neural representations of other speech features would anchor as parts of an ensemble that would, ultimately, give rise to a coherent percept (Eggermont, 2001).

Previous studies demonstrated that pitch and pitch contour discrimination drastically improve with training (e.g., Carcagno and Plack, 2017). In this regard, growing up in a bilingual environment, which is characterized as more demanding, dynamic, phonologically rich and requiring heightened attention to all linguistic input, is related to a strengthened neural representation of pitch (Krizman et al., 2012, 2015). Different languages have distinct overall height pitch levels. For example, Catalan was observed to have a higher pitch compared to Spanish (Marquina Zazura, 2011); Polish was found to have a higher pitch compared to American English (Majewski et al., 1972); Mandarin, a higher pitch than English (Keating and Kuo, 2012); Japanese, a higher pitch than Dutch (Van Bezooijen, 1995); or Slavic languages, a higher pitch than Germanic ones (Andreeva et al., 2014). Further, speakers of two phonologically similar dialects exhibit differences in their height pitch levels (e.g., two different dialects of Mandarin; Deutsch et al., 2009).

Yet, pitch height is not the only element that contributes significantly to the distinctiveness of a particular language. The intonational patterns, which are the rising and falling patterns of pitch that convey meaning and contribute to the rhythm of speech, may differ between the different languages. When a speaker switches between languages they naturally adjust the specific contours, pitch ranges, and other prosodic features to conform to the norms of the target language, and many linguistic features such as intonation, may affect the mean fundamental frequency of speech (Järvinen et al., 2013). This adjustment helps maintaining communicative clarity and aligns with the phonetic characteristics of the language being spoken (Mary and Yegnanarayana, 2008; Passoni et al., 2022).

With continued exposure to these complex linguistic contexts, the auditory system gradually becomes finely tuned to process sound more efficiently (Krizman et al., 2012). Thus, individuals with years of exposure and interaction with bilingual environments develop enhanced flexibility and speech-encoding abilities. Most notably, previous studies have shown that bilingual individuals, particularly females, exhibit different pitch frequency ranges depending on the language they speak (Ordin and Mennen, 2017). As both pitch and the intonational patterns of the languages are different, and the prosodic elements of speech which include pitch contours, rhythm, and stress (Moon and Fifer, 2000) are acoustic features reliably transmitted through the womb (Gerhardt and Abrams, 2000; May et al., 2011), bilingual mothers provide their children with a higher pitch variability in utero.

Considering the reviewed literature, if the developing auditory system of a fetus, who underwent approximately 3 months of noninteractional exposure to degraded speech, responded to acoustic exposure as the mature one, we would expect newborns from bilingual mothers to exhibit a higher neural encoding of voice pitch. But our results showed otherwise. We found no differences across groups in FFRENV spectral amplitudes at F0, which aligns with the idea that pitch processing mechanisms are already mature at birth. Yet, we observed a decreased SNR at the F0 in newborns who were prenatally exposed to a bilingual environment. We attempt to reconcile our seemingly contradicting results by hypothesizing that the higher spectral amplitudes found in bilingually exposed neonates at F0 neighboring frequencies reflect an increased sensitivity to a wider range of pitch frequencies without yet generating a particularly strong response at any of them.

This view aligns with research on perceptual phonetic development, especially when growing in bilingual environments. Previous studies demonstrated that experience with language shapes infants’ abilities to process speech sounds and, with age, the newborn’s ability to differentiate phonetic distinctions becomes more language-specific (Kuhl et al., 2006; Saffran et al., 2006; Gervain and Werker, 2008; Bosch and Sebastián-Gallés, 2010). At birth all infants possess the ability to perceive all sound distinctions used in languages as they are sensitive to the basic rhythmic differences between languages (Nazzi et al., 1998; Byers-Heinlein et al., 2010). Around 3–4 months of age infants are sensitive to rhythmic differences between languages that go beyond their belonging to the three basic rhythmic classes (Bosch and Sebastián-Gallés, 2010; Molnar et al., 2014) and by the age of 6 months monolingual infants’ ability to perceive speech becomes tailored to their native language. Infants exposed to two languages are also able to discriminate the sound contrasts of both their languages, but this occurs only at the end of their first year (Bosch and Sebastián-Gallés, 2003; Sundara et al., 2008; for review see Hammer et al., 2014).

Yet, the early prenatal impact of language goes beyond language discrimination. As reviewed in the introduction, newborns prefer their mother’s voice over other female voices (DeCasper and Fifer, 1980), their communicative cries reflect the prosody of the language they heard in utero (Mampe et al., 2009) and can recognize stories heard during pregnancy (DeCasper and Spence, 1986). Moreover, previous studies also demonstrated that differences in prenatal language exposure modulate perceptual grouping biases at birth (Abboub et al., 2016) and suggest that hearing pitch contrasts before birth may influence pitch-based grouping preferences and may lead to a stable bias at birth. Thus, despite the discrimination (or no discrimination) of languages at birth, prenatal language exposure modulates the processing of speech sounds. Our findings align with the suggested hypothesis that being bilingual confers a greater perceptual flexibility (Abboub et al., 2016), as we observed in bilingually exposed newborns an increased sensitivity to a wider range of pitch frequencies.

Our results also reveal a modulation of the neural encoding of vowel formants (F1) depending on prenatal linguistic exposure. In particular, monolingual-exposed neonates exhibited higher spectral amplitudes at the corresponding formant frequencies of the stimulus’ /o/ and steady−/a/ vowels. In a previous study, we found that while the neural encoding of pitch was adult-like at birth, formant encoding was still immature (Arenillas-Alcón et al., 2021). As vowel formant center frequencies are language specific and stable regardless of voice pitch variation, which also presents slight modulations in monolingual individuals during natural speaking, the auditory system of a monolingual-exposed fetus receives a more consistent phonetic repertoire than that of a bilingual-exposed. This would possibly lead to a more effective and accurate encoding of the specific language vowel sound characteristics at birth. Simply put, monolingual newborns seem to have an advantage in processing the specific sounds of their mother tongue, a finding previously attributed to postnatal linguistic exposure (Kuhl, 2010). Our findings thus highlight the greater variability of acoustic speech inputs to which the fetus of bilingual mothers would be exposed and therefore suggest the need for bilinguals to develop a different phonological representation for each of the languages (Sebastian-Gallés et al., 2006). Further investigation into the developmental trajectories of auditory processing in different populations of newborns, with different prenatal auditory experiences, and using language-specific phonetic contrasts (e.g., Catalan contrasts such as /e - ɛ/), which are especially difficult –when not impossible– to detect for Spanish-monolinguals (Pallier et al., 1997, 2001), may shed more light on this issue.

Despite being confident about our results due to the abovementioned reasons, we are fully aware of a number of limitations of our study: language exposure was assessed by a short (approx. 5 min answer time), retrospective questionnaire provided at the time of delivery, with a spoken description of the content of the questionnaire. This poses, at least, two factors not adequately controlled. First, the actual frequency in which mothers spoke any of the two languages, as we rely only on their reports referring to the last trimester of pregnancy. Furthermore, although a minimum period of usage time had to occur to be considered as valid, the questionnaire did not address the exact amount of language usage within a day. Future studies should address these limitations, for instance, by collecting large amounts of data from a maternal diary of language usage during the last trimester of pregnancy and include an additional language abilities test (such as LEAP-Q; Marian et al., 2007) to evaluate the putative link between F0 encoding abilities in newborns and maternal language usage percentage.

Overall, our findings emphasize the potential importance of prenatal linguistic exposure in shaping the neural mechanisms underlying language acquisition and highlight the sensitivity of the FFR in capturing these subtle changes. The results add to a growing body of research that suggests a role for prenatal fetal experiences in modeling language acquisition (Moon et al., 2012; Partanen et al., 2013b; Gervain, 2015, 2018; Arenillas-Alcón et al., 2023). Furthermore, they also highlight the importance of considering prenatal language exposure in developmental studies about language acquisition, a factor that is not routinely measured and reported, and that may contribute to divergent findings.



Conclusion

The present study contributes significant insights into the impact of prenatal bilingual exposure on the neural encoding of speech sounds at birth, thereby increasing our knowledge of the early stages of language acquisition. The observed differences in the encoding of voice pitch and formant structure depending on prenatal linguistic exposure highlight the remarkable plasticity and learning potential of the human brain even before birth, emphasizing the complex interaction between genetic and environmental factors in shaping our cognitive abilities and linguistic development.
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The way we establish meaning has been a profound question not only in language research but in developmental science as well. The relation between linguistic form and content has been loosened up in recent pragmatic approaches to communication, showing that code-based models of language comprehension must be augmented by context-sensitive, pragmatic-inferential mechanisms to recover the speaker’s intended meaning. Language acquisition has traditionally been thought to involve building a mental lexicon and extracting syntactic rules from noisy linguistic input, while communicative-pragmatic inferences have also been argued to be indispensable. Recent research findings exploring the electrophysiological indicator of semantic processing, the N400, have raised serious questions about the traditional separation between semantic decoding and pragmatic inferential processes. The N400 appears to be sensitive to mentalization—the ability to attribute beliefs to social partners—already from its developmental onset. This finding raises the possibility that mentalization may not simply contribute to pragmatic inferences that enrich linguistic decoding processes but that the semantic system may be functioning in a fundamentally mentalistic manner. The present review first summarizes the key contributions of pragmatic models of communication to language comprehension. Then, it provides an overview of how communicative intentions are interpreted in developmental theories of communication, with a special emphasis on mentalization. Next, it discusses the sensitivity of infants to the information-transmitting potential of language, their ability to pick up its code-like features, and their capacity to track language comprehension of social partners using mentalization. In conclusion, I argue that the recovery of meaning during linguistic communication is not adequately modeled as a process of code-based semantic retrieval complemented by pragmatic inferences. Instead, the semantic system may establish meaning, as intended, during language comprehension and acquisition through mentalistic attribution of content to communicative partners.
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1 Introduction

This study presents a new perspective on how content is transmitted during linguistic communication by proposing a novel theory of how meaning is established in the human mind. It offers an explanation for language acquisition and word learning from the perspective of mentalization—that is, the attribution of intentions, beliefs, and desires to social partners (Premack and Woodruff, 1978; Leslie, 1987). The foundation for this novel model of processing, establishing, and acquiring semantic content is based on a series of neurocognitive experiments with infants and adults. However, before introducing these studies, the broader question of the interplay between human communication, social cognition, and language comprehension will be addressed. First, I will take a closer look at the changes in thinking regarding the transmission of linguistic meaning, from the code model to pragmatic theories of communication. Next, I will explore the role of communicative intentions and how they enable language comprehension and acquisition. Then, I will discuss how social cognition is involved in utilizing language as an information transmission device and how infants employ mentalization to track the comprehension of communicative partners. Finally, I will argue that semantic processing involves the attribution of mental content through mentalization and that such mentalistic meaning-making drives and enables language acquisition and word learning.

The main claim of this study is that contrary to standard models of language comprehension, linguistic meaning does not emerge from decoding information by looking up semantic content in a mental lexicon and placing it in syntactic frames, nor from the applying rule- or relevance-based social-pragmatic inference mechanisms. While lexical retrieval and pragmatic enrichment play important roles in language processing, I argue that comprehension of meaning, as intended, fundamentally relies on attributing mental content to communicative agents as belief states. While some approaches recognize the importance of mentalization in communication, they limit its role to setting up communicative interactions (Tomasello, 2008) or reference resolution (Bloom, 2000). Both assign social cognition a key role, which is to link mental representations (of the physical world) to word forms. What distinguishes the current approach is that meaning is not identified externally in the physical world, with the help of social cognition, but internally in the mental world of communicative partners as the content of attributions of beliefs about the world.



2 Form and content in language

The question of how meaning is established, transmitted, and acquired is a matter of heated debate not only in linguistics but also in psychological science. In the 1950s, the dominant structuralist view on language was challenged from multiple directions. The basic assumption of this tradition was the equivalence between form and content. In contrast, the new approaches pointed out that the comprehension of linguistic meaning is only partly based on interpreting language as a code, and external factors such as communicative intentions, context, and social cognition may also play key roles.

The founder of structuralism, de Saussure, noted the arbitrariness of the connection between signifiers (form) and signified (content). His Linearity Principle promised that analyzing the sequences of signifiers would provide a systematic explanation of content (de Saussure, 1966). It also complemented Frege’s Compositionality Principle, which proposes that linguistic meaning is based on a systematic derivation of the truth-value of linguistic propositions or sentences, viewed as functions of the grammatical combination of words (Frege, 1948). Structuralism and the idea of unity between form and content remain highly influential in developmental psychology. It often serves as the hidden axiomatic assumption behind the acquisition of word-to-world mappings during word learning and the source of the expectation that language acquisition is a gradual, step-by-step process that proceeds from phonology through word learning to grammar.

The idealization of form as content served as the foundation for Shannon and Weaver’s information theory, which provided a mathematical formalization of communication (Shannon and Weaver, 1949). It is based on the code model, which is still the textbook model of human communication (Blackburn, 2007). This model proposes that an information source, or sender, encodes its message via a transmitter, which then sends the signal through a channel. Upon receipt, the receiver reconstructs the message by decoding it from the signal. Modeled after the telegraph, communication is formalized here as the challenge of recovering the message from signals received through a noisy transmission channel, while it takes it for granted that messages are clearly defined chunks of information and unambiguous in their content once decoded.

In the 1950s, a series of theories challenged the structuralist tradition, although not the code model itself. Wittgenstein pointed out that the relationship between form and content may be far looser than previously assumed (Wittgenstein, 1953). Chomsky proposed that linguistic meaning is, in fact, recovered from syntactic deep structures rather than from the surface forms of word sequences (Chomsky, 1957, 2015, 2017). Both of these ideas became highly influential (Pléh, 2024). Around the same time, arguments developed by two philosophers of language led to the establishment of the field of linguistic pragmatics. Austin suggested in 1955 that certain kinds of sentences function as speech acts (e.g., “thank you” or “excuse me”) that we do not evaluate based on their literal truth-value but in terms of their social force. We recognize them as not describing reality but rather bringing about some intended change in the world (Austin, 1962; Searle, 1969). Intentions were introduced as central to communication, but as Reboul and Moeschler (1998) pointed out, this approach remained unsuccessful because it tried to account for intended meaning in terms of linguistic conventions and formulae. Paul Grice was the first to suggest that communicative intentions play a key role in conveying meaning via non-linguistic inferences (Grice, 1957). He differentiated between an indicative sense of the word “meaning” (e.g., clouds may foreshadow rain) and a “meant by” sense (e.g., if someone has their head in the clouds, it expresses they live in a fantasy). Form and content are decoupled thereby: the meaning of utterances cannot be recovered by simply decoding the lexical contents of word combinations without considering speakers’ intentions in the communicative context. Grice did not elaborate on the structure or content of intentional mental states but showed that they are not only indispensable for communication but also independent of the code structure of language. When we hear the word “tiger,” we do not automatically run away assuming that the word refers to an actual tiger present in the here and now: we understand it as a communicative act, not of “indicating” but of “meaning by.”

Grice nevertheless anchored his theory in the code model when he suggested that “what was said” needs to be decoded first, based on its literal meaning and truth-value. Only afterward may one engage in the inferential mechanisms necessary to recover the implicatures, the intended meanings (Grice, 1975). Thereby, sentences are decoupled from utterances: sentences are still processed as code-based signals, but utterances become pragmatic-inferential interpretations. The precondition for these inferences is that both parties are interested in holding a conversation based on truth and trust—a concept for which Grice proposed the Cooperative Principle. Speakers may strategically violate either of four maxims (quality, quantity, relevance, and manner), the normative rules of conversations, to prompt hearers to engage in the inferential reverse engineering of the intended meaning. Here, two sets of rules exist: one for the linguistic code and another for the maxims, akin to constitutive and regulative rules, with the former establishing the framework and the latter navigating it (Black, 1962). Reboul and Moeschler (1998) argue that Grice’s theory, while underspecified to be truly cognitive, was a game changer that eventually led to the birth of experimental pragmatics (Noveck and Sperber, 2004; Noveck and Reboul, 2008; Bambini and Bara, 2010; Noveck, 2018).

Form and content are even more strongly decoupled in Relevance Theory (RT) (Sperber and Wilson, 1986; Wilson and Sperber, 2004). RT breaks with the idea that linguistic form—“what was said”—can be recovered solely based on decoding. Sperber and Wilson suggest that the language module provides an initial interpretation by constructing a logical form that serves as the premise for the inferential mechanisms interpreting utterances. However, pragmatic inferences play a role already in uncovering what was said (the explicatures), not only in what was meant (the implicatures). They also reject Grice’s Cooperative Principle and keep only one of the maxims: relevance. They suggest that relevance seeking is a general mechanism of cognition that aims to maximize effects by minimizing efforts, and it drives language comprehension as well. Instead of cooperation and normative rules, they introduce the concept of cognitive environment, which, along with the logical form, constitutes the inputs of the pragmatic inference machine. It includes physical and perceptual information as well as common knowledge, common history, and common ground. Although most examples provided by Sperber and Wilson involve mental states, on-line mentalization serves merely as an optional input for pragmatic enrichment (Mazzarella and Noveck, 2021). Alas, pragmatic-inferential mechanisms do not necessarily require cooperation or even the attribution of intentional states. Social cognition manifests in RT as ostensive communicative signals, which are attention-capturing acts that trigger relevance-seeking processes during communicative interactions.

Taken together, there has been a gradual but tectonic shift that has transformed thinking about how language conveys meaning: away from the structuralist tradition of meaning carried by linguistic forms in a code-like manner and toward meaning inferred as intended (Figure 1). While some theorists still argue that pragmatic processes enter language comprehension only when things go wrong, and until that point, language works like a code (Millikan, 2005), there now seems to be broad agreement that language is not interpreted directly through decoding. Even though the nature of inferences is hotly debated, they also all appear to be rule-based mechanisms of social cognition that do not involve the attribution of intentional or mental states to communicative partners to establish intended meaning. The cooperation-based Neo-Griceans tradition (Grice, 1975; Levinson, 2000; Horn, 2006; Goodman and Frank, 2016) argues that hearers infer the intended meaning of speakers in a serial fashion, first decoding the literal meaning of spoken language, then looking for violations (of norms/maxims or rationality/utility). The ostension-based Post-Gricean Relevance Theory camp (Sperber and Wilson, 1986; Noveck and Sperber, 2004; Noveck, 2018) suggests that hearers seek relevance while considering the linguistic input and the cognitive environment in parallel to develop implicatures. The two models agree on the central role of social cognition and communicative intentions, yet neither has put forward mechanisms that were based on mentalization, which has generated a longstanding debate about whether communication involves mentalization or not (Pléh, 2000; Bosco et al., 2018). Moreover, the term “communicative intention” is often used ambiguously in at least two different senses.
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FIGURE 1
 The fundamental shift in how meaning is thought to be conveyed by language, as per (A) the code model (Shannon and Weaver, 1949); (B) the generativist syntax-first approach (Chomsky, 2017); the pragmatic models of (C) the Gricean and Neo-Gricean (Grice, 1975); and (D) the Post-Gricean traditions (Sperber and Wilson, 1986). Note that “decoding” typically implies the processing of both semantic and syntactic information. Additionally, pragmatic inferences may involve some kind of social cognition (cooperation and/or ostension), but communicative intentions are thought to be derived with no attribution of mental/belief/intentional states to communicative partners.




3 Communicative intentions in human communication

The notion of intentionality traces back to Brentano’s reintroduction of scholastic ideas. He suggested that the hallmark of psychological or mental states, such as beliefs and desires, is a kind of “aboutness”: mental events, as opposed to physical objects, are directed toward entities beyond themselves (Brentano, 2009). The question of higher-order intentionality of mental states, such as beliefs about others’ beliefs, burst into the scientific discourse in psychology with the debate about whether chimpanzees have a Theory-of-Mind (ToM) (Bennett, 1978; Dennett, 1978; Premack and Woodruff, 1978). ToM is the ability to attribute psychological states with intentionality to social partners (Jacob, 2023). In his highly influential works, Dennett proposed that humans take the “intentional stance” to predict and explain the behavior of social agents (including humans, animals, and even machines) by attributing intentional mental states, beliefs, and desires to them (Dennett, 1987).

The concept of communicative intentions has been used somewhat differently in the field of pragmatics, where it has been proposed that they may simply be recognized based on ostensive-behavioral signals without necessarily ascribing mental content to others (Sperber and Wilson, 1986). It has also been suggested that the earmark of human communication is not simply that it is intentional but rather that it is overtly intentional (Scott-Phillips, 2015). Non-human primates may be able to communicate intentionally, perhaps inferentially, but not truly ostensively (Warren and Call, 2022). Overtly intentional ostensive communicative signals call the attention of their addressee to the communicative act itself. The communicative transmission commences when an agent’s communicative intention is recognized by the addressee; the communicative intention is fulfilled when a second, informative intention is also recognized. The recognition of an informative intention is equal to comprehension and its fulfillment to believing the content. In other words, the recognition of the communicative intention opens a unique kind of communication channel, suspended from the present here and now, which allows for the transmission of information with no reference to the physical environment. In primate communication, signals may be sent informatively, even intentionally (e.g., when producing a predator alarm call to warn conspecifics), but in lack of highlighting and recognizing the communicative intention, it does not seem possible to exchange communicative signals about objects (or dangers) beyond perception. It is a species-specific feat of human communication that communicative transmissions can be about entities beyond the local physical surroundings and the present moment. Signals following the recognition of communicative intentions are suspended from perceptual reality, yet they still seem to possess a kind of aboutness akin to intentional mental states.


3.1 Communicative intentions in language acquisition

The critical importance of the social environment in the emergence of language was put forward by Vygotsky (1978) and Bruner (1983). In their studies, which laid the foundations for a social constructivist view on language, the social world is discussed as a special kind of environment, distinct from the physical world. It is an indispensable yet external context for learning and development, not an internal matter of mind and cognition (Pléh, 2024). Additionally, their basic assumption, like many others’, has been that communication requires a code-based signaling system, that is, language. The idea that human communication is built on social cognition, as it is not mere information transmission, reverses the above order: communication may need to precede language acquisition. There are two dominant views regarding the developmental origins of human-specific communication and the role social cognition plays in it. Tomasello (2008), by and large, follows the (Neo-) Gricean tradition in emphasizing cooperation as the basis of communication and language in his joint attention framework; Gergely and Csibra’s Natural Pedagogy theory fits well with RT and the Post-Gricean perspective when proposing that ostensive cues play a central role in communicative interactions even in preverbal infants (Csibra and Gergely, 2009; Gergely and Csibra, 2013).


3.1.1 Tomasello’s shared intentionality infrastructure

To “break into the code” of language (as Tomasello puts it) to decipher its syntactic and semantic structures, children need to be able to communicate in some way from the outset. Tomasello argues that this initial form of communication is founded upon a dedicated “cognitive infrastructure” of “shared intentionality.” Pointing and pantomiming are not based on preestablished conventional codes, yet infants can use them communicatively. These preverbal communicative acts presuppose sensitivity to cooperation (missing in our closest primate relatives) and are based on shared intentionality, an understanding that we, as social partners, may intend things together. Having a joint goal is not merely two agents having the same goal simultaneously, like aiming to reach the same destination, but like walking together. Humans’ propensity for cooperation to pursue joint goals provides the context in which communicative acts such as pointing or pantomiming acquire a shared meaning. This joint context, the common ground (Clark, 1996), is indispensable for interpreting actions as communicative gestures. It is established by what Tomasello calls “joint attention,” when participants are aware that they simultaneously attend to the same object. Tomasello specifies three basic human communicative intentions enabled by the above cooperative infrastructure: requesting, informing, and sharing. To fulfill such intentions, participants need to reason not simply practically (i.e., rationally) but cooperatively, relying on their partners’ helping attitude.

This kind of human cooperation that emerges around 9–12 months of age in human ontogeny, Tomasello argues, requires “recursive intention-reading and mind-reading abilities.” Phylogenetically, these abilities are supposed to originate from the ability to establish joint goals, which led to the emergence of joint attention and eventually enabled the establishing of common ground. At the same time, Tomasello also argues that children under 4 years of age possess only rudimentary mentalization abilities akin to the ToM of great apes (Tomasello, 2018)—which is nevertheless still sufficient to support the recursive mind-reading necessary for the earliest forms of human communication. Shared intentionality is thus a feat of cooperation, not of ToM. Others have also argued that some level of mentalization may be indispensable for the attribution of goals (Csibra and Gergely, 2007) or attention (Elekes and Király, 2021), but it is not clear how sophisticated these ToM representations need to be to support “shared goals” and “joint attention.” In Tomasello’s view, recursive mindreading is present already in 9-month-olds, but it does not seem to play a significant role in the transmission of information, as the shared intentionality infrastructure and attention-checking may be sufficient to sustain the earliest forms of human communicative interactions.

Such a framing, while placing cooperation at the center, turns Grice’s account upside down. Instead of first decoding content and then enriching it with cooperation-based pragmatic inferences, it is now sensitivity to cooperation that allows for information transmission. It is the common ground that allows for interpreting, in Tomasello’s terms, the “natural” signals of pointing and pantomiming and eventually the “conventional” linguistic signals. Language, however, is just a ritualization of communicative interactions, not qualitatively different from non-conventional forms of cooperative communication. Tomasello points out that the first words appear in and emerge from cooperative routines (Bruner, 1983) when infants understand the intentional structure of the shared goal and begin to reason cooperatively (Tomasello, 2008).



3.1.2 The ostensive signals of Natural Pedagogy

Gergely and Csibra’s Natural Pedagogy theory sidesteps the issue of mindreading when it proposes that perceptually identifiable ostensive-behavioral signals may account for human-specific communicative interactions (Csibra and Gergely, 2009). In contrast to RT, the primary role of ostensive signals is not to support inferential communication but to enable cultural learning (Gergely and Csibra, 2005). They allow learners to identify and recognize the communicative, pedagogical intention of knowledgeable partners to transmit culturally relevant knowledge (Gergely and Csibra, 2013). Here, ostensive signals do not simply function to capture attention, as in RT; rather, particular attention-grabbing signals are employed to induce cultural learning because they are ostensive (Gergely, 2010). There is evidence for at least three, perhaps innately specified ostensive signals that may be recognized as indicating communicative intentions already around 4–5 months of age (Grossmann et al., 2007; Parise et al., 2008; Parise and Csibra, 2013): eye-contact, contingent (turn-taking) reactivity, and infant-directed speech. While code-based signals, in general, are poor means of information transmission without pragmatic inferences, ostensive signals can be utilized in a code-like manner to induce the recognition of communicative intentions (Csibra, 2010).

Natural Pedagogy puts forward a mechanism for establishing common ground not based on cooperation but on evolved, trust-based procedures that pick out certain behavioral cues as ostensive signals. These signals do not merely activate attentional resources but also initiate species-unique cultural learning strategies. When addressed ostensively, infants assume that the information transmitted is generalizable, socially and culturally shared, and constitutes normative knowledge (Gergely et al., 2002; Yoon et al., 2008; Futó et al., 2010; Hernik and Csibra, 2015). One outstanding example of cultural learning in natural pedagogical situations is the acquisition of word labels, which are indeed socially shared and mostly refer to kinds. Taken together, Natural Pedagogy is an evolved system that serves social knowledge transmission underlying cultural learning just as well as human communication.




3.2 Mentalization and communicative intentions?

Although the Neo-Gricean and the Post-Gricean models are not mutually exclusive, they emphasize different aspects of communicative interactions and assume different sufficiency and necessity conditions for establishing common ground. Both models are primarily interested in explaining how to identify communicative intentions, with less emphasis on how information is actually transmitted (i.e., the informative intention). While communicative intentions may be recognized either through a code-like signaling system (ostension) or through the motivation for cooperation (joint attention), neither model argues for the necessity of mentalization, even though both involve attending to a social partner and identifying the partner’s focus of attention as a referent.

Another person’s attention or goal (i.e., the referent of a communicative interaction), however, cannot be but an attribution of attention (Elekes and Király, 2021) or of a goal (Csibra and Gergely, 2007). It may be argued that recognizing the attention or the goals of social partners relies on some sort of non-mentalistic mechanism, for example, on teleology (Gergely and Csibra, 2003). However, teleology does not seem to suffice to explain communication non-mentalistically because in communicative interactions, referent objects are not the goals of agents but the goals of the communication itself. Moreover, information transmission takes place only after minds establish common ground through joint attention and/or ostensive signals. Yet, minds never literally “join”; thus, common ground can emerge only in the minds of the two interlocutors separately. The two parties may mutually assume that the other has an identical belief about the state of affairs as themselves, but this can only be an ascription of a mental state to the other party. The point is that the machineries proposed for setting up communicative interactions by identifying communicative intentions are fundamentally attention-directing and attention-checking systems. These systems are aimed at identifying what the partner is calling the infant’s attention to, which is the partner’s own focus of attention, to establish that both parties have the same referent in mind. Perhaps due to the ambiguity of the term “communicative intentions,” a considerable group of researchers seems to believe it is obvious that language, like communication, involves mentalization, while another large group appears to hold it is rather obvious that neither communication nor language does.



3.3 Timing and difficulty of inferring communicative intentions?

There is another intriguing contradiction regarding pragmatic inferences, as highlighted by Bohn and Frank (2019). There is a long line of research arguing that infants reason skillfully about intentions already during language acquisition (Nelson, 1973; Bates, 1976; Bloom, 2000; Tomasello, 2003). Another line of research reports the difficulties children experience in deriving pragmatic inferences to interpret intended meanings (Papafragou and Musolino, 2003; Huang and Snedeker, 2009). Bohn and Frank propose to resolve the contradiction by defining communication as social cognition and reasoning about the goals of communicative partners. The Rational Speech Act framework suggests that pragmatic reasoning integrates all the elements of inferential communication, which are in place early on and foster the gradual development of language comprehension (Bohn and Frank, 2019).

The apparent contradiction may stem from the ambiguity of the term “communicative intentions.” It may refer to the social-cognitive inferential mechanisms employed to identify the intent to communicate, which may be present from early infancy onward on the one hand. It may also refer to the inferential mechanisms applied to the transmitted information content to recover meaning as intended, which may be challenging even for kids, on the other. While the former is the utilization of pragmatic-inferential mechanisms to set up a communicative infrastructure for the upcoming information (cf. Tomasello), the latter involves enriching the already available information with pragmatic inferences (cf. Grice).

The above two kinds of ambiguity surrounding the term “communicative intention”—(1) whether it is mentalistic or not and (2) whether interpreting it appropriately is easy (already in infancy) or difficult (even in late childhood) —seem to be orthogonal (Table 1). Some argue that inferring communicative intentions is essential for word learning, is available already in infancy, and involves mentalization (Bloom, 2000; Papafragou, 2002; Tomasello, 2003; Thompson, 2014). Others assume that word learning is based on inferential mechanisms, but it does not require mentalization (Sperber and Wilson, 1986; Csibra and Gergely, 2009; Bohn and Frank, 2019). Some show how non-mentalistic pragmatic inferences are challenging for kids when interpreting, for example, scalar inferences (Papafragou and Musolino, 2003; Huang and Snedeker, 2009; Noveck, 2018), contrastive inferences (Kronmüller et al., 2014), or logical terms (Noveck and Chevaux, 2002; Pouscoulous and Noveck, 2009). Finally, the position that pragmatic inferences develop slowly but co-develop with and involve mentalization has also been put forward (Rubio-Fernandez, 2021). The debate boils down to two key questions: (1) can communicative intentions be truly non-mentalistic (i.e., inferred based on code-like signals or regulative rules) and (2) what level of mentalization may be available in infancy (i.e., to what extent language acquisition may or should be tied to it)? Both of these questions are going to be addressed later on.



TABLE 1 The various interpretations and uses of the term “communicative intentions” in the literature.
[image: Table1]

Taken together, there seems to be an agreement that social cognition, in the form of pragmatic inferences, plays a key role both in setting up communicative interactions and in deriving the implied meaning of utterances behind words and sentences. The first mechanism appears to precede the transmission of the linguistic code (i.e., setting up a communicative interaction, either via cooperation and joint attention or via ostensive communicative signals), while the second one follows it (i.e., enriching it inferentially to interpret it, either via checking for violations of maxims in a cooperative framework or via carrying out a relevance-based calculus). The first one seems to pertain to “communicative intentions” in the narrow sense: a scaffold of informative intentions. The second one uses the term in the broad sense: inferring meaning as intended. It may be argued that the latter actually concerns informative intentions, but this is not entirely clear from the literature. “Intended meaning” is typically referred to as what was intended to be conveyed (i.e., communicated), not what one was intended to be informed of. The term “information” may be the culprit here: it could mean either the content (utterance) or the form (sentence)—perhaps due to the remarkable influence of the code model. Notably, the question of how social cognition modulates the information content, specifically the link between linguistic form and semantic content, seems to have gathered limited attention. Yet, the linguistic signal is the most variable and rich source of input entering pragmatic inferential mechanisms.




4 Language as an information transmission device

While human communication may be viewed as a form of social cognition based on pragmatic inferences that enable language acquisition and comprehension (Tomasello, 2008; Bohn and Frank, 2019), it may also be viewed as a tool for information transmission (Shannon and Weaver, 1949; Tauzin and Gergely, 2018, 2019). Of course, these two views are not mutually exclusive, and, in some sense, they represent two sides of the same coin. Nevertheless, they still represent fundamentally different views on the role language plays in communication. In the former view, meaning emerges primarily from the common ground and the structure of the social interaction (Clark, 1996; Tomasello, 2008; Bohn and Frank, 2019), while in the latter, it arises from the properties and the variability of the signal, perhaps in interaction with mental states (Tauzin and Gergely, 2018).

The signal variability approach gains particular relevance due to the richness of the contents that may be transmitted in spoken language, from storytelling to discussions of shared memories. The communicative goal of verbal interactions is often far beyond the social situation and maybe more intricate than the basic intentions of requesting, informing, or sharing (Tomasello, 2008). Narrative stories rely heavily on information transmission to set up the communicational situation itself. It follows that the information content—the intended meaning—may be at least partly recoverable from the mental state of communicative partners rather than solely from the common ground or the situational features of the cognitive environment. Linguistic forms may have reached the unmatched level of signal complexity precisely because they may be more about what the partner could have in mind and less about the social interactions of relatively limited complexity, especially those in which non-human and young human apes typically engage.


4.1 Sensitivity to the code-like features of language in neonates

From an information transmission point of view, it may not be surprising that language, as a stimulus class, enjoys a special status in human ontogeny. Well before birth, prenatal humans begin to pick up the prosodic properties of their native tongue (Abboub et al., 2016), and right at birth, they are sensitive to a range of physical-acoustic and phonological features of language (Werker and Tees, 1999). Newborns prefer speech to matched non-speech, forward-going speech to backward speech, their mother’s voice to other female voices, and their native language to unfamiliar languages; they can also differentiate between languages based on rhythmic properties even if they have never heard them before and can detect word boundaries, discriminate lexical stress, and even distinguish function words from content words based on acoustic characteristics (reviewed by Gervain and Mehler, 2010).

During language acquisition, infants use several of these acoustic properties, including rhythm (Goswami, 2022) and statistical distributional patterns (Kujala et al., 2023), to “break into the code” of language by approaching it from its information-transmitting potential. The acoustic-phonological-prosodic properties of language lend themselves readily to being deciphered as a code. First, the set of sounds the human vocal tract can produce is limited, making it computationally manageable. Second, phonology is not only governed by rules but also carries information about higher-level syntactic operations, both of which involve code-based computational structures. Even newborns rely on prosody and statistical learning of transitional probabilities to identify word boundaries (Fló et al., 2019). To segment the continuous speech stream into potentially meaningful units, they also employ various dedicated mechanisms to learn about the segments themselves (Fló et al., 2022). They also utilize innate pattern recognition mechanisms to pick up repetition structures (i.e., pseudowords with ABB structure, e.g., “mi-zu-zu,” as opposed to ABC random structures, e.g., “mi-zu-ka”) (Gervain et al., 2008). The repetitions may be engaging for them because they reveal a rule that may indicate syntactic structures, thereby providing a better opportunity to learn (about) language. Such sensitivity to rule-like structures extends to musical tones as well; however, only pseudowords, not tones, activate the left inferior frontal regions (Nallet et al., 2023). These regions include Broca’s area, which is responsible for processing the structural properties of language in adults (Musso et al., 2003; Liakakis et al., 2011; Friederici, 2012) and responds to language at birth (Peña et al., 2003; Perani et al., 2011). Newborns detect not only repetition structures but also their sequential position (ABB vs. AAB), and these two properties seem to be the two fundamental building blocks of any code-based system (Gervain et al., 2012). These findings strongly suggest that language is a unique signal for humans, engaging dedicated mechanisms, from statistical learning to pattern recognition, to identify word-like units and grammar-like rules right from birth. Newborns appear to be very well equipped to unpack the structural properties of the code system humans use to transmit information.



4.2 Communicative self-referentiality in the speech signal

In the process of acquiring linguistic meaning, the only communicative cue that has been suggested to signal communicative intentions and is linguistic in nature is infant-directed speech (IDS) (Csibra and Gergely, 2009; Gergely, 2010); also called “motherese,” its characteristic prosodic pattern includes higher and broader pitch, greater amplitude variation, and slower speed than typical adult speech (Csibra, 2010). Although there seems to be some cultural variation (Cristia, 2023), sensitivity to IDS appears to be innate, present at birth (Cooper and Aslin, 1990), and universal (Fernald, 1992). The perceptual features of motherese appear to open the gateway toward the content of speech: IDS may simultaneously carry information about communicative and informative intentions. In fact, Sperber and Wilson (1986) consider language to be an ostensive cue in and of itself. Every communicative act carries its own relevance by definition, and a linguistic utterance is clearly communicative—at least for adults. Infants may exploit the prosodic layer of IDS for communicative intentions to gain access to its contents (i.e., informative intentions). IDS modulates electrophysiological responses to faces in 4-month-olds, perhaps because it generates communicative expectations (Sirri et al., 2020). It is interpreted as an ostensive cue by 5–6-month-olds, just as eye-gaze (Senju and Csibra, 2008; Parise and Csibra, 2013; Lloyd-Fox et al., 2015). It also facilitates 7-month-olds’ cortical tracking of speech (Kalashnikova et al., 2018). IDS appears to serve as a self-referential linguistic inroad toward linguistic meaning as it induces a communicative interpretation of the linguistic code. As an ostensive signal, it creates an expectation that incoming information refers to kinds and not individuals (Gergely and Csibra, 2013), which clearly aids word learning since, with the exception of proper names, words refer to categories.



4.3 Recognizing the communicative function of language

Infants also appear to realize early on that language may carry information. In a series of remarkable experiments, Vouloumanos and colleagues (Martin et al., 2012; Vouloumanos et al., 2012; Vouloumanos, 2018) showed that infants expect speech—but not coughing or humming—to transmit information about intentions (i.e., objects preferences). Even 6-month-olds showed this expectation even when they had no chance to understand the transmission because it was non-sensical or foreign to them (Vouloumanos et al., 2014). Eleven-month-olds may prefer to interact with native speakers because they expect them to share information (Begus et al., 2016). Intriguingly, signal properties may modulate such expectations.

Using the so-called Flatfish paradigm, Tauzin and Gergely demonstrated that 10.5-month-old infants identify beeping entities as agents with preferences, but only if they exchange varying tone signals—not if they parrot each other using identical signals (Tauzin and Gergely, 2019). The authors argue that, from an information theoretical perspective, there are two elementary building blocks of communication: (1) there are two agents taking turns exchanging signals, and (2) the signals vary in an optimal way, with a high-but-imperfect level of contingency. The exchanged signals need to be similar enough to form a correspondence yet different enough to carry added information value (Tauzin and Gergely, 2021). At 13 months of age, infants assume a flatfish to update its falsely held belief about the location of an object only after an optimally variable signal exchange with another flatfish (Tauzin and Gergely, 2018). Communication, as information transmission, may directly modify mental state attribution through signal variation, irrespective of social-pragmatic inferences.

According to a recent study, humans may be sensitive to the information transmission value of language already at birth. When presented with grammatically structured ABB pseudowords, but now as an exchange between a female and a male voice, newborns showed increased activity near Broca’s area when the pseudowords were different tokens (female: kamumu; male: dekiki) compared to when they were identical (male: bulili; female: bulili) (Forgács et al., 2022a). These findings demonstrate, first, that neonates can identify the possibility of information transmission in communicative interactions, even when they may have no idea about its contents. Notably, they can do so even when they are not participants in the interaction and without relying on social cognition. If turn-taking were interesting in and of itself, there should have been no difference between the identical and variable signal exchanges. Second, the activation of Broca’s area suggests that it is the language-processing region of the brain that responds to the possibility of information transmission. Processing the potential for information transmission may be a core feature of human language.

The sensitivity to information value is independent of any particular semantic content or the structure of social interactions. In contrast, it is markedly missing from pragmatic models of human communication (Sperber and Wilson, 1986; Grice, 1989; Tomasello, 2008; Goodman and Frank, 2016). These models assume that information is transmitted as a code and then enriched and inferentially unpacked by social cognition. Yet, humans seem to be sensitive to information transmission even without knowing any code. Humans at birth appear to possess a structured representational template of an informative intention embedded within a communicative intention, allowing them to identify communicative intentions even when the embedded representational slot for the informative intention remains empty and even in the absence of social cues directed toward them. Of course, the above study did not provide direct evidence of a second-order representation or the recognition of a communicative intention or the relationship between the two; thus, these interpretations remain just as hypothetical as they are for infants (Csibra, 2010). Nevertheless, the underlying information estimation mechanism may be a third route for identifying communicative intentions alongside joint attention and ostension. Note that the ostensive cue of turn-taking is based on tracking proximal contingencies in interactions infants are part of, while the information estimation route capitalizes on distal contingencies.

Newborns’ sensitivity to information structure implies that humans may assume the existence of a code with content that can be sent and received, which may be just as important to language acquisition and processing as syntax and social cognition. This possibility is in sharp contrast with both Chomsky’s and Tomasello’s proposals. Chomsky suggests that syntax is the core feature of cognition in the form of recursion (Chomsky, 1965; Hauser et al., 2002) or merge (Berwick and Chomsky, 2011). However, its externalization, spoken language and communication are of no particular interest. Tomasello’s (2008) work implies that information can be transmitted communicatively only once the cognitive infrastructure for shared intentionality emerges. The notion that information transmission may be identified based on signal variability hints that humans may be able to enter the suspended space of human communication beyond the here and now, right from the very beginning of life—and language acquisition. Information may be identified without awareness of any form, content, or social context. But how may the actual meaning of language be figured out?




5 The emergence of linguistic meaning

Humans arrive in our world with an impressive cognitive arsenal to acquire language. They are well-prepared to unpack the code-like features and structures of phonology and syntax. They are endowed with inferential tools of social cognition to engage in human communication and have some understanding of information transmission to recognize communicative intentions. For information content not only to be identified but also to be learned, that is, for linguistic forms to be connected to conceptual knowledge, meaning needs to emerge within communicative interactions.

Social cognition has been proposed to play an important role in communication, even in the animal kingdom (Fitch et al., 2010), and to aid language acquisition throughout human development. There is a rich literature on how gaze-following (Brooks and Meltzoff, 2008, 2013), indicative of attention (Baldwin and Markman, 1989; Baldwin, 1993), or perspective-taking (Nadig and Sedivy, 2002; Nilsen and Graham, 2009; Khu et al., 2018) enables reference resolution; on how infants are able to exploit ostensive eye-gaze and pointing (Behne et al., 2005), iconic gestures (Bohn et al., 2019), and ostensive cues in communicative situations (Egyed et al., 2013); or on how the ability to use gaze, pointing, and other communicative gestures fosters later referential language production (Carpenter et al., 1998). The list is long, with excellent reviews (Clark and Amaral, 2010; Bohn and Frank, 2019) and meta-analyses available (Lewis et al., 2016; Bergmann et al., 2018). More radical forms of pragmatic-constructivist theories of language acquisition suggest that instead of word-referent mappings (Bloom, 2000), meaning is based on usage (Tomasello, 2003) or that usage may even start without meaning (Nelson, 2009). The broad agreement in developmental science is that social cognition, in the form of pragmatic inferences, plays a fundamental role in language acquisition.

In this social-pragmatic line of research, meaning is traced back to communicative intentions but is inferred from the social context, not attributed to the communicative partner. Communicative intentions are supposed to be formed by assuming goals or attention, not by attributing intentionality. Moreover, most, if not all, pragmatic inference mechanisms involving gaze-following, pointing, perspective taking, or gestures mainly, if not exclusively, target reference resolution—the content of communicative exchanges. Reference resolution is the point at which the promiscuously used term “communicative intention” switches from its sense of “intending to behave communicatively” to its other sense of “intending to express a particular meaning.” Meaning, as identified by attention and goal tracking mechanisms, is assumed to be linked to a referent in the outside world in the form of an object (nouns), an action (verbs), or a property (adjectives). The role of social cognition is to narrow the communicative interaction to the appropriate property of the physical environment, but it does not have much to do with meaning per se. While it is controversial whether communicative intentions involve mentalization, at least in the strict sense of attributing false beliefs, whether informative intentions—i.e., referential information transmission—may have anything to do with mindreading is not even considered.

Moreover, it is not entirely clear when and where meaning, as comprehension, emerges during communication. In the Neo-Gricean tradition, inferences are applied only after a literal meaning is decoded. The informative intention is treated as the code and the communicative intention as the pragmatic inference; thus, meaning emerges after the second step. In the Post-Gricean approach, once communicative intentions are recognized, inferences are employed to develop both explicatures and implicatures. It is the recognition of the informative intention that yields an accurate interpretation of meaning as inferred. Thereby, communicative intentions could contribute to meaning in two ways. Either in the broad sense by inferring the intended meaning (i.e., deriving implicatures) at a late stage. Or in the narrow sense, intending to communicate at an early stage. In the latter case, however, meaning (i.e., implicature) is computed at the level of embedded informative intentions.

Whether any of the pragmatic inferences employed to derive meaning involve mentalization remains unresolved. First, for the Neo-Griceans, ToM may contribute to communication either before language processing proper (cf. Tomasello’s shared intentionality) or after decoding, during the pragmatic inference stage (cf. Grice’s enrichment). Even though the Rational Speech Act theory suggests a fully integrated mechanism (Bohn et al., 2021), it is still based on literal meaning, which presupposes encapsulated decoding (Goodman and Frank, 2016; Bohn and Frank, 2019). It also remains uncommitted as to whether mentalization contributes to the integrated pragmatic inferences that yield meaning. For the Post-Griceans, mentalization is an optional input, along the logical frame, for pragmatic inferences (Mazzarella and Noveck, 2021). The initial decoding is thus sufficient for identifying encyclopedic entries but insufficient to convey meaning. Nonetheless, since mentalization is optional, it does not seem necessary for meaning. Taken together, the question of whether there can be word learning without the attribution of mental states remains unanswered. Pragmatic theories argue for the decisive role of pragmatic inferences, either before (to identify the intention to communicate) or after words are decoded (to reason about their possible content), but they downplay or omit the role of mental states in the comprehension of meaning, despite building their arguments on intentions, communicative in nature.


5.1 Word learning: meaning as the merger form and content?

The idea that meaning emerges by establishing word-to-world mappings (Waxman and Lidz, 2007) via linking objects to sounds can be traced back at least to John Locke (Locke, 1975). In fact, it may be a unique feat of our species that a single system, rather than two separate ones, handles both conceptual representations and communication (Miller, 1990). The way these connections are established is still debated, however. The classical view of associations (Hume, 1978; Sloutsky et al., 2017), a form of statistical learning (Smith and Yu, 2008), has been seriously questioned on the grounds of social-pragmatic cognition (Tomasello, 2003; Bohn and Frank, 2019) and by placing intentions at the center stage (Macnamara, 1972; Bloom, 2000).

One outstanding challenge in explaining word learning is the question of referentiality. Referentiality is the idea that words single out and point to things in the world. However, they do so not at the level of individuals—and based on associations—but at the level of kinds (Waxman and Gelman, 2009). This definition is a minimalist one because proper names pick out individuals, but it suffices for most words. According to a series of well-crafted studies, when objects are labeled consistently, with pseudowords rather than tones, 3-month-olds form categories based on sets of objects and generalize membership to previously unseen novel members (Perszyk and Waxman, 2018). On the other side of the same coin, words refer also in the sense that they pick out objects. It has been shown that 4-month-olds follow the gaze direction of an actor faster to locate an object if the actor utters a pseudoword beforehand—backward speech, no vocalization, or looking at the infant instead of the side of the screen where the object is to appear do not do the trick (Marno et al., 2015). These findings show that very young infants can link linguistic signals to conceptual categories and expect these signals to indicate objects.

The first word infants seem to grasp is their own name, at least by 5 months of age (Grossmann et al., 2010; Parise et al., 2010). They do not take long to have at least some understanding of at least some—food-related and body-part—words by 6 months of age (Bergelson and Swingley, 2012, 2015; Tincoff and Jusczyk, 2012). Even these first words are organized in a semantically structured manner (Bergelson and Aslin, 2017), although word frequency and cross-linguistic differences may play a role here (Kartushina and Mayor, 2019; Steil et al., 2021). These findings refuted the long-held idea that during the first year of life, infants primarily learn the phonology of their native language(s) and that word learning proper begins only around their first birthday (Bloom, 2000; Kuhl, 2011).

Word comprehension undergoes qualitative changes during the first year, nevertheless. An electrophysiological indicator of semantic processing, the so-called N400 event-related potential (ERP) (Kutas and Hillyard, 1983; Kutas and Federmeier, 2011), can be elicited in infants by mislabeling objects (Friedrich and Friederici, 2004; Parise and Csibra, 2012). It appears as early as 6 months of age but only during the encoding phase of novel object-label pairings; a day later, infants show only a so-called N200-N500 phonological familiarity effect (Friedrich and Friederici, 2011). These results reveal that word forms are processed and semantic memory structures are in place but function at a limited capacity in 6-month-olds. Even at 9 months of age, the semantic system requires some support to produce an N400, such as words being produced by the infants’ caregiver instead of by an experimenter (Parise and Csibra, 2012) or infants being familiarized with word labels in the lab (Junge et al., 2012). Only the top third high word producers of 12-month-olds exhibit the N400, and it can be reliably evoked only in 14-month-olds (Friedrich and Friederici, 2005, 2008; Forgács et al., 2019). A turning point in word learning at 14 months of age is underscored by the dramatic increase in infants’ performance in Bergelson and Swingley’s (2012) data as well. Werker and colleagues also demonstrated that only 14-month-olds, but not 12-month-olds, can link objects with labels during habituation training (Werker et al., 1998). A boost in the acquisition of abstract words has also been reported in this age group (Bergelson and Swingley, 2013), as well as a more sophisticated understanding of common ground (Moll et al., 2008). These shifts occur right before the onset of the supposed vocabulary spurt, an intense, albeit debated, expansion of the mental lexicon (Bloom, 2000; McMurray, 2007).

To expand their vocabulary, kids are thought to employ a number of dedicated learning strategies—not simply general inductive mechanisms. They rely on word learning constraints (Markman, 1990), such as the whole-object assumption, the taxonomic assumption—from 18 months of age (Markman and Hutchinson, 1984)—and the mutual exclusivity assumption—from as early as 12 months of age (Pomiechowska et al., 2021). They also utilize semantic (Pinker, 1984) and syntactic bootstrapping mechanisms (Brown, 1958; Gleitman, 1990), whereby they infer the meaning of words based on the meaning of the surrounding words in the former and by their syntactic role in sentences in the latter case. Taken together, the semantic system, which is thought to store the meaning of words, seems to be operational from 6 months of age and fully functional by 14 months of age. Word learning is thought to be aided by social cognition, which is thought to be external to the semantic system and pertaining mostly to pragmatic interpretative mechanisms.



5.2 Mentalization in the interpretation of the meaning of language

Just as with the diverse use of the term “communicative intentions,” there is a continuum among researchers who advocate for the role of mentalization in acquiring the meaning of words and those arguing against it. Those who believe that mentalization is crucial on the road toward linguistic meaning—beyond the recognition of communicative intentions—mostly aim to account for referent resolution (Bloom, 2000; Tomasello, 2008). Tomasello’s (2008) line of reasoning practically seeks to resolve referential ambiguity: recursive mind reading is necessary for appreciating shared goals, which creates joint attention, giving rise to common ground, which in turn allows for identifying the content of pointing, pantomiming, or words. Even those who do not explicitly argue for mentalization in referent resolution rely on some form of attention-guiding mechanism (Baldwin, 1991). Ostensive cues play a very similar role when they serve to establish a cultural learning interaction and, thereby, a unique interpretative context by guiding attention toward objects (for nouns), actions (for verbs), or functions/properties (for adjectives) (Csibra and Gergely, 2009). However, attention tracking may not be a good substitute for mentalization, as it still requires an attribution (Elekes and Király, 2021). One important motivation for leaving out mentalization from language acquisition has been uncertainty about whether ToM is available before 4 years of age. Pragmatics may have seemed a safe place to introduce mentalization in language acquisition because it fitted well with an unspoken, linear developmental order and the sequential conceptions of online language processing inherited from the serial comprehension models of Grice and Chomsky.



5.3 Developmental psychology’s debate: language for ToM or ToM for language?

When the question of ToM was first raised in cognitive science (Premack and Woodruff, 1978), it soon became a tool to explain autism spectrum disorder (ASD) (Baron-Cohen et al., 1985; Frith and Happé, 1994). Autism had previously been treated mainly as a language deficit, but the new argument was that ASD children are unable to learn to use language in a socially appropriate manner because of a lack of a well-functioning ToM module and concomitant reduction in social motivations that curtail the necessary linguistic input. In an interesting twist, this idea was reversed while researchers scrambled to explain the classic explicit ToM tasks such as the Sally-Anne or Maxi task (Wimmer and Perner, 1983). The argument shifted to the idea that it was language development that enabled ToM (de Villiers and de Villiers, 2000), although the possibility of bidirectional influences was also offered (de Villiers, 2007). Some proposed the necessity of semantic development: as conceptual enrichment unfolds hand-in-hand with word learning (Gopnik and Meltzoff, 1998), ToM becomes available through learning mental words such as “think” or “believe” (Olson, 1988; Brooks and Meltzoff, 2015). Others emphasized that the emergence of ToM depends on grammatical structures (de Villiers, 1998; de Villiers and Pyers, 2002; Hale and Tager-Flusberg, 2003). Paralleling the finding that the acquisition of mental words is aided by complement clauses (“thinking or believing that”) (Papafragou et al., 2007), mental state attribution is made possible by learning the syntactic structure for embedding propositions into propositions, in a meta-representational format (“Maxi thinks that »the chocolate is in the cupboard«”). Again, others have argued for the role of pragmatics (Harris et al., 2005; Frank, 2018; Rubio-Fernandez, 2021). A meta-analysis found that language indeed exerts a considerable influence on ToM: syntax and semantics, alongside receptive vocabulary size, memory for complements, and general language ability, were all positively associated with it (Milligan et al., 2007).

This direction of thinking has taken for granted, however, that ToM becomes available only once kids are able to pass explicit ToM tasks around 4 years of age (Wimmer and Perner, 1983). In such paradigms—the Maxi, the Sally-Anne, or the Smarties task (Perner et al., 1987)—children are explicitly asked about the mental contents of social partners (e.g., “What does Sally think, where are her marbles?”). Perhaps it is no wonder that language competence and ToM abilities have consistently been found to be interrelated.

When it emerged that preverbal infants exhibited ToM abilities (Scott and Baillargeon, 2017) as early as 6–8 months of age (Kovács et al., 2010; Southgate and Vernetti, 2014; Kampis et al., 2015), the idea that various language abilities lay the foundations for ToM was seriously challenged. Explicit tasks may not be tapping into mentalization per se but could instead run into some communicational-pragmatic burden (Helming et al., 2014). The implicit ToM results have been swiftly questioned (Ruffman, 2014) on methodological grounds (Poulin-Dubois et al., 2018), or they were explained away, either entirely (Heyes, 2014), or by suggesting that infant mentalization is inferior to that of adults. It was suggested to be ape-like and not suitable for coordinating perspectives (Tomasello, 2018) or that it is perceptual and “low-level,” restricted to some sort of object tracking and physical perspective-taking system (Apperly and Butterfill, 2009; Low et al., 2016).

Nevertheless, a growing body of findings is proving to be increasingly difficult to explain without assuming adult-like meta-representational ToM in infancy. Observations that false beliefs can be ascribed to social partners without knowing their actual mental content (Kovács et al., 2021; Kampis and Kovács, 2022) suggest that infants attribute structured belief files (Kovács, 2016). Moreover, the ToM of 14-month-olds is capable of handling semantic representations that are in the appropriate “high-level” representational format for beliefs proper (Forgács et al., 2019, 2020). Based on these findings, it is well possible that ToM contributes to or enables language development rather than the other way around.



5.4 The social N400: is semantic processing mentalistic?

Recent findings on the so-called social N400 effect have profoundly challenged the received knowledge on the neurocognitive organization of language processing and its relation to social cognition (Rueschemeyer et al., 2015; Westley et al., 2017; Jouravlev et al., 2019; Hinchcliffe et al., 2020). When participants were required to track the comprehension of a confederate while reading semantically incongruous sentences together (“The boy had gills”), they exhibited an N400. Surprisingly, this occurred even when they heard context sentences beforehand (“In the boy’s dream, he could breathe under water”), which should have attenuated the N400 by providing interpretative context. The intriguing finding is that a social effect, which should have engaged pragmatic mechanisms, elicited a semantic response.

In a paradigm designed to directly manipulate the belief state of a communicative partner during language comprehension, even 14-month-olds produced a social N400 in response to the miscomprehension of a social partner (Forgács et al., 2019). In a puppet theater experiment, infants were presented with familiar objects that were always correctly labeled from their perspective but sometimes incorrectly labeled from the perspective of an observer. The observer, seated on the other side of the stage, had visual access to objects only when an occluder was lowered. First, an object was placed in front of infants (e.g., a cup), which was revealed to the observer as well; however, when the occluder moved back up, the observer turned away, and the first object was replaced by a second one (e.g., a car), unbeknownst to the observer. When the observer turned back, the second object was labeled (“car”), which was congruent for infants but incongruent with the false belief of the observer. Despite experiencing no semantic processing demands, infants produced an N400 (Forgács et al., 2019, 2020). Thus, the ERP indicator of language comprehension responded to a mentalistic manipulation, not simply a social one. These findings are relevant for ToM research because they demonstrate that false beliefs can be attributed as semantic content, which is compatible with a propositional meta-representational format. Conversely, ToM may be at full capacity already in infancy (Leslie, 1994). The findings are also remarkable from the perspective of experimental pragmatics because they show that not simply social cognition but specifically mentalization can impact language comprehension, not only at the level of pragmatic-inferential mechanisms but also at the level of semantic processing.

The social N400 appears to have two constituents: the false belief N400 and the social presence N400 (Forgács et al., 2022b). When presented with congruent and incongruent object-labeling events, adults showed an enhanced N400 response not only to incongruity but also to the mere presence of another person, in contrast to when they were alone. The typical N400 seems to be best explained as a semantic memory retrieval effort (Kutas and Federmeier, 2011; Brouwer et al., 2012; Urbach et al., 2020), which is evoked at all times but reduced when semantic predictions are met. Thus, the social presence effect can be understood as a lesser reduction of the N400 when someone is simply present. This may be due to a broader range of semantic elements remaining activated, which is likely to enhance potentially ensuing social interactions. The false belief N400 can be elicited in adults as well, over and above the social presence N400. In the false belief N400 paradigm, an observer is always present. However, an additional N400 effect is evoked only if participants are explicitly instructed to follow the comprehension of the other person (Forgács et al., 2022b)—just as in the information asymmetry social N400 experiments (Jouravlev et al., 2019). In sum, semantic processing seems to involve two mentalistic components: a spontaneous one, the social presence N400, and a strategic one apparent only following instructions, the false belief N400.

The social presence N400 is evident already at 14 months of age, right at the developmental onset of the N400. Nonetheless, the effect appears only in response to incongruent labels, not to congruent ones (Forgács et al., submitted). It seems that infants ration their limited cognitive capacities to engage in semantic mentalization only when incongruent labels potentially incur divergent perspectives and false beliefs rather than when congruent labels require the attribution of true beliefs. In such cases, it may be sufficient to assume a shared, normative belief (Király et al., 2018). It may be argued that no attribution of beliefs is necessary for the social presence effect and that attributing perception may suffice. This may be true, but it is based on the assumption that the N400 is an indicator of perceptual processing. While it has been argued that the language system is fundamentally a reflex-like perceptual system (Fodor, 1983), the more broadly accepted view is that semantic mechanisms pertain to the conceptual system in some way. Additionally, the attribution of perception could also be viewed as a form of mentalization, as it involves ascribing an experience as a mental state.

The mentalistic social N400 is a riddle for pragmatic theories. For Neo-Griceans, social cognition, let alone mentalization, should not influence semantic mechanisms—only pragmatic inferences. For Post-Griceans, since inferential mechanisms may already be involved in developing explicatures, the impact of social cognition on semantic processing may not be unexpected. However, mentalization should be an input to the pragmatic module (together with the logical frame) and should not influence the initial lexical retrieval. The thought-provoking aspect of the mentalistic N400 is that none of these experiments were supposed to elicit an N400, as they did not pose any semantic processing demands per se. Instead, they well could have evoked ERPs associated either with ToM, including parietal or frontal responses (Liu et al., 2009; McCleery et al., 2011), or with pragmatics and contextual processing, such as the P600 (e.g., Van Berkum, 2009). Mentalization apparently impacted language comprehension not on a pragmatic but on a semantic level, which was not predicted by any pragmatic theories.

At a minimum, these results suggest that the ToM network may coordinate very closely with the language network (Paunov et al., 2019). The ToM network is a bilateral system, perhaps slightly more right-lateralized, with centers at the temporoparietal junction (TPJ) and the middle prefrontal cortex (mPFC) (Frith and Frith, 2003; Saxe and Kanwisher, 2003). It is part of a broader network of social cognition (Schurz et al., 2020). The language network is a more left-lateralized system of temporal and frontal regions (Binder et al., 1997). It has been argued that these two networks work independently (Shain et al., 2023), despite some apparent overlaps, and have stronger connections within themselves than between each other (Paunov et al., 2019). However, there are concerns with explaining the social N400 based on an interaction between the two networks. It is a lexical input that should trigger the ToM network (instead of the language processor), which in turn should activate the semantic system soon enough to produce an N400, yet not for semantic retrieval but to represent the mental state of a social partner. Thus, not only was an N400 not expected in the social N400 experiments (in the absence of semantic processing demands), and no other ERPs were observed (to indicate the activation of the ToM network), but specifically an ERP associated with the semantic system responded to the language comprehension and miscomprehension of a social partner.

It is true that belief attribution was accompanied by frontal effects in infants’ false belief N400 experiments (Forgács et al., 2019, 2020). However, these effects were inconsistent between French and Hungarian infants, and frontal regions may be engaged during false belief processing for a variety of reasons beyond belief computations, from inhibitory control through response selection to resolving conflicting representations (Southgate, 2020). It is also true that the infant social presence study (Forgács et al., submitted) involved no false beliefs, only the tracking of another person’s experience of a semantic incongruity, which nevertheless still seems to qualify as at least some form of belief attribution. The overall pattern of results suggests that the semantic system is engaged in processing ToM in the mentalistic N400 experiments. Such an interpretation does not preclude the possibility that the ToM and language networks are separate systems that work closely together (Paunov et al., 2019; Shain et al., 2023; Fedorenko et al., 2024). The semantic system could work mentalistically without subserving other ToM functions.




6 Meaning as mentalization

The main claim of this paper is that the semantic system may function in a mentalistic manner by storing, manipulating, and retrieving content based on belief attributions. The sensitivity of the N400 to mentalistic manipulations is not a curious detail but a functional characteristic of the semantic system. The idea is that the information transmitted via linguistic forms—the phonological-lexical input—triggers an unpacking mechanism of the belief the speaker intends to express based on semantic activations. Thus, interpreting utterances does not begin with merely looking up content in the database of the mental lexicon (as per the code model and the Neo-Griceans) or by generating a raw logical form that serves as an entry point for the mental encyclopedia (as per RT and the Post-Griceans). Instead, semantic content is the result of a memory retrieval of a likely intended sense based on the lexical evidence and the belief ascribed to the communicative partner as a probable piece of information (Figure 2).
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FIGURE 2
 A novel model for establishing linguistic meaning through attributing mental content as intended meaning to social partners, based on the lexical input along with meta-communicative and other signals, the physical and social context, and the cognitive environment. Semantic content as a belief ascription may be updated based on logical and/or social inferential mechanisms during pragmatic enrichment. Mentalization may be optional for setting up communicative interactions and deriving pragmatic inferences. However, it seems indispensable for any theory involving (communicative) intentions that aims to explain meaning as the content conveyed in communication.


Mentalization may or may not play a role in setting up communicative interactions by identifying communicative intentions (based on ostensive signals and/or engaging in joint attention) or in deriving pragmatic inferences (of social cognition and/or logical reasoning). However, it may be crucial exactly in between the two, when meaning is arrived at—where intentions may matter the most. The content linked to linguistic forms during language acquisition, as well as during everyday language comprehension, may be viewed as an attribution within the constraints of both the code-like features of language and the social cognitive dimensions of human communication. The structural properties of language and word forms may help limit the scope of the mentalistic attributions of intended content, while pragmatic inferences may help further specify and adjust it, if necessary. In contrast to Vygotsky’s and Bruner’s studies, where scaffolding by the social world fills the minds of children from the outside (Wood et al., 1976), the present approach proposes the reverse direction. The social aspect may work from the inside out in the form of social cognition, from the minds of children toward the minds of social partners to acquire meaning by attributing beliefs. Thus, semantic content may not be identified in the external world, as referents discovered during social interactions, but in the internal worlds of communicators, as hearers’ best guesses for belief ascription.

The recognition of communicative intentions, in the sense of intention to communicate, maybe the entry point for ascribing beliefs to social partners. The mentalistic attribution of potential content may be the richer the more complex the code is, such that pointing is superseded by pantomiming, which is superseded by language proper, be it whistle, sign, or verbal language use. The recognition of communicative intentions may not simply aid reference resolution via attention guidance, after which relevant information can be transmitted regarding the world (of objects, actions, or properties). Instead, it may initiate the attribution of what the other person may have in mind (a particular object, action, or property). By the time linguistic information transmission commences, the referent of a spoken word may not be identified as a physical object but as the mental representation of the object attributed to the communicative partner.

It may be argued that no mentalization is required once joint attention or ostensive cues have done their job because infants may simply take the attended object to be the referent of the word to establish word-to-world mappings. They need no representation of the mental content of the communicative partner by the time information is transmitted. However, the content of the word would still be enormously difficult to determine based solely on the tracking of attention, goals, and physical objects, as highlighted by the “gavagai problem” (Quine, 1960). Markman’s constraints may provide some aid on a pragmatic level, but they do not seem to solve the matter comprehensively, especially at the very early stages of world learning. The problem largely evaporates if one assumes that the referents we interact with, communicate, and talk about are not simply in the physical world but inside the minds of speakers, in contrast to traditional views on language acquisition.

The transmission of the signal may be exploited to narrow the range of possible mentalistic attributions, which specify communicative intentions, now in the sense of meaning as intended. The informative intention could thus be viewed as the particular attributed belief. Such a mechanism could account for both the social acquisition of linguistic forms (from words to grammar) and the interpretational wiggle room language always seems to leave. Pragmatic inferences may further narrow the remaining ambiguity but may not necessarily involve mentalization. Social-contextual adjustments may be made optionally based on information available in the cognitive environment and/or the common ground, and sometimes updating the initial content attribution may be unavoidable, but not always.

The semantic system would still accumulate, store, and utilize statistical, taxonomic, and other structural regularities of the incoming signal to provide a better springboard for its main function of attributing meaning. As noted by Bruner (1990), linguistic meaning does not seem to be looked up from a data table but is rather reinvented from incoming raw materials in a creative process of “meaning making.” Viewing the semantic system as a mentalistic system could bridge the gaps between word, sentential, and contextual meaning by treating them as the same kind of belief attribution by the language system, albeit with gradually increasing complexity. We may rely more on the code in particular routine situations, from formulaic language to other conventions, as proposed and perhaps overgeneralized by the Speech Act theorists (Austin, 1962; Searle, 1979) or Millikan’s (2005) direct perception model. However, even such interpretative best guesses could be mentalistic in nature and not qualitatively different from semantic ToM efforts when communication does not unfold as predicted.

This view could account for the mentalistic social N400 findings without appealing to a peculiar interaction between the language and the ToM networks. The idea is that the language system was not recruited by the ToM network but worked independently, carrying out mentalistic functions. The current proposal argues that these experiments were not revealing exceptions but rather the modus operandi of the semantic system. The findings of Fedorenko and colleagues that classic ToM and language tasks do not engage the other network do not refute the idea that the language network may function mentalistically.

The finding that adults produce a false belief social N400 only when explicitly requested to do so (Forgács et al., 2022b), while infants show it spontaneously (Forgács et al., 2019), suggests that language learners may rely more heavily on belief attributions to identify intended meanings than adults. With accumulating conversational routine, adults may be less prone to invest additional neural resources in strategic mentalization beyond spontaneous mentalization. During language acquisition, the semantic system may be optimized toward a generic model of an idealized speaker. With the gradual expansion of lexical databases, linguistic conventions, and conversational routine, semantic mentalization may increasingly resort to normative attributions to a default speaker. By adulthood, only when interactions and conversations take unexpected turns may personalized mentalization retake the lead.

A possible objection to the semantic system always functioning mentalistically is that it would imply no difference between social and non-social language input. The present framework proposes that the amplitude of the N400, being a graded ERP, reflects varying neural processing demands not only in response to lexical retrieval but also to mentalization. The various technological innovations that allow linguistic input to be provided without a speaker actually being present in person (from writing systems to audio recordings) may hack into the proper cognitive domain of the semantic system. Classical psycholinguistic experiments testing individuals alone may have tapped into a special case of language processing based on generic semantic attributions to a default speaker. When linguistic stimuli are encountered in the physical presence of a social partner, additional semantic attributions are spontaneously generated for the specific individual beyond the generic model. The system’s functioning is further geared up when the other person experiences a false belief, and the conversation may be derailed. Attributions of meaning may be simpler if the interlocutors are closer to each other’s idealized default speaker model. In a close language community, each individual’s idealized speaker model is based on a highly similar body of language input, toward which the code structures are statistically optimized. The statistical structures of the semantic memory system that psycholinguistic experiments have described in great detail may reflect these statistical features, but the proper function of the system may still be determining what was meant by communicative partners.

It may also be argued that the social N400 is a result of social facilitation. While such an explanation may be possible for adults’ social presence effect, it does not work for infants’ because it appeared only in a semantically incongruent condition, which suggests its strategic employment. This explanation also cannot account for the false belief N400 effect because it appeared in adults only after explicit instructions, indicating again a strategic element. Of course, future studies are necessary to further scrutinize and gather additional evidence in support of the theory.



7 Conclusion

Can meaning be understood as unintended? Is meaning an abstraction in the world or a psychological phenomenon in the mind? It seems paradoxical to argue that intentions, especially when they are communicative, are not attributed to social partners. One may reverse the question: how much of establishing intended meaning is not mentalistic? The present study proposes that, instead of relying on decoding and pragmatic mechanisms, meaning is directly interpreted as it is intended. Meaning may be the information mentalistically attributed as a belief to a communicative partner.
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During the first year of life, infants start to learn the lexicon of their native language. Word learning includes the establishment of longer-term representations for the phonological form and the meaning of the word in the brain, as well as the link between them. However, it is not known how the brain processes word forms immediately after they have been learned. We familiarized 12-month-old infants (N = 52) with two pseudowords and studied their neural signatures. Specifically, we determined whether a newly learned word form elicits neural signatures similar to those observed when a known word is recognized (i.e., when a well-established word representation is activated, eliciting enhanced mismatch responses) or whether the processing of a newly learned word form shows the suppression of the neural response along with the principles of predictive coding of a learned rule (i.e., the order of the syllables of the new word form). The pattern of results obtained in the current study suggests that recognized word forms elicit a mismatch response of negative polarity, similar to newly learned and previously known words with an established representation in long-term memory. In contrast, prediction errors caused by acoustic novelty or deviation from the expected order in a sequence of (pseudo)words elicit responses of positive polarity. This suggests that electric brain activity is not fully explained by the predictive coding framework.
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Introduction

Infants readily learn from their auditory environment, including features of their native language spoken by their family. For example, infants can extract different patterns or rules from speech they hear (statistical learning; Gómez and Gerken, 2000; Saffran and Kirkham, 2018) and make predictions based on them (Emberson et al., 2019; Suppanen et al., 2022). Our previous research has suggested that the ability of newborn infants to learn from speech exposure and to make predictions about future input is linked to their later language skills (Suppanen et al., 2022). Learning from speech also enables infants to start building their mental lexicon during the first year of life, which requires the establishment of word representations in the brain that link the phonological representation of the word form with the corresponding semantic representation (Gupta and Tisdale, 2009). These neural representations serve as top-down templates and enable infants to recognize words from bottom-up input and understand their meaning. These neural representations are also reflected in infant brain activity: previous studies have shown distinct brain responses for learned words and unknown words or pseudowords in infants at 12–16 months (Molfese, 1989, 1990; Molfese et al., 1993; Mills et al., 1997, 2004; St. George and Mills, 2001; Ylinen et al., 2017).

Because newborn infants do not yet have long-term representations of words, their learning from speech input may rather be dominated by learning regularities, patterns, or rules and using them in predictive processing. According to the predictive coding theory, during perception, feedback signals are generated in a hierarchically organized neural network to predict the perceptual input. The difference between the predicted and actual input drives changes in the predictions to minimize this difference, thereby reducing surprise (Rao and Ballard, 1999) or free energy (Friston, 2005). As a result, predicted items result in weak or no prediction error signals (i.e., weaker brain responses), whereas unpredicted items evoke strong prediction error signals (i.e., stronger brain responses). This pattern was observed in our previous study of newborn infants (Suppanen et al., 2022). However, it is not clear how the processes and neural signatures of prediction and recognition change when infants are able to establish word representations during the second half of the first year of life. Our previous study (Ylinen et al., 2017) utilized disyllabic words and a study paradigm in which generating predictions of word endings based on word beginnings resulted in either enhanced negative-polarity mismatch responses (MMRs) due to the activation of long-term representations for a familiar word, or prominent positive-polarity prediction error responses for an unfamiliar word form in 12-month-old infants. While these results concern the processing of previously learned words, they raise the question of how the infant brain processes newly learned word forms at the same age. To this end, here we studied whether, in 12-month-old infants, a newly learned word form elicits neural signatures that resemble those of the recognition of a word by activation of an established word representation (Ylinen et al., 2017), or, rather, the processing of a newly learned word form shows the suppression of the neural response along with the principles of predictive encoding of a learned rule.

To study the learning of novel word forms, we presented infants with pseudowords in an experiment comprising two phases: (1) a familiarization phase in which the infants were presented with two spoken native-language disyllabic pseudowords (designated as “AB” and “CD,” where A, B, C, and D denote different syllables), and (2) a test phase with an oddball sequence in which one of the familiarized pseudowords (AB) served as the frequent standard stimulus interspersed with three rare deviant word forms (pseudowords or actual words): CD, AD, and AX (where X represents a syllable that did not appear during familiarization). The AD deviant was an actual word that is often known by 12-month-old infants: ‘kukka’ (/kuk:a/; a flower). The first syllable of CD was expected to elicit a frontocentral positive-polarity MMR for the acoustic change from A to C [for reviews of the mismatch negativity (MMN) or MMRs in adults and infants, see Näätänen, 2001; Kujala et al., 2023]. In addition, since we were particularly interested in word-level processing, six hypotheses were tested regarding how infants process the second syllables of the (pseudo)words, for which processing cues commence at the onset of the second syllable (300 ms from word onset in the current study).

I. Because the auditory sequence with the frequent stimulus AB was likely to create a prediction for the repetition of AB, the syllables D of AD, X of AX, and C of CD could all elicit MMRs, reflecting the prediction error within the sound sequence (Ylinen et al., 2017). These MMRs are expected to have a frontocentral scalp distribution, and they could be either negative or positive in their polarity (see Näätänen et al., 2019, for a review). At 6–12 months, their latency has been reported to range from approximately 150 ms (Ylinen et al., 2017) to 450 ms from change onset (Cheng et al., 2013), depending on the characteristics of the stimuli and their context. Therefore, in the majority of cases, it is difficult to set specific hypotheses about MMR latency (see Näätänen et al., 2019), but the responses of interest were expected to occur between 150 and 450 ms from the onset of the second syllable.

II. The first syllables of the familiarized disyllabic word forms create predictions for their familiarized second syllable. Because AD and AX violate the familiarized continuation of the AB word form, they should cause within-word prediction errors, as shown in our previous studies (Ylinen et al., 2017; Suppanen et al., 2022). However, these prediction errors are expected to differ from each other (see additional hypotheses III and IV; Suppanen et al., 2022).

III. The response to the syllable X in AX should show the effects of novelty, as the X syllable has not appeared during the familiarization phase, and it was also rare within the test sequences. Novelty is typically associated with a frontocentral positive-polarity auditory ERP component in both infants and adults (see Kushnerenko et al., 2013, for a review). In our previous study with neonates (Suppanen et al., 2022), stimulus AX elicited a robust positive response that peaked at 300 ms from change onset. At 12 months of age, the latency may be slightly shorter due to maturation.

IV. Because AD is an actual word that could have been learned by the infants in their normal language environment, AD may elicit an enhanced response representing word or word-form recognition (Pulvermüller et al., 2001; for the long-term memory contribution to the MMN, see also Näätänen et al., 1997; Winkler et al., 1999; Ylinen et al., 2010). Based on our previous study in the same age group delivering the same stimulus as in the current study (but with a different kind of context in the sound sequence; Ylinen et al., 2017), we expected the word recognition response to be of negative polarity.

V. The response to D in the deviant CD might be suppressed if predicted based on the learned rule that C is followed by D.

VI. Alternatively, the response to D in the deviant CD might elicit an enhanced response of negative polarity, similar to what was hypothesized for a real word AD (hypothesis IV), if CD activates a word-form representation established during the learning phase. (Note that Hypotheses V and VI are mutually exclusive.)



Methods


Ethics statement

The study protocol was approved by the Ethics Committee for Gynecology and Obstetrics, Pediatrics, and Psychiatry of the Hospital District of Helsinki and Uusimaa, Finland. Participants’ parents gave their informed written consent.



Participants

This study was part of a larger project (Suppanen et al., 2022) in which 75 healthy, full-term newborn infants born into Finnish-speaking families were studied (see Suppanen et al., 2022, for details). Of these 75 infants, 68 participated in an EEG measurement at 12 months of age. Data from 16 participants were excluded due to participants missing or discontinuing the EEG recording, technical problems, or failure to meet the criterion of 50 accepted epochs per stimulus type. Thus, the data from 52 participants were included in the analyses (26 boys and 26 girls, average age 369 days, and SD 14 days).



Stimuli and study design

The auditory stimuli (see Figure 1) consisted of the phonotactically legal Finnish disyllabic pseudowords AB (/kut:o/), CD (/tek:a/), and AX (/kup:e/) and the word AD (/kuk:a/, which means flower). They were spoken in a sound-isolated studio by two native speakers of the Finnish language (one male and one female). For each syllable, the two most prototypical exemplars without clear co-articulatory cues revealing the original context were selected from each speaker and further processed with Praat (Boersma and Weenink, 2010). The intensities of the syllables in each position were matched as closely as possible. The duration of the stimuli was adjusted to 426 ms (the first syllable was 90 ms, a silent pause mimicking the occlusion phase of a stop consonant was 210 ms, and the second syllable was 126 ms). The onset of the second syllable was at 300 ms from the stimulus onset. Some variation in F0 was allowed within each speaker because we aimed for natural-sounding stimuli (for acoustic details, see Supplementary Table S1).
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FIGURE 1
 Waveforms of example stimuli spoken by a female native speaker of Finnish.


In the familiarization phase, the disyllabic pseudowords /kut:o/ and /tek:a/, denoted here as AB and CD, respectively, were presented to the participants with 50% probability (3 blocks, each having 250 stimuli; total duration 11.7 min). In the familiarization phase, half of the infants heard sequences in which 80% of the stimuli were spoken by a female speaker and the rest by a male speaker; the ratios were reversed in the other half of the infants.1 In the test phase, participants were presented with four oddball blocks (540 stimuli in each block, total duration 33.7 min) with the familiarized pseudoword AB as the standard stimulus (p = 0.79) and three other word forms (CD, AD, and AX) as deviants (p = 0.07 for each). The test phase took place immediately after the familiarization phase. The interstimulus interval (offset to onset) was 510 ms in both phases. The total recording time was approximately 45 min.

The presentation order was randomized with the following constraints: Each stimulus block started with at least eight standard stimuli, and at least two standards followed each deviant. Stimuli in the test phase were spoken by the same speaker, with half of the infants receiving male-only stimuli and the other receiving female-only stimuli in a counterbalanced fashion. All the data were pooled together for the current data analysis.



Data acquisition and procedure

EEG data were recorded with 16 active electrodes placed according to the international 10–20 system (Fp1/2, F3/4, Fz, C3/4, Cz, P3/4, Pz, O1/2, Oz), with additional electrodes on the left and right mastoids (LM and RM). The used amplifier was QuickAmp (version 10.08.14; Brain Products GmbH, Gilching, Germany), and the recording software was BrainVision Recorder (version 1.20.0801; Brain Products GmbH). The sampling rate was 500 Hz with a 100 Hz online lowpass filtering cutoff frequency. The recording reference was the average of all electrodes.

The participants were awake and sitting on their parents’ laps during the measurement, and the parents entertained the participants during the measurement by silently showing them toys. The stimuli were presented in Presentation 17.2 Software (Neurobehavioral Systems Ltd., Berkeley, CA, United States) via two Genelec speakers: (Genelec Oy, Iisalmi, Finland) placed front left and front right approximately 160 cm from the participant. The approximate sound pressure level (SPL) was 65 dB.



Data analysis

Only the data collected in the test phase are reported here. The data were preprocessed using BESA Research 6.0 (Besa GmbH, Gräfelting, Germany), MATLAB Release 2018b (The MathWorks Inc., Natick, Massachusetts, United States), EEGlab 2019.0 (Delorme and Makeig, 2004), and in-house MATLAB scripts (CBRUPlugin2.1b, Tommi Makkonen, Cognitive Brain Research Unit, University of Helsinki). The data were first bandpass-filtered offline (0.5–30 Hz, 24 dB/octave), re-referenced to the average of the two mastoid signals (RM and LM), and segmented into −100 to 800 ms epochs with respect to stimulus onset, separately for each stimulus and participant. The epochs were baseline-corrected by the average voltage in the 100 ms pre-stimulus interval. Epochs with an absolute amplitude exceeding ±100 μV and the responses to the first two standard stimuli immediately after a deviant were rejected. The data from participants with less than 50 accepted epochs for any stimulus type were excluded from further analysis. The average number of remaining epochs per participant was 360 for the standard stimulus and 69 for the deviant stimulus.

The epochs were binned and averaged according to the stimulus type. ERP difference responses for each deviant type were calculated by subtracting the standard waveform from that of the deviant. Mean amplitudes of frontocentral channels (F3, Fz, F4, C3, Cz, and C4) were extracted for four 60 ms time windows based on the peak latencies observed in the grand-average deviant-minus-standard difference waveforms: 120–180 ms from stimulus onset (Time Window 1), 460–520 ms (Time Window 2), 520–580 ms (Time Window 3), and 620–680 ms (Time Window 4). Frontocentral channels were included in line with previous infant MMR studies (e.g., Choudhury and Benasich, 2011; Ylinen et al., 2017); this is also in line with the frontocentral dominance of the MMN in adults (Näätänen, 2001).

The presence of MMRs or prediction error responses in each condition and time window was tested using one-sample, two-tailed t-tests. This involved comparing the response amplitudes derived from deviant-minus-standard difference waveforms, averaged across frontocentral channels (F3, Fz, F4, C3, Cz, and C4), to zero (the baseline). Effect sizes were estimated using Cohen’s d. In addition, to compare the response amplitudes for the three deviant types within each time window, the amplitudes derived from deviant-minus-standard difference waveforms were submitted to one-way analyses of variance (ANOVA) with the factor Deviant (CD vs. AD vs. AX). The effect sizes are reported using the η2 measure. Post-hoc tests were conducted using Bonferroni-corrected t-tests (effect sizes: Cohen’s d).




Results

All deviant types elicited a response that differed significantly from the baseline (see Table 1 for mean amplitudes derived from the deviant-minus-standard difference waveforms and t-test results for the significant responses in each time window; see Figure 2 for the original responses and Figure 3 for the group-averaged deviant-minus-standard waveforms).



TABLE 1 Deviant-minus-standard difference amplitudes significantly differing from zero and the results of the one-sample t-tests (two-tailed), separately for each deviant in each Time Window.
[image: Table1]

[image: Figure 2]

FIGURE 2
 Group-averaged (N = 52) responses to the familiarized standard (AB—/kut:o/; black line) and the deviants (CD—/tek:a/, the other familiarized pseudoword; AD—/kuk:a/, the combination of the syllables of the two familiarized pseudowords forming a common word that infants might know; AX—/kup:e/, a novel pseudoword starting as the standard, but containing an unfamiliar syllable) from the electrode sites used in the statistical analyses. The Y-axis is at the stimulus onset, and the onset of the second syllable is marked with a black arrow.
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FIGURE 3
 Group-averaged (N = 52) frontal (Fz) difference responses to the deviants: CD—/tek:a/, the other familiarized pseudoword besides the standard; AD—/kuk:a/, the combination of the syllables of the two familiarized pseudowords that forms a real word; AX—/kup:e/, a novel pseudoword starting as the standard, but containing an unfamiliar syllable. Measurement time windows are marked with light gray rectangles, and the baseline is marked with a light red rectangle. The Y-axis is at the stimulus onset, and the onset of the second syllable is marked with a black arrow.


The ANOVA for Time Window 1 (120–180 ms, the 1st syllable) yielded a significant effect of Deviant [F(2,102) = 8.83, p < 0.001, η2 = 0.15]. Investigating this effect further with Bonferroni-corrected pairwise comparisons, the response to CD was significantly more positive than that to AD and AX [p < 0.01 for both, d = 0.49 and d = 0.57, respectively]. Similarly, the ANOVA for Time Window 2 (460–520 ms) showed a significant Deviant effect [F(2, 102) = 5.4, p < 0.01, η2 = 0.10], and Bonferroni-corrected pairwise comparisons showed that the response to CD was significantly more negative than that to AX [p < 0.01, d = 0.49]. In Time Window 3 (520–580 ms), the ANOVA also showed a significant effect of Deviant [F(2, 102) = 22.3, p < 0.001, η2 = 0.31]. Bonferroni-corrected pairwise comparisons revealed that the response elicited by AX was significantly more positive than those elicited by CD and AD [p < 0.001 for both, d = 0.82 and d = 0.87, respectively]. Furthermore, the Deviant effect was significant in the ANOVA for Time Window 4 (620–680 ms) [F(2, 102) = 4.33, p < 0.05, η2 = 0.08]. According to Bonferroni-corrected pairwise comparisons, AD elicited a significantly more negative response than either CD or AX [p < 0.05 and d = 0.37 for both].



Discussion

The current study examined whether a newly learned word form elicits brain responses reflecting word-form recognition in 12-month-old infants or whether predictive processing is enabled by a learned rule. The answer to this question was assessed by measuring ERP responses to familiarized and unfamiliarized (pseudo)words. ERPs showed positive-polarity responses for the first and second syllable changes in pseudowords (CD and AX, respectively). However, the second syllables of a common word AD and a familiarized pseudoword CD elicited negative-polarity responses.

Confirming Hypothesis I (sequential deviation), all sequential deviants elicited responses that differed from the standard after their onset of deviation (Table 1 and Figure 3; Kushnerenko et al., 2013). The positive-polarity response to CD in Time Window 1 likely reflects MMR to the acoustic deviance of the first syllable of CD from the standard AB. In line with Hypotheses I (sequential deviation), II (within-word prediction error), and III (novelty response), the robust positive-polarity response in Time Window 3 elicited by the novel syllable X completing an unfamiliar word form likely reflects the sum of the word-level prediction error response (Ylinen et al., 2017; Suppanen et al., 2022), the novelty response (Kushnerenko et al., 2013), and the response to rare acoustic parameters (Kushnerenko et al., 2007). This interpretation of the functional distinction between the positive MMR to acoustic deviation for the first syllable of CD in Time Window 1 and the positive response to AX in Time Window 3 is also supported by different latencies from change onset (120–180 ms from the 1st syllable onset vs. 220–280 ms from the 2nd syllable onset).

Because sequential acoustic deviance resulted in positive-polarity responses in the current data (see also Kushnerenko et al., 2007), acoustic deviance cannot account for the negative response for the second syllable of AD, which differed significantly from the baseline in Time Window 4. In contrast, the observed response is in line with our earlier study (Ylinen et al., 2017), in which we found, in 12-month-old infants, a negative-polarity response for the syllable completing the word /kuk:a/, but not for the acoustically identical syllable /ka/ presented in isolation, and, thus, the observed negative-polarity response was explained by the activation of the word representation for /kuk:a/ (‘flower’). Similarly, in line with Hypothesis IV, the negative-polarity response elicited by the same word as in our previous study (referred to as AD in the current description; the only actual word delivered in the sequences) can be interpreted as reflecting word recognition via the activation of a word representation in the infant brain (see also Garagnani and Pulvermüller, 2011).

If the processing of newly learned word forms is dominated by predictive processing resulting from rule learning (Hypothesis V), then the response to the D syllable in the CD pseudoword should be suppressed because the infants have learned during familiarization that C is followed by D and, thus, C predicts D. The alternative Hypothesis VI, in turn, states that if the processing of newly learned word forms in the infant’s brain is dominated by recognition of the newly learned word form, then the D syllable in the CD pseudoword should elicit an enhanced response resembling that observed for AD (the actual word that could be known by the infants; see above). The pattern of current responses is compatible with the latter hypothesis: CD elicited a prominent negative-polarity response similar to AD rather than a suppressed response. Therefore, we interpret the negative-polarity response to the familiarized CD pseudoword as reflecting the activation of a newly established representation and the recognition of the word form for CD learned from speech exposure (during the familiarization phase). Thus, the present pattern of data supports Hypothesis VI, suggesting that successful word-level prediction (the first syllable predicting the second syllable) can be indexed by an enhanced ERP response of negative polarity at 12 months, even for newly learned word forms that had no long-term memory representation before.

Despite both AD and CD showing negative-polarity responses to D, there were also differences between these responses: the response to the common word AD peaked at a longer latency than that to CD, which may be explained by the recent familiarization (possibly higher activation state) of the pseudoword CD. In addition, the response to the common word AD was not as distinct as the one to the familiarized pseudoword, likely because, according to parental reports, not all infants did yet know the word /kuk:a/ (here, AD), which could cause variation in the individual responses and result in a less sharp or lower-amplitude response. (Note that in the study by Ylinen et al., 2017, the infants were familiarized with the word kukka beforehand, whereas in the current study, they were not.)

The current study has, however, some limitations. Using stimulus types that violate the infants’ expectations in different ways would have allowed us to obtain a more detailed picture of infants’ predictive inference. However, the experiment would probably have been too long for the infants. In addition, a control condition in which the same syllables of interest (here, the final syllables) were presented in isolation, without a word context, would have allowed us to tease apart factors that might contribute to infants’ responses, including the acoustic properties of the speech stimuli and the effect of word context in creating expectations about the future input. Again, such a control condition was not possible due to time constraints. The latter limitation concerns mostly the novel deviant AX; however, since the other two deviants, namely a potentially familiar word AD and a novel (pseudo)word CD, shared the same critical syllable D, the observed differences in the responses to their second syllable could not be explained by the acoustic properties of the stimuli.

In conclusion, in 12-month-old infants, a newly learned word form appears to elicit an ERP response of negative polarity, potentially reflecting word-form recognition and resembling the responses elicited by familiar words established in long-term memory. In contrast, acoustic changes and other prediction errors in a sequence consisting of (pseudo)words elicit ERP responses of positive polarity. This suggests that although predictive processing takes place, successful learning, which enables correct prediction, does not result in suppressed responses (cf. Heilbron and Chait, 2018).
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Rhythm is known to play an important role in infant language acquisition, but few infant language development studies have considered that rhythm is multimodal and shows strong connections between speech and the body. Based on the observation that infants sometimes show rhythmic motor responses when listening to auditory rhythms, the present study asked whether specific rhythm cues (pitch, intensity, or duration) would systematically increase infants’ spontaneous rhythmic body movement, and whether their rhythmic movements would be associated with their speech processing abilities. We used pre-existing experimental and video data of 148 German-learning 7.5- and 9.5-month-old infants tested on their use of rhythm as a cue for speech segmentation. The infants were familiarized with an artificial language featuring syllables alternating in pitch, intensity, duration, or none of these cues. Subsequently, they were tested on their recognition of bisyllables based on perceived rhythm. We annotated infants’ rhythmic movements in the videos, analyzed whether the rhythmic moving durations depended on the perceived rhythmic cue, and correlated them with the speech segmentation performance. The result was that infants’ motor engagement was highest when they heard a duration-based speech rhythm. Moreover, we found an association of the quantity of infants’ rhythmic motor responses and speech segmentation. However, contrary to the predictions, infants who exhibited fewer rhythmic movements showed a more mature performance in speech segmentation. In sum, the present study provides initial exploratory evidence that infants’ spontaneous rhythmic body movements while listening to rhythmic speech are systematic, and may be linked with their language processing. Moreover, the results highlight the need for considering infants’ spontaneous rhythmic body movements as a source of individual differences in infant auditory and speech perception.
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1 Introduction

It is widely acknowledged that the perception of speech rhythm helps infants to tune into the language that surrounds them (Gleitman and Wanner, 1982; Langus et al., 2017). Newborns can already distinguish between languages that differ in their overall speech rhythm (Nazzi et al., 1998; for a meta-analysis, see Gasparini et al., 2021). At 4–6 months, infants have internalized their native languages’ metrical structure (Friederici et al., 2007; Höhle et al., 2009), and from 7 months onwards they can use rhythmic cues for identifying words (e.g., Echols et al., 1997; Jusczyk et al., 1999; Abboub et al., 2016) and phrases (Hirsh-Pasek et al., 1987; Nazzi et al., 2000) in continuous speech. These abilities are an important step for acquiring words and syntax (Gleitman and Wanner, 1982; Christophe et al., 1994; Jusczyk, 1997; Weissenborn and Höhle, 2001), and predict later language skills (Newman et al., 2006; Junge et al., 2012; Cristia et al., 2014; Höhle et al., 2014; Marimon et al., 2022). Surprisingly, only a few studies investigating the role of rhythm in language acquisition have considered that rhythm is multimodal and has intrinsic connections between speech and the body, although it is well established that regular rhythm – such as in music – facilitates sensorimotor synchronization of bodily movements to perceived rhythmic regularities. Hence, if infants perceive rhythm in spoken language, they might express this sensitivity by showing rhythmic engagement with the speech rhythm. The goal of the present study was thus to explore whether infants spontaneously produce systematic rhythmic body movements while listening to the rhythm of spoken language and whether such rhythmic engagement supports the perception and acquisition of spoken language.

Our investigation of the potential link between infants’ body and speech rhythm perception was inspired by a coincidental observation of infants’ spontaneous body movements in experiments that investigate their language development. Language acquisition research often employs artificial language learning paradigms for studying what type of speech cues infants rely on for extracting word-like units from continuous speech. In this paradigm, infants are familiarized with artificial miniature languages that are highly reduced nonsense speech streams. After listening to these streams for a few minutes, infants are tested on their recognition of specific syllable combinations that were or were not part of the artificial speech stream (for example, the co-occurrence probabilities of syllables: Saffran et al., 1996; Aslin et al., 1998; rhythmic/prosodic cues: Thiessen and Saffran, 2003; Abboub et al., 2016; Marimon et al., 2022; phonotactic patterns: Mintz et al., 2018). These artificial languages are often designed such that they present syllables organized in a repetitive order resulting in a highly rhythmic auditory signal that seems to facilitate the perception of these artificial languages (Johnson and Tyler, 2010; Lew-Williams and Saffran, 2012; Mersad and Nazzi, 2012; Marimon et al., 2022). Interestingly, when running such experiments, we have also observed that many infants spontaneously move their bodies rhythmically, as if dancing to the rhythm of these artificial languages. Here we therefore investigate whether such rhythmic motor engagement with the rhythmic speech in artificial language learning experiments reflects infants’ processing of the speech rhythms, and whether individual differences in motor engagement is associated with their speech processing performance.

There is some evidence that speech perception and bodily movements are intrinsically connected. Previous research into the multimodality of speech perception has drawn a link between sensorimotor information and speech perception by showing that phoneme perception is modulated by restricting lip movements in infants as early as 4.5 months of age (Yeung and Werker, 2013; Bruderer et al., 2015). Beyond articulatory gestures, when speaking, humans’ body gestures move in synchrony with speech prosody, that is, the melody and rhythm of speech (e.g., Wilson and Wilson, 2005; Schmidt-Kassow and Kotz, 2008; Cummins, 2009; Guellai et al., 2014). In fact, hand movements are typically entrained with the prosodically strongest syllables of words and phrases (e.g., De Ruiter, 1998). This synchrony between speech prosody and hand movements starts to emerge when infants produce their earliest babbles (Esteve-Gibert and Prieto, 2014). Also, when listening to speech, infants have been found to follow the rhythm of speech with their body movements from birth (e.g., Condon and Sander, 1974; Mundy-Castle, 1980; Papoušek et al., 1991; Papoušek, 1992; Masataka, 1993; Kuhl et al., 1997). While spoken language is not perfectly rhythmic, it can assume a regular rhythm in many everyday activities including music, poetry, and nursery rhymes, where the regular metrical rhythmic patterns occur in an exaggerated form. In the context of these highly regularized rhythms, the link between body and perception is even more noteworthy: across cultures, both adults and children dance, bounce, or tap in synchrony with the beat when listening to music (e.g., Brown et al., 2004; Kirschner and Tomasello, 2009; Fujii et al., 2014). This raises the question of whether the association of body rhythm and speech rhythm has a function in language perception and acquisition.

Young infants occasionally show rhythmic body movements that have been described as vegetative reflexes produced by the limbs, torso, and head (Thelen, 1981). While these movements have been suggested to be precursors of more coordinated rhythmic movements in dancing (Thelen, 1981), theories have also highlighted their role as a transitional point to later communication abilities in the first year of life (Iverson and Thelen, 1999). For example, rhythmic movements of the hands and the arms have been linked with the maturation of oral articulators, with an observed decrease in produced rhythmic body movements occurring around the time when infants start producing more vocalizations (Iverson and Thelen, 1999). Whereas very young infants move rhythmically even in absolute silence, these movements are enhanced in social, interactive contexts, when the caregiver enters a room, or when infants are being presented with a toy (Thelen, 1981). This suggests that the development of rhythmic movements may be linked to communicative processes, of which language forms part.

While Thelen (1979, 1981) studies were purely observational, controlled studies have attested that the degree to which infants spontaneously produce rhythmic motor movements seems to depend on specific auditory conditions. For example, Zentner and Eerola (2010) explored the rhythmic motor engagement of 5- to 24-month-old infants under experimentally controlled conditions in a laboratory when listening to different types of music (i.e., isochronous drumbeats and naturalistic music) and speech (i.e., naturalistic adult- and infant-directed French and English). Results revealed that all age groups engaged less rhythmically when listening to speech than when listening to music. Furthermore, the duration of infants’ movements in this study was faster to isochronous beats with faster tempi. These results from Finnish and Swiss infants were replicated with Brazilian infants in a study by Ilari (2015), which additionally showed that Brazilian infants tended to produce more movement to music stimuli than the European infants in Zentner and Eerola (2010). This may indicate that the development of spontaneous rhythmic motor responses to auditory signals is influenced by the culture that infants are surrounded by (Note that previous studies also more generally report cross-cultural differences regarding infants’ gross motor activities; e.g., Bril and Sabatier, 1986; Victora et al., 1990; Venetsanou and Kambas, 2010, so the question remains whether the cross-cultural differences depend on the auditory context in Zentner and Eerola’s and Ilari’s studies).

The understanding of infants’ spontaneous rhythmic movements to different auditory stimuli was further refined in a study by de l’Etoile et al. (2020), which focused on 6- to 10-month-old infants. Their results indicated that infants’ movements were more regular when they were listening to regular beats than when the beat was irregular. Moreover, a longitudinal study by Mazokopaki and Kugiumutzakis (2009) followed infants’ development of spontaneous rhythmic vocalizations and movements from 2 to 10 months of age. According to their results, infants produced more vocalizations, hand gestures and dance-like movements when hearing baby songs than when their behavior was observed in silence. However, Fujii and colleagues (Fujii et al., 2014), who explored 3- to 4-month-old infants, did not observe more limb movements when infants listened to pop music than when there was silence but found the presence of music to influence infants’ vocal quality. Empirical studies thus suggest that infants manifest an increase in their rhythmic movements to auditory rhythms, and that the quantity of movements is modulated by the type and the register of the auditory rhythms. The present study will extend this work by asking whether the quantity of rhythmic movements also depends on the type of speech rhythms.

Prior research on adult (e.g., Bolton, 1894; Woodrow, 1909, 1911; Hay and Diehl, 2007) and infant listeners (e.g., Yoshida et al., 2010) has established that different acoustic types of speech rhythms lead to differences in rhythmic perception: Streams of sounds alternating in duration (short-long-short-long…) tend to be perceived as iambic (i.e., binary parsings with a weak-strong stress pattern), but streams of sounds alternating in intensity (loud-soft-loud-soft…) or pitch (high-low-high-low…) tend to be perceived as trochaic (i.e., binary parsings with a strong-weak stress pattern). The finding that this rhythmic grouping asymmetry is consistent across speakers of many different languages (Hay and Diehl, 2007; Bhatara et al., 2016; Boll-Avetisyan et al., 2020b) has given rise to proposals that the rhythmic grouping biases are based on an innate domain-general auditory mechanism (Hayes, 1995; Nespor et al., 2008). However, in adults, the magnitude of the effect seems to depend on experience (e.g., language experience: Iversen et al., 2008; Bhatara et al., 2013, 2016; Crowhurst and Olivares, 2014; Langus et al., 2016; music experience: Boll-Avetisyan et al., 2016) and individual skills (i.e., musical aptitude: Boll-Avetisyan et al., 2017, 2020a), indicating individual variability in the reliance of this perceptual mechanism that warrants further investigation, in particular in infants, for whom such data is yet lacking.

Research that addressed the potential functions of this auditory mechanism established that these rhythmic biases influence infants’ segmentation of artificial languages into word-like units (Bion et al., 2011; Hay and Saffran, 2012; Abboub et al., 2016). Abboub et al. (2016) (which serves as the basis for the current one) focused on two questions: what acoustic cues infants aged 7.5 month-old used to rhythmically group speech, and how linguistic experience influenced this use. They employed a cross-linguistic comparison of German- and French-learning 7.5-month-old infants to assess whether such rhythmic biases influencing speech segmentation were language-general or language-specific. In their study, infants were first familiarized with artificial language streams composed of syllables that alternated either in pitch, duration, or intensity, while all other rhythmic cues were kept constant, or to a stream that showed no rhythmic alternation (control condition). Following this familiarization, infants were tested on their recognition of syllable pairs. As a result, irrespective of language background, infants showed recognition of syllable pairs if they were familiarized with pitch- or duration-varied streams, but not when they heard intensity-varied or unvaried streams. They concluded that this result may speak for language-general rhythmic biases in young infants, noting that specific cues (here: duration, pitch) might be more accessible than others (here: intensity) for them. The present study aimed to build on Abboub et al. (2016) by investigating infants’ spontaneous rhythmic movements and whether the infants’ speech segmentation performance in that task was linked to their rhythmic movements.

Past research has revealed that infants’ speech segmentation skills are subject to individual variability. Factors that are associated with their speech segmentation performance are, for example, their babbling skills (Hoareau et al., 2019) and their later lexicon size (Newman et al., 2006; Junge et al., 2012), but also environmental factors such as the quantity of infant-directed speech input (Hoareau et al., 2019) and social interactions with their mother (Vanoncini et al., 2022, 2024). In segmentation experiments using the head-turn paradigm, individual differences are often revealed as follows. Infants first hear a speech stream, and in a subsequent test phase, it is probed whether they look longer to an unrelated visual stimulus (a lamp) while hearing familiar or unfamiliar test words. Generally, the direction of their looking preference, that is, whether they look longer when hearing the familiar or the unfamiliar/novel, is deemed irrelevant, as both directions indicate that infants at the group level perceived the difference between the stimuli. However, it has been noted (see Hunter and Ames, 1988 for a model) that infants who are more mature in their development (e.g., older infants) are more likely to express novelty preferences (i.e., they listen longer while hearing unfamiliar test words). Results of studies targeted at identifying predictors of infant speech segmentation performance are in line with this: novelty preferences are exhibited by infants who have more advanced babbling skills (Hoareau et al., 2019) and higher later word knowledge (Singh et al., 2012), reflecting that matureness in language development is associated with novelty preferences. Moreover, novelty preferences are more likely in infants whose mothers show less predictable social gaze behavior (Vanoncini et al., 2024) and whose mothers are more in emotional synchrony with their babies, suggesting that social aspects may also be a source of individual differences. The significant correlations between infants’ listening preferences and the probed predictors in these studies also signalize that the strength of infants’ preferences, expressed by the magnitude of their listening preferences, is increased in infants with a more mature language development. Following up on this background, we explored infants’ rhythmic body movements as another potential source of individual variability in infants’ speech segmentation performance.

With the present study, we addressed the question of whether rhythmic motor responses could have a function in language acquisition, following our assumption that infants’ multisensory experience of producing (motor) rhythm while perceiving (auditory) rhythm should reinforce the perception of the rhythmic structure of language. We asked two specific research questions: (1) whether infants would show systematic rhythmic movements in the presence of auditory rhythmic cues that guide their speech segmentation and (2) whether infants showing more rhythmic motor engagement would show a more mature (i.e., stronger) speech segmentation performance. To address this, we used video data from Abboub et al. (2016), which included recordings of 7.5-month-olds, and their unpublished data from 9.5-month-olds. We predicted that infants would show rhythmic body movements to the regular occurrence of the rhythmic pattern in the auditory stimuli in these experiments. We also predicted that infants would show more rhythmic movements when perceiving rhythms cued by pitch and duration (the two conditions prior studies found infants to be sensitive to, showing rhythmic grouping) than when cued by intensity or no prosodic property. Given that our data comprised two age groups (7.5 vs. 9.5 month), and that infants had been exposed to stimuli that were either pronounced as French or German, we additionally asked whether rhythmic movements would depend on these factors, but we did not have any specific predictions with regards to these. Regarding (2), we expected a positive relationship between infants’ speech segmentation performance and their quantity of rhythmic body movements, with more rhythmic movements being linked to a more mature speech segmentation performance (matureness expressed by novelty listening preferences and the magnitude of their listening preferences).



2 Materials and methods


2.1 Participants

For the present study, we used Abboub et al. (2016) data of German-learning 7.5-month-olds (n = 72; 38 female, mean age: 7.43 months, range: 7.00–8.30; the set originally included n = 80, but no videos were available for 8 infants) and added unpublished data of 9.5-month-olds (n = 76; 44 female, mean age: 9.47 months, range: 9.03–10.00; no videos were available for 4 additional babies). Table 1 indicates the infants’ distribution across conditions. Both of the samples did not include additional infants that were tested but removed due to Abboub et al.’s drop-out criteria. All infants were born full-term, had no reported family risk for language-related developmental disorders, and were growing up in monolingual households. Before the experiment, parents signed informed consent and filled out a demographic questionnaire. Ethics approval was obtained from the ethics committee at University of Potsdam.



TABLE 1 Overview of the number of participants per age and condition.
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2.2 Stimuli

In Abboub et al. (2016) original study, there were both familiarization and test stimuli. As familiarization stimuli, artificial language streams were used. These were rhythmic speech streams of six syllables consisting of six different vowels and consonants, which were concatenated into syllable streams with a 100 ms pause between each syllable. The speech stimuli were synthesized with the MBROLA software (Dutoit et al., 1996) with both a French (FR4) and a German pronunciation (DE5). The six syllables within a stream always co-occurred in the same fixed order (i.e., /na: zu: gi: pe: fy: ro: na: zu: …/), yielding a transitional probability of 1.0. This fixed order was repeated 66 times, to yield a stream that would last for 3 min. There were four conditions for marking prominence in the syllable streams: in the first three conditions, every second syllable in a stream was stressed (i.e., strong) by pitch, duration, or intensity cues. In the control condition, no syllable was stressed. Syllable durations, pitch and intensity values and ranges were similar to that of previous studies (e.g., Hay and Diehl, 2007; Bion et al., 2011; Bhatara et al., 2013), which were based on acoustic measurements of child-directed speech (for acoustic values, see Table 2). As test stimuli, six syllable pairs were used. Importantly, all test stimuli were flat in prosody, so that infants’ recognition of a syllable pair as familiar or novel could only be based on their identification of the phonemic/syllabic information of the test stimulus, and not on its rhythm. Three of these syllable pairs would have occured as strong-weak in the familiarized artificial language, and three that occur as weak-strong; that is, if an infant was familiarized with a stream alternating as /NA zu GI pe FY ro…/, three “strong-weak” test stimuli were /na zu/, /gi pe/ and /fy ro/, while the “weak-strong” test stimuli were /zu gi/, /pe fy/ and /ro na/. For more information about the choice of phonemes for the generation of syllables and a more detailed description of the stimuli, consult Abboub et al. (2016).



TABLE 2 Acoustic values of the rhythmic cues per condition.
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2.3 Procedure

In the original study, infants were tested using the head-turn preference procedure (HPP, Kemler Nelson et al., 1995). During the experiment, infants were seated on their caregiver’s lap in a soundproof booth. In front of the infant, there was a green light. On both sides of the room, there was a red light located on the same level as the green light. Loudspeakers were hidden under the red lights. Throughout the experiment, the caregiver was wearing headphones that played music to mask the stimuli the infant perceived. Video recordings of the experiment were made to verify the coding of infants’ looking times. During the experiment, stimulus presentation was controlled by the experimenter via blinking lights, which, depending on the infant’s head movement, were manipulated via button pressing. At the start of the experiment, infant’s gaze was centered with the green blinking light. Then, the experimenter would make one of the red lights blink to attract infant’s attention to it. When the infant looked at the blinking red light, the auditory stimulus would start.

During familiarization, infants listened to an artificial language stream with one of the four acoustic manipulations (pitch/duration/intensity/control). The sound came from both loudspeakers and lasted for 3 minutes. The blinking of the red light would stop if the infant turned away for more than 2 s, and in this case, the green light would begin blinking again (but the sound was never stopped during this phase). In the following test phase, which was the same for all infants regardless of familiarization conditions, segmentation was tested with two test trial types: “strong-weak” trials versus “weak-strong” trials. In sum, there were 12 test trials, half of which were “strong-weak” trials, and half of which were “weak-strong” trials. Test trials were constructed on the basis of the 6 syllable pair test stimuli (see 2.2), each containing 16 repetitions of one test stimulus (e.g., nazu nazu nazu). In order to arrive at 12 test trials, each of the 6 test trials was presented twice; once in trial position 1–6 (block 1), and once in trial position 7–12 (block 2). The order of test trials within a block was randomized across infants. Whether the stimuli were German- or French-sounding was counterbalanced (in our data: French-sounding: n = 78, German-sounding: n = 70). The test trials came randomly from either the right or the left side, in association with the blinking lamp on the same side. The blinking and the stimulus would stop if the infant turned away for more than 2 s, and in this case, the green light would begin blinking. All stimuli were played at comfortable volume (ca. 65 dB). In total, the experiment maximally took 6 min. Summed looking times per test trial (i.e., looking times per trial excluding the intervals during which the infant turned the head away from the side lamp) were taken to indicate infants’ interest in a trial. Following the standard HPP procedure, at the group level, the difference in looking time between the average of the three “strong-weak” and the average of the three “weak-strong” test trials can be taken to indicate that infants have recognized the difference between the test trial types, namely that one test trial type was familiar to them (i.e., the syllable pairs following from their grouping of the continuous artificial language stream, e.g., /na zu/ when familiarized with a /NA zu GI pe …/ stream, if they perceived a strong-weak grouping), and half of them was novel to them (i.e., the syllable pairs that would not follow from their perceived grouping; in this case, e.g., /zu gi/).



2.4 Data preprocessing and analysis

Video recordings were annotated for infants’ rhythmic body movements. Manual annotations were performed by three independent coders using the free annotation software ELAN (2016). For each video, coders identified and marked all intervals of rhythmic movements during the 3-min familiarization phase. Rhythmic movements were defined as comprising a minimum of three immediate repetitions of a bodily movement (Thelen, 1979) of any body part (e.g., limb, hand, legs). To test the reliability of rhythmic movement locations, an independent tester performed the inter-rater reliability check by calculating Cohen’s Kappa for a random subset of approximately 7% of the cases (11 cases, including six 7.5- and five 9.5-month-olds). The kappa value ranged from 0.72 to 0.86 for two different rater pairs, suggesting moderate to strong agreement (McHugh, 2012).

To determine the predictors of rhythmic movements, an analysis of variance (ANOVA) was run. As a dependent variable, we used infants’ total rhythmic moving times defined as the sum of all rhythmic intervals in milliseconds. Condition (pitch, intensity, duration or control), Age (7.5 or 9.5 months old) and Pronunciation (French or German-sounding) were between-participant fixed factors. Results are reported in section 3.1.

To investigate whether infants’ rhythmic motor engagement correlated with their performance in the speech segmentation task, we analyzed a subset of infants that exhibited rhythmic movements during the experiment (n = 62). We performed two correlation analyses, both of which used infants’ total rhythmic moving times (i.e., the sum of all intervals infants produced rhythmic movements while listening to the artificial language) as one variable, and both of which based the second variable on infants’ summed looking time per trial, with the following difference: For the first correlation analysis, we generated a difference (Δ) score of the infants’ looking times at test by subtracting the average of the looking times to “strong-weak” test trials from the average of the looking times to “weak-strong” test trials. Hence, positive Δ score values reflect longer looking times for “weak-strong” test trials, and negative Δ score values reflect longer looking times for “strong-weak” test trials. Similar difference scores were also used in Jusczyk and Aslin (1995), Singh et al. (2012), and Hoareau et al. (2019).

The second correlation analysis was motivated as follows: Since in the original study, the expected grouping depended on the acoustic cue (i.e., strong-weak grouping with pitch and intensity; weak-strong grouping with duration), pooled looking-time data may be difficult to interpret. However, because of the small sample size, it was impossible to further sub-set the data by the four conditions. Hence, we did the following: for the second correlational analysis, we changed the looking time Δ scores between trial types to absolute values by removing the positive/negative sign: all Δ scores were turned into positive values. Consequently, these absolute looking-time scores would reflect the magnitude of a preference, with higher values indicating more mature (i.e., stronger) listening preferences, independent of the direction of the preference. In both cases, this Δ score was based on looking times during the first six trials, following Abboub et al. (2016), who found that differences in listening preferences at test only occurred during the first of the two blocks in their study. The corresponding results are reported in section 3.2.

All statistical analyses and visualizations were done in R (version 4.3.2., R Core Team, 2021). The ANOVAs were performed using the package ez (version 4.4–0, Lawrence, 2016), the plots were based on the package ggplot2 (Wickham, 2016). The significance criterion was set to p < 0.05, but given the exploratory nature of the present study, we decided to report effects of p < 0.1 as marginally significant, as they may be insightful for future studies.




3 Results


3.1 Rhythmic body movements while listening to the speech stream

Overall, 42% of the babies in our sample occasionally produced rhythmic movements while listening to speech stimuli. Results of the statistical analysis (see Figure 1) revealed a significant main effect of condition (F(3, 131) = 2.84, p < 0.05, with a small effect size of η2 = 0.06), and a significant Condition * Pronunciation interaction (F(3, 131) = 3.02, p < 0.05, with a moderate effect size of η2 = 0.07). There were no main effects of Age (F(1, 131) = 0.01, p = 0.92) or Pronunciation (F(1, 131) = 2.22, p = 0.14), no Condition * Age (F(3, 131) = 0.29, p = 0.83), and no Condition * Age * Pronunciation interaction (F(3, 131) = 0.68, p = 0.56). The Age * Pronunciation interaction (F(1, 131) = 2.91, p = 0.09) was marginally significant. Planned post-hoc tests revealed that the significant main effect of condition was due to significant differences between Duration versus Intensity (p < 0.05) and Duration versus Control (p < 0.05). An exploration of the Condition * Pronunciation interaction showed that the effect of condition was only significant with the German- (F(3, 65) = 4.43, p < 0.01) but not with the French-sounding pronunciation (F(3, 71) = 0.70, p = 0.55). Post-hoc pairwise comparisons within the subset of infants that had listened to the German pronunciation revealed significantly longer total moving times in the Duration compared to the Intensity (p < 0.01) and to the Control condition (p < 0.01), and marginally significantly longer moving times in the Pitch compared to the Intensity condition (p = 0.07). No other comparison reached significance. As the Age * Pronunciation did not reach significance, no further post-hoc comparisons were conducted, but Figure 2 suggests that the trend was that 7-month-olds moved more when listening to German- than when listening to French-sounding streams, while neither of the two pronunciations elicited more or less movements in 9-month-olds.
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FIGURE 1
 Average rhythmic body moving times (in ms) and their standard errors split by condition and pronunciation.
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FIGURE 2
 Average rhythmic body moving times (in ms) and their standard errors split by age and pronunciation.




3.2 Correlations of rhythmic body movements and speech segmentation performance

Both correlation analyses indicate an association between infants’ rhythmic movements while listening to the artificial language and their speech segmentation performance. The first correlation analysis revealed significantly longer rhythmic moving times with more negative looking time Δ scores (r = −0.26, p = 0.039), that is, when hearing “strong-weak” test trials (see Figure 3A). The second correlation analysis revealed a marginally significant correlation: the longer were the infants’ rhythmic moving times, the smaller were the absolute looking time Δ scores (r = −0.24, p = 0.059), that is, the weaker were their preferences for looking longer toward one of the two types of trials at test (see Figure 3B). Given the exploratory nature of the present study, and this p-value of 0.059 being very close to the significance criterion of p < 0.05, we will discuss this marginal effect as well as all significant effects below.
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FIGURE 3
 Plots of the correlations of infants’ total moving times (in ms) while listening to the artificial speech streams (x-axis) and their speech segmentation performance at test. In (A), y-axis = Δ in looking time (Δ LT) between “strong-weak” or “weak-strong” trials in real numbers, with positive Δ LT scores reflecting longer looking times for test trials with syllable pairs that had occurred as weak-strong, and negative Δ LT scores for test trials with syllable pairs that had occurred as strong-weak during familiarization; in (B), y-axis = Δ in looking time (Δ LT) in absolute values between “strong-weak” and “weak-strong” trials.





4 Discussion

The present study sought to explore infants’ rhythmic motor engagement while listening to rhythmic speech, asking whether infants’ rhythmic motor responses to rhythmic speech have a functional link with their language processing abilities. For this purpose, we analyzed 7.5- and 9.5-month-old German-learning infants’ rhythmic body movements to German- and French-sounding artificial language streams. We reasoned that rhythmic motor engagement may enhance infants’ perception of speech rhythm, which may be reflected in enhanced rhythmic motor responses to specific auditory rhythmic cues, namely pitch and duration. Moreover, we hypothesized that individual differences in infants’ early rhythmic engagement may be associated with their word segmentation abilities. Our analysis of infants’ reactions to the speech streams revealed that many infants moved rhythmically across conditions, but those who listened to duration-varied streams showed most rhythmic engagement. Moreover, the difference in rhythmic moving times between conditions was only present when infants listened to native, German-sounding language streams, but not when listening to non-native, French-sounding streams. Lastly, as expected, we found an association between infants’ rhythmic movements and their speech segmentation performance; but unexpectedly, those who moved less demonstrated more mature segmentation skills. We discuss these results in detail below.

The comparison of rhythmic moving times between the different acoustic conditions revealed that infants showed most rhythmic engagement when perceiving duration-based rhythm in speech. More specifically, their rhythmic moving times were longer in the duration than in both the intensity and control condition, and no statistical difference in their moving times was found when comparing the duration and pitch condition. This result was in line with our expectation, as it complements the original findings by Abboub et al. (2016), in which 7.5-month-olds did not show rhythm-based speech segmentation in the intensity and control condition, while they did in the duration condition. However, since Abboub et al. also found infants to show rhythm-based speech segmentation in the pitch condition, it was unexpected to find no statistical evidence for (or against) enhanced rhythmic movements in this condition, too. (However, as can be seen in Figure 1, there was a marginal effect of longer moving times in the pitch than in the intensity condition when stimuli were German-sounding, so it is possible that the lack of a significant effect is due to low power). In any case, the results suggest that infants’ body movements are indicative of their sensitivity to the auditory duration cues.

Notably, the above-described differences in rhythmic moving times between acoustic conditions were only attested by their reactions to speech synthesized from German but not French phonemes. This effect is in contrast with the behavioral results reported in Abboub et al. (2016) original study, where no effect of nativeness of pronunciation on infants’ speech segmentation was observed, which led the authors to suggest that language-specific perception may emerge later in development. In turn, the present findings indicate that German-learning infants are sensitive to native versus non-native pronunciation differences: seemingly, they recognize the non-nativeness of French-sounding speech, and find the native German-sounding speech more engaging as manifested in their rhythmic body response. This exploratory result can also be taken as evidence that the infants must have processed the synthesized artificial speech streams as speech-like. Since the presented stimuli were synthesized with a text-to-speech software (Dutoit et al., 1996) that drew on recordings of phonemes from a German (DE5) and a French (FR4) speaker, phoneme-level information was the only language-specific cue, as all prosodic information was later superimposed onto the synthesized stimuli. Hence, infants’ rhythmic motor engagement must have depended on their identification of the phoneme-level information as native-sounding.

Regarding the link between infants’ rhythmic motor responses to speech and their segmentation abilities, the correlational analyses revealed some interesting patterns. The first correlation analysis, which used infants’ Δ score in looking time in “strong-weak” versus “weak-strong” test trials attested that the longer infants had moved while listening to the language streams, the more they preferred listening to “strong-weak” trials at test, that is, to trials that followed from a trochaic grouping. It is possible that this result can be explained as a consequence of infants’ knowledge of the German prosodic system. Linguistically, German is described as a trochaic language (Wiese, 1996), and infants predominantly receive words with a strong-weak (trochaic) stress pattern in their input (Stärk et al., 2022). Experimental evidence suggests that already young German-learning infants have knowledge of their language’s predominant stress pattern, as indicated by their preferences to listen longer to trochaic than to iambic patterns in preferential looking paradigms between the ages of 4 and 6 months (Höhle et al., 2009, 2014; Marimon and Höhle, 2022). We may, hence, speculate that infants who produced more rhythmic movements to the rhythm of the speech streams found it more difficult to disengage from the perceived trochaic rhythm pattern and, hence, showed a trochaic listening preference at test, while infants with less motor engagement would more readily succeed at disengaging from the trochaic pattern and display instead a novelty preference for iambs at test. Since novelty preferences are generally interpreted to reflect more mature language processing skills (Hunter and Ames, 1988), this result may suggest that infants who showed less rhythmic engagement had more mature language segmentation abilities.

The second correlation analysis resulted in a marginally significant association between infants’ rhythmic moving times and the Δ score in looking time turned into absolute values. This result, which we need to interpret with caution as it did not fully reach our significance criterion, draws a link between infants’ rhythmic motor responses and the strength of a segmentation preference (without considering whether the preference was for trials reflecting a specific grouping, a familiarity or novelty preference). However, the direction of this association was unexpected: the longer infants had moved while listening to the language streams, the less strong was their preference. Like the results of the first correlation analysis, this second correlation also suggests that segmentation performance was lower when infants were more rhythmically engaged with the perceived rhythm. This raises the question of whether rhythmic motor engagement with speech rhythms has an inhibiting effect on language acquisition. Two explanations for the found association are possible: First, it may be that infants with more rhythmic movements were simply less attentive during the task. A second possibility is that the results reflect individual differences in whether the infants paid more attention to the rhythm of the auditory signal or to the specific syllable orders (i.e., phoneme-level information), with the former enhancing rhythmic motor responses and the latter enhancing segmentation performance. This is plausible, as studies with adults report that listeners can switch between focusing on musical or linguistic information when listening to music (e.g., Schön et al., 2005) or speech, and that whether one focuses more on the musical or linguistic properties is subject to individual variation (e.g., Rathcke et al., 2021). This interpretation is also in line with results of a recent study (Marimon et al., 2022) that probed whether German-learning 9-month-old infants rely on prosodic or syllable co-occurrence cues for segmenting an artificial language stream if the two cues are in conflict. Infants who relied more on prosody had stronger grammar skills at 3 years, whereas infants who relied more on syllable co-occurrences had larger vocabulary outcomes. This may suggest that, at least for infants between 7 and 9 months of age, focusing attention on rhythmic information rather than phoneme-level information may be a sign of a less mature response that is related to both a reduced ability to segment words from speech (the present finding) and a reduced ability to build up a large vocabulary (Marimon et al., 2022), which is interesting in light of proposals that vocabulary acquisition depends on speech segmentation (e.g., Jusczyk, 1997; Junge et al., 2012). Overall, the results suggest that infants’ general auditory preferences as well as differences in novelty and familiarity preferences typically observed in looking-time paradigms (e.g., Bergmann and Cristia, 2016; Gasparini et al., 2021) may not only be driven by stimulus familiarity or novelty, task complexity, or the infant age (Hunter and Ames, 1988), but may also result from bodily engagement with the rhythm of auditory stimuli. It would be ideal to replicate this study and to clarify whether infants who produce less rhythmic movements are indeed more mature in their language development, for example, by gathering information on their acquisition milestones (e.g., on their babbling, see Hoareau et al., 2019).

This finding of the individual differences raises the question of whether infants in our study focused either only on rhythm or only on phoneme-level information. However, this is highly unlikely: first, a strong preference for one test trial type over another at test (i.e., in infants that may have focused on phoneme-level information) can only occur if infants have perceived the rhythm cue that would bias them toward perceiving a grouping of syllables into pairs. Second, for the infants who moved more (i.e., infants that may have focused on rhythm), we found that their quantity of rhythmic movements was higher when they listened to native rather than non-native language streams, and since nativeness was related to the acoustic properties of phoneme-level information, it is not possible to conclude that these infants ignored one of the levels (phonemic or rhythmic) either. Hence, it is more likely that at the ages between 7 and 9 months, infants perceive both rhythm and phoneme-level information, with individual differences leading some infants to focus more on rhythm and others on syllable co-occurrence characteristics in the language streams.

The present study shows for the first time that infants learning the same language demonstrate individual differences in rhythmic grouping. Prior research by Yoshida and colleagues (Yoshida et al., 2010) had already established that infants’ rhythmic grouping is influenced by language experience: when exposed to streams of sounds alternating in duration, English-learning 7-8-month-olds favored a weak-strong (iambic) grouping, while Japanese-learning infants favored a strong-weak (trochaic) grouping at the same age. The authors related this cross-linguistic difference to infants’ experience with different word orders, with English showing many phrases with head-complement order (i.e., short function words before long content words), and Japanese showing many phrases with complement-head order (i.e., long content words before short function words). Differences within a group of individuals with the same native language had, so far, only been attested for German-speaking adults, who showed more consistent rhythmic grouping if they had higher musical rhythm perception acuity (Boll-Avetisyan et al., 2017, 2020a). Hence, the present research adds further evidence to the body of research indicating individual variability in infants’ speech perception and processing, which may systematically relate to internal or external factors beyond their language experience.

Our study is one of the first behavioral studies to tie early motor engagement with speech rhythm and language acquisition. Whereas spontaneous rhythmic movements in infants cannot be used as a reliable measure of tracking the auditory signal (Mandke and Rocha, 2023), our results suggest that they may still be indicative of the underlying speech perception processes. For example, while previous research has shown that infants’ passive sensorimotor experience (i.e., being moved to certain beats) reinforces their rhythm perception (Phillips-Silver and Trainor, 2005), our evidence contributes to it by demonstrating that infants’ active sensorimotor engagement may also play a role in rhythm processing. Moreover, according to our findings, rhythmic engagement in infancy may indeed modulate speech processing, e.g., in speech segmentation tasks. However, since the present results indicate reduced rather than enhanced speech processing in rhythmically moving infants, our findings add a new perspective to the body of research on infants’ improved sensitivity to auditory rhythms in multimodal contexts (Bahrick and Lickliter, 2000; Lewkowicz, 2000).

Previous accounts have suggested that infants’ enhanced rhythmic movements may be related to the positive affect that infants experience when listening to music (Zentner and Eerola, 2010), or that it could be a precursor of later entrainment abilities (Provasi et al., 2014; de l’Etoile et al., 2020), broadening the role of such engagement beyond mere manifestations of infants’ arousal. It has also been suggested that rhythmic entrainment may play a functional role in language acquisition. For example, educators have suggested that rhythmic movement with nursery rhymes and songs can help children to understand rhymes in language (e.g., Berger Cardany, 2013). The present results, however, do not provide support for this possibility. Instead, they suggest that for 7 to 9 month old infants motor engagement with auditory rhythms may actually hinder them from perceiving rhythmic grouping in spoken language – an important aspect in speech processing. We need to emphasize that the present results are correlational and based on exploratory analyses; hence this effect clearly requires replication before any conclusions can be drawn regarding the functional role of infants’ rhythmic body movements to auditory rhythms. Future studies will need to further explore the conditions that might enhance infants’ rhythmic movements, and how these associate with their language processing and language abilities. In order to get a better understanding of the causal link between rhythmic motor movements and rhythmic speech perception in language development, it might also be interesting to investigate the effects of hindering infants from moving their bodies on their speech processing (similar to Bruderer et al. (2015) and Yeung and Werker (2013), who showed that infants’ phoneme perception ability was affected, if they sucked on toys or pacifiers that constrained their lip movements).

A limitation of the present study is that it was not specifically designed to investigate infants’ body movements to speech rhythm. Consequently, the original design with numerous conditions and age groups was not ideal for the purpose. For example, we were not able to run correlation analyses that would probe the association of rhythmic motor responses and speech segmentation performance for each age group and each condition separately due to the limited observations after exclusion of the non-moving infants. Future studies should build on this exploration with study designs that are well-suited for establishing such correlations. Moreover, with the pre-existing data we had at hand, it was not possible to establish a baseline for probing whether infants who move more in silence also show more rhythmic movements while listening to speech. While not all prior studies used such baselines (Zentner and Eerola, 2010; Ilari, 2015; Nguyen et al., 2023), some indeed used them (Fujii et al., 2014; de l’Etoile et al., 2020), and future studies should consider collecting such data. Furthermore, the scope of this research could also be extended to other age groups in future studies. For example, it could be interesting to study whether rhythmic engagement with speech rhythm is more relevant for auditory processing in younger, pre-lexical age groups and whether rhythmic engagement with speech changes in maturation. Another direction for future research could be to examine whether and how rhythmic engagement to speech is modulated by infants’ experience with music and musical rhythms. Music experience in infancy has been previously shown to influence language acquisition (Langus et al., 2023; for a review, see Nayak et al., 2022), and music and speech rhythm have been suggested to share a number of properties aiding language processing (Fiveash et al., 2021). Lastly, it would be insightful to obtain more sensitive measures of infants’ rhythmic movements in the future by employing motion capture systems or even electromyography, to measure subtle muscle responses.

In sum, the present study provides the first exploratory evidence that infants’ spontaneous rhythmic body movements while listening to rhythmic speech are systematic. We observe that infants’ motor engagement is highest when they hear duration cues to rhythm. Moreover, they produce more rhythmic movements to native than to non-native speech. Lastly, individual differences in the quantity of infants’ rhythmic motor responses is associated with their speech segmentation ability, but other than expected, infants who showed less rhythmic movements showed more mature and stronger performance in speech segmentation. Future studies should further investigate how rhythmic body movements to speech rhythm may interact with language acquisition.
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Musical interactions are a common and multimodal part of an infant’s daily experiences. Infants hear their parents sing while watching their lips move and see their older siblings dance along to music playing over the radio. Here, we explore whether 8- to 12-month-old infants associate musical rhythms they hear with synchronous visual displays by tracking their dynamic visual attention to matched and mismatched displays. Visual attention was measured using eye-tracking while they attended to a screen displaying two videos of a finger tapping at different speeds. These videos were presented side by side while infants listened to an auditory rhythm (high or low pitch) synchronized with one of the two videos. Infants attended more to the low-pitch trials than to the high-pitch trials but did not display a preference for attending to the synchronous hand over the asynchronous hand within trials. Exploratory evidence, however, suggests that tempo, pitch, and rhythmic complexity interactively engage infants’ visual attention to a tapping hand, especially when that hand is aligned with the auditory stimulus. For example, when the rhythm was complex and the auditory stimulus was low in pitch, infants attended to the fast hand more when it aligned with the auditory stream than to misaligned trials. These results suggest that the audiovisual integration in rhythmic non-speech contexts is influenced by stimulus properties.
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1 Introduction

Music and song are frequently encountered in infants’ everyday soundscapes (Mendoza and Fausey, 2021). While these experiences are sometimes unimodal, such as when infants listen to music from their car seat during a drive, they are often multimodal events. Caregivers gently rock their infants while making eye contact and singing, a melody plays from a rotating mobile above the crib, or a song accompanied by a video plays from a nearby television. A growing body of research suggests that even newborn infants can track an unfolding auditory rhythm (for a review, see Provasi et al., 2014), but many questions remain about how infants integrate auditory rhythms with corresponding visual rhythms and how this integration guides attention over time.

When adults listen to music, synchronous visual displays (e.g., an expressive singer’s face and the performer playing their instrument) have an impact on emotional, perceptual, and esthetic judgments (Schutz and Lipscomb, 2007; Thompson et al., 2008; Platz and Kopiez, 2012; Pan et al., 2019). Adults are also quite capable of detecting audiovisual asynchrony in musical displays, although musical expertise and stimulus features interact to affect task difficulty (Petrini et al., 2009).

Less is known about how and when infants begin to link rhythmic sounds that they hear with synchronous visual displays. The limited research suggests that infants can at least discriminate between synchronous and asynchronous audiovisual rhythmic displays by 6 months of age (Gerson et al., 2015; Hannon et al., 2017). However, beyond discrimination, little is known about how infants deploy attention to competing synchronous or asynchronous audiovisual rhythmic displays when both are present. Hypotheses informed by the auditory scene analysis framework (Bregman, 1994) would predict that infants will deploy visual attention to the object most likely to be creating the auditory stream—for example, a mouth moving in synchrony with the speech stream. This aligns with the intersensory redundancy hypothesis (Lickliter et al., 2017), which stipulates that redundancy in multimodal stimuli effectively recruits attention, facilitating the perception of amodal properties, such as rhythm. Conversely, if detecting audiovisual rhythmic synchrony is easily achieved by infants, they might quickly shift their attention to the asynchronous visual display. This would support information-seeking models of infant attention: for example, the Hunter and Ames (1988) model of infant attention, which predicts that infants will attend to stimuli worthy of continued exploration, as well as the discrepancy hypothesis, which predicts that infants will attend most to events that are moderately complex (Kinney and Kagan, 1976; Kidd et al., 2014). Taken together, these models suggest that infant attention toward rhythmic audiovisual synchrony is likely to be modulated by stimulus properties, such as complexity, and may shift as a scene unfolds over time.

Previous studies reveal substantial variability in infant attention to audiovisual synchrony, potentially stemming from cross-study differences in methodologies, variations in stimulus features (speech vs. non-speech, rhythmic or non-rhythmic), and stimulus complexity (Shaw and Bortfeld, 2015). Existing evidence suggests that very young infants demonstrate an early-emerging preference for synchronous displays. For example, newborns hearing either a vocal or non-vocal sound preferentially look at one of two videos of a vocalizing monkey with a matching temporal structure (Lewkowicz et al., 2010). By around 3 months of age, infants presented with alternating synchronous and asynchronous displays of a face reciting nursery rhymes focused longer on the synchronous displays (Dodd, 1979). Similar synchrony preferences were found in 4-month-old infants watching simultaneously presented synchronous and tempo-shifted displays of two puppets bouncing isochronously and generating impact sounds (Spelke, 1979).

However, studies with older infants and more complex stimuli suggest that audiovisual synchrony does not consistently guide attention across all contexts. For example, when infants listen to an unfolding speech stream alongside two talking faces, infants below 12 months look equally at both displays, whereas those 12 to 14 months look longer at the synchronous display (Lewkowicz et al., 2015). This might suggest that ongoing speech streams are more difficult for infants to associate with competing visual displays compared to the stimuli used in the experiments cited previously. Corroborating this interpretation, the observed preference for synchronous talking faces documented after the first birthday appears to be stimulus-dependent and is eliminated when adult-directed (as opposed to infant-directed) speech or non-native languages are presented (Kubicek et al., 2014). This may be surprising given the early-emerging audiovisual synchrony detection documented even by newborns using vocal stimuli. However, it could be linked to the timing of perceptual narrowing and native-language speech specialization, processes that unfold after 6 months of age (Danielson et al., 2017). Overall, it is unclear whether these results, which seem incongruent with the early emergence of synchrony preference, stem from increased task complexity, developmental changes in cognitive ability (i.e., information-seeking behavior), or properties specific to the stimulus being used.

One stimulus feature of potential importance is pitch. Previous research with adults and infants suggests that listeners focus on high-frequency sounds when identifying the melody of music (Fujioka et al., 2005; Marie and Trainor, 2014; Trainor et al., 2014) and on low-frequency sounds when tracking the rhythm of music (Hove et al., 2014; Lenc et al., 2018, 2023). This suggests that if low-tone rhythms are easier to track (i.e., the low-tone superiority effect), they may also be easier to integrate with synchronous visual displays.

Another potentially important dimension to investigate is how attention is distributed over time. Recent research exploring infant multimodal perception of song, for example, suggests that infants dynamically shift their attention between a singer’s eyes and mouth (Lense et al., 2022). Specifically, infants increase their attention to a singer’s eyes around the musical beat window. These shifting attentional processes, which align with the dynamic attending models of rhythm perception (Large and Jones, 1999), highlight that exploring overall looking patterns collapsed over time may mask indicators of audiovisual integration. Instead, a real-time analysis of infant attention as it unfolds over time, such as with eye-tracking technology, may uncover subtler indications of audiovisual synchrony.

In the present study, we investigated how 8- to 12-month-old infants deploy attention over time while synchronous and asynchronous videos are presented side by side, concurrent with an auditory stimulus. Using eye-tracking, we examined how infants allocated attention to audiovisual synchrony at the trial level. Additionally, we investigated the impact of pitch (high vs. low) on audiovisual integration, given previous observations of a low-tone superiority effect for auditory rhythm processing in infants and adults. Infants were presented with two side-by-side videos depicting a hand tapping with one finger, each playing at distinct rates. Meanwhile, infants listened to either a high- or low-frequency rhythmic pattern synchronized with one of the two videos. We measured infants’ relative looking time to the synchronous and asynchronous videos, as well as the time course of looking as trials unfolded. The auditory scene analysis framework suggests that infants would spend more time looking at the probable source of the sound—the synchronous video. If infants instead spend more time looking at the asynchronous video, this would support the models of infant attention that highlight information-seeking and preferences for moderate complexity levels. Furthermore, we explored how the pitch of the rhythmic sequence might impact infant attention and preference for synchrony. If infants demonstrate low-tone superiority for rhythmic processing, they may detect synchrony more readily in low-frequency conditions.



2 Methods


2.1 Participants

Full-term infants (>36 weeks gestation) between 8 and 12 months were recruited from the University of Toronto Scarborough Infant and Child Database. Target sample sizes were determined based on laboratory resources and samples used in prior research, documenting infant auditory–visual integration from various research groups (Lewkowicz et al., 2010; Kubicek et al., 2014; Gerson et al., 2015). Data were collected from 44 infants before testing was paused in March 2020 due to COVID-19 laboratory shutdowns. Seven infants were tested but excluded from analysis due to fussiness (4), calibration errors (2), or equipment failure (1). This left data from 37 infants in the analyses (M age = 10.46 months, SD = 1.27; 21 girls, 16 boys). The first 21 participants were assigned to the isochronous rhythm condition. The following 16 participants were assigned to the syncopated rhythm condition.

Infants came from diverse language backgrounds, with 57% exposed to more than one language, and mean English exposure at 77% (1 of the 37 participants did not report language background). Household incomes exceeded medians ($84,000 CAD; Statistics Canada, 2023) reported in this geographic region, with 19% reporting <$60,000/year, 35% reporting between $60,000 and $120,000/year, and 46% reporting > $120,000/year. Two caregivers did not provide income information. Additionally, 46% of caregivers reported that their infants participated in organized music lessons (for example, paid weekly programs such as Kindermusik or Music Together or free community weekly drop-in classes; 5 did not respond).

The University of Toronto Research Ethics Board approved all experimental procedures (Protocol 36642). Informed written consent was obtained from all parents. Infants received a junior scientist t-shirt and certificate for participating.



2.2 Stimuli

Auditory stimuli were generated in Audacity (2.2.2) on a Windows computer. These stimuli consisted of 200 ms pure tones with inter-beat intervals (IOI) of 430 ms (100 beats per minute, or bpm) or 600 ms (140 bpm). Pure tones had a 10-ms rise time and a 50-ms fall time. High- and low-frequency patterns were created using pure tone sine waves with 1236.8 Hz and 130 Hz, respectively, consistent with frequencies utilized by Lenc et al. (2018). Isochronous (x-x-x-x-x-x-x-x-) and syncopated (x--x--x---x-x---) rhythm patterns were used.

In each trial, visual stimuli consisted of two side-by-side finger-tapping videos: one synchronous with the tempo of the auditory stimulus and one asynchronous. Both videos were oriented such that the fingers were pointed toward the middle against a black background (see Figure 1). Pointing the fingers inward ensured that the points of impact were equidistant from the fixation point in the center of the screen, which infants fixated on before the trial began.
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FIGURE 1
 (A) Example of experimental setup. Infants sat on their parent’s lap. Calibration stickers were placed on the children’s foreheads. The loudspeaker was directly centered under the display screen and in front of the infant. Note that lights were dimmed during data collection. (B) An example of one trial. First, an attention-getter (shifting concentric circles accompanied by a chime sound) is displayed until the infant fixates. Then, the trial begins—two tapping hands are simultaneously presented, angled inward so that the point of contact is equidistant from the prior central fixation. The auditory rhythm is presented via the loudspeaker below the screen. Trials lasted 8000 ms.


These videos were recorded at 60 frames per second using a Google Pixel 2. The model was a white adult woman tapping with her dominant (right) hand and pointer finger. Two types of tapping videos were recorded: isochronous and syncopated, each initially recorded at 515 ms IOI (116.5 beats per minute). These videos were subsequently sped up and slowed down by 16.5% using iMovie (10.1.9) to generate the 430 ms IOI (fast) and 600 ms IOI (slow) versions of each video. Mirror images were created by duplicating and flipping the videos to create a version with the finger pointing to the opposite side. The video commenced with both fingers starting their ascent from the surface (a wooden table) at the same time. Audio files were aligned so that the first pure tone occurred in synchrony with the first impact point for the synchronous video. There were 8 unique stimulus combinations that counterbalanced synchronous video location (left/right), tempo of the auditory rhythm (fast/slow), and pitch of the auditory rhythm (high/low). These 8 trial types were randomized within each trial block. An attention-getter, presented during calibration and between trials, was obtained from the Open Science Framework website,1 consisting of colorful concentric circles and auditory chimes.



2.3 Apparatus

Infants were tested sitting on their parent’s laps in a small dark room surrounded by heavy white curtains (see Figure 1). Each parent was provided with blacked-out glasses obscuring their vision as well as noise-isolating headphones playing music. Infants sat 55 cm in front of a 1280 × 1024 computer monitor. The audio was presented at 78.8 dBC SPL from a KRK Rokit 5 speaker centered below the monitor. Stimuli were presented using Experiment Builder (SR Research).

Eye movements were recorded using an EyeLink 1000 Plus system (SR Research Ltd.). The eye tracker camera recorded reflections of infrared light on the infant’s cornea in relation to their pupil at a sampling rate of 500 Hz. A head-free setup was utilized with a target sticker placed on the infant’s forehead between their eyebrows. The right eye was tracked across all infants. A three-point calibration procedure with manual experimenter confirmation was used to map gaze position to screen position, using the attention-getter (colorful spinning circles accompanied with a chime) at each target point.



2.4 Procedure

Following calibration, the experiment began. The attention-getter was presented in the center of the screen before each trial. The experimenter manually triggered the trial presentation after confirming that the infant gaze was within 10 degrees of the attention-getter and correcting for drift. Following the attention-getter, trials were presented for 8 s. Blocks of the 8 trial types (counterbalanced for synchrony left/right, fast/slow tempo, and high/low pitch) were repeated six times (48 trials total). The trial order was randomized within each block. Once calibration was complete, the procedure took approximately 10 to 15 min.

Upon completion of the experiment, the caregiver completed a general demographics questionnaire and the “Music@Home-Infant” questionnaire (Politimou et al., 2018), which gathered information about infants’ musical home environments.



2.5 Data processing

For the analyses below, trials were retained if infants looked at least once at the left and at least once at the right display. These criteria led to the exclusion of 235 out of the 1527 trials (15%). This criterion was selected a priori to prioritize trial inclusion. The remaining trials had looking times that ranged from 172 ms to 7903 ms (M = 4432 ms, SD = 1881 ms). Only 11 (<1%) of the included trials had looking times that were less than 2 SDs below the mean (670 ms). To liberally capture infant looking, our interest areas focused on the right vs. left half of the screen rather than specific interest areas in each video.



2.6 Analyses

Our primary dependent measures were (1) the proportion of time spent looking at the side of the screen displaying synchronous over the asynchronous display and (2) overall dwell times to either (synchronous/asynchronous) display. Exploratory dependent measures are described in more detail below. The proportion of looking at the synchronous and asynchronous displays was compared to chance levels (0.50) using one-sample t-tests. Linear mixed-effects models (LMEM; glmmTMB package, Brooks et al., 2017) in R (version 4.2.2, R Core Team, 2023) were used to evaluate the effects of pitch, tempo, and rhythmic complexity on infant-looking measures. We contrast-coded the repeated-measures variables pitch (low = −1, high = 1) and tempo (slow = −1, fast = 1) and the between-participants variable rhythmic complexity (isochronous = −1, complex = 1), such that a main effect of a factor represents the average effect across levels of the other factors.

Age, trial, and Music@Home scores were included as continuous predictors. For proportion-looking data, we assumed a beta distribution. For overall looking time, Gaussian distributions were assumed. Random intercepts for participants were included in the models to account for repeated measures.




3 Results


3.1 Preferential looking to synchronous or asynchronous displays

The infant proportion of time spent looking at the synchronous compared to the asynchronous side of the screen was calculated per trial. Overall, relative to the time infants spent looking at either half of the screen, they spent 49.9% of the time dwelling on the synchronous side. This did not differ significantly from chance levels (50%), t(36) = −0.11, p = 0.913 (one-sample test). To explore whether this null finding was driven by trials where infant looking may not have been long enough to notice synchrony, we ran the same test using a strict trial inclusion criterion requiring at least 1200 ms (at least two tap cycles) of looking to both the synchronous and asynchronous displays and found the same pattern, t (36) = −0.61, p = 0.548 (one-sample test). This pattern of distributed attention was consistent across conditions. A linear mixed-effects model demonstrated no significant effects of pitch, tempo, rhythmic complexity, or interaction between these terms on proportion time looking to the synchronous side (p’s > 0.467). We also found no significant relationship between Music@Home general factor score, infant age, or trial number and proportion of synchronous looking (p’s > 0.479). A simplified model exploring only the interaction between pitch and tempo while accounting for trial number revealed similar findings (p’s > 0.282).



3.2 Overall attention across trials

The infant’s total looking duration for either display was calculated per trial. A linear mixed-effects model was used to explore whether total looking changed across conditions (pitch, speed, rhythmic complexity, and trial number) and infant characteristics (age and Music@Home scores). While no interactions emerged, we found a simple effect of the trial (B = −44.41, SE = 3.22, z = −13.77, p < 0.001) and pitch (B = −312.16, SE = 140.63, z = −2.22, p = 0.026). As expected, overall attention to the displays reduced as trials progressed. Interestingly, infants spent more time looking at the screen in the low-pitch audio conditions (M = 4435 ms) than in the high-pitch audio conditions (M = 4271 ms).



3.3 Exploratory analyses around beat windows

Our initial hypothesis—that infants would prefer synchronous or asynchronous displays—was not supported. After completing our planned analyses, we further explored whether infants’ attention to the synchronous and asynchronous hand shifted dynamically around the beat windows. This exploratory analysis was inspired by recent infant eye-tracking work showing that infants selectively attend a singer’s eyes (compared to the mouth) at rhythmically important moments (Lense et al., 2022). For this analysis, 35 ms bins were identified across the window 210 ms before and after each beat for both the fast and slow taps within each trial. Then, for each trial, we determined if each infant fixated on the side of the screen displaying the tapping hand—looking at the fast hand around fast beat windows and the slow hand around slow beat windows—at least once within each of these 35ms bins. We then aggregated looks at the tapping hand around each beat window, considering whether the audio aligned with that beat window. This approach allowed us to calculate the proportion of bins containing looks at the same tapping hand when that hand was either congruent with the audio or incongruent with the audio. From these values, we calculated a difference score reflecting congruent–incongruent looking across bins surrounding the fast and slow beat windows. Positive values reflect more looking to the tapping hand on synchronous compared to asynchronous audio trials. For example, this would mean more looking to the fast hand around the fast beat window when fast audio is presented than when slow audio is presented. If infants did not integrate audiovisual information, they should distribute their attention similarly to a given hand regardless of audio congruence, resulting in a difference score close to 0. However, we hypothesized that if auditory stimuli guide visual attention to the tapping hand, infants should display a greater tendency to look at the tapping hand when it aligns with the audio.

A linear mixed-effects model was used to explore whether an infant looking at the congruent tapping hand was guided by features of the auditory stimuli. Our model explored the simple effects and interactions between pitch (high and low), speed of the tapping hand (fast and slow), and rhythmic complexity (isochronous and complex). A three-way interaction emerged, B = −0.07, SE = 0.01, z = −4.89, p < 0.001. Simple effects were explored within each rhythmic complexity condition (see Figure 2).

[image: Figure 2]

FIGURE 2
 The exploratory analysis investigated whether attention to the stimuli was enhanced by audiovisual congruence around the tap window. Specifically, we asked whether attention around taps for a given video (e.g., the fast hand) was enhanced when the audio was congruent compared to incongruent. First, the window around each finger tap was divided into 35-ms bins (6 before and 6 after). Each bin was assigned 1 or 0 (1 = a fixation to the tapping hand occurred). These values were then aggregated across taps within trials and across trials within each pitch condition. Finally, the proportion of bins containing looks at the tapping hand on congruent trials (in this example, the fast hand in fast audio trials) was calculated and compared to the proportion of bins containing looks at the tapping hand on incongruent trials (here, the fast hand in slow audio trials). The difference scores in Figure 3 reflect incongruent looking subtracted from congruent looking.


[image: Figure 3]

FIGURE 3
 Here, we plot infant attention to the tapping fingers around the fast (top row) and slow (bottom row) beat windows for infants in the isochronous (left) and complex (right) rhythm conditions. The y-axis shows the difference score in looking at these hands when the audio is congruent vs. incongruent with that hand’s tapping tempo (i.e., looking above baseline represents more looking when audio aligns than when audio does not align). The error bars represent the standard error of the mean.


Within the isochronous rhythm condition, the main effects of pitch (B = −0.02, SE = 0.005, z = −3.12, p = 0.002) and speed of the tapping hand (B = −0.01, SE = 0.005, z = −2.18, p = 0.029) were qualified by an interaction between these factors (B = 0.04, SE = 0.007, z = 5.09, p < 0.001). Above-baseline congruent looks (more looking when audio is congruent) to the fast hand were greater in the high-pitch condition than in the low-pitch condition, p < 0.001. Conversely, above-baseline congruent looks at the slow hand were greater in the low-pitch condition than in the high-pitch condition, p <. 001.

In the syncopated rhythm condition, the main effects of pitch (B = −0.03, SE = 0.009, z = −3.50, p < 0.001) and speed of the tapping hand (B = 0.03, SE = 0.009, z = 3.09, p = 0.002) were again qualified by an interaction between these factors (B = −0.03, SE = 0.01, z = −2.47, p = 0.014). The difference scores for looks at the fast-tapping hand and the slow-tapping hand were both greater in the low-pitched conditions than in the high-pitched conditions. However, this pitch effect was more dramatic for congruent looking at the fast hand. Visual inspection suggests that variability across participants was higher in this condition than in the isochronous rhythm condition. While this increased variability may be reflective of the increased complexity of the stimulus, it may also be a by-product of the smaller sample (n = 16 compared to 21 infants).




4 Discussion

When presented with two side-by-side videos of fingers tapping rhythmically, 8- to 12-month-old infants did not show overall within-trial preferences for the video that aligned with the auditory rhythm. Furthermore, our analyses found no effect of rhythmic complexity (isochronous/syncopated), auditory pitch (high/low), tempo (fast/slow), or infant musical background on their interest in the synchronous vs. asynchronous display. This finding may be surprising, given that much younger infants prefer to attend to visual displays that align with presented audio (Spelke, 1979; Lewkowicz et al., 2010), but converges with other research within this age group, suggesting that this synchrony preference is inconsistent, if present at all (Kubicek et al., 2014; Lewkowicz et al., 2015). These findings are unlikely to reflect low interest in the stimuli, which are arguably less interesting than speech streams—trial-level dwell times exceeded 50% of the trial lengths.

A synchrony preference would have provided support for the auditory scene analysis framework (Bregman, 1994) and would have suggested that infants use auditory–visual synchrony to guide attention to likely sound sources. Overall preferences for attending asynchronous displays, on the other hand, would have suggested that infants in this age range find synchrony detection to be trivial and shift to the display, warranting more exploration (Hunter and Ames, 1988).

Not finding support for either model and inspired by recent research investigating infant attention to a singing face (Lense et al., 2022), we explored infant attention around the beat window. Specifically, we asked if cross-trial interest in the fast and slow displays was facilitated by hearing a congruent rhythm. Here, our analysis revealed preliminary evidence for integration and evidence that stimulus features mattered. Across most conditions, infants displayed a greater tendency for congruent compared to incongruent fixations to the tapping hand in the low-pitch condition compared to the high-pitch condition. This pattern was particularly pronounced in the syncopated rhythm/fast hand condition. These initial findings provide preliminary evidence that infants are integrating the rhythms that they hear with the rhythms that they see—if these streams were being processed independently, we would not expect to see above-baseline congruent looks. Above-baseline looking suggests that infants are especially likely to look at a particular rhythmic visual display when it aligns with the rhythms being heard. While this analysis is exploratory, it highlights the value of exploring fine-grained infant attention to synchronous displays instead of only looking at averaged interest collapsed across trial lengths.

We did not find any evidence for individual differences in synchrony preferences or congruent looks around beat windows relating to infant age or home music background (from the Music@Home scale). Due to the interruption of in-person data collection by the COVID-19 lockdowns, future research with larger samples may be able to address this question more directly. For example, previous research with 6-month-old infants shows that infants provided an opportunity to interact with a toy drum are subsequently more interested in videos showing the same toy drum being struck synchronously rather than asynchronously with auditory rhythms (Gerson et al., 2015). This example of short-term experience raises questions about whether long-term experience also impacts early attentional biases for audiovisual synchrony.

Irrespective of whether infants engaged in synchronous or asynchronous looking, they demonstrated more time attending to the visual displays in the low-pitch condition compared to the high-pitch condition. This observation may be interpreted in light of the low-tone superiority effect, demonstrating that rhythmic information is better extracted from low-pitch signals (Hove et al., 2014; Lenc et al., 2023). Perhaps infants were more interested in exploring the two visual rhythms when the auditory stream provided a more salient rhythmic context. Future research could explore the effect of pitch on rhythm processing by asking whether infants are better able to detect rhythmic violations in low- compared to high-pitch streams. It is also worth noting that infant preferences for pitch in musical signals are context-dependent—for example, infants prefer to listen to low- over high-pitched lullabies but prefer to listen to high- over low-pitched playsongs (Volkova et al., 2006; Tsang and Conrad, 2010). Lullabies also tend to have slower and steadier rhythms (Trainor et al., 1997) and are more effective at downregulating infant arousal (Cirelli et al., 2020). Questions remain about how pitch interacts with rhythm and functional goals in shaping infants’ perceptions and emotional reactions to everyday musical exchanges.

Future studies are needed to harmonize the existing research on the developmental trajectory of auditory–visual integration in infancy. Here, we opted to utilize musically relevant rhythmic patterns (isochronous and syncopated), which were selected to match those used in prior work exploring the low-tone superiority effect (Lenc et al., 2018). One potential consideration, however, is that the audiovisual pairings we selected—namely, sine tones and tapping fingers—do not occur naturally. Previous research has shown that infants as young as 6 months are sensitive to some aspects of audiovisual congruence in impact events. When presented with side-by-side videos that are both temporally synchronized with an auditory stimulus, infants preferentially watch the display that matches the acoustic properties of the heard material (Bahrick, 1987). In contrast, however, infants are likely to integrate natural speech and sine wave speech when presented synchronously with a talking face (Baart et al., 2014) and experience audiovisual illusions—such as the sound-bounce illusion—even when the “sound” paired with the bounce is an artificial beep (Sekuler et al., 1997; Scheier et al., 2003). Therefore, many unanswered questions remain about the potential facilitatory effects of naturalistic vs. artificial audiovisual pairing and the role of experience in informing infants’ expectations about naturalistic audiovisual pairings. The present research highlights that considering stimulus properties and tracking dynamic attention is an important step toward building predictions about how audiovisual synchrony guides attention in early life.
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Early language development is characterized by large individual variation. Several factors were proposed to contribute to individual pathways of language acquisition in infancy and childhood. One of the biologically based explaining factors is temperament, however, the exact contributions and the timing of the effects merits further research. Pre-term status, infant sex, and environmental factors such as maternal education and maternal language are also involved. Our study aimed to investigate the longitudinal relationship between infant temperament and early language development, also considering infant gender, gestational age, and birthweight. Early temperament was assessed at 6, 9, 18, 24, and 30 months with the Very Short Form of Infant Behavior Questionnaire (IBQ-R) and the Very Short Form of Early Childhood Behavior Questionnaire (ECBQ). Early nonverbal communication skills, receptive and expressive vocabulary were evaluated with the Hungarian version of The MacArthur Communicative Development Inventory (HCDI). Our study adds further evidence to the contribution of infant temperament to early language development. Temperament, infant gender, and gestational age were associated with language development in infancy. Infants and toddlers with higher Surgency might enter communicative situations more readily and show more engagement with adult social partners, which is favorable for communication development. Gestational age was previously identified as a predictor for language in preterm infants. Our results extend this association to the later and narrower gestational age time window of term deliveries. Infants born after longer gestation develop better expressive vocabulary in toddlerhood. Gestational age may mark prenatal developmental processes that may exert influence on the development of verbal communication at later ages.
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1 Introduction

Early language development shows great individual variation both in the extension and the expansion of receptive and expressive vocabulary. The range of a 12-month-old, typically developing child’s receptive vocabulary may span from 25 to more than 200 words, and similar variation can be observed in expressive vocabulary (Fenson et al., 2007). Some children utter their first words by the age of 12 months while others only after 18 months. The rate of development begins to even out by the third year of life (Fenson et al., 2007). Previous studies indicated several biological factors influencing the dynamics of linguistic development in early childhood. Gestational age (Barre et al., 2011), birthweight (Stolt et al., 2009), infant sex (Law et al., 2019) and infant temperament (Ishikawa-Omori et al., 2022) were among these factors, however, social class, family history, certain environmental characteristics (AlHammadi, 2017) seem to play a role.

Concerning gestational age, studies suggest that children born very preterm and extremely preterm exhibit delayed language skills compared to full-term children (Foster-Cohen et al., 2007, 2010). In their earlier work, Foster-Cohen et al. (2007) studied 90 preterm children (N = 36 extremely preterm gestational age < 28 weeks, and N = 54 very preterm, gestational age 28–33) and 102 full-term children (gestational age 38–41). The MacArthur-Bates Communicative Development Inventory: Words and Sentences (CDI-WS) at 2 years of corrected age was associated with gestational age at birth. Vocabulary size, word use quality, morphological and syntactic complexity were related to longer gestation before birth. An association between gestational age and language outcomes persisted after the authors controlled for child and family factors otherwise related to gestational age. At 4 years (Foster-Cohen et al., 2010), the association between language development and very preterm birth was replicated. These children had significantly poorer linguistic outcomes even after excluding children with neurosensory impairment and statistical control for the effect of social risk. By contrast, Pérez-Pereira et al. (2016) studied language performance at 30 months with the Galician version of the CDI. Comparing low-risk preterm (mean gestational age, GA: 32.60 weeks) and full-term children (GA: 39.84 weeks), they found no significant differences in the language outcomes: word production, MLU and sentence complexity between groups.

However, the third trimester is characterized by important developmental changes in the brain. Shortened gestation, even within the normal term delivery range (greater than 37 weeks), had long-lasting effects on neural development in a healthy, low-risk population (Davis et al., 2011) with lower gray matter density detected by magnetic resonance imaging. These structural differences may lead to variation in later cognitive development as well. Can et al. (2013) identified several brain regions with early white matter and gray-matter concentrations in association with infants’ receptive language ability and expressive language at 12 months. The indicated cerebellum, PLIC/cerebral peduncle, and hippocampus are suggested to be associated with early language development. These brain developmental processes may contribute to the underlying mechanism connecting higher gestational age with better receptive language at 24 months of age in a sample of toddlers born after 32 weeks of gestation (Snijders et al., 2020). The Norwegian Mother and Child Cohort Study found that children born both early-term and late-preterm had an increased risk for communication impairment at 18 months and for expressive language impairments at 36 months (Stene-Larsen et al., 2014). Thus, we hypothesize that the linguistic performance of a full-term child may also be related to gestational age in a middle-class, term infant sample.

The contribution of birthweight to variations in language development tends to be confounded by preterm status (Stolt et al., 2009; Barre et al., 2011). No effect of birthweight on language outcomes was detected in a sample of Hungarian children on the Hungarian version of CDI-III (Dale et al., 2001; Fenson et al., 2007; Kas et al., 2022) at 2–4 years of age. The sample of 1,424 term children included 9.3% low-birthweight (<2,500 g) children. CDI scores were predicted by children’s age, gender, and parents’ education level, whereas other factors including birthweight, birth problems, number of siblings, birth order, multilingualism, familial net income, and children’s chronic illness did not have significant effects. Individual differences within normal birthweight (>2,500 g) have not yet been linked to language development, however, Full-scale IQ performance was positively associated with birthweight within the normal range (Matte et al., 2001). Marinopoulou et al. (2021) found that the number of words used by children at age 2.5 years was associated with deficits in intellectual functioning at age 7 years. Children who used 50 words or fewer at age 2.5 years had lower scores of Full-scale IQ, verbal comprehension, working memory, and perceptual reasoning at age 7 years. Given the contradictory results and the potential association via IQ, further investigation of the role of birthweight is needed.

Although there is a growing body of research on the role of infant temperament (Ishikawa-Omori et al., 2022), the results are inconclusive. Studies differ in the definitions of temperament, the stage of language development investigated, the age range of the children, the length of data collection, and the set of other variables included in the analyses. The diversity of these parameters makes it difficult to compare the results. Major theories agree that temperament is inherently present at an early age and influences the expression of behaviors related to activity, affectivity, and self-regulation (Goldsmith et al., 1987; Shiner et al., 2012). However, different approaches to temperament use divergent operational definitions and thus operate within somewhat different frameworks. According to Rothbart and Derryberry (1981) and Rothbart (2007), whose approach was applied in the present study, temperament is constitutionally based, can be measured from infancy, and shows a relatively stable pattern extending over the lifetime (Hampson and Goldberg, 2006; Putnam et al., 2008; Kopala-Sibley et al., 2018; Tang et al., 2020). It can be defined as individual differences in reactivity and self-regulation that manifest in emotions, activity, and attention. Temperament is described by 3 major, distinct factors: Positive Emotionality/Surgency, Negative Affectivity and Regulatory Capacity/Effortful Control (see Table 1 for example items assessing the three factors). Buss and Plomin’s (1984) approach shares some of the concepts and behaviors observed, Thomas and Chess (1977) defined rather different temperament types based on nine dimensions of temperament that captured patterns relevant to clinical practice. While these theories consider emotions and affectivity as components of temperament, Goldsmith (1996) sees temperament as the expression and regulation of emotions. Thus, instruments based on one theory or the other may capture different aspects of temperament.



TABLE 1 Example items assessing the 3 factors of temperament (effortful control, Surgency, negative affectivity).
[image: Table1]

Based on Rothbart’s concept, longitudinal positive associations were found between temperament and expressive language skills. Children’s expressive vocabulary and length of utterance at 24 months were associated with Approach and Perceptual Sensitivity measured at 8 and 12 months of age (Davison et al., 2019). The scales of Approach and Perceptual Sensitivity, along with others, contribute to the Surgency factor (Gartstein and Rothbart, 2003). Laake and Bridgett (2014) also reported that a higher Surgency score measured at 10 months was predictive of improved expressive but not receptive language at 14 months. This relationship might be related to higher infant Surgency predicting higher levels of toddler Effortful Control (Putnam et al., 2008), and in turn, Effortful Control was reported to be associated with expressive language (Bruce et al., 2022). Also, as Positive Anticipation contributes to the Surgency factor, the general learning enhancing aspect or/and the social aspect of positive affect might be considered here as well. Kort et al. (2001) reported that positive affect enhanced students’ learning behavior. Yang et al. (2013) found that positive affect was related to better working memory and had a weaker relationship with short-term memory. They suggest that positive affect facilitates controlled cognitive processing, leading to improved learning ability. We may assume that improved learning ability may support language learning as well. Language learning is greatly facilitated by interactions with social partners. Dixon and Smith (2000) claim that individual differences in positive or negative emotionality might moderate the willingness of social partners to enter social dialogs in the first place, thus influencing exposure to language. Ishikawa-Omori et al. (2022) studied receptive and expressive vocabulary at 40 months. They found that two scales contributing to the Negative Affectivity factor, Motor Activation and Perceptual Sensitivity at 18 months predicted language skills at 40 months, however, the associations pointed in opposite directions. Higher scores on Perceptual Sensitivity were related to larger expressive and receptive vocabulary at 40 months, while higher scores on Motor Activation were related to poorer receptive and expressive vocabulary. Garello et al. (2012) also found concurrent negative correlations between Motor Activation and language development in 24- and 30-month-old children.

Early attentional control and the capacity for self-regulation, which consistently loaded on the Effortful Control factor, were associated positively with language development in infancy and early childhood as well. Dixon and Shore (1997) and Dixon and Smith (2000) reported that attentional control, positive affect and emotional stability measured at 13 months predicted the efficiency of language acquisition, including the time of appearance of first words and the time and speed of vocabulary expansion at 20–21 months. Dixon and Smith (2000) explained this pattern of longitudinal association by Rothbart and Bates’s (2007) theory of an early attentional control system, which corresponds to the maturation of the anterior attentional system at the end of the first year. This early attentional control system allows children to voluntarily direct and maintain attention and allows flexibility in awareness. In fact, emergent control of attention indicated by increases in the duration of orientation from 7 to 10 months was found to be associated with advanced language production at 20 months.

In summary, higher Positive Affect and Effortful Control at the end of the first year and the beginning of the second year are associated with better language performance between 1 and 2 years of age. Conversely, a higher score on the Negative Affectivity between 18 and 30 months is associated with poorer language performance between 24 and 40 months. Additionally, Negative Affectivity may influence the rate of expressive language development around the age of 2 and beyond due to a lower likelihood of engaging in social interactions.

The present study focused on examining the role of perinatal variables in addition to temperament in language development and assessing concurrent and longitudinal relationships in a longitudinal design. Both language development and temperament were evaluated repeatedly, allowing for capturing the potentially changing patterns of associations between temperament and language skills. In addition to expressive language and receptive vocabulary, gestural communication was measured. According to the design of CDI, the latter two were assessed up to 18 months (Frank et al., 2021). Regression models were used to determine the effect of temperament, infant gender and perinatal factors.



2 Materials and methods


2.1 Participants

A longitudinal project on early language development was carried out by recruiting 186 families. The inclusion criteria for the present study were that the child was born on time (gestational age > 37 and birthweight >2,500) and was taken to the baby lab at least once. All infants included in the present investigation were of low social risk and were the first-born children of their mothers. As is common in developmental studies with voluntary participants, mothers with higher education were overrepresented, with 75% having college or university degrees. All participants came from metropolitan (Budapest) or agglomeration areas, all children were monolingual. No hearing problems were reported. The sample was ethnically homogeneous Caucasians of Hungarian origin. Families were recruited at the infant’s birth, 4, 9, and 18 months of age (see Table 2). All families received detailed information on the study, and informed consent was obtained. The first wave included 74 middle-class mothers recruited in the HONVED PMC hospital’s maternity ward. Data were collected up to 18 months in this phase. An additional recruitment at 18 months was planned to increase the sample size continuing to the second phase, however, as the dropout rate was higher than previously expected due to the COVID-19 epidemic, additional recruitment of 4- and 9-month-old infants was carried out (see Table 2). The sex ratio and infant characteristics in the participating and the dropout families did not differ significantly. The present data set includes varying numbers of infants at different ages due to the disruption caused by the pandemic breaking out during data collection and preventing families from visiting the child laboratory. The exact numbers of available data at each age are presented in Table 2.



TABLE 2 Number of participants at each data collection point in cohorts recruited at different ages.
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2.2 Procedures and instruments

According to the original protocol, mothers were to fill in the questionnaires in the baby lab while lab assistants played with the children and administered tests in the passive presence of the mother. However, the Covid-19 pandemic resulted in some mothers completing the questionnaires from their homes online. There were no significant differences in temperament or language between the questionnaires administered before and during the pandemic.

Ethical approval for the study was granted by ETT-TUKEB (1942-12/2016) and EPKEB (77/2015).


2.2.1 Measurements of child temperament

Infant temperament was assessed using the Very Short Forms of the Infant Behavior Questionnaire (IBQ–R) (Putnam et al., 2014) and the Early Childhood Behavior Questionnaire (ECBQ) (Putnam et al., 2006). Mothers completed the 37-item IBQ–R and 36-item ECBQ (Hungarian versions: Lakatos et al., 2010) either in the baby lab or online at home. The IBQ–R was administered at 6 and 9 months of infant’s age, whereas the ECBQ was at 18, 24 and 30 months. Mothers rated the frequency of their infants’ behaviors over the past two weeks using seven-point Likert scales. Three main factors were computed: Surgency, Effortful Control, and Negative Affectivity. Cronbach alpha coefficients of internal consistency for these factors in this sample were between 0.607 and 0.805 (see Table 3). Missing data were not substituted.



TABLE 3 Cronbach’s alpha coefficients of internal consistency of IBQ-R-SF and ECBQ-SF factors.
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2.2.2 Measurements of language and communication skills

For the assessment of early language development, the Hungarian adaptation of the MacArthur-Bates Communicative Development Inventory (CDI) Words & Gestures and Words & Sentences parent report forms (Fenson et al., 2007) has been used (Kas et al., 2010, 2022). This questionnaire relies on maternal (caregiver) reports to explore children’s receptive and expressive vocabulary and assess their level of speech comprehension, gesture use, morpheme acquisition, and syntactic complexity through systematic questions. CDI forms are suitable for assessing language development in typically developing children aged 8–30 months or older with developmental disorders. The present study considers the following CDI variables: (1) receptive vocabulary total score, (2) expressive vocabulary total score, and (3) gestures total score including sub-scores of object manipulation, imitation of adults, symbolic activity, and non-verbal gesture use. The CDI was first administered at 9 months of age, followed by a second administration at 12 months. Thereafter, the course of language development was monitored at two-month intervals until the age of 30 months (Figure 1). For the present report, language data from 18, 24, and 30 months was included in the analyses. Eighteen months of age represents a major turning point in language development, as this is the last age when all 3 dimensions of the CDI (receptivity, expression and gesture) are assessed. Twenty-four-month language data was included because it showed the highest variability. Thirty-month expressive language as measured by CDI was also characterized by good variability. Temperament was also assessed at these ages, thus concurrent associations can be examined.

[image: Figure 1]

FIGURE 1
 CDI expressive vocabulary scores by age.




2.2.3 Analyses

Data were analyzed with IBM SPSS (Version 26). Descriptive measures of linguistic variables obtained from H-CDI (Receptive and Expressive Vocabulary and Communicative Gestures) and of the temperament variables obtained from IBQ-R and ECBQ (Surgency, Effortful Control, Negative Affectivity), perinatal variables, and infant sex were calculated (Table 4). According to the results of Shapiro–Wilk tests, parametric and non-parametric tests were carried out in the analyses. Sex differences were investigated for all variables. To examine the contribution of temperament, perinatal factors to the individual variation in language development, we first analyzed correlations of these variables with language development at various ages (see Table 5). Variables with significant associations were entered as predictors in stepwise linear regression analysis to determine their predictive value on the dependent linguistic variables, such as receptive and expressive vocabulary and communicative gestures at 18 months of age, and expressive vocabulary at 24 and 30 months of age.



TABLE 4 Descriptive statistics of and differences by infant sex in perinatal factors, temperament scales, and language skills.
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TABLE 5 Correlations between perinatal factors, temperament, and language.
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3 Results


3.1 Descriptive statistics

Means and standard deviations for the whole sample, and for boys and girls separately are presented in Table 4. The age-related growth of expressive vocabulary between 9 and 30 months is depicted in Figure 1.

One-way ANOVA or Kruskal-Wallis tests were applied to assess sex differences. No gender differences were observed in gestational age, but boys were significantly heavier at birth [H(1, n = 179] = 20.394, p < 0.001). Likewise, no significant differences between boys and girls appeared on temperament scales at any age, apart from a statistical trend towards boys scoring higher on Surgency at 9 months [F(1,119) = 2.891, p = 0.092]. However, significant sex differences were found in CDI language scores (Table 4). Girls scored higher on all CDI sub-scales at most time points, except for receptive vocabulary at 18 months [H(1, n = 147] = 2.939, p = 0.086), yet with a tendency in favor of girls.



3.2 Correlations with language scores

Bivariate relationships between language development and temperament, demographic and perinatal variables were explored by correlation analyses (Table 5) to select variables for regression analyses predicting language outcomes.

Concurrent correlations were investigated at 18, 24 and 30 months. 18-month Surgency showed a consistent relationship with all measures of language development: higher Surgency was related to better language skills. Better Effortful Control was significantly related to more developed use of gestures and there was a tendency toward better receptive vocabulary. At 24 months, higher Surgency was related to better expressive vocabulary. At 30 months, the association between these two measures only showed a trend-level correlation, however, in the same direction as at earlier ages.

Longitudinal correlations were weak and sparse, however, Surgency at various ages tended to be related to measures of language and communicative development at later ages. Higher Surgency at 9 months was related to higher receptive vocabulary and gesture use at 18 months. Similarly, positive associations appeared between 18-month Surgency and expressive vocabulary at 24 months, and 24-month Surgency and expressive vocabulary at 30 months, with higher Surgency being related to a more extensive expressive vocabulary. In addition, 18-month receptive vocabulary and gesture use were associated with 9-month Effortful Control. Higher Negative Affectivity at 6 months was significantly correlated with more developed expressive vocabulary at 24 months. However, later Negative Affectivity (at 18 months) had the opposite relationship with expressive vocabulary at 30 months: more negative affect was associated with lower expressive vocabulary a year later.

Of the temperament factors in infancy and early childhood, Surgency seems to be indicated in language acquisition both concurrently and longitudinally, spanning from receptive to expressive language.



3.3 Longitudinal predictors of language development

To better understand how temperament and perinatal factors affect each language and communication skill measured by the H-CDI, we conducted linear regression analyses with stepwise selection separately for each CDI variable at 18, 24 and 30 months. Temperament variables of preceding ages, perinatal variables, and infant sex showing significant correlations with the predicted variable were included in the regression.

First, we examined receptive vocabulary at 18 months (Table 6). Birthweight, Surgency and Effortful Control at 9 months were entered in the model. In the final model [R2=0.089, F(1,104) = 10.161, p = 0.002], the single significant predictor was Surgency measured at 9 months (β = 0.298, p = 0.002).1



TABLE 6 Receptive vocabulary at 18 months was predicted by 9-month Surgency.
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In the model predicting gestures at 18 months, sex, Surgency, and Effortful Control at 9 months were entered (see Table 7). In the final model [R2=0.111, F(2,103) = 7.559, p = 0.001], predictive variables were Surgency measured at 9 months (β = 0.272, p = 0.004) and sex (β = −0.275, p = 0.004).2



TABLE 7 Gestures at 18 months were predicted by infant sex and Surgency (9 months).
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To predict expressive vocabulary at 18 months, only sex and gestational age were entered, as no temperament variable showed a significant correlation with this language outcome (see Table 8). Here, only one model was generated [R2=0.076, F(1,143) = 11.778, p < 0.001], with gestational age reaching significance (β = 0.276, p < 0.001).3



TABLE 8 Expressive vocabulary at 18 months was predicted by gestational age.
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Table 9 presents the regression model predicting expressive vocabulary at 24 months, in which sex, gestational age, Surgency and Negative Affectivity at 18 months were entered. In the final model [R2=0.112, F(2,129) = 8.163, p < 0.001], gestational age (β = 0.248, p = 0.004) and Negative Affectivity measured at 18 months (β = −0.199, p = 0.019) were the significant predictors.4



TABLE 9 Expressive vocabulary at 24 months was predicted by gestational age and negative affectivity (18 months).
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Infant sex, birthweight, Negative Affectivity at 6 months, and Surgency at 24 months were entered into the regression to predict expressive vocabulary at 30 months (see Table 10). In the final model [R2=0.088, F(1,64) = 6.152, p = 0.016], the only significant contributor was Surgency at 24 months5 (β = 0.296, p = 0.016).



TABLE 10 Expressive vocabulary at 30 months was predicted by Surgency at 24 month.
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4 Discussion

Our study aimed to investigate the longitudinal relationship between infant temperament and early language development, also considering infant sex and gestational age. Several data collection points for temperament (6–30 months) and language development (18–30 months) were included. Our findings support the role of both infant temperament and perinatal factors in early language development. Nine-month Surgency forecasted receptive vocabulary at 18 months and also contributed to gestural communication at 18 months in addition to infant sex. Gestational age predicted expressive vocabulary at 18 and 24 months. In addition, Negative Affectivity at 18 months also contributed to 24-month expressive vocabulary. Thirty-month expressive vocabulary was predicted by Surgency measured at 24 months.

While Surgency appears to have a significant influence on receptive language and gestures at 18 months, and expressive vocabulary at 30 months, there was a lack of association with expressive vocabulary at 18 and 24 months. Instead, expressive vocabulary at these ages was related to gestational age. Thus, there seems to be a discontinuity in the effect of Surgency, with the emergence of gestational age. Bates et al. (1992) describe increases in vocabulary and grammar along with increases in synaptic density and brain metabolism between the ages of 16–30 months. These brain developmental processes might not be independent of prenatal brain development potentially marked by gestational age. This may be reflected in gestational age predicting 18- and 24-month expressive vocabulary. Surgency, however, may play a role in the expansion of gestural and verbal communication via potentially increased exposure to communicative signals and engagement in social interaction (Laake and Bridgett, 2014). This may be reflected in the association with a more extensive receptive vocabulary and gestures at 18 months, and expressive language at a later age (30 months), when verbal communication is established in most of the children.


4.1 Surgency

Several studies have linked positive affectivity with language development in infancy and early childhood (Laake and Bridgett, 2014; Pérez-Pereira et al., 2016; Davison et al., 2019). Positive affectivity contributes to the Surgency factor in Rothbart’s temperament model (Gartstein and Rothbart, 2003). Laake and Bridgett found that 10-month-old infants with higher Positive Affectivity/Surgency, as measured by IBQ-R, showed improved expressive language at 14 months. Davidson’s study also supported these findings, as infant Positive Affectivity/Surgency measured at 8 and 12 months predicted expressive language skills at 24 months.

Consistent with the literature, we also found Surgency to be related to early language skills. Surgency at 9 months predicted receptive vocabulary and gesture use at 18 months, while Surgency measured at 24 months was a significant contributor to expressive vocabulary at 30 months. Of concurrent associations between Surgency and language measures, only correlations with 18-month receptive vocabulary and gesture use remained significant after Bonferroni correction. However, at least a trend-level association with concurrent Surgency pointing in the same direction can be observed for expressive vocabulary at all ages. Thus, infants with higher Surgency scores demonstrated better language abilities, both in terms of receptive and expressive language. These results suggest that Surgency may be related to language development over an extended period. Since there is some stability in Surgency over time (correlations among Surgency values measured between 9–30 months ranged between 0.358–0.694), temperament can be expected to show a weak longitudinal correlation with expressive communication.

As children with high Positive Affectivity/Surgency are more likely to engage in and elicit social interactions, they have more opportunities to practice and improve their expressive language skills (Laake and Bridgett, 2014). This assumption could also apply to gesture use and receptive language, as both are related to expressive language use. Extensive social interactions provide more opportunities not only for the use of expressive vocabulary but also for gestural communication. More social interactions may result in varied, and increased amounts of language stimuli, fostering the development of language skills.



4.2 Effortful control

In our study, Effortful Control was not a significant predictor of language development in the regression models. Only weak correlations were observed between Effortful Control at 9 months and gesture use and receptive vocabulary at 18 months. Medium concurrent correlation with gesture use was also observed at 18 months.

The link between effortful control and language development remains unclear, despite some studies (Salley and Dixon, 2007; Keller et al., 2016) suggesting a positive relationship that could potentially be attributed to varying attentional capacities, which are thought to support language acquisition (Snijders et al., 2020). Effortful Control, as measured by Rothbart’s temperament questionnaires, is related to the functioning of the executive network (Posner et al., 2016). In turn, a link was demonstrated between the executive network and language development, production, and comprehension (Ye and Zhou, 2009; Shokrkon and Nicoladis, 2022). Furthermore, language development may also contribute to executive function development and self-regulation (Roben et al., 2013; Bruce et al., 2023).

However, Bruce et al. (2022) found that Effortful Control was only related to concurrent language, and 10-month Orienting/Effortful Control did not predict 24-month expressive language. Similarly, Ishikawa-Omori et al. (2022) did not find a predictive link between Effortful Control at 18 months and language development at 40 months. Keller et al. (2016) only demonstrated a significant relationship in the second language competence of dual language learners in childhood. The lack of predictive power of Effortful Control preceding the age of language assessment in the regression models and the separately observed concurrent correlation are in line with these results.



4.3 Negative affectivity

Negative Affectivity was entered in regressions at 24 and 30 months, however, only 18-month Negative Affectivity proved to be a significant predictor for lower expressive vocabulary at 24 months. This result supports earlier findings that Negative Affectivity may be associated with worse language skills (Dixon and Smith, 2000; Garello et al., 2012; Ishikawa-Omori et al., 2022). For instance, Garello et al. found that at the ages of 24–30 months, increased Negative Emotionality and Motor Activity correlated with poorer language production and comprehension. Similarly, Ishikawa-Omori et al. (2022) reported that Motor Activity, a scale of the Negative Affectivity factor, measured at 18 months, predicted lower expressive and receptive language skills at 40 months. They suggested that fidgeting behavior may reduce the availability of attentional resources, and as a result, it could hinder language learning. Excessive negative emotions could limit the resources children can allocate for information processing and language learning. They may also influence the way the children and their social partners interact. Children displaying more negative affect indeed performed worse on a joint attention task at 21 months (Salley and Dixon, 2007).



4.4 Gestational age

Gestational age proved to be a significant predictor for expressive vocabulary at 18 and 24 months. It’s been well-documented that both preterm birth and low birthweight can negatively impact language development into school age and beyond (Husby et al., 2023). Emerging findings, however, suggest variation in the development of term-born children, indicating differing developmental trajectories for early-term, full-term, late-term and post-term children (MacKay et al., 2010; Espel et al., 2014; Bentley et al., 2016; Snijders et al., 2020; Dhamrait et al., 2021). Our results suggest that longer in-utero development may support the development of expressive language. The final weeks of intrauterine development are characterized by rapid brain development. Children born early-term will not benefit from the effect of uterine neurosteroids (Hüppi et al., 1998; Limperopoulos et al., 2005; Shaw et al., 2019) as long as children born at later gestational ages. Increasing evidence shows long-lasting brain structure differences in preterm infants (Inder et al., 2005; Rogers et al., 2018). For instance, variations in functional connectivity were present even in adolescence after preterm birth, suggesting distinctive neurodevelopment potentially underlying behavioral differences (Lubsen et al., 2011). Term-born infants’ brain development also seems to benefit from longer gestation, within the time window of 37–41st weeks. Gestational age was related to differences in brain development in school-age children (Davis et al., 2011; Nivins et al., 2023). Such a variation may contribute to the observed differences in cognitive functioning and language skills (Ma et al., 2022).



4.5 Infant sex

Other than temperament and gestational age, infant sex also seems to contribute to variations in language skills. Previous studies have shown sex differences in language acquisition (Eriksson et al., 2012; Law et al., 2019), which aligns with our findings. Except for receptive vocabulary at 18 months, girls performed significantly better on all language measures and infant sex predicted the use of gestures at 18 months. Although we have only assessed gestures at 18 months, previous studies found girls using more gestures and starting earlier than boys (Özçalişkan and Goldin-Meadow, 2010; Germain et al., 2022).



4.6 Conclusion

Our aim was to investigate the role of temperament and some perinatal and maternal characteristics on early language development in a sample of low-social-risk, first-born term infants. Our sample was rather homogeneous as all participants were Caucasian of Hungarian origin, and the maternal education level was generally high across the sample. Results indicate the contribution of Surgency both concurrently and longitudinally on various measures of language development and the influence of gestational age on expressive vocabulary at 18 and 24 months. Negative Affectivity only predicted expressive vocabulary at 24 months. Despite Effortful Control being correlated with 18-month language, it was not a significant predictor in the regression models.

However, a major limitation of the study was the sample size and the missing data due to the pandemic. The COVID-19 pandemic hit during data collection and caused unexpected loss of data (data collection could not be conducted due to closures) and thus a higher dropout rate. Although the pandemic had no direct influence on the data presented (no differences were observed on any measures between data collected pre-pandemic and pandemic, post-pandemic periods), there might be hidden underlying effects of the quarantine period. Only 3 families reported contracting COVID-19 during the data collection. Thus, we may assume that results were not influenced by the neurological effects of the viral infection. Another limitation was the relatively low reliability of some temperament factors (Surgency at 9 months: 0.61, Negative Affectivity at 24 months: 0.63). Since correlations of the Surgency factor were consistent with those of other ages (albeit weak across the board), we have decided to include it in the regression analyses.

Our results extend previous findings as we have demonstrated associations with Surgency at the early stages of language acquisition for both receptive and expressive vocabulary, and showed the additional significant contribution of gestational age and Negative Affectivity. Gestational age was identified as a predictor for language in preterm infants previously. Our results extend this association to the narrower time window of gestational age of full-term infants. The latter finding may have relevance for medical practice and child educational support agencies. In line with other studies highlighting difficulties in later academic performance, this calls for increased attention to the early development of early-term and term infants.



4.7 Future directions

Our results highlight the importance of longitudinal studies using tools to measure temperament based on the same theoretical concept over time. Also, investigating the small differences in gestational age in term infants in a larger sample may reveal important effects on language acquisition. With more evidence on how early-term status may influence later cognitive and language development, research on how certain environmental factors, such as socioeconomic status, maternal education, and quality of mother–child interaction might interact with gestational age can yield important results that can be translated into practices supporting early childhood development.

Extending the study beyond 30 months is crucial to identify early characteristics of developmental pathways leading to language impairment. The role of Surgency and the relative lack of power for Effortful Control in this sample calls for experimental investigation of the development of very early executive functions and attentional functioning.
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Footnotes

1   Multicollinearity was not detected (birthweight, Tolerance = 0.99, VIF = 1.00; Surgency at 9 months, Tolerance = 1.00 VIF = 1.00; Effortful Control at 9 months, Tolerance = 0.84, VIF = 1.19).

2   Multicollinearity was not detected (sex, Tolerance = 0.98, VIF = 1.02; Surgency at 9 months, Tolerance = 0.98, VIF = 1.02; Effortful Control at 9 months, Tolerance = 0.83, VIF = 1.21).

3   Multicollinearity was not detected (gestational age, Tolerance = 1.00, VIF = 1.00; sex, Tolerance = 1.00, VIF = 1.00).

4   Multicollinearity was not detected (gestational age, Tolerance = 0.98, VIF = 1.01; Negative Affectivity at 18 months, Tolerance = 0.98, VIF = 1.01; sex, Tolerance = 0.98, VIF = 1.01; Surgency at 18 months, Tolerance = 0.97, VIF = 1.03).

5   Multicollinearity was not detected (Surgency at 24 months, Tolerance = 1.00, VIF = 1.00; sex, Tolerance = 0.98, VIF = 1.02; birthweight, Tolerance = 0.99, VIF = 1.00; Negative Affectivity at 6 months, Tolerance = 0.98 VIF = 1.02).
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Even though most children acquire language effortlessly, not all do. Nowadays, language disorders are difficult to diagnose before 3–4 years of age, because diagnosis relies on behavioral criteria difficult to obtain early in life. Using electroencephalography, I investigated whether differences in newborns’ neural activity when listening to sentences in their native language (French) and a rhythmically different unfamiliar language (English) relate to measures of later language development at 12 and 18 months. Here I show that activation differences in the theta band at birth predict language comprehension abilities at 12 and 18 months. These findings suggest that a neural measure of language discrimination at birth could be used in the early identification of infants at risk of developmental language disorders.
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1 Introduction

Most children acquire their native language(s) rapidly and effortlessly during the first years of life regardless of culture (Kuhl, 2004). However, this is not always the case. Around 7% of kindergarten children (5–6 years) (Tomblin et al., 1997) are identified as having specific language impairment (SLI, also known as developmental language disorder, DLD), a disorder characterized by the difficulty to understand and produce spoken language in the absence of other cognitive deficits. Another 5 to 17% of school children suffer from dyslexia (Shaywitz, 1998), a specific deficit in reading acquisition not attributable to low IQ, poor education or neurological damage (Ramus and Ahissar, 2012). If untreated, these disorders can have an impact on many aspects of the child’s life (social, behavioral, academic), which can persist until adulthood. Nowadays, language disorders are difficult to diagnose before 3–4 years of age (Cristia et al., 2014), because diagnosis relies on behavioral criteria that are difficult to obtain early in life. However, children with learning or reading disabilities typically show deficits in speech perception earlier than when their disorder is diagnosed (Kuhl et al., 2005). Identifying measures that could allow their earlier detection is fundamental for the design of earlier interventions.

Previous research has shown that phonological deficits are often found in individuals with dyslexia and/or SLI (Ramus, 2003; Schulte-Körne and Bruder, 2010; Leonard, 2014). However, whether these deficits are speech-specific or related to basic auditory perception is still under debate (Lorusso et al., 2014; Cantiani et al., 2016). Furthermore, deficits processing auditory information in early infancy/childhood have been shown to relate to poorer later language and literacy skills in school (Molfese, 2000; Leppänen et al., 2010; Van Zuijen et al., 2013; Schaadt et al., 2015; Cantiani et al., 2016; Lohvansuu et al., 2018). Molfese (2000) found that the amplitude and latency of ERPs recorded at birth while infants listened to speech and non-speech sounds, could predict with 81% accuracy whether at 8 years of age children would be identified as normal, poor or dyslexic readers. In another newborn study, Leppänen et al. (2010) showed that children with familial risk for dyslexia exhibited atypical processing of sound frequency at birth, as evidenced by their ERP response to tones varying in pitch. Additionally, these early differences in auditory processing were related to phonological skills and letter knowledge before school age, as well as to phoneme duration perception, reading speed and spelling accuracy in the second grade of school (Leppänen et al., 2010). Similarly, Cantiani et al. (2016) investigated Rapid Auditory Processing (RAP) abilities in 6 months-olds at risk for Language Learning Impairment (LLI), by assessing their discrimination of pairs of tones varying in frequency and duration. They found their ERPs to be atypical and to be predictive of their expressive vocabulary at 20 months (Cantiani et al., 2016). More recently, Mittag et al. (2021) used magnetoencephalography (MEG) to investigate auditory processing of white noise in 6 and 12-month-olds. They found atypical auditory responses in infants at risk for dyslexia, which predicted syntactic processing between 18 and 30 months, and as well as word production at 18 and 21 months. However, this predictive relation was not found for the control infants.

Other studies have also investigated whether early speech perception abilities relate to later language acquisition. This is supported by the native language neural commitment (NLNC) hypothesis (Kuhl, 2000, 2004) which proposes that early linguistic experience with the native language produces dedicated neural networks that influence the brain’s ability to learn language. This hypothesis suggests that infants’ early skills in native-language phonetic perception should predict infants’ later language abilities (Kuhl, 2004). Tsao et al. (2004) tested this hypothesis by performing one of the first studies exploring the link between speech perception and language acquisition before the age of 2 years. They used the conditioned head-turn task to test 6-month-old infants on a speech discrimination task (a vowel contrast perceived by adults as native), and found significant correlations between their speech perception skills at 6 months and vocabulary measures (words understood, words produced and phrases understood) at 13, 16 and 24 months. In a follow-up study, Kuhl et al. (2005) tested a similar paradigm on 7 month-olds, this time with two conditions: one contrast from their native language, and one from a non-native language. They found that both native and non-native phonetic perception abilities were related to later measures of language outcome but in opposite directions: better native-language discrimination at 7 months was positively correlated to expressive vocabulary at 18 and 24 months, whereas better non-native-language discrimination was negatively correlated to expressive vocabulary at 18 and 24 months. These findings were supported by an electrophysiological study comparing ERP responses in 11-month-olds to native and foreign speech contrasts (Rivera-Gaxiola et al., 2005). They showed that infants who exhibited larger (more positive) P150-250 amplitudes to the foreign deviant with respect to the standard produced more words at 18, 22, 25, 27, and 30 months, than those who displayed larger (more negative) N250-550 amplitudes to the foreign deviant with respect to the standard, at the same ages. A later ERP study from the same team showed that ERP responses to native and non-native contrasts at 7 months also related to later language outcomes, again in opposing directions: greater negativity of the MMN (mismatch negativity) to native language phonetic contrasts at 7 months was associated with a larger number of words produced at 18 and 24 months, whereas more negative MMNs to non-native language phonetic contrasts at 7 months predicted fewer words produced at 24 months (Kuhl et al., 2008). Kuhl et al. (2008) suggest that increased sensitivity in the perception of native phonetic contrasts is indicative of neural commitment to the native language, whereas sensitivity to non-native contrasts reveals uncommitted neural circuitry. The ERP responses shown in these studies seem to be a reflection of this level of neural commitment, which in turn predicts language scores at later ages (Rivera-Gaxiola et al., 2005; Kuhl et al., 2008).

Previous linguistic studies focused on the discrimination of phonetic contrasts as the early measure of speech perception that could predict later language skills. A recent electroencephalography (EEG) study explored whether neural tracking of sung nursery rhymes during infancy could predict language development in infants with high likelihood of autism (Menn et al., 2022). Autistic children often show delay in language acquisition (Howlin, 2003), which is why identifying measures that could predict later language skills is relevant for this population. Menn et al. (2022) found that infants with higher speech-brain coherence in the stressed syllable rate (1–3 Hz) at 10 months showed higher receptive and productive vocabulary (words understood and words produced) at 24 months, but no relationship with later autism symptoms. They suggest that these results could reflect a relationship between infants’ tracking of stressed syllables and word-segmentation skills (Menn et al., 2022), which in turn predict later vocabulary development (Junge et al., 2012; Kooijman et al., 2013). Similarly, a recent study investigating word learning at birth revealed that neonates can memorize disyllabic words so that having learnt the first syllable they can predict the word ending, and the quality of word-form learning predicts expressive language skills at 2 years (Suppanen et al., 2022).

To my knowledge, most studies investigating infant speech perception abilities as possible predictors of later language development have tested infants using phonetic contrasts (Tsao et al., 2004; Kuhl et al., 2005; Rivera-Gaxiola et al., 2005; Kuhl et al., 2008), bi-syllabic pseudo-words (Suppanen et al., 2022), and nursery rhymes (Menn et al., 2022). However, perception abilities of natural speech have rarely been used as predictors. Here, I explore the potential of using EEG measures at birth in response to naturally spoken sentences in the native language (prenatally heard) and a rhythmically different unfamiliar language as predictors of later language skills in typically-developing infants.

At birth, infants are equipped with a rich set of speech perception abilities that help them acquire language from the get-go. Some of these are universal, broad-based abilities, in place independently of what language they heard in utero (Ortiz Barajas and Gervain, 2021). For instance, newborns can recognize speech, and show preference for it over equally complex speech analogs (Vouloumanos and Werker, 2007). They are also able to discriminate two languages, even if they are unfamiliar to them, on the basis of their different rhythms (Mehler et al., 1988; Nazzi et al., 1998; Ramus et al., 2000), but they are unable to discriminate them if their rhythms are similar (Nazzi et al., 1998; Ramus et al., 2000). Interestingly, newborns also exhibit speech perception abilities shaped by prenatal experience with the language(s) spoken by their mother during the last trimester of pregnancy. Newborns’ prenatal experience with speech mainly consists of language prosody, i.e., rhythm and melody, because maternal tissues filter out the higher frequencies, necessary for the identification of individual phonemes, but preserve the low-frequency components that carry prosody (Pujol et al., 1991). On the basis of this experience, newborns are able to recognize their native language, and prefer it over other languages (Mehler et al., 1988; Moon et al., 1993). Furthermore, it has been shown that recognizing the language heard in utero, goes beyond simply discriminating it from an unfamiliar one, as monolingual and bilingual newborns exhibit different patterns when presented with the same pair of rhythmically different languages: monolinguals, who are familiar with one of the languages being contrasted, discriminate them, and prefer the familiar language; while bilinguals, who are familiar with both languages being contrasted, discriminate them and show equal preference for both languages (Byers-Heinlein et al., 2010).

Building up on previous research showing that the discrimination of native/non-native phonetic contrasts predicts later language skills (Kuhl et al., 2005; Rivera-Gaxiola et al., 2005; Kuhl et al., 2008), here I explore whether newborns’ ability to discriminate languages on the basis of their different rhythms could relate to language development. It has been suggested that individuals with dyslexia have difficulty extracting stimulus regularities from auditory inputs (Daikhin et al., 2017), therefore a rhythmic discrimination task, which requires detecting regularities in speech rhythm, represents a good predictor candidate for this population.

The neural mechanisms that support rhythmic discrimination in infants are not fully understood (Ortiz Barajas and Gervain, 2021). Previous infant studies have shown that low-frequency neural activity (delta and/or theta band) reflect language discrimination at birth (Ortiz-Barajas et al., 2023) and at 4.5 months (Nacar Garcia et al., 2018). Since rhythm is carried by the low-frequency components of the speech signal (Rosen, 1992), specifically the syllabic rate, it is reasonable for rhythm to be encoded by the low-frequency oscillations delta and theta. In adults, theta activity has been claimed to support the processing of syllables. This claim has mainly been based on two facts: (1) the syllabic rate of speech, roughly 4-5 Hz (Ding et al., 2017; Varnet et al., 2017), corresponds to the frequencies of the theta band (Giraud and Poeppel, 2012), and (2) brain responses in the theta band have been shown to synchronize to the speech envelope, corresponding to the slow overall amplitude fluctuations of the speech signal over time, with peaks occurring roughly at the syllabic rate (Gross et al., 2013; Molinaro et al., 2016; Vander Ghinst et al., 2016; Zoefel and VanRullen, 2016; Pefkou et al., 2017; Song and Iverson, 2018). Furthermore, newborns’ neural activity has been found to track (synchronize to) the speech envelope of familiar and unfamiliar languages equally well, suggesting that envelope tracking at birth represents a basic auditory ability that helps newborns encode the speech rhythm of familiar and unfamiliar languages, supporting language discrimination (Ortiz Barajas et al., 2021; Ortiz Barajas and Gervain, 2021).

To explore the use of a neural measure of language discrimination at birth as a predictor of language outcome, I recorded EEG data from 51 full-term, healthy newborns (mean age: 2.39 days; range: 1–5 days; 20 females), born to French monolingual mothers, while they listened to naturally spoken sentences in three languages: their native language, i.e., the language heard prenatally, French, a rhythmically similar unfamiliar language, Spanish, and a rhythmically different unfamiliar language, English (Figure 1A illustrates the study design). As infants were tested within their first 5 days of life, their experience with speech was mostly prenatal. Based on the above mentioned speech perception abilities, it is reasonable to assume that participants should be able to discriminate and prefer the prenatally heard language French (syllable-timed) from English (stress-timed) based on their different rhythms, but not from Spanish (syllable-timed), as they are rhythmically similar. Given that stimuli are presented in 7 min blocks, and languages are not contrasted closely, I hypothesize that for language recognition to take place, the newborn brain compares each language to the long-term representation it has formed from prenatal experience, in order to recognize familiar features. This hypothesis is supported by one recent study from my team investigating the role of prenatal experience on long-range temporal correlations (LRTC) using a superset of the EEG dataset used here (Mariani et al., 2023), revealing that the newborn brain exhibits stronger correlations in the theta band after being exposed to the native language (French) than to the rhythmically similar (Spanish) and the rhythmically different (English) unfamiliar languages, indicating the early emergence of brain specialization for the native language. These findings support the hypothesis that participants from this study did recognize the prenatally heard language, and that such recognition is reflected by theta activity.

[image: Figure 1]

FIGURE 1
 EEG experimental setup and design. (A) Experiment block design. ISI: Interstimulus interval, IBI: Interblock interval. (B) Location of recorded channels according to the international 10–20 system. Figure adapted from Ortiz Barajas et al. (2021).


I assessed language rhythmic discrimination at birth as the neural activation difference between the native language (French) and the rhythmically different unfamiliar language (English). I expect this discrimination measure to reflect neural commitment to the native language and in turn to predict language scores at later ages as follows: higher discrimination measures should predict higher language scores, reflecting commitment to the native language, whereas lower discrimination measures should predict lower language scores, reflecting uncommitted neural circuitry. Spanish sentences were presented in this experiment as part of a larger project investigating speech perception at birth. However, here I do not present results for Spanish, as I focus on the rhythmic discrimination of the native language (French) and the rhythmically different unfamiliar language (English).

To explore the potential use of this neural discrimination measure as a predictor of language outcome, participants were followed longitudinally in order to describe their developmental trajectory, and to look at their individual variability. Figure 2 displays the timeline of the longitudinal study: EEG data were recorded at birth, followed by the collection of information about the participants’ vocabulary size at 12 and 18 months using the MacArthur-Bates Communicative Developmental Inventory (CDI) questionnaires. The participants’ receptive and expressive vocabulary sizes were estimated from the CDI questionnaires, in order to track their language development, and relate it to their neural measures at birth. To assess the predictive role of language discrimination at birth on later language abilities, I conducted a path analysis including newborns’ performance at discriminating the native language (French) from a rhythmically different unfamiliar one (English), and their measures of vocabulary size at 12 and 18 months (number of words understood and number of words produced). A total of 51 infants contributed neural data at birth, and 35 of them contributed with at least one CDI questionnaire at the subsequent ages. Vocabulary data were collected from 27 participants at 12 months, and 30 participants at 18 months (Supplementary Table S1).
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FIGURE 2
 Study timeline indicating the time points when longitudinal data were collected, and displaying some of the developing speech perception (solid boxes) and production (dashed boxes) abilities children exhibit during the first 18 months of life.




2 Materials and methods

The EEG data from this study were acquired as part of a larger project that aimed to investigate speech perception during the first two years of life. One previous publication presented a superset of the current dataset (47 participants) evaluating speech envelope tracking in newborns and 6-month-olds (Ortiz Barajas et al., 2021). A second publication, evaluating the role of neural oscillations during speech processing at birth, presented a subset (40 participants) of the initial publication (Ortiz-Barajas et al., 2023). A third publication, exploring changes in neural dynamics at birth, presented a subset (33 participants) of the initial publication (Mariani et al., 2023). These three publications evaluated different hypotheses, therefore analyzing different aspects of the data, which explains the differences in sample size. The EEG dataset used in this manuscript (29 participants) represents a subset of that used in the previous publications, as not all participants contributed with vocabulary measures at 12 and 18 months The processed EEG data that support the findings of this study have been deposited in the OSF repository https://osf.io/4w69p.


2.1 Participants

The protocol for this study was approved by the CER Paris Descartes ethics committee of the Paris Descartes University (currently, Université Paris Cité). All parents gave written informed consent prior to participation, and were present during the testing session.

For the first measure of the study, newborns were recruited at the maternity ward of the Robert-Debré Hospital in Paris, where they were tested during their hospital stay. The inclusion criteria were: (i) being full-term and healthy, (ii) having a birth weight > 2,800 g, (iii) having an Apgar score > 8, (iv) being maximum 5 days old, and (v) being born to French native speaker mothers who spoke this language at least 80% of the time during the last trimester of the pregnancy according to self-report. A total of 54 newborns took part in the EEG experiment. However, 3 participants failed to complete the recording due to fussiness and crying (n = 2), or technical problems (n = 1); and were thus excluded from the longitudinal study. The remaining 51 newborns (20 girls, 31 boys; age 2.39 ± 1.17 d; range 1–5 d) were followed longitudinally by means of the CDI questionnaires.

For the second and third measures of the study, parents of the infants who contributed with EEG data at birth were requested to fill out vocabulary questionnaires when their children turned 12 and 18 months. As it is often the case in longitudinal studies, some of the participants did not contribute measures to all the assessments. A total of 35 participants contributed at least one vocabulary questionnaire (at 12 and/or 18 months), of which 27 participants contributed CDI data at 12 months, and 30 participants at 18 months. Supplementary Table S1 presents the list of participants and the data points that they contributed longitudinally.

From the 35 participants who contributed EEG recordings and vocabulary data, 6 participants were excluded due to bad EEG data quality in at least one of the language conditions of interest (French and English). Therefore, a final sample of 29 participants contributed good quality EEG data at birth, and were included in the prediction analyses: a subset of 22 participants contributed CDI data at 12 months, while a subset of 27 participants contributed CDI data at 18 months.



2.2 Procedure

Figure 2 presents a timeline highlighting the three ages when data were collected: EEG data at birth, and CDI data at 12 months and 18 months.

For the first measure of the study, newborns were presented with naturally spoken sentences in three languages while their neural activity was simultaneously recorded using EEG. The recording sessions were conducted in a dimmed, quiet room at the Robert-Debré Hospital in Paris, while newborns were comfortably asleep or at rest in their hospital bassinets. The stimuli were delivered bilaterally through two loudspeakers positioned on each side of the bassinet (Figure 2, EEG recording at birth) using the experimental software E-Prime. The sound volume was set to a comfortable conversational level (~65–70 dB). Participants were divided into 3 groups, where each group heard a different set of sentences: 17 newborns heard set1, 17 newborns heard set2, and 17 newborns heard set3. Supplementary Table S2 presents the three sets of sentences used in the study. Participants were presented with one sentence per language (French, English, Spanish), which was repeated 100 times to ensure sufficiently good data quality. The experiment consisted of 3 blocks, each block containing the 100 repetitions of the test sentence in a given language, each block thus lasted around 7 min. An interstimulus interval of random duration (between 1 and 1.5 s) was introduced between sentence repetitions, and an interblock interval of 10 s was introduced between language blocks (Figure 1A). The order of the languages was pseudo-randomized and approximately counterbalanced across participants. The entire recording session lasted about 21 min.

For the second and third measures of the study, parents were requested to fill out the French version of the MacArthur-Bates Communicative Developmental Inventory (CDI) questionnaires (Kern, 2007) when their child turned 12 and 18 months. In each case they were asked to return the questionnaire before their child turned 13 and 19 months respectively, to ensure that the measurement would not exceed these age limits. In order to make it easier for parents to complete the questionnaires, I provided them with the short version of the CDI, which is one page long. The short version CDI has been shown to be as reliable as the original version for the English CDI (Floccia et al., 2018). For the measurement at 12 months I used the Words and Gestures CDI, which inquires about the child’s babbling skills, provides a list of 83 words for parents to indicate whether the child understands them and spontaneously produces them, and a list of 25 gestures for them to indicate if the child makes them (e.g., shake the head to say no). For the measurement at 18 months I used the Words and Sentences CDI, which provides a list of 97 words for parents to indicate whether the child understands them and spontaneously produces them, and inquires whether the child has started to combine words together.



2.3 Stimuli

At birth, I presented infants with sentences in three languages: their native language (French), a rhythmically similar unfamiliar language (Spanish), and a rhythmically different unfamiliar language (English). The stimuli consisted of sentences taken from the story Goldilocks and the Three Bears. Sentences were divided in three sets, where each set comprised the translation of a single utterance into the 3 languages (English, French and Spanish). For instance, set 1 contained the following three sentences: The bears lived all together in a beautiful house (English); Les ours habitaient tous ensemble dans une maison (French); Los osos vivían juntos en una casa (Spanish). The translations were slightly modified by adding or removing adjectives (or phrases) from certain sentences in order to match the duration and syllable count across languages within the same set. All sentences were recorded in mild infant-directed speech by a female native speaker of each language (a different speaker for each language), at a sampling rate of 44.1 kHz. There were no significant differences between the sentences in the three languages in terms of minimum and maximum pitch, pitch range and average pitch. Supplementary Table S2 presents detailed information about the 9 sentences used as stimuli (i.e., duration, syllable count, pitch), and Supplementary Figures S1, S2 display the sentences’ time-series, and frequency spectra, respectively. Additionally, the amplitude and frequency modulation spectra as defined by Varnet et al. (2017) are presented in the Supplementary Figure S3. Utterances were found to be similar in every spectral decomposition. The intensity of all recordings was adjusted to 77 dB.



2.4 EEG data acquisition

EEG data were recorded at birth with active electrodes and an acquisition system from Brain Products (actiCAP & actiCHamp, Brain Products GmbH, Gilching, Germany). A 10-channel layout was used to acquire cortical responses from the following scalp positions: F7, F3, FZ, F4, F8, T7, C3, CZ, C4, T8 (Figure 1B). These recording locations were chosen in order to include those where auditory and speech perception related neural responses are typically observed in infants (Stefanics et al., 2009; Tóth et al., 2017) (channels T7 and T8 used to be called T3 and T4 respectively). An additional electrode was placed on each mastoid for online reference, and a ground electrode was placed on the forehead. Data were referenced online to the average of the two mastoid channels, and they were not re-referenced offline. Data were recorded at a sampling rate of 500 Hz, and online filtered with a high cutoff filter at 200 Hz, a low cutoff filter at 0.01 Hz and an 8 kHz (−3 dB) anti-aliasing filter. The electrode impedances were kept below 140 kΩ.



2.5 EEG data analysis

The EEG data were processed using custom Matlab® scripts. To extract the low-frequency activity of interest (delta and theta), the continuous EEG signals were band-pass filtered between 1 and 8 Hz with a zero phase-shift Chebyshev filter. The filtered signals were then segmented into a series of 2,560-ms long epochs. Each epoch started 400 ms before the utterance onset (corresponding to the pre-stimulus baseline), and contained a 2,160 ms long post-stimulus interval (corresponding to the duration of the shortest sentence). All epochs were submitted to a three-stage rejection process to exclude the contaminated ones: (1) Epochs with peak-to-peak amplitude exceeding 150 μV were rejected. (2) Epochs with a standard deviation (SD) higher than 3 times the mean SD of all non-rejected epochs, or lower than one-third the mean SD were rejected. (3) The remaining epochs were visually inspected to remove any residual artifacts. Participants who had less than 20 remaining epochs in a given condition after epoch rejection were excluded. From the 35 participants who contributed EEG and CDI data, 6 were excluded due to bad data quality resulting in an insufficient number of non-rejected epochs in one of the language conditions of interest (French and English). Therefore, 29 participants contributed good quality EEG data for the French and English conditions (Supplementary Table S1). The included participants contributed on average 41 epochs (SD: 13.14; range: 20–79) for French, and 35 epochs (SD: 10.69; range: 20–62) for English. The number of non-rejected epochs from the 29 participants were submitted to a paired samples t-test (two-tail), and it yielded no significant differences between the two language conditions [p = 0.082].

The non-rejected epochs were subjected to time-frequency analysis to uncover stimulus-evoked oscillatory responses using the Matlab® toolbox ‘WTools’ (Parise and Csibra, 2013). With this toolbox, a continuous wavelet transform of each non-rejected epoch was performed using Morlet wavelets (number of cycles 3.5) at 1 Hz intervals in the 1–8 Hz range. The full pipeline is described in detail in (Csibra et al., 2000; Parise and Csibra, 2013). Briefly, complex Morlet Wavelets are computed at steps of 1 Hz with a sigma of 3.5. The real and the imaginary parts of the wavelets are computed separately as cos and sin components, respectively. The signal is then convoluted with each wavelet. The absolute value of each complex coefficient is then computed. This process resulted in a time-frequency map of spectral amplitude values (not power) per epoch.

Time-frequency transformed epochs were then averaged for French and English separately. To remove the distortion introduced by the wavelet transform, the first and last 200 ms of the averaged epochs were removed, resulting in 2,160 ms long segments, including 200 ms before and 1,960 ms after stimulus onset. The averaged epochs were then baseline corrected using the mean amplitude of the 200 ms pre-stimulus window as baseline, subtracting it from the whole epoch at each frequency. This process resulted in a time-frequency map of spectral amplitude values per condition and channel, at the participant level. The group mean (29 participants) of these time-frequency maps for channel F4 is presented in Figure 3A as an example.
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FIGURE 3
 Neural activation during speech processing at birth. (A) Average time-frequency response to French and English at channel F4. The time-frequency maps illustrate the mean spectral amplitude per condition from 1 to 8 Hz. The color bar to the right of the figure shows the spectral amplitude scale of the maps. (B) P-map obtained by submitting the time-frequency responses to French and English to paired-samples t-tests (two-tailed). (C) Time-frequency regions where the absolute T-values exceed the critical threshold (|T-value| > 2.048). Red regions indicate higher activation for French, while blue regions indicate higher activation for English. The dashed rectangular box indicates the cluster exhibiting significant differences between French and English at channel F4.


Language discrimination between French (the native language) and English (the rhythmically different unfamiliar language) was assessed by submitting the spectral amplitude values from their time-frequency responses to paired-samples t-tests (two-tailed). Figure 3B displays the P-map for this analysis in channel F4, and Figure 3C highlights the time-frequency regions where the absolute T-values for this comparison exceed the critical threshold (|T-value| > 2.048). Cluster-level statistics were calculated, and nonparametric statistical testing was performed by calculating the p-value of the clusters under the permutation distribution (Maris and Oostenveld, 2007), which was obtained by permuting the language labels in the original dataset 1,000 times. The sample size for these analyses was 29 participants.

Once significant clusters, i.e., time-frequency regions where neural responses to French and English are significantly different, had been identified (Figure 3C), the mean spectral amplitude in the cluster’s region was computed for each language separately. A neural measure of language discrimination was obtained by calculating the mean amplitude difference between the two language conditions (French – English) in the region of the significant cluster. This process yielded one discrimination measure per participant, which represents the candidate predictor of later language skills.



2.6 Predicting language outcome

Measures of language development were obtained from the CDI questionnaires collected at 12 and 18 months. Receptive vocabulary was assessed as the number of words understood, and expressive vocabulary was assessed as the number of words produced at each given age. Data from one infant were removed from analysis because expressive vocabulary at 12 months was larger than 3 SDs above the mean of the same score in the group.

To investigate the predictive role of language discriminations at birth on later language development, I conducted a path analysis considering the neural activation difference between French and English as the independent variable, and vocabulary measures at 12 and 18 months (words understood and words produced) as dependent variables. Figure 4 depicts the relationships that were assessed. Additionally, to evaluate whether CDI data reliably tracks infants’ vocabulary growth, the predictive role that vocabulary measures at 12 months have on vocabulary measures at 18 months was also evaluated. Three hypothesis were tested here: (i) neural data at birth can predict vocabulary skills at 12 months; (ii) neural data at birth can predict vocabulary skills at 18 months; (iii) vocabulary skills at 12 months can predict vocabulary skills at 18 months. Two comparisons evaluated each hypothesis: one predicting the number of words understood and another one the number of words produced. The Bonferroni correction was applied to adjust the original alpha value (α = 0.05) and correct for the multiple comparisons evaluating the same hypothesis (n = 2). This resulted in the adjusted alpha value (α = 0.025), which was used to evaluate the obtained results. To test for outliers, data’s residuals and influential cases were investigated. Residuals were evaluated by assessing heteroskedasticity with the White test and the Breusch-Pagan test. To identify possible influential cases, Cook’s distance and leverage values were computed.
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FIGURE 4
 Diagram of path analysis assessing the relationship between language measures from birth to 18 months. Models 1 to 4 assess the predictive role of language discrimination at birth on vocabulary measures at 12 and 18 months. Models 5 and 6 assess the predictive relationship between vocabulary measures at 12 and 18 months. The single-ended arrows represent the predictive relationships under evaluation, and the double-ended arrows illustrate the non-causal relationships between variables (correlation). The solid black arrows illustrate significant relationships, while dashed gray arrows illustrate non-significant relationships.


Additionally, to assess the relationship between language skills at a given age, Pearson’s correlation coefficients (two-tailed) were computed between the number of words understood and the number of words produced at 12 and 18 months, separately. All statistical analyses were carried out with SPSS 29 (IBM).




3 Results


3.1 EEG data analysis

A time-frequency response to French and English was obtained for the 29 participants who contributed at least 20 non-rejected epochs per condition. Figure 3A presents the group mean time-frequency maps for the two conditions at channel F4. Neural activation differences between French and English were assessed by submitting their time-frequency responses to permutation testing involving paired-samples t-tests (two-tailed). Figure 3B presents the P-map for this comparison, and Figure 3C highlights the time-frequency regions where differences take place at channel F4. Supplementary Figure S4 presents the results for all channels.

A significant cluster revealing neural activation differences between French and English was found at channel F4 ranging from 4 to 5 Hz [t (28) = 862,17; p = 0.02]. In the cluster region, neural responses exhibit higher activation for French (the native language) than for English (the rhythmically different unfamiliar language), mainly at 5 Hz, during the first half of the sentences. The maximum effect size, partial eta-squared (np2), for this significant cluster in channel F4 is 0.9794. These results were obtained for a subset of participants (n = 29) from the original publication (n = 40) investigating neural oscillations at birth (Ortiz-Barajas et al., 2023), therefore they reveal the same findings: theta activity in the human newborn brain is sensitive to rhythmic differences across languages as it can successfully distinguish between the rhythmically different languages, English, a stress-timed language, and French, a syllable-timed language (Ramus et al., 1999).

The language discrimination measure, defined as the difference in neural activation between French and English, ranged from −0.422 to 0.896 (mean = 0.204, SD = 0.298). Supplementary Table S3 presents the language discrimination measure (Discrimination_Theta_F4_0m) for the 29 included participants.



3.2 Predicting language outcome

Measures of language development were obtained by collecting information about children’s receptive and expressive vocabulary at 12 and 18 months. Supplementary Table S3 presents the vocabulary measures (words understood, words produced) for the 29 included participants.

A path analysis was conducted to evaluate the predictive relationship between language discrimination at birth and language skills at 12 and 18 months. Additionally, the predictive relationship between language measures at 12 and 18 months was also evaluated to assess infant’s vocabulary growth. Table 1 presents the results of the linear regression models, and Figure 4 depicts the standardized estimates of the path coefficients.



TABLE 1 Regression models assessing the prediction of language skills at 12 and 18 months.
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When evaluating the predictive role of language discrimination at birth, a significant path coefficient was found for language comprehension at 12 months (Beta = 0.484, p = 0.023, model 1). This significant linear relationship is illustrated in Figure 5A. In contrast, language discrimination at birth did not predict production skills at 12 months (Beta = 0.147; p = 0.513, model 2), nor language comprehension at 18 months (Beta = 0.408; p = 0.035, model 3), nor language production at 18 months (Beta = 0.303; p = 0.124, model 4). Figures 5B–D illustrate the non-significant linear regressions evaluated for language production at 12 months, as well as for language comprehension and production at 18 months, respectively. When evaluating for outliers, the model assessing the prediction of production skills at 18 months (model 4) exhibited heteroskedasticity according to Breusch-Pagan test (Chi-Square = 4.924, p = 0.026). Additionally, 3 influential cases were identified in the models assessing the prediction of language skills at 18 months (models 3 and 4) due to having leverage values greater than twice the average (leverage values = 0.21, 0.16, and 0.19; average value = 0.07). Supplementary Table S3 highlights the influential cases in red, and Figures 5C,D identifies them with blue circles. As post-hoc analyses, the 3 influential cases were removed and regression models were re-calculated (Table 2, models 3′ and 4′). Language discrimination at birth was found to significantly predict language comprehension (Beta = 0.491; p = 0.015, model 3′) and language production (Beta = 0.482; p = 0.017, model 4′) at 18 months, after the 3 influential cases were removed. Figures 5E,F illustrate how these linear regressions, excluding the influential cases, predict language skills at 18 months (models 3′ and 4′).
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FIGURE 5
 Linear regression between language discrimination at birth and: (A) language comprehension at 12 months, (B) language production at 12 months, (C) language comprehension at 18 months, and (D) language production at 18 months. Panels (E) and (F) illustrate the linear regressions from (C) and (D) respectively, after removing the outliers highlighted with blue circles.




TABLE 2 Post-hoc regression models.
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To assess whether language abilities at 12 months are representative of the developmental path that language acquisition will follow, I assessed the predictive relationship between vocabulary measures at 12 and 18 months. The results show that language comprehension at 18 months is significantly predicted by language comprehension at 12 months (Beta = 0.710; p = 0.001, model 5), but not by language production at 12 months (Beta = 0.033; p = 0.859, model 5). Similarly, language production at 18 months is significantly predicted by language production at 12 months (Beta = 0.491; p = 0.015, model 6), but not by language comprehension at 12 months (Beta = 0.382; p = 0.049, model 6). Table 2 presents post-hoc regression analyses (models 5′ and 6′) removing the non-significant predictors from models 5 and 6 (Table 1). Figures 6A,B illustrate the significant linear relationship between vocabulary measures at 12 and 18 months. Furthermore, Figures 6C,D illustrate the developmental trajectories for word comprehension and word production respectively, exhibiting a vocabulary growth that is consistent across participants. These results confirm that CDI questionnaires provided reliable measures of language growth in this sample.
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FIGURE 6
 Panels (A) and (B) illustrate the linear relationship between vocabulary measures at 12 and 18 months, while (C) and (D) illustrate the trajectory of vocabulary growth from 12 to 18 months at the participant level.


When evaluating the relationship between language skills at 12 and 18 months, a significant positive correlation was observed between language comprehension and production at 18 months (r = 0.497, p = 0.008, n = 27), but not between vocabulary measures at 12 months (r = 0.310, p = 0.160, n = 22). These non-predictive relationships are depicted in Figure 4 with double-sided arrows.




4 Discussion

The current study investigated whether a neural measure of language discrimination at birth, defined as the neural activation difference found when processing the prenatally heard language (French) and a rhythmically different unfamiliar language (English), could be used as predictor of language outcome. Results revealed that differences in theta activity at birth, claimed to reflect rhythmic discrimination of French and English predict language comprehension at 12 months. Furthermore, post-hoc analyses after removing 3 outliers from the vocabulary data at 18 months revealed that language discrimination at birth also predicts language comprehension and production at 18 months. These findings suggest that the ability to recognize the native language and discriminate it from a rhythmically different unfamiliar language at birth can predict later language development.

When newborns discriminate their native language from a rhythmically different unfamiliar language, they perform two tasks: (1) they discriminate the acoustic features that differentiate both rhythmic classes, and (2) they recognize the features of their native language (heard in utero). Therefore, a language discrimination task involving the native language, is different from a discrimination task involving two unfamiliar languages (Byers-Heinlein et al., 2010). Here, newborns discriminated their native language (French) from a rhythmically different unfamiliar language (English). This discrimination was reflected by activation differences in the theta band such that, at the group level, higher theta activation was exhibited for French that for English. Such activation differences could have been originated from different activation profiles: (i) activation for French and no activation for English, (ii) no activation for French and suppression for English, or (iii) activation for French and English, with higher activation for French. Findings from my previous study investigating neural oscillations during speech processing at birth, using a superset of the current dataset (Ortiz-Barajas et al., 2023), revealed that theta activity during French and English processing was higher than at rest, pointing in the direction of situation (iii), where activation for both languages takes place, and differences originate from higher activation to French. This supports the hypothesis that the modulation of theta activity might be one way for the newborn brain to encode speech rhythm (regardless of language familiarity), aiding in the discrimination of rhythmically different languages, and the recognition of the native language (Ortiz Barajas et al., 2021; Ortiz Barajas and Gervain, 2021; Ortiz-Barajas et al., 2023).

Furthermore, theta activity in the newborn brain has also been found to exhibit increased long-range temporal correlations after stimulation with the prenatally heard language, indicating the early emergence of brain specialization for the native language (Mariani et al., 2023). If stronger theta activation for French (as compared to English) reflects brain specialization for the native language, a discrimination measure reflecting this activation difference should predict infants’ later language abilities. Results from the current study revealed that larger discrimination measures at birth predict higher vocabulary measures at 12 and 18 months, while lower discrimination measures predict lower later language skills. These findings suggest that language discrimination at birth represents an early measure of neural commitment to the native language that predicts its later developmental trajectory. Theta activity has been argued to support the processing of syllabic units in adults (Ghitza and Greenberg, 2009). Findings from infant studies point in the same direction, as theta activity has been found to underlie language discrimination (Nacar Garcia et al., 2018; Ortiz-Barajas et al., 2023), suggesting that it might encode speech rhythm. Additionally, theta activity in the infant brain has also been found to synchronize to the speech envelope (Ortiz Barajas et al., 2021), and the speech envelope carries rhythm (Rosen, 1992). Since both the speech envelope and rhythm correlate with syllabic rate (Varnet et al., 2017; Zhang et al., 2023), it is reasonable to suggest that theta activity might encode syllabic units, and rhythm, by extracting relevant features from the speech envelope already at birth. If this is the case, the predictive power of the language discrimination measure at birth could be due to theta activity favoring the encoding of syllables in French (a syllable-timed language), which in turn would favor later word learning. This claim is supported by previous studies showing that tracking of stressed syllables at 10 month (Menn et al., 2022) and learning of disyllabic words at birth (Suppanen et al., 2022) predict language abilities at 2 years. These results taken together suggest that syllable encoding supports word-segmentation and word learning, which in turn support language development. Newborns have been shown to have a universal sensitivity to syllables (Sansavini et al., 1997; Ortiz Barajas and Gervain, 2021), however, it cannot be established whether the larger theta activity observed here on prenatally French-exposed newborns reflects good encoding of syllabic units due to this inherent (universal) ability, or whether prenatal experience with French (a syllable-timed language) has strengthened this sensitivity. Future research testing the same stimuli on prenatally English-exposed newborns (English being a stress-timed language) will shed light on the role of theta activity on syllable encoding at birth.

When exploring the predictive role of language discrimination at birth on later language skills, a significant linear relationship was found with language comprehension at 12 months, as well as with language comprehension and production at 18 months (after removing outliers). These results (Figure 4) depict a language trajectory that is coherent and consistent along development: language scores at any given age predict language scores at a subsequent age. However, one exception was found for language production at 12 months, which was not predicted by language discrimination at birth. This could be because at 12 months, language production is at its very beginning (Figure 2) and individual variability is low (Figures 5B, 6D). This suggests that measuring language production at 12 months is too early to describe the language developmental trajectory of each individual. This is supported by the fact that language production at 12 months is not correlated with language comprehension at the same age, which on the contrary, does describe the language trajectory of participants. However, language production undergoes an accelerated growth around 18 months (vocabulary spurt) (Kuhl, 2007), and becomes a better indicator of the language trajectory, as it correlates with language comprehension at the same age, and it can be predicted by language discrimination at birth.

In summary, the current study revealed a predictive relationship between a measure of theta activity during language discrimination at birth and later language outcome that merits further exploration and confirmation in future studies. These results point toward a developmental scenario in accordance with theoretical predictions as well as empirical findings: prenatal experience with speech mainly consists of language prosody, as maternal tissues filter out the higher frequencies, but preserve the low-frequency components that carry prosody (Pujol et al., 1991). Having experience with the prosody of their mother’s language, allows newborns to identify it and discriminate it from other rhythmically different languages at birth. Low frequency neural activity (delta and theta) has been found to support speech processing at birth, and to reflect rhythmic language discrimination, suggesting that it reflects the processing of prosody (Ortiz-Barajas et al., 2023). Considering the relevance of low frequency neural activity in speech processing at birth, as well as in adulthood (Giraud and Poeppel, 2012; Meyer, 2018), it is reasonable to hypothesize that it has a central role in language acquisition, as not only it describes speech processing at the time of measurement, it also seems to describe the language developmental trajectory a child might follow.
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Age group Phoneme Category Fast AM Slow AM

6-month-olds Vowels Overall 16 of 20 (80%) 9 0of 16 (56%) -0.238
Place 9 of 10 (90%) 40f9 (44%) -0.456
Height 7 of 10 (70%) 50f7 (71%) 0014
Consonants Overall 18 of 20 (90%) 14 of 18 (78%) -0.122
Place 8 of 10 (80%) 50f 8 (63%) -0.175
Voicing 10 of 10 (100%) 90f 10 (90%) 0.1
10-month-olds Vowels Overall 14 0f 20 (70%) 10 0of 14 (72%) 0.014
Place 8 of 10 (80%) 6 0f 8 (75%) 0,05
Height 6 0f 10 (60%) 40f6 (67%) 0.067
Consonants Overall 15 of 20 (75%) 8 0f 13 (53%) 20217
Place 5 0f 10 (50%) 00f3 (0%) 05
Voicing 10 of 10 (100%) 8 of 10 (80%) -0.2
Adults Vowels Overall Al 20 (100%) All20 (100%) 0
Place 10 of 10 (100%) 10 of 10 (100%) 0
Height 10 of 10 (100%) 10 of 10 (100%) 0
Consonants Overall AlL 20 (100%) 18 0f 20 (90%) -0.1
Place 10 of 10 (100%) 8 0f 10 (80%) 02
Voicing 10 of 10 (100%) 10 of 10 (100%) 0
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Predicators ChangeinR? Change in F

Model 1 0.076 0.076 11778 0.001 11778 143 0.001

Gestational age 0.276 0.001

Stepwise linear regression analyses, N= 145, excluded variables: sex.
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Model 1 0073 073 10.298
Gestational age 0271 0002
Model 2 2 039 5660
Gestational age 28 0004
Negative Affectivity (18months) |~ ~0.199 0019

Stepwise linear regression analyses, N= 132, excluded variables: sex, Surgency (18 months).
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Predictors ChangeinR? ChangeinF  Sig. changein F

Model 1 0.088 0.088 6152 0.003 615 64 0.016

Surgency (24months) 0.296 0016

Stepwise linear regression analyses, N=66, excluded variables: sex, birthweight, negative affecti
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Model Dependent Sig Independent

Sig

Sample
size

variable square variable
¥ Comprehension_18m  0.491 0.241 1 6.988 0.015% Discrimination_0m
v Production_18m 0482 0233 1 6676 0.017% Discrimination_0m
5 Comprehension_18m | 0724 0524 1 19830 <0.001*  Comprehension_12m
P Production_18m 0656 0431 1 13622 0.002* Production_12m

Models 3 and 4 represent post-hoc linear regressions of models 3 and 4 (Table 1) after removing 3 influential cases.
Model 5" and 6 represent post-hoc linear regressions of models 5 and 6 (Table 1) after removing the non-significant predictors.
The alpha value for these tests is a=0.025.
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Model Dependent Sig Independent

variable square variable

1 0.484 0.234 1 6.110 0.023* 0.484* 0.023* 22

2 Production_12m 0.147 0.022 1 0.444 0.513 Discrimination_0m 0.147 0513 22

3 Comprehension_18m 0.408 0.167 1 4.996 0.035 Discrimination_0m 0.408 0.035 27

4 Production_I8m 0303 0.092 2 2534 0.124 0303 0.124 27

5 Comprehension_18m 0.725 0.525 2 9.398 0.002% Comprehension_12m; 0.710; 0.001%; 2
Production_12m 0.033 0.859

6 Production_18m 071 | 0549 2 10366 0001* | Comprehension_12m; 0382 0.049; -
Production_12m 0.491 0.015%

Models 1 to 4 use language discrimination atbirth as predictor, while models 5 and 6 explore the predictive rlationship between vocabulary measures at 12 and 18 months.
The alpha value for these tests is @ =0.025.
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Duration 20 18
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Difference response

AD /kuk:a/ (vs. AB /kut:o/)

CD /tek:a/ (vs. AB /kut:o/)

AX /kup:e/ (vs. AB /
kut:o/)

Time Window 1 (120-180ms)

‘Time Window 2 (460-520ms)

‘Time Window 3 (520-580ms)

‘Time Window 4 (620-680ms)

*£1.3(2.9) 1(51);

.2, <0.01,d =044
106 (33) H(51)=-23,p <005,

d=-032

#-0.86 (3.1) ((51) =—2.01, p <0.05, #-0.70 (24) (51)=-2.1, p <005,
d=-028 d=-029

#4085 (23) ((51) ==2.7, p <0.05,
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2,07 (2.5) (51
d=081

5.9,p <0001,

Mean amplitudes (in bold) and standard deviations (in parentheses) are given in V for the average of the frontocentral channels. The t-statistics (1, df—degrees of freedom, in parentheses,
p—significance level, Cohen's d—effect size) are also shown. Statistical significance is marked with asterisks (*p <0.0, *#p <0.01).
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Predictors i 2 Changein ChangeinF Sig. change

R? inF
Model 1 0.089 0.089 10,161 0.002 10161 104 0.002
Surgency (9months) 0.298 0.002
0,044 5223 0024 7899 103 0.001

Stepwise linear regression analyses, N= 106, excluded variables birthweight, 9-month Effortful Control.
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Predictors i 2 Changein ChangeinF  Sig.change

R? inF
Model 1 0.056 0.056 6.125 0.001
Sex =0.236 0.015
Model 2 0.128 0.072 8.548 0.013
Sex -0275 0004
Surgency (9months) 0272 0.004

06, excluded variables: effortful control (9 months).

Stepwise linear regression analyses,
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Very Short Form of Infant Behavior Questionnaire

(IBQ-R)

Very Short Form of Early Childhood Behavior
Questionnaire (ECBQ)

Surgency

Effortful

control

Negative
affectivity

During a peekaboo game, how often did the baby laugh?

When hair was washed, how often did the baby vocalize?

How ofien during the week did your baby move quickly toward new objects?

How often during the last week did the baby enjoy being read to?

How often during the last week did the baby play with one toy or object for

5-10min?

How often during the last week did the baby stare at a mobile, crib bumper or

picture for 5 min or longer?
When tired, how often did your baby show distress?
When introduced to an unfamiliar adult, how often did the baby cling to a parent?

When introduced to an unfamiliar adult, how ofien did the baby refuse to go to the

unfamiliar person?

‘When offered a choice of activities, how often did your child decide
what to do very quickly and go after it?
‘When encountering a new activity, how often did your child get

involved immediately?

While partici ies, how ofien di

full of energy, even in the evening?

ing in daily acti

your child seem

When told “no;” how often did your child stop the forbidden activity?

‘When asked to wait for a desirable item (such as ice cream), how often
did your child wait patiently?

‘When asked to do so, how often was your child able to be careful with

something breakable?
‘When visiting a new place, how often did your child not want to enter?
‘When told “no?” how often did your child become sadly tearful?

Following an exciting activity or event, how often did your child seem to

feel down or blue?
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Data collection Cohorts
[l Newborn 9-month 18-month
6months 68 39

9months 56 39 26

18 months 53 36 25 37
24months 42 35 25 37

30months 40 35 2 31

Total number of

participants

107
121
151
139
131
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Age Scale name Cronbach's Alph:

6months

Surgency 0.686
Effortful control 0677
Negative affectivity 0.805
9months

Surgency 0,607
Effortful control 0.705
Negative affectivity 0.756
18months

Surgency 0738
Effortful control 0.703
Negative affectivity 0,688
24months

Surgency 0.680
Effortful control 0723

Negative affectivity 0626
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Variables at
different ages

Birthweight

Mean (SD)

3416.46 (405.50)

Range
Min-Max

2,410-5350

Gir

82

N Girls Mean
(SD)

3278.51(358.18)

Boys Meal
(SD)

3,543 (406.80)

statistic

20327%

Gestational age

39.56 (1.128)

37-43

81

39.54(1.15)

39.56 (1.11)

0242

Effortful control | 6months 105 543 (3.54) 3.5-698 53 5.47(0.648) 5.39 (0.66) 0452
9months 121 5.28(3.98) 275-673 61 5.30 (0.63) 5.23(077) 0.010
18months 140 465 (277) 2455-6.42 69 473 (075) 457 (0.71) 1673

4.91(3.00)

275-683

4.95 (0.67)

4.8 (0.75)

Languageand | Receptive vocabulary 147 31145(10025) 27-455 7 32615(9517) | 296.95(103.62) 2939
communication | 18 months
Gestures 18 months 147 57.99 (11.41) 25-81 7 61(11.26) 55.03 (10.83) 10751+
Expressive vocabulary 147 72,66 (95.35) 0-383 7 84.60 (105.34) 60.88 (83.40) 5.043¢
18months
Expressive vocabulary 144 38060 (256.98) 1-804 7 43023 (23759) | 33234 (267.38) 5.007%
24months
Expressive vocabulary 138 65532(205.14) 2-804 6 69116 (18336) | 619.58 (22039) 5.652*
30months

+p<0.10, *p<0.05, **p<0.01, ***p<0.001. Bold highlights significant sex differences.






OPS/images/fpsyg-15-1393295/fpsyg-15-1393295-g003.jpg
Looking to slow
hand around
slow beats

Pitch
[ High
[ tow

Looking to fast
hand around
fast beats

Difference score
(congruent-incongruent looking)

Difference score.

(congruent-incongruent looking)

Isochronous Rhythm

008

004

008

004

Syncopated Rhythm

-0.08

Offset (ms)

100 [ 100 200

Offset (ms)





OPS/images/fpsyg-15-1375353/crossmark.jpg
©

2

i

|





OPS/images/fpsyg-15-1375353/fpsyg-15-1375353-g001.jpg
|

g & §& 8§

Aseingeson anissaidx3 10D

o

24

18

16

14

12

age





OPS/images/fnhum-18-1379660/crossmark.jpg
©

2

i

|





OPS/images/fnhum-18-1379660/fnhum-18-1379660-g001.jpg
o

Amplitude (pV)

A /oal stimulus
F, steady F,tising

Frequency (Hz)

90 160
Time (ms)

0.05 FFRan
2°W A ﬂMthMMI‘_MIAnM 2 oot | ol /J\o\;__
-0.025 vavvwwvw ”’wwuvw'v Euuos

Time (ms) Eaauariew {itr





OPS/images/fnhum-18-1358380/cross.jpg
©

|





OPS/images/fnhum-18-1358380/fnhum-18-1358380-g001.jpg
O

1
AXB,

Standard

AXB,

AXB,

AXB,  AXB,

Intensity Deviant

AXB,

NAD Deviant

AX

B, AX B,





OPS/images/fnhum-18-1358380/fnhum-18-1358380-g002.jpg
NAD Effect

(NGNS

Intensity Effect

254 ms

Fz W T F4

|
|
02 b 04 08s 181 ms





OPS/images/fnhum-18-1358380/fnhum-18-1358380-g003.jpg
NAD effect (uV)

*
R=041

0 2
intensity effect (uV)

NAD effect (uV)

N

(@)

5

standards (uV)





OPS/images/fpsyg-15-1367240/fpsyg-15-1367240-t005.jpg
Predictors

(Intercept)
Language
Language [French]: Phonotactics

Language [German): Phonotactics

Language [French]: Pronunciation

Language [German]: Pronunciation

Language [French): block
Language [Germanl: block

Language [French]:Phonotactics x Pronunciation

Language [German]: Phonotactics x Pronunciation

Language [French]:Phonotactics x block
Language [German]: Phonotactics x black

P-values are highlighted in bold when smaller than 0.05.
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003
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~0.03
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Cl
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~004-0.08
~004-0.09
~029--0.17
~0.15--0.03
~0.10-0.02
~0.10-0.02
~007-0.05
~004-0.08

<0.001
0442
0.031
0359
0564
0447
<0.001
0.006
0199
0223
0.764
0585
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