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Editorial on the Research Topic 
Optimal design and efficiency improvement of fluid machinery and systems: volume II


INTRODUCTION
Fluid machinery is integral to a wide range of industries, from energy generation to transportation, and from industrial processing to environmental protection. The challenge of improving the performance, reliability, and efficiency of these systems has led to significant advancements in their design and operation. Optimal Design and Efficiency Improvement of Fluid Machinery and Systems: Volume II compiles 13 insightful research papers that tackle a variety of issues in fluid machinery, including optimization techniques, performance enhancement, and energy efficiency. These contributions offer both theoretical insights and practical applications, helping to address complex challenges in modern fluid systems.
This volume covers a wide spectrum of fluid machinery, including pumps, turbines, compressors, and hydrodynamic couplings, and uses cutting-edge methodologies such as numerical simulations, experimental validation, and optimization algorithms. The papers have been categorized into three major themes: Optimization and Performance Enhancement, Cavitation and Flow Instabilities, and Fluid-Structure Interaction and Hydraulic Losses. Each category reflects the critical areas of research in the field of fluid machinery.
OPTIMIZATION AND PERFORMANCE ENHANCEMENT
This category addresses the ongoing efforts to optimize the design and improve the performance of various fluid machinery systems. Zhai et al. present a study on hydrogen circulation pumps (HCPs) that introduces a multifactor and multi-objective optimization method for improving hydrogen utilization efficiency. The optimization of key parameters, such as the rotor blade number and the helix angle, has led to significant performance improvements, as demonstrated by experimental validation. Similarly, Yang et al. explore the design of electric coolant pumps (ECPs) for electric vehicles, with a focus on how suction pipe structures affect hydraulic performance and efficiency. Their findings highlight the importance of optimizing the flow patterns within the pump to improve energy efficiency.
The research conducted by Wang et al. on marine gas turbines explores how inlet distortion impacts the turbine’s aerodynamic stability, providing a novel simulation device to predict and analyze pressure distortion. Their work offers a critical tool for ensuring stable turbine performance under varying conditions. Additionally, Ma et al. investigate the performance of self-priming jet pumps in irrigation systems, emphasizing the challenges of achieving optimal performance while maintaining compact designs. This research has important implications for developing more efficient and stable irrigation systems.
CAVITATION AND FLOW INSTABILITIES
Cavitation and flow instability are two of the most critical challenges in fluid machinery design and operation, affecting performance and reliability. The study by Xiao et al. provides a deep analysis of pressure pulsation in pump turbines, a major contributor to operational instability. Using the Hilbert Huang transform, they uncover complex frequency characteristics that inform the design of more stable turbines. Similarly, Lang et al. explore cavitation monitoring in non-clogging pumps, utilizing an optimized neural network for cavitation detection. Their findings provide a robust methodology for real-time diagnosis, which could significantly improve the operational reliability of pumps.
Cui et al. focus on the cavitation behavior in hydrodynamic couplings, a common component in heavy-duty mining equipment. Their work emphasizes the instability caused by cavitation in low-speed ratios, providing a model that predicts cavitation development and its detrimental effects on performance. In the same vein, Zhang et al., Zhang et al. delve into cavitating and non-cavitating wake flows around circular cylinders. By employing large eddy simulation (LES) and the Schnerr-Sauer cavitation model, they provide valuable insights into how cavitation alters energy dissipation and vortex dynamics in fluid systems.
FLUID-STRUCTURE INTERACTION AND HYDRAULIC LOSSES
Understanding the complex interactions between fluid flows and structural components is essential for improving the efficiency of fluid machinery. Zhu et al. study the impact of the number of blades on energy dissipation and flow patterns in mixed-flow pumps, highlighting the role of fluid-structure interaction in optimizing pump performance. The increase in blade number improves flow characteristics but can also induce rotating stall under certain conditions. Huo and Zha investigate how blade inlet geometry impacts the efficiency and hydraulic losses in mixed-flow pumps. Their findings underscore the importance of blade design in minimizing flow losses and enhancing overall pump performance.
Chang et al. take a different approach by studying the wear characteristics of U-shaped elbows using a CFD-DEM coupling model. Their research investigates how particle flow dynamics, including collision frequency and wear rate, are influenced by factors such as bend spacing and particle concentration. The insights gained here are crucial for optimizing the design and operation of piping systems in industrial applications.
Lastly, Yan et al. introduce a novel fluidic oscillator design, employing movable feedback channels and resonators to regulate jet frequency. This design offers a more stable and efficient solution for flow control applications, particularly in compressor systems, where frequency adaptation is critical under varying operational conditions.
SUMMARY
In conclusion, the studies presented in Volume II of Optimal Design and Efficiency Improvement of Fluid Machinery and Systems provide valuable advancements in the field of fluid machinery optimization. The research addresses critical challenges such as cavitation, flow instability, energy dissipation, and fluid-structure interaction, offering innovative solutions to improve the design and performance of fluid systems across a variety of industrial applications.
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In this study, a novel fluidic oscillator suitable for use as a key component of a flow control device is proposed and investigated through numerical simulations. The new layout adds resonators to a typical fluidic oscillator with dual feedback channels, and the length of the feedback loop is designed to be adjustable. This fluidic oscillator with movable feedback channels and resonators can generate a jet with an adjustable frequency, and it has smaller total pressure loss than the baseline model. Numerical results show that the movement of the feedback channels regulates the degree of coupling between the feedback channels and resonators to generate different orders of jet frequencies. This self-excited fluidic oscillator with adjustable jet frequency is more adaptive than typical designs when dealing with complex flow separation conditions, and it will be more stable because the frequency adjustment requires neither high-frequency movable mechanisms nor external energy input. Moreover, the frequency switching phenomenon is observed in special cases, which may help improve the efficiency of the compressor blades with a drastically changed dominant frequency under off-design conditions or with multiple dominant frequencies, such as tip leakage flow and shock–boundary layer interaction.
Keywords: fluidic oscillator, feedback channel, resonator, unsteady flow control, numerical simulation

1 INTRODUCTION
The efficiency and stability of compressors at high loads directly affect the performance of aeroengines. When blade loads are increased to levels far above the current aerodynamic design level, flow separation usually occurs due to high inverse pressure gradients or shock–boundary layer interaction, causing a dramatic decrease in fluid mechanical efficiency and even engine surge. Through flow control techniques, flow separation can be reduced or even eliminated, thereby improving the pressure ratio, efficiency, and stability margin of compressors considerably (Liu et al., 2019; Qin et al., 2020; Lu et al., 2022).
Flow control mainly includes steady and unsteady flow control. In recent decades, researchers have shown great interest in unsteady flow control techniques that utilize flow instabilities. The main difference between steady and unsteady flow control techniques lies in whether or not the flow control excitation is time-dependent. The advantage of unsteady flow control over steady flow control is that it can achieve the same control effect with an energy saving of one to two orders of magnitude (Greenblatt and Wygnanski, 2000). Therefore, unsteady flow control has elicited attention from researchers and has become a focus of flow control research.
Unsteady flow control mainly includes acoustic excitation (Lepicovsky et al., 1986; Nishioka et al., 1987; Açıkel and Genç, 2016), synthetic jets (Glezer and Amitay, 2002) (Cao et al., 2020), unsteady blowing and suction (Kim et al., 2017), wall oscillation (Choi et al., 2002), and traveling wave wall control (Wu et al., 2003) (Lu et al., 2019). Belonging to unsteady blowing, fluidic oscillators are devices that can create a sweeping jet with a fixed frequency through a stable mass flow input. Oscillation in fluidic oscillators is produced by the Coanda effect, which attaches the fluid stream alternatively to one of the adjacent walls in the mixing chamber. The produced oscillation is self-induced and self-sustained (Tomac and Sundström, 2019). If the inlet and outlet of a fluidic oscillator are connected to a high-pressure and a low-pressure air source, respectively, the fluidic oscillator can utilize the flow instability to enable the outlet to generate a periodic sweeping jet, which can be used as the unsteady excitation required for unsteady flow control. As an unsteady flow control method, self-excited fluidic oscillators have a simple, reliable, low-maintenance geometry and can generate a self-sustaining and oscillating periodic jet without the use of movable parts. Thus, they have good application prospects. Their potential has been explored in many areas, such as fluid mechanics and aeronautics. Therefore, the demand for fluidic oscillators in engineering applications has increased considerably.
Fluidic oscillators have the potential to function as flow control devices by producing oscillating velocity fields. However, their utilization as unsteady flow control devices has received wide attention from researchers since 2010s. Many typical fluidic oscillators are very efficient in generating oscillating velocity fields and their effects and mechanism have been thoroughly studied in recent years due to their robustness and potential to meet most of the application requirements. Cerretelli and Kirtley (Cerretelli and Kirtley, 2009) experimentally investigated the control effect of a fluidic oscillator on flow separation in a diffuser and found that the fluidic oscillator can save 60% jet momentum compared with steady flow control when the flow field is fully reattached. Koklu (Koklu, 2018) compared the jet generated by a fluidic oscillator with those generated by several common flow control methods, such as steady jet, vortex-generating jet, and vortex generator through experiments and reported that the control performance of the fluidic oscillator is better than that of the steady jet and vortex-generating jet in the separation flow of the ramp structure. Wang et al. (Wang et al., 2019) proposed the concepts of high-pressure compressed wave and low-pressure expansion wave and used pressure wave reflection theory to explain oscillation behavior. Ostermann et al. (Ostermann et al., 2017) (Ostermann et al., 2019) addressed the flow control mechanism of fluidic oscillators and found that because the sweeping jet is on a plane perpendicular to the external crossflow, the effect of the jet is similar to that of the streamwise vortical structures generated by a vortex generator. Tomac and de Luzan (Tomac and de Luzan, 2020) experimentally and numerically investigated and characterized a synchronized fluidic oscillator, which is especially helpful for solving flow control problems exhibiting two separation points, such as flow-over cylinders or surfaces exposed to differential pressure (i.e., wingtips). Some researchers have also focused on self-excited fluidic oscillators for engineering applications and have conducted full-scale experiments and numerical simulations. Cerretelli et al. (Cerretelli et al., 2010) used a built-in fluidic oscillator to control a DU96 airfoil representing a typical wind turbine blade and discovered that appropriate control parameters can increase the airfoil lift by up to 60%. Shmilovich et al. (Shmilovich et al., 2018) placed an array of multiple fluidic oscillators on the vertical tail of an aircraft and verified the effectiveness of this flow control approach through numerical simulations and experiments at the whole-aircraft level of the B757 demonstrator.
Unsteady flow control devices require a broad range of excitation frequencies for effective operation in some cases. For example, in a compressor at an off-design point, the dominant frequency of the separated flow differs from that at the design point. This condition means that the optimum flow control frequency also changes, so the frequency of unsteady flow control devices, such as fluidic oscillators, needs to be adjusted under different operating conditions. Flows with tip leakage, corner separation, or shock–boundary layer interactions also have two different dominant frequencies. Under different operating conditions, modes with different dominant frequencies need to be controlled. Thus, researchers have attempted to establish methods to change the frequency of flow control devices. As unsteady fluid control devices, fluidic oscillators typically adjust the sweeping frequency of the output jet through its mass flow rate. However, other existing methods can be used to adjust the jet frequency. For example, Tomac and Sundström (Tomac and Sundström, 2019) added two control jets in the fluidic oscillator mixing chamber. This approach can change the jet frequency of the oscillator through the K-H instability between the two control jets and the mainstream to generate ultra-high frequency jets. Culley (Culley, 2006) added a solenoid pressure valve to the inlet of the oscillator to regulate the pressure in the control channel and thus control the frequency of the jets generated by the devices. The highest frequency measured from this experimental device is 312 Hz due to the limitations in the switching speed of the solenoid valve. This frequency may still be relevant for some applications, but this device cannot handle flow control situations that require frequencies higher than 312 Hz. In addition, the constant external excitation and high-frequency motion of the components increase the energy consumption and reduce mechanical reliability. Moreover, Gregory et al. (Gregory et al., 2009) used a piezoelectric bender to control the frequency of a fluidic oscillator. Their design is similar to these with solenoid valves. Given that a bending tube is added, the frequency is affected by the characteristics of the moving parts when this method is adopted. In the frequency range of 0–250 Hz, oscillation frequency is independent of supply pressure. However, the efficiency of this approach decreases at frequencies exceeding the piezoelectric bender’s resonance frequency (121 Hz). Analysis of the existing techniques for changing the frequency of fluidic oscillators indicates that changing the frequency by adding movable parts, electric devices, or additional accessories may raise new issues, such as reduced engineering reliability, increased maintenance costs, shortened service life, and reduced energy utilization efficiency.
Aside from fluidic oscillators that can adjust jet frequency, we consider a new configuration that avoids using external excitation, high-frequency movable parts, or electromagnetic actuators. At present, there are two typical types of wall-attachment fluidic oscillator designs: with feedback channels and with resonators (Gregory and Tomac, 2013). For the fluidic oscillator with feedback channels, the frequency of the jet generated by the device is proportional to the flow rate through the oscillator (Ostermann et al., 2019). Thus, jet frequency can be adjusted via the flow rate. However, generating ultra-high-frequency jets is difficult. For the fluidic oscillator consisting of a conjugate acoustic resonator (Tesař et al., 2013), jet frequency is constant and independent of the flow rate through the fluidic oscillator. Ultra-high-frequency jets can be generated, but the jet frequency is difficult to adjust because it is determined by the geometry of resonators. Thus, we consider a new fluidic oscillator with movable feedback channels and resonators and attempt to combine the advantages of both, namely, the ability to adjust the frequency by flow rates while generating high frequencies and the ability to modulate the Strouhal number of the oscillator by moving the feedback channels, thus changing the oscillator characteristics.
In this study, the characteristics of the fluidic oscillator with feedback channels and resonators are studied numerically. In Section 2, the concept of the fluidic oscillator is introduced in terms of structural design ideas and principles. In Section 3, the numerical method used in this study is presented together with the structural parameters, mesh generation, and solver settings. Simulation reliability is also verified through a comparison with existing experimental results. In Section 4, we present the theoretical basis for the sweeping frequency in fluidic oscillators with only feedback channels and those with only resonators. In Section 5, we analyze the numerical results to express our understanding of the unique characteristics of the new fluidic oscillator. With this study, we hope to improve the understanding and application of fluidic oscillators with adjustable frequencies.
2 CONCEPT OF A FLUIDIC OSCILLATOR WITH MOVABLE FEEDBACK CHANNELS AND RESONATORS
We propose a new fluidic oscillator with adjustable jet frequencies and sweeping amplitudes. For easy distinction, we refer to the baseline model used for reference as the “prototype model” and to the new proposed oscillator as the “modified model”. In terms of geometry, on the basis of the prototype fluidic oscillator shown in Figure 1A (adopted from Ref. (Cerretelli et al., 2010)), we add resonators at the beginning and end of each of the two feedback channels so that the fluidic oscillator has both feedback channels and resonators. We expect this design to combine the advantages of the two typical types of oscillators mentioned in the Introduction. The feedback channel is designed to move laterally within the stroke, thus allowing the adjustment of the oscillation characteristics to produce sweeping jets with different characteristics.
[image: Diagram showing two labeled components, A and B. Component A has a feedback loop, movable feedback channel, and mixing chamber. Component B includes a resonator. Both components are connected with arrows indicating flow paths.]FIGURE 1 | Comparison between (A) the prototype fluidic oscillator (Cerretelli et al., 2010) and (B) the fluidic oscillator with both feedback channels and resonators.
The specific structure of the fluidic oscillator with feedback channels and resonators is shown in Figure 1B. It includes an inlet, a mixing chamber, and an outlet, which are sequentially located on the central axis of the device and constitute the main flow path. A feedback loop consisting of a feedback channel and a resonator is provided both on the left and right, respectively, of the central axis of the device. If the resonator is not considered, the main flow path in the mixing chamber will adhere to the left or right wall surface of the mixing chamber due to the Coanda effect. For example, if the main flow path is attached to the right wall of the mixing chamber, the jet will be attached to the left wall of the outlet and form a right feedback loop, and the flow along the right feedback loop will push the main flow path at the entrance of the mixing chamber to attach it to the left wall of the mixing chamber. Next, the jet will flow along the right wall of the outlet and form a left feedback loop. These two processes occur alternately, thus forming a certain frequency of the sweeping jet at the outlet. Moreover, if the feedback channel is not considered, a standing wave with a fixed frequency will be generated at the entrance of the mixing chamber due to the presence of resonators on both sides of the entrance of the mixing chamber, making the jet frequency consistent with this standing wave frequency (Field and Fricke, 1998).
Given that resonators and feedback channels exist simultaneously, the characteristics of the oscillator in this study are formed by the joint action and mutual coupling of resonators and feedback channels. By changing the feedback loop length through the movement of the feedback channel, the jet characteristics are likely to be changed. And the jet sweeping angle and frequency can be adjusted through the different degrees of coupling between the feedback channels and resonators. This approach can effectively control the flow for different separation vortex frequencies and improve the adaptability of the device to the working conditions.
3 NUMERICAL METHODS
In this study, the sweeping jet is generated by a fluidic oscillator with both feedback channels and resonators (Figure 2). This oscillator is a modification of a prototype oscillator, which has been examined and characterized in various studies (e.g., Ostermann et al., 2018). The spatial oscillations of the jet are induced only by internal dynamics and geometry, so the generated jet is self-induced and self-sustained. With reference to the modified fluidic oscillator, the width d of the outlet (i.e., throat) is 25 mm, the length of the resonator (denoted as [image: Mathematical expression depicting \( L_R \), indicating a specific variable or parameter often used in scientific or mathematical contexts.]) is 128 mm, and the outlet semi-spread angle is 50° (Table 1). The compressibility effect can be ignored in this study because the highest Mach number at the throat is estimated to be 0.28 under the maximum mass flow rate supply.
[image: Diagram comparing a prototype model with a modified model. Both models feature a loop-like structure and a side view. The prototype is shown with a solid loop, while the modified model includes a notched loop suggesting flexibility or jointed connections.]FIGURE 2 | Geometric configurations of (A) Prototype model and (B) Modified model in 3D perspective.
TABLE 1 | Main parameters of the fluidic oscillator.
[image: Table comparing parameters of prototype and modified fluidic oscillators. Both have a throat width of twenty-five millimeters and outlet semi-spread angle of fifty degrees. The prototype's feedback channel length is two hundred eighteen point six millimeters, while the modified version's maximum and minimum feedback channel lengths are three hundred twenty-one point eight millimeters and two hundred seven point eight millimeters, respectively. The modified oscillator also has a resonator length of one hundred twenty-eight millimeters and a mixing chamber length of one hundred seventy-four point four millimeters.]A computational fluid dynamics (CFD) approach is used to evaluate the characteristics of the fluidic oscillator in different modes, including the effect of the length of the feedback channels on the sweeping frequency of the fluidic oscillator and the total pressure loss of the oscillator. The simulations are implemented on a workstation that uses an octa-core Intel Core i7 9700 CPU. An unsteady flow case needs about 20 h to finish computation. The validity and feasibility of the numerical method are verified based on the prototype. The modified model includes the design of the feedback channel as a movable mechanism so that the total length of the feedback loop can be adjusted within a certain range, which may also result in a variation in the Strouhal number.
To simulate the sweeping jet generated by the fluidic oscillator with moveable feedback channels and resonators, a structured mesh is constructed using ANSYS ICEM. The mesh topology is shown in Figure 3, and 16 3D blocks are used. A grid-independence test is performed based on the prototype, and Figure 4 shows that the jet frequency and total pressure loss coefficient generated by the prototype are nearly invariant for grid numbers larger than 860,000. Therefore, using the grid number of about 1,000,000 can save computational resources while obtaining a sufficiently high computational accuracy. The grid of the feedback channel part is divided independently, and the moving mesh is used to generate meshes at different positions. Before the mesh is moved to the designed position, the translational speed is maintained at a low level to avoid unsteady effects.
[image: Diagram showing two parts labeled A and B. Part A illustrates the topology of a structured grid, highlighting a zoomed-in section of the grid's layout. Part B presents a three-dimensional grid representation, with an expanded view of the grid structure and details. Both diagrams emphasize the grid arrangement and structure.]FIGURE 3 | (A) Grid topology and (B) 3D Grid of the fluidic oscillator with both feedback channels and resonators.
[image: Bar and line graph showing total pressure loss coefficient in red bars and frequency in green line with points as grid numbers increase. Grid number is on the x-axis, ranging from zero to three hundred thousand. Total pressure loss coefficient ranges from zero to three on the left y-axis, while frequency ranges from zero to fifteen hertz on the right y-axis. Frequency initially increases sharply then stabilizes with increasing grid number.]FIGURE 4 | Grid dependence results.
The ideal air model is selected as the fluid model. The k-omega shear stress transport (k-ω SST) turbulence model is used in ANSYS Fluent to calculate the steady flow as the initial field, and unsteady numerical simulations are performed using large eddy simulation (LES). In LES, the wall-adapting local eddy–viscosity (WALE) sub-grid model is selected. Given that the mesh of the feedback channels and the main body of the oscillator structure are divided separately, interfaces are set between the moving mesh (feedback channel mesh) and the stationary mesh (the rest of the mesh) so that each part of the mesh is connected. The boundary condition at the inlet of the fluidic oscillator is constrained by a given mass flow rate, and a constant static pressure of standard atmosphere is provided at the outlets. Moreover, a periodic boundary is set in the staggered direction, thus reducing the cost of the 3D LES calculation. In this calculation, dual time stepping is employed, and the physical time step is set to 1 × 10−3 s. The flow losses of the device are evaluated by the total pressure loss coefficient, which is defined as follows:
[image: Equation for omega equals the difference of P sub zero and P sub one, divided by zero point five times rho times V squared. It is labeled as equation one.]
where [image: Mathematical notation representing the principal value of zero, denoted as \( P_0^* \), with a star superscript.] is the time-average total pressure at the inlet, [image: The image shows the mathematical expression P subscript 1 with an asterisk above the P.] is the time-average total pressure at the outlet, [image: If you provide an image by uploading it or sharing a URL, I can help create alt text for it. If you have a description or context for the image, feel free to add that as well.] is the density of the fluid, and [image: Please upload the image or provide a URL for me to generate the alt text.] is the velocity magnitude of the sweeping jet.
The numerical simulation (CFD) results of the prototype fluidic oscillators are compared with the experimental results (Ostermann et al., 2018), as illustrated in Figures 5A, B. Figure 5A shows the transient sweeping jet angle of the prototype fluidic oscillator obtained by the simulation (operating at a jet velocity of 19 m/s) and experiment (the experimental data obtained from Ref. (Ostermann et al., 2018)). Figure 5B presents the jet frequency as a function of velocity obtained from the numerical simulations and experiments. In CFD, the jet angle is obtained by monitoring the normal and tangential flow velocity components at the throat of the outlet, whereas in the experiments, the sweeping angle is monitored on a section at a certain distance from the outlet. Thus, the two results show some differences. According to Figures 5A, B, the CFD results generally agree with the experimental results. The sweeping angle of the jet obtained by CFD demonstrates a cyclic trend that approximates a sinusoidal function, which is consistent with the experimentally obtained results. In addition, the experimental dominant frequency of the jet is 9.31 Hz, which is very close to the value of 9.66 Hz obtained by CFD. Figures 5A, B illustrate that the numerical method can predict the transient characteristics of the unsteady flow field of the oscillator. Therefore, this numerical method can be applied to the numerical computation of the modified fluidic oscillator in the subsequent sections.
[image: Panel A shows a graph comparing experimental and simulation data of jet sweeping angles over time, with noticeable fluctuations. Panel B depicts a graph of jet frequencies, showing a linear relationship between velocity and frequency with close alignment between experimental and simulation data. Both panels highlight the comparison between experimental results and simulations in jet behavior.]FIGURE 5 | Comparison of (A) jet sweeping angles (T denotes a time period) and (B) jet frequencies between numerical and experimental results.
4 THEORY OF SWEEPING FREQUENCY IN TWO TYPES OF FLUIDIC OSCILLATORS
In the prototype, jet frequency is proportional to velocity at low jet velocities, but the jet frequency of the fluidic oscillator with resonators is related only to the structural parameters (e.g., length of the resonator). The modified fluidic oscillator combines the structural features of the two oscillators. So, the following sections analyzes the frequency characteristics of the prototype and modified fluidic oscillator theoretically.
4.1 Fluidic oscillators with feedback channels only
In this section, we analyze the theoretical formulation of jet frequency in the prototype oscillator and apply numerical data to it.
For fluidic oscillators with feedback channels only, jet sweeping frequency is related to the geometry and mass flow rate of the oscillator. Ostermann et al. (Ostermann et al., 2019) and Simões et al. (Simões et al., 2005) proposed the equation for the sweeping jet frequency of a fluidic oscillator with feedback channels as follows:
[image: Equation for frequency \( f \) is given as \( f = \frac{1}{T} \approx \frac{1}{2} \left( \frac{L_r}{c} + \frac{gL_r}{V_r} \right) \).]
where [image: It seems there's no image attached. Please upload the image or provide a URL for me to generate the alt text.] is the length of the feedback channel, [image: Please upload the image or provide a URL so I can help generate the alt text for it.] is the speed of sound, [image: The image shows the mathematical symbol \( V_y \), representing the vertical component of velocity in physics or engineering contexts.] is normal (y-axis direction as illustrated in Figure 2) jet velocity, [image: Please upload the image or provide a URL for me to generate the alt text.] is the length of the mixing chamber, and [image: Greek lowercase letter xi.] is the empirical constant for correction. When [image: The formula shows "v_y much less than c", where v_y represents velocity and c denotes the speed of light.], [image: Mathematical expression showing "L sub f over c", representing a ratio or fraction with \(L_f\) in the numerator and \(c\) in the denominator.] is considered to be a negligible quantity, and Eq. 2 can be simplified as follows:
[image: The equation indicates that the frequency \(f\) is approximately equal to the product of one-half and the ratio of \(V_y\) to \(\xi L\).]
Thus, [image: Please upload the image or provide a URL so I can help generate the alt text for it.] is proportional to [image: The image shows the mathematical expression "V" with a subscript "y" in italicized font.] (referred to as linear relation, and this situation is illustrated in Figure 5). When [image: Equation displaying \( O(V_y/c) = 1 \).], that is, when the compressibility of the fluid needs to be considered, [image: If you have an image you'd like me to describe, please upload it, or provide a link to it.] and [image: A mathematical expression showing an italicized uppercase "V" followed by a subscript lowercase italicized "y".] are nonlinearly related (referred as nonlinear relation).
We use the relations in Eqs 2, 3 to fit the numerical simulation results of the prototype, as shown in Figure 6. In Figure 6, when the jet velocity is below 30 m/s, the Mach number is much lower than 0.3, and the compressibility effect is negligible. Under this circumstance, the frequency of the jet generated by the oscillator is approximately proportional to the jet velocity, and the Strouhal number obtained from the numerical simulation is calculated from this slope as 0.0157, which basically coincides with the experimental value of 0.015 in Ref. (Ostermann et al., 2018). When the jet velocity is higher than 30 m/s, the increment in jet frequency decreases with the increase in the Mach number, indicating a nonlinear relationship.
[image: Graph illustrating frequency versus velocity. Red circles represent simulation data points. A green line shows a linear relation, and a blue line indicates a nonlinear relation. The x-axis is labeled velocity in meters per second, and the y-axis is labeled frequency in hertz. The nonlinear relation closely follows the simulation points.]FIGURE 6 | Relationship between jet frequency and velocity in the prototype.
In Eq. 2, [image: The Greek letter xi, represented in its lowercase form as ξ, featuring three horizontal strokes with a curved tail extending downward.] is an empirical constant. According to Ref. (Simões et al., 2005), the value of [image: Please upload the image or provide a URL so I can help create the alt text for it.] for an oscillator varies with velocity and oscillation frequency. From the numerical simulation results, we find that in this case, the empirical constant [image: Greek letter lowercase xi, symbolized by a flowing, cursive-like curve.] obtained is approximately proportional to the inlet flow rate or normal jet velocity [image: The lowercase letter 'v' with a subscript 'y'.] (Figure 7), and the fitting relation is
[image: The formula shows the equation \( \xi = 0.0515 V_y + 3.6877 \), labeled as equation (4).]
[image: Graph showing a plot of dimensionless velocity against dimensionless time for a simulation. Red dots represent data points, and a blue line represents the fit, with an equation \(f_{x} = 0.0515a^{1/3}t + 3.6877\). The horizontal axis, \(V_{f}^{*}\), ranges from 0 to 120 meters per second, and the vertical axis, \(\xi_{f}\), ranges from 0 to 12.]FIGURE 7 | Relationship between empirical constant [image: The Greek letter xi, represented by the symbol ξ.] and jet normal velocity [image: Mathematical notation showing the variable \( V_y \).] in the prototype.
By substituting [image: Greek letter "xi" in lowercase, resembling a squiggly line.] in Eq. 4 into Eq. 2, we obtain the nonlinear relation between the oscillation frequency and jet velocity of the prototype. As illustrated by the nonlinear relation in Figure 7, the nonlinear Eq. 2 obtained by considering the relation of [image: The image contains the Greek lowercase letter xi, represented as ξ.] and [image: Mathematical notation showing the letter \( V \) with a subscript \( y \).] is in good agreement with the numerical simulation results. Considering that the fluidic oscillator analyzed in this study is proposed by modifying the prototype, we use this relation as the basis for evaluating the effect of geometric parameters when we investigate the characteristics of the modified model in the following sections.
4.2 Fluidic oscillator with dual quarter-wave resonators
In this section, we derive the jet frequency law of the fluidic oscillator with dual quarter-wave resonators. The relationship between jet frequency and resonator length in a fluidic oscillator with a single quarter-wave resonator has been proposed in Ref. (Field and Fricke, 1998). The relationship between jet frequency and resonator length needs to be derived for oscillators with dual resonators because modified fluidic oscillators have two symmetrical resonators. The derived equations for an oscillator with two symmetrical resonators are similar to those with a single quarter-wave resonator.
In a bounded medium, such as resonator structures in an oscillator, a quarter-wave resonator has two boundaries where reflection can occur: the open end and the closed end. Unlike a progressive wave in an unbounded medium, a wave set in a linear system, such as a fluidic oscillator with a resonator, is reflected off the two boundaries. Therefore, it propagates continuously between the two boundaries. Each time a vibratory source acts on the open end of the resonator, the vibratory source transfers energy to the air in the resonator cavity. This process forms standing waves in the cavity, creating a resonant state.
Next, the frequency equation of the modified fluidic oscillator (with two resonators) is derived. The wave generated in one direction is
[image: It seems like there is no image provided. Please upload the image or provide a URL, and I will generate the alt text for you.]
where [image: A lowercase letter "a" displayed in a stylized serif font with a slight shadow effect against a white background.] is the wave amplitude, [image: It seems there's no image attached. Please upload the image or provide a URL, and I'll help you with the alt text.] is the wave number, [image: Please upload the image or provide a URL for me to create the alt text.] is the frequency, and [image: Please upload the image or provide a URL so I can help generate the alt text for it.] is the wave initial phase.
The wave generated in the other direction is
[image: The mathematical expression shown is \( y_2 = a \sin(2\pi(kx + f) + \beta) \), labeled as equation six.]
where [image: Please upload the image or provide a URL to create the alt text.] is another wave initial phase. The two expressions are known solutions of the wave equation. The superposition principle can be used because the wave equation is a second-order linear differential equation. As a result of the superposition of the incident and reflected waves, the formation of a standing wave can be expressed as
[image: Equation representing the sum of two wave functions: \( \varphi = \varphi_1 + \varphi_2 = 2a \sin \left( 2\pi kx + \frac{\alpha + \beta}{2} \right) \cos \left( 2\pi ft + \frac{\alpha - \beta}{2} \right) \).]
We know that [image: It seems there was an issue with the image upload or format. Please try uploading the image again or ensure it is in a supported format. You can also provide a caption for context.] and [image: The mathematical expression is "x equals 2 times L subscript R".] are rigid ends of the resonator, and [image: Mathematical equation displaying "x equals L subscript R".] is in the open, where LR is the length of a quarter-wave resonator. Thus, the boundary conditions at the two rigid ends are
[image: Mathematical expression showing boundary conditions: x equals zero, phi equals zero; x equals two times L subscript R, phi equals zero. Equation number eight.]
In accordance with the first boundary condition, the following expression is obtained:
[image: \( 2a \sin \left( \frac{\alpha + \beta}{2} \right) \cos \left( 2\pi ft + \frac{\alpha - \beta}{2} \right) = 0 \).]
Therefore, [image: The equation shows the sum of alpha and beta divided by two equals zero.], i.e., [image: Beta equals negative alpha.]. From Eq. 7, we derive
[image: The image shows a mathematical equation: \( \psi = 2a \sin(2 \pi k x) \cos(2 \pi f t + \alpha) \), labeled as equation (10).]
From the second boundary condition, the following expression is obtained:
[image: The mathematical equation is displayed as follows: \(2a \sin(4 \pi L_k p) \cos(2 \pi f t + \alpha) = 0\). It is labeled as equation (11).]
Thus, [image: The mathematical expression "sine of four pi k L sub R equals zero".] or [image: The image shows a mathematical equation: \(4kL_R = n\).] (n is a positive integer). According to the relations between wave number [image: Please upload the image or provide a URL so I can help create the alternate text for you.] and frequency [image: It seems there was an issue with the image upload. Please try uploading the image again or provide a URL, and I will be happy to help with the alt text.],
[image: The equation shows \( k = \frac{1}{\lambda} = \frac{f}{c} \) and is labeled as equation (12).]
Hence, we can deduce that
[image: The equation shows \( f = \frac{n c}{4 L_R} \), where \( n = 1, 2, 3, \ldots \). The equation is labeled as equation 13.]
The minimum value of [image: It seems there is no image attached. Please upload the image or provide a URL.] is 1, so the minimum or characteristic frequency calculated by Eq. 13 describing the dual symmetrical resonator fluidic oscillator is:
[image: Equation for frequency \( f \) is shown as \( f = \frac{c}{4L_R} \), labeled as equation 14.]
When the modified model has resonators only, the two near-inlet resonators play the main role in determining the jet frequency. The frequency of the jet may be fractional or integral multiples of the characteristic frequency of the resonators (i.e., subharmonic or harmonic frequency) because of the nonlinear effect in the flow field and the coupling between the resonator and feedback channel.
For the prototype fluidic oscillator (Ostermann et al., 2019), when the shape of the fluidic oscillator is fixed, the value of the Strouhal number is nearly invariant. Strouhal number [image: It seems there was an error with the image upload. Please try uploading the image again, and optionally, you can add a caption for additional context.] is related to jet frequency [image: Unfortunately, I can't view images directly. Please upload the image, and I'll help you with the alternate text.], width of the throat [image: Please upload the image or provide a URL for it, and I'll help create the alternate text.], and jet velocity [image: Mathematical notation displaying the variable \(V_y\), typically representing a component of velocity or a variable in physics or mathematics.], as shown by the following equation:
[image: The formula shown is "St equals f subscript d divided by V subscript y", labeled as equation fifteen.]
However, the present study changes the structure of the feedback loops through the movement of the movable feedback channels, thus causing [image: Please upload the image or provide a URL so I can assist you in creating the alt text.] to change accordingly.
Given that the jet frequency generated by the fluidic oscillator with resonators is fixed, according to Eq. 16, [image: Please upload the image or provide the URL so I can help generate the alt text for you.] is inversely proportional to [image: Mathematical notation showing the variable \( V_y \), indicating a component, often used to represent a vertical aspect of a vector in physics or mathematics.], that is, as the flow rate through the jet changes, the Strouhal number also changes (Field and Fricke, 1998). The modified fluidic oscillator discussed in this work has the structural features of fluidic oscillators with feedback channels and those with resonators, which may adjust both the Strouhal number and the frequencies by the movable feedback channel and flow rate. The characteristics, such as flow losses, oscillation amplitude, and unsteady characteristics, are unknown and will be discussed below by simulation.
5 NUMERICAL RESULTS AND ANALYSIS—CHARACTERISTICS OF THE FLUIDIC OSCILLATOR WITH BOTH FEEDBACK CHANNELS AND RESONATORS
In this study, the feedback channel is designed as a movable component on the basis of the prototype model. To reflect the relative length of the feedback channel, the ratio of feedback channel length to resonator length is defined as
[image: Equation showing \( R = \frac{L_f}{L_R} \) with reference number 16.]
Thus, three typical states represented by [image: It seems there was an error or the image did not upload correctly. Please try uploading the image again or provide additional context for it.] = 1.62, 2.07, and 2.51 are investigated, and each state is given three different inlet mass flow rates (corresponding to inlet velocities of 10, 20, and 40 m/s) in the unsteady calculations.
5.1 Flow loss characteristics
The fluidic oscillator, as a flow control method, is designed to suppress external flow separation losses, and it requires a low level of flow losses within itself. In the numerical simulation, the total pressure loss coefficient (Eq. 1) is used to evaluate the flow loss characteristics of the device, and Figure 8 shows the comparison of total loss coefficients between the prototype and the modified model ([image: It seems there's an error in the request as no image has been uploaded. Please try uploading the image file again, and I will help generate the alternate text for it.] = 1.62, 2.07, and 2.51) at different inlet mass flow rates.
[image: Scatter plot showing the relationship between exit flow velocity \( V_j \) in meters per second and total pressure loss coefficient. Different symbols represent prototypes and three Reynolds numbers: \( R = 1.62 \), \( R = 2.07 \), and \( R = 2.51 \). Data points are indicated with red squares, green triangles, blue diamonds, and black circles, distributed along various velocities from 10 to 100 m/s with pressure loss coefficients ranging from 0.5 to 1.5.]FIGURE 8 | Comparison of the total pressure loss coefficients of the prototype and modified model under different [image: Please upload the image or provide a URL to it, and I will help you create the alt text.] values ([image: It seems there's no image uploaded. Please try uploading the image again or provide a URL. You can also add a caption for context if you'd like.] = 1.62, [image: It seems there was an issue with the image uploading. Please try uploading the image again, and I will be happy to help you create alternative text for it.] = 2.07, and[image: Please upload the image or provide a URL so I can create the alternate text for you.] = 2.51).
Numerical calculations of the prototype and the modified fluidic oscillator with different [image: Please upload the image or provide a URL so that I can help create the alt text for it.] values are performed at three given mass flow rates. The total pressure loss coefficient of the prototype increases slightly with the increasing normal jet velocity [image: The image shows the letter "V" with a subscript "y" in italic style.] (reflecting the mass flow rate), as shown in Figure 8. Also, compared with the total pressure loss coefficient of the prototype, that of the modified model at [image: It seems there was an issue with uploading your image. Please try uploading the image again, and I will be happy to help create the alt text for you.] = 1.62, [image: It seems there was an issue with uploading the image. Please try uploading it again, and I will be happy to help create the alternative text for you.] = 2.07, and [image: It seems there's no image attached. Please upload the image or provide a URL, and I can help you with the alt text.] = 2.51 is 14%, 28.1%, and 37.7% lower, respectively, at the jet velocity of 96 m/s.
The modified oscillator in the [image: It seems there was an error when uploading the image. Please try uploading it again, and I'll be happy to help with the alt text!] = 1.62 condition only differs from the prototype in terms of the resonator (the lengths of the feedback channels are approximately equal). In comparison with the prototype model, in the modified model of R = 1.62, the total pressure loss coefficient is 2.8% lower at a jet velocity of 24 m/s, 3.7% lower at 48 m/s, and 14.0% lower at 96 m/s due to the existence of feedback channels. A decrease in the total pressure loss coefficient occurs in the modified model as [image: Variable \( V_y \) likely represents a component of a vector in the y-direction, often used in physics or mathematics to denote velocity, force, or another vector quantity's y-component.] increases. Moreover, the cases with other different [image: Please upload the image you'd like me to describe or provide its URL.] values (R = 2.07 and 2.51) show that the modified model has smaller internal flow loss than the prototype model over a wide range of jet velocities.
Furthermore, with the increase in [image: Please upload the image or provide a URL, and I can help create the alt text for it.], the decrement degree of the total pressure loss coefficient expands when [image: Appears to be a mathematical variable symbol, "V" with a subscript "y", often used in contexts involving velocity or other vector quantities in physics and mathematics.] is increased. As [image: It seems there is no image uploaded. Please try uploading the image again, and I will assist you with the alternate text.] increases, the farther the movable feedback channel is from the main flow path, the more considerable the influence of the resonators becomes. Therefore, we believe that the resonators are the dominant factor in the loss reduction.
5.2 Frequency characteristics
The sweeping frequencies for different [image: It seems there is an issue with the image upload. Please try uploading the image again or provide a URL if possible.] values at different jet velocities are calculated with Eq. 2, as shown in Figure 9. According to the theoretical model, difference in jet sweeping frequency at different [image: It seems there was an issue displaying the image. Please try uploading the image again or provide a URL. Feel free to include a caption if you need specific context described.] values is not significant, indicating that theoretically, for the fluidic oscillator with both mixing chamber and feedback channels, regulating the jet sweeping frequency substantially by simply adjusting the length of the feedback channels is difficult.
[image: Graph depicting the relationship between frequency (Hz) and velocity (Vt in meters per second) for three R values: 1.62 (red), 2.07 (green), and 2.58 (blue). All lines show an upward trend.]FIGURE 9 | Theoretically calculated jet sweeping frequency versus [image: The image contains the mathematical symbol \( V_y \), likely representing the y-component of a vector in physics or mathematics.] curve describing fluidic oscillators with feedback channels and resonators (different R values).
In Figure 10, the theoretical jet frequency of the fluidic oscillator is calculated with Eq. 2, and the theoretical characteristic frequency of the fluidic oscillator with symmetrical resonators is calculated with Eq. 4. The one-third and one-quarter theoretical frequencies of the resonator are also plotted. Analysis is conducted by comparing the theoretical relations and simulated results. Observation of the corresponding frequencies at three velocities in the condition [image: It seems there might have been an issue with the image upload. Please try uploading the image again or provide a URL. You can also add a caption for additional context if needed.] = 1.62 suggests that the relationship between frequency and velocity in this condition is roughly in accordance with the nonlinear relation of the prototype model with only feedback channels. Therefore, when the feedback channel is short ([image: It appears there is an issue with uploading the image. Please try uploading it again, and ensure the file is correctly attached. You can also provide a URL if the image is hosted online.] = 1.62), the feedback channel is close to the main flow path, and the jet frequency characteristics are dominated by the feedback channels. The self-excitation mechanism of this modified model (R = 1.62) is similar to that of the prototype model.
[image: Graph showing the relationship between frequency in hertz (Hz) and velocity in meters per second (m/s). It includes a red line for nonlinear relation, green dashed line for one-third theoretical frequency, and blue dotted line for one-fourth frequency. Red circles, green triangles, and blue inverted triangles represent simulation data for different resonance conditions. Frequencies range from 0 to 300 Hz, and velocities range from 0 to 100 m/s.]FIGURE 10 | Simulated (for different R values) and theoretical frequency versus jet velocity.
Notably, we obtain a new finding, as shown in Figure 10. The red dot (R = 1.62) in Figure 10 at the jet velocity of 96 m/s indicates frequency bifurcation, which means the sweeping frequency alternately switches between 27 Hz and 73 Hz, where 27 Hz is in accordance with the theoretical relation and 73 Hz is unexpected. The sweeping angle also presents the switching phenomenon, which will be discussed further in Section 5.3. This phenomenon is the state of switching from a low frequency and a high amplitude to a high frequency and a low amplitude over time (Figure 12C, which illustrates the time-domain curve ofthe sweeping angle). Given that this phenomenon is only observed in cases with high jet velocity, the phenomenon occurs beyond a certain Reynolds number threshold. As shown in Figure 10, the low frequency is determined by the feedback channel, and the high frequency is related to the resonator. The authors suggest that the phenomenon is relevant to the competition of the feedback channel and the resonator for dominating the main stream alternately, but a certain randomness exists in the domination at a certain moment (Figure 12C), which will be described in detail in Section 5.4.
Figure 10 also depicts the simulated corresponding frequencies at three different velocities in the [image: Please upload the image you want me to provide alt text for. If you're not sure how, just click the image icon or drag the image into the chat.] = 2.07 condition, and the relationship between the frequencies and velocities in this condition is consistent with the theoretical calculation of the modified model at [image: It seems there was an issue with uploading the image. Please try uploading it again or provide a URL if it is hosted online. If you have any specific context or details about the image, feel free to include that as well.] = 2.07. Therefore, the dominant mechanism factor of model action in the [image: It seems there was a mistake in uploading or linking the image. Please try uploading the image again or providing a URL. If you have a caption or context, feel free to include that as well.] = 2.07 condition is similar to that of the prototype with a feedback channel. Compared with [image: Sure, please upload the image you'd like me to describe.] = 1.62 and [image: It seems like there was an error in the request, and I am unable to view the image. Please try uploading the image again, or provide a URL if it is hosted online. If you have any additional context or a caption for the image, that could be helpful too.] = 2.07 conditions, the [image: It seems you tried to upload an image, but it didn't come through. Please try uploading it again, and I can help generate the alt text for you.] = 2.51 condition shows a substantial change in jet frequency, particularly when the jet velocity is high. For the modified model in the [image: It seems there is no image provided. Please upload the image or share a URL, and I can assist with creating alt text.] = 2.51 condition, the frequency at low jet velocities is more than twice the frequency of the modified model at [image: It seems like there was an issue uploading the image. Please try again by ensuring the image file is attached, or provide a URL if the image is online.] = 2.07. At high velocities, the frequencies are roughly equal to the subharmonic frequencies of the characteristic frequency of the fluidic oscillators with resonators only. A possible reason for the high frequency in the [image: Please upload the image or provide a URL so I can create the alt text for you.] = 2.51 condition is that the feedback channel and the mixing chamber are far apart, so the feedback channel cannot effectively affect the frequency of the jet, and the jet frequency is dominated by resonance and determined mainly by the length of the resonant cavity. Thus, a high-frequency jet is generated.
The role of this oscillator is to adjust the frequency. The movement of the feedback channel changes the length of the feedback loop (denoted by different [image: It seems like there is a mistake in the text provided. Could you please upload the image or ensure the URL is correct? This will allow me to generate accurate alt text for it.] values) and the characteristics of the oscillator. Then, through the feedback channel and resonators with different degrees of coupling, the sweeping angle and frequency of the jet are adjusted. At a constant mass flow rate, a considerable change in frequency occurs when the feedback channel length is adjusted. At a low jet velocity ([image: The image contains the mathematical symbol \( V_y \), indicating a vector component in the y-direction.] = 24 m/s), the frequency changes by about a factor of two from the shortest feedback channel ([image: It seems there was an issue with your image upload. Please try uploading the image again or provide a description, and I will be happy to help create the alternate text for you.] = 1.62) to the longest ([image: Please upload the image or provide a link to it, and I'll help you create alt text.] = 2.51). At a high jet velocity ([image: The image shows the mathematical symbol for a subscript variable, represented by an uppercase "V" with a subscript "y".] = 48 and 96 m/s), the sweeping frequency increases up to 8.8 times, which is impossible for a typical oscillator with a mixing chamber and feedback channel (a change in the length of the feedback channel has little effect on frequency, as shown in Figure 9). This is an important advantage of the proposed solution in this study.
5.3 Sweeping magnitude characteristics
This section analyzes the sweeping angle magnitude of the jet. A data processing method is needed to obtain the effective sweeping angle amplitude because the jet angle curve is only approximately sinusoidal. We treat the jet angle as an oscillation described as [image: The formula \( u = U_m \cdot \sin(\omega t + \phi) \) represents a sinusoidal function where \( u \) is the variable, \( U_m \) is the amplitude, \( \omega \) is the angular frequency, \( t \) is time, and \( \phi \) is the phase angle.], where [image: Italic uppercase letter "U" with a subscript lowercase letter "m".] is the amplitude, [image: It seems there might have been an error or a missing upload. Please try uploading the image again, and I will be happy to help with the alt text.] is the circular frequency, and [image: Please upload the image or provide a URL so I can help you generate the alt text.] is the initial phase. We know that the electrical voltage described as [image: The formula represents a sinusoidal function: \( u = U_m \cdot \sin(\omega t + \phi) \), where \( U_m \) is the amplitude, \( \omega \) is the angular frequency, \( t \) is time, and \( \phi \) is the phase shift.] has the following relation,
[image: Mathematical equation showing \( U_n = \sqrt{2} \cdot U \), labeled as equation \( (17) \).]
where [image: Please upload the image or provide a URL so I can create the alt text for it.] is the effective or root mean square voltage, which can be calculated using the following discretized relation:
[image: Formula for calculating a standard deviation: \( U = \sqrt{\frac{\sum_{i=1}^{n}(u_i - \bar{u})^2}{n-1}} \).]
where [image: Please upload the image or provide a URL, and I will help create the alt text for it.] is the averaged [image: It seems there is a misunderstanding. Please upload the image or provide a URL so I can help you create the alternate text for it.]. Through this method, the effective value ([image: Please upload the image or provide a URL so I can help with the alt text.]) of voltage is obtained (the amplitude is difficult to be determined directly, so it is processed indirectly) and then multiplied by the square root of 2 to derive the voltage amplitude ([image: The image shows the mathematical notation "U" with a subscript "m".]).
By imitating the calculation of voltage magnitude and using Eqs. (17) and (18), we can obtain the magnitude of the sweeping angle produced by the fluidic oscillator. Figure 11 shows a comparison of the amplitude values of the prototype and the modified model with different [image: I can't view the image you mentioned. Please upload the image directly or use a URL. You can also add a caption for more context.] values at different jet velocities. The maximum sweeping angle of the jet is close to 45° for both the prototype and [image: Please upload the image or provide a URL so I can help with the alternate text.] = 1.62. Given different [image: It seems like there's no image provided. Please upload the image or provide a URL so I can help create the alternate text.] values at the same jet velocity, the figure indicates that the long feedback channel model ([image: It seems there is no image uploaded. Please try uploading the image again or provide a URL. If you have a specific caption or context, feel free to include that as well.] = 2.51) has lower amplitudes compared with the prototype and the modified model with shorter ([image: It seems there is no image provided. Please upload the image or provide a URL for me to generate the alt text.] = 1.62 and 2.07) feedback channels. At this point, the sweeping jet with high frequency and low amplitude is mainly produced by the dominant action of the resonators. Under a varying jet velocity at the same [image: Please upload the image or provide a URL, and I will help you create the alt text for it.] value, the amplitude decreases as the jet velocity increases because as the velocity increases (i.e., an increase in the Reynolds number), the fluid inertia effect increases, and the viscous effect decreases. Meanwhile, the Coanda effect is related to viscosity, thus making the jet less likely to produce oscillation at this time. In addition, the amplitude of the sweeping angle switches between 17° and 49° when [image: Please upload the image, and I can help generate the alternate text for it.] = 1.62, [image: Mathematical notation of the variable \( V_y \), representing a subscripted letter often used to denote a specific component or element in equations or formulas.] = 96 m/s, as illustrated in Figure 12C. This unusual unsteady characteristic will be discussed in detail in Section 5.4.
[image: Line graph showing the relationship between sweeping angle (degrees) and velocity (m/s). Four lines represent different conditions: Prototype (red), \(R=1.62\) (green), \(R=2.07\) (blue), and \(R=2.51\) (black). The graph demonstrates a decreasing trend in sweeping angle as velocity increases for all conditions.]FIGURE 11 | Relationship between jet sweeping angle and [image: Mathematical notation showing a lowercase v with a subscript y, often used to denote a specific vector component or variable related to the y-axis.] for different [image: I am unable to view images directly. Please upload the image, and I will help you with the alt text.] values and the prototype.
[image: Six graphs depict eversion angle and magnitude data at various entry velocities: 24, 48, and 96 meters per second. Graphs A, B, and C show the eversion angle versus time. Graphs D, E, and F display magnitude versus frequency with distinct peaks.]FIGURE 12 | (A–C) Sweeping angle in time domain and (D–F) frequency magnitude in frequency domain (R = 1.62).
5.4 Unsteady characteristics
This section analyzes some special unsteady characteristics due to different parameters of jet velocity [image: The image shows the math symbol "V" with a subscript "y", commonly used to denote a variable or vector component.] and different values of [image: It looks like there was an error with the image upload. Please try uploading the image again, and I'll be happy to help with the alternate text!]. In consideration of these characteristics, two typical states with minimum ([image: It seems like there's an issue with the image you tried to upload. Please try uploading the image again, and I'll be glad to help with the alt text.] = 1.62) and maximum [image: Please upload the image or provide a URL so I can create the appropriate alt text for you.] ([image: It seems you tried to upload an image, but it did not come through. Please try uploading the image again or provide a URL if it's hosted online.] = 2.51) are used to analyze and demonstrate the transient sweeping angle and flow field. A comparison of sweeping angle versus time for different jet velocities at [image: Mathematical notation depicting the variable \( V_y \), commonly used to represent the vertical component of velocity in physics equations.] = 24, 48, and 96 m/s in the [image: Please upload the image, and I will create the alt text for you.] = 1.62 condition is presented in Figures 12A–C. In Figure 12C, the frequency switching phenomenon can be seen clearly. The dominant frequencies obtained from the frequency-domain plots (Figures 12D–F) are 14 Hz, 20 Hz and 27 Hz (with a subdominant frequency around 70 Hz) when [image: Mathematical expression displaying "V" with a subscript "y" in italics.] = 24, 48 and 96 m/s, respectively. However, the frequency switching phenomenon is not significantly reflected in the frequency domain plots. We attribute this to the small amplitude of the oscillations around 70 Hz, which is therefore not significant in the frequency domain diagram. Moreover, the sweeping angle in [image: It seems there's an issue with the image upload. Please try uploading the image again, and I'll help you create the alt text.] = 2.51 condition (Figures 13A–C) shows that the amplitude of the sweeping angle decreases as the inlet mass flow rate gradually increases. As illustrated in Figures 13D–F, frequency-domain plots show that the frequency switching phenomenon is presented obviously (See Figure 13E). Therefore, the frequency switching phenomenon appears to be related to the [image: It looks like there was an error while trying to upload the image. Please try uploading the image again, and I will help you with the alt text.] value and jet velocity.
[image: Six graphs compare average swing angles and magnitudes at different velocities. Graphs A, B, and C display swing angles over time at velocities of twenty-four, forty-eight, and ninety-six meters per second, respectively. Graphs D, E, and F show magnitude versus frequency, corresponding to the same velocities. Each graph shows distinct patterns in variations and peaks.]FIGURE 13 | (A–C) Sweeping angle in time domain and (D–F) frequency magnitude in frequency domain (R = 2.51).
To clearly illustrate the frequency switching phenomenon, two typical unsteady flow fields at [image: It seems there is no image provided. Please upload the image or provide a URL so I can assist with the alt text.] = 1.62 are selected for demonstration. By comparing the unsteady flow field between[image: It seems there’s an error in retrieving the image. Please try uploading the image again, and I’ll be happy to help with the alt text!] = 1.62, [image: The image shows a lowercase letter "v" with a subscript "y", often used in mathematical or scientific contexts to denote a specific variable.] = 24 m/s (Figure 14) and [image: Please upload the image or provide a URL so I can generate the alternate text for you.] = 1.62 and [image: The image shows the mathematical symbol "V" with a subscript "y".] = 96 m/s (Figure 15), we find that when [image: A lowercase italicized letter "v" with a smaller subscript "y" beside it.] = 24 m/s, the flow fields are similar to those of the prototype. When [image: Lowercase letter "v" with subscript "y", typically used to represent a variable or component in mathematical or scientific notation.] = 96 m/s, initially, the jet characteristics are similar to those when [image: Stylized letter "V" with a subscript "y" in a mathematical or scientific notation.] = 24 m/s. However, after some time, they change to a higher frequency and smaller sweeping angle (because of the low flow rate and weak mobility of the flow in the feedback channels, the effect of the feedback channel can be ignored), and a clear frequency and amplitude switching phenomenon can be observed. The authors suggest that this frequency switching phenomenon may be applied in some flow control scenarios having two dominant modes with different frequencies and weights, such as shock–boundary layer interaction and blade tip leakage flow.
[image: Six velocity contour images labeled A to F show fluid flow simulations through a passage with a color scale from blue to red indicating velocity from five to forty meters per second. Initial frames show a narrower flow, progressively widening in later frames as time, indicated as one-sixth to six-sixths T, increases.]FIGURE 14 | Transient velocity contour of the flow field at (A) 1/6T, (B) 2/6T, (C) 3/6T, (D) 4/6T. (E) 5/6T, and (F) 6/6T modes (T is a sweeping period and R = 1.62 and Vy = 24 m/s).
[image: Sequential series of twelve fluid dynamics simulations showing velocity distribution through a channel at different time intervals. Each image is labeled from A to L, with increasing time indicated as fractions of T. Color scale from blue (low velocity) to red (high velocity) appears above. Colored lines depict flow patterns changing over time as fluid progresses through the channel.]FIGURE 15 | Transient velocity contour of the flow field at (A) 1/6T1, (B) 2/6T1, (C) 3/6T1, (D) 4/6T1, (E) 5/6T1, (F) 6/6T1, (G) 1/6T2, (H) 2/6T2, (I) 3/6T2, (J) 4/6T2, (K) 5/6T2, and (L) 6/6T2 modes (T1 is one oscillation period at a lower frequency, and T2 is one oscillation period at a higher frequency. The figure presents a process of frequency switching from period T1 to T2. The time required for this process varies and the figure shows a typical transition. (R = 1.62 and Vy = 96 m/s in this figure).
6 CONCLUSION
In this study, we propose a fluidic oscillator with feedback channels and resonators and investigate its characteristics in terms of internal flow losses, jet frequencies, sweeping angles, and unsteady flow field characteristics through numerical simulation. The main conclusions are as follows.
	1. The total pressure loss of the prototype fluidic oscillator will increase by 5.6% when the normal velocity of the sweeping jet [image: It appears you're referring to a mathematical symbol or expression rather than an image. If you have an image to describe, please upload it or provide a URL.] ranges from 24 m/s to 94 m/s. By comparison, the total pressure loss of the modified fluidic oscillator with movable feedback channels and resonators decreases by 6.7% ([image: It looks like there was an issue with uploading the image. Please try uploading it again, and I would be happy to provide the alternate text.] = 1.62), 16.3% ([image: It seems there was an error with the image upload. Please try uploading the image again or provide a URL. If there is additional context or a caption, feel free to include that as well.] = 2.07) and 18.9% ([image: Please upload the image or provide a URL so I can help you create the alt text.] = 2.51) when [image: The image shows the mathematical symbol "V" with a subscript "y", likely representing a vector component along the y-axis.] increases from 26 m/s to 112 m/s. In addition, the decrement degree of the total pressure loss expands with the increase in [image: Lowercase letter "v" followed by a subscript lowercase "y", typically representing a variable or component in mathematical equations.]. The above phenomenon indicates that the new fluidic oscillator has better economic benefits when utilized as a flow control device.
	2. The analysis of jet frequency indicates that theoretically, a change in the feedback channel length (denoted by a nondimensional parameter [image: If you upload an image or provide a URL, I can help create the alt text for it.] in this study) has little effect on frequency. However, in the simulation, the frequency changes up to 8.8 times when the [image: It looks like you're trying to provide an image, but I can't view it directly. Please ensure the image is uploaded or shared through a link, and I'll be happy to help with the alt text.] value is gradually enlarged. Specifically, when the [image: Please upload the image or provide a URL so I can help create the alt text.] value changes from 1.62 to 2.51, the frequency ranges from 27Hz to 238 Hz. The reason for its change is that the change in the feedback channel length results in a weakened role of the feedback channel, which is in a state where the resonators dominate the role and produce high frequency. The fluidic oscillator can produce jets with different frequencies and sweeping angles under the combination of flow velocity and feedback channel length changes.
	3. Frequency switching, a phenomenon where the jet randomly switches from 27Hz frequency and 49[image: Blurred grayscale gradient creating a soft, out-of-focus effect, transitioning from darker edges to a lighter center.] amplitude to 73Hz and 17[image: A blurred image showing an indistinct grayscale pattern, gradually fading from dark to light from the edges to the center. The details are not discernible.], is observed in the [image: It seems there was an error in uploading the image or link. Please try uploading the image again, or provide a URL so I can help create the alt text for you.] = 1.62, Vy = 96 m/s mode. The authors suggest that this phenomenon arises as the feedback channels and resonators compete for control and alternately dominate the mainstream, but randomness still exists with regard to which one dominates at a given moment. This finding may provide a potential solution to the problem of controlling flow with more than one dominant frequency in highly loaded compressors that require varying jet frequencies at off-design point conditions., such as tip leakage flow and shock–boundary layer interaction, which can produce two different dominant frequencies.
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In high-power impeller industries, valve-controlled liquid-filled hydrodynamic couplings are widely used in the soft startup of heavy-duty scraper conveyors for mining. However, the water circulation speed in internal flow fields is higher at lower speed ratios, making the hydrodynamic couplings prone to severe cavitation, which further results in severe performance degradation, noise, vibration, or even erosion failure. Meanwhile, because a hydrodynamic coupling is a piece of closed-loop multicomponent turbomachinery, internal transient cavitation flow behavior cannot be easily controlled. To reasonably predict the characteristics of cavitation and its influence on the working performance of the hydrodynamic coupling, a high-quality structured mesh model of the internal flow field for an impeller was established. Considering the periodic structural characteristics of the impeller, a scale-resolving simulation turbulence model was combined with a Rayleigh–Plesset cavitation model to establish a single-cycle hydrodynamic coupling calculation model. The cavitation distribution characteristics and torque transmission of the flow field under different working conditions were obtained, and the effect of cavitation on the soft startup performance was analyzed. The results demonstrated that cavitation in the hydrodynamic coupling mainly occurred under low speed ratios. The degree of cavitation decreased as speed ratio increased. The worst-case scenario for cavitation occurred when the speed ratio was zero. Most of the cavitation bubbles were generated at the tip of the blades, resulting in unstable variation in torque characteristics and deterioration of the working performance of the hydrodynamic coupling. The analysis reveals that the cavitation process in the impeller is highly unstable and periodic, and the cavitation development near the tip of the blades occurs in four stages: birth, growth, separation, and disintegration. The generated steam accumulates in the inner ring of the impeller. Therefore, a method for accurately predicting the cavitation characteristics of hydrodynamic couplings based on high-precision technology is proposed, and a theoretical basis for coupling design and cavitation suppression technology is provided.
Keywords: valve-controlled liquid-filled hydrodynamic coupling, cavitation, scale-resolving simulation, CFX, torque characteristic

1 INTRODUCTION
Efficient and safe mining equipment plays a vital role in coal mining and utilization. Scraper conveyors often encounter harsh working conditions, such as excessively hard coal walls, sudden changes in coal production, stagnation of scraper chains, and unbalanced loads. These conditions can cause unexpected shutdowns, affect production efficiency, and affect the reliability and service life of the motor and scraper conveyor. Commonly used transmission devices in mines include valve-controlled liquid-filled hydrodynamic couplings, controlled start transmission, and frequency conversion drive devices. Compared with other transmission methods, valve-controlled liquid-filled hydrodynamic couplings use water as the working medium. The amount of liquid in the hydrodynamic coupling is varied via a hydraulic valve; speed regulation and soft starting of the load are then realized. As a commonly used soft start device on conveyors, this hydrodynamic coupling exhibits the advantages of a large starting torque coefficient, flexible transmission, simple structure, reliable performance, low equipment investment, and low maintenance cost (Zhang et al., 2020).
With the rapid development of computing power and various commercial finite-element software packages, the application of computational fluid dynamics (CFD) technology has become crucial to solve the problem of fluid calculation. To study hydraulic transmission, several researchers have conducted numerical computations for various hydraulic components based on CFD technology.
At present, most scholars focus on the cavitation characteristics of torque converter flow field in various operating conditions. Liu Cheng et al. revealed the fluid field mechanism of the influence of charging oil conditions on torque converter cavitation behavior, providing practical guidelines for suppressing cavitation in torque converter (Liu et al., 2022). Ran Zilin et al. developed a cavitation suppression technique by slotting one side of the stator suction side, which was proven to be able to significantly shorten the cavitation duration (Ran et al., 2022). Guo Meng et al. developed a full flow passage geometry and a computational fluid dynamics (CFD) model with cavitation to analyze the flow behavior in the torque converter (Guo et al., 2022a). Xiong Pan et al. optimized the Joukowsky airfoil used in the design of stator blades, which greatly reduced the probability of cavitation and improved the performance and service life of the torque converter (Pan et al., 2021).
Cavitation is a transient phase change phenomenon. Vapor bubbles occur, grow, and collapse in liquids with variations in the local pressure. This is a common issue in fluid machinery. To face complex coal conditions underground, mining equipment with high power that can sustain high loads are being developed. This has increased the demand for the soft start and stable transmission capabilities of the hydrodynamic coupling. A higher power density results in a higher circulation velocity and lower local pressure in the internal flow field. Simultaneously, because the working medium of the high-power hydrodynamic coupling for mining is water, a large amount of dissolved gas and undissolved microbubbles are present in the medium. Therefore, cavitation can easily occur, particularly on the blade surface, leading to unstable transmission and reduced power, thus reducing the life of the impeller.
At present, research on the cavitation phenomenon of the hydraulic transmission device primarily entails the torque converter. Anderson et al. (Anderson et al., 2003) investigated cavitation signatures under the stall condition in an automotive torque converter using a microwave telemetry technique. Liu et al. (Liu et al., 2018a; Liu et al., 2019) studied the influence of the stator blade shape on the cavitation process of a hydraulic torque converter and found that cavitation is directly related to the internal mass flow rate. Robinette et al. (Robinette, 2007; Robinette et al., 2008a; Robinette et al., 2008b) investigated the effects of torque converter design and operating conditions on the onset of cavitation during vehicle launch using a nearfield acoustical technique. From their numerical results, Dong et al. (Yu et al., 2002) determined that the cavitation on the stator leading edge grew in size with increasing pump speed, resulting in severe performance degradation in the torque converter. Zhao (Zhao et al., 2016) used the full channel transient CFD calculation model to simulate the mechanism of bubble breakup in a hydraulic torque converter by implanting bubbles in it, and they calculated the high incidence area of bubble breakdown. Watanabe et al. (Watanabe et al., 1996; Watanabe et al., 1997; Watanabe et al., 2007) established a cavitation observation model based on a transparent plastic torque converter. A high-speed camera was used to observe the cavitation in the torque converter, which was combined with dynamic torque testing to confirm that the cavitation process produced high-frequency torsional vibration. Kang (Kang et al., 2017) and Dong (Dong et al., 2017) studied the flow structure and cavitation phenomena in a hydraulic retarder. In addition, several important results have been obtained from research on hydrofoil cavitation (Sun et al., 2019; Bai et al., 2018; Cheng et al., 2020). Chai et al. (Chai et al., 2022) revealed the three-dimensional morphological characteristics of cavitation flow under extreme working conditions through high-precision numerical simulation and analysis of the cavitation flow field of a flat torque converter. Guo et al. (Guo et al., 2021; Guo et al., 2022b) proposed full-flow CFD models with and without cavitation for torque converters, and studied the effects of different pump impeller speeds, pump turbine speed differences and cavitation parameters on the internal flow field of the torque converter. Xiong et al. (Xiong et al., 2021) modified the torque converter stator blades through Joukowsky airfoil transformation, which greatly reduced the probability of cavitation.
Because hydraulic transmission machinery is a closed multi-impeller rotating machine, the internal two-phase flow phenomenon cannot be easily observed (Timoshevski et al., 2016). The current research results are mainly on the torque characteristics and two-phase flow field under part filling conditions (Da Silva et al., 2008; Hur et al., 2016; Hur et al., 2017). However, there is still no reasonable explanation for the formation of two-phase flow in the coupling. Xuesong Li (Li et al., 2020) studied the formation of two-phase flow state and flow mechanism of the flow field in the hydraulic retarder from the point of view of cavitation phenomenon, and the object of the study is highly similar to the structure of the hydrodynamic coupling, so similar theories can be used to analyze the two-phase flow. In addition, theoretical speculations suggest that, owing to the particularity of the working medium and working conditions of the mining high-power valve-controlled liquid-filled hydrodynamic coupling, the cavitation phenomenon has a greater impact on the working characteristics of the coupling under the condition of an impeller high-speed difference. Therefore, this study aims to analyze the occurrence and development of cavitation in the flow field of high-power hydrodynamic couplings as well as to examine their external characteristics. This is of great significance for improving the accuracy of the prediction of hydrodynamic coupling characteristics and for improving performance and durability.
The research object in this study was a high-power mine-adjustable double-chamber hydrodynamic coupling with a circulation circle outer diameter of 575 mm. A single-channel calculation model of the impeller flow field on the output side was established. A SBES(Stress-Blended Eddy Simulation) calculation model was used to study the effect of cavitation on the performance of the fluid coupling. The development of the torque characteristics and cavitation distribution of the fluid coupling under closed working conditions was analyzed. The results provide a high-precision research method for the cavitation characteristics of fluid couplings; they also provide a reliable theoretical basis for the optimization of the structure of fluid couplings.
2 NUMERICAL SIMULATION
2.1 Geometric and mesh model
The structure and working principle of the valve-controlled liquid-filled hydrodynamic coupling are shown in Figure 1.
[image: Cutaway diagram of a hydraulic torque converter, showing key components like input and output shafts, coupling box, turbines, left and right pumps, and circulation channel. Below, three smaller diagrams illustrate different filling rates: low, high, and fully filled, indicating the relationship between pump and turbine with varying water levels.]FIGURE 1 | Structure and working principle of hydrodynamic coupling.
The speed-adjusting double-chamber hydrodynamic coupling with the outer diameter D = 575 mm was considered as the analysis model. The numbers of pump wheels and turbine blades were 46 and 45, respectively. Because the two pairs of impellers of this coupling had symmetrical structures, the flow field of the output impeller was used as the calculation model. The speed ratio of the hydrodynamic coupling was defined as [image: Mathematical formula showing \(i = n_T / n_P\).], [image: Lowercase letter "n" followed by a subscript "T".] was the turbine rotation speed and [image: Certainly! Please upload the image or provide a URL, and I'll give you the alternate text for it.] was the pump rotation speed. To describe the spatial position of the impeller blades accurately, the surfaces of the different side blades of the pump and turbine were defined according to the impeller rotation direction. The parameters of the coupling impeller are listed in Table 1, and the process of establishing the flow field model is shown in Figure 2A.
TABLE 1 | Structure parameters of the coupling impeller.
[image: Table detailing various parameters and their values. Circular circle outer diameter is 575 millimeters, inner diameter is 276 millimeters. Baffle diameter is 320 millimeters, thickness is 5 millimeters. Impeller material is ZL101 A. Pump rotation speed is 1475 rotations per minute. Number of pump blades is 46, turbine blades is 45. Minimum blade thickness is 3 millimeters.][image: Diagram depicting hydrodynamic coupling in impeller and flow field structures. Section A shows a rotating mechanism with labeled components like the output and input impeller groups, pump, turbine, and impeller flow field. It details pump blades, turbine blades, suction, and pressure surfaces. Section B illustrates the single-channel structure, showing a geometric model of the impeller flow field, transitioning to a structured mesh model with highlighted sections. The image emphasizes the single-channel structured grid construction process.]FIGURE 2 | Geometric model and mesh model.
To improve the computation efficiency and obtain a high flow field mesh density, a single flow channel calculation model of 1/x (where x is the number of impeller blades) was obtained by utilizing the cyclically symmetric structural characteristics of the inner flow field. The structured hexahedral grid in ICEM CFD was used to discretize the flow field model of a single channel of a fluid coupling. Moreover, o-division and mesh refinement were performed at the circle of curvature and the blade wall surface to improve the computational efficiency and mesh quality. This was because the three-dimensional circulation of the flow field in the coupling was complicated, and the cavitation was distributed under extremely unsteady conditions. Therefore, a high-quality mesh was required to calculate the actual flow state and capture the transient cavitation flow behavior. The process of establishing the single-channel mesh model is shown in Figure 2B.
Taking the internal flow field of the pump wheel as an example, the boundary condition setting method is shown in Figure 3, which mainly includes the no-slip wall at the wall surface of the pump wheel blades and the wall surface of the flow channel, the periodic surface of the pump wheel field according to its own geometric cycle symmetry structure, and the coupling surface of the flow solving area between the pump wheel internal flow field and the turbine internal flow field. Interface). Based on the viscous qualities of the fluid, the flow field near the wall of the existence of a thin layer of flow velocity and the wall of the same speed of the fluid, the thin layer of fluid and the wall of the wall of the relative slip does not exist, so the wall of the wall of the wall of the speed of the fluid unit of the velocity of the surface layer to take the value.
[image: Four cross-sectional diagrams of a pump volute are displayed. The first two diagrams show the nozzle surface of the channel and the portside surface, with green and gray coloring. The third and fourth diagrams illustrate the interface surface of pump and turbine with highlighted boundaries.]FIGURE 3 | Fluid boundary.
The accuracy and efficiency of the solution are directly affected by the quality and quantity of the mesh. In theory, a higher number of grids produce better calculation accuracy, but more grids require greater computing resources. Therefore, an appropriate mesh density should be determined to achieve an appropriate balance between accuracy and computational cost. The calculated torque change rate [image: Mathematical expression showing the function notation \( f(n) \).] of the mesh with different grid densities is
[image: The equation \( f(n) = \frac{T(n-1) - T(n)}{T(n)} \) is displayed.]
where [image: Mathematical expression showing "T(n)" in italics, representing a function of n, often used in contexts like algorithms or sequences.] is the computation result under the current density mesh, and [image: The expression "T(n - 1)" is shown, representing a function T of the variable n minus one, commonly used in mathematical or algorithmic contexts.] is the computation result under the previous mesh with lower density. When the change rate of the calculation result between the two meshes with different densities is less than 2%, the influence of the current mesh density on the calculation result is acceptable—that is, the calculation result is independent of the grid. Mesh independence tests were performed on seven models with different grid resolutions. The results are listed in Table 2 and shown in Figure 4.
TABLE 2 | Structural mesh independence analysis results.
[image: A table showing data related to pump flow fields. Columns include: Number of grids in pump flow field, Global size setting in millimeters, Time consumption in minutes, Pump wheel torque in Newton meters, and function of n pump percentage. Values are provided in each column for seven different grid settings, showing how grid number and global size affect time consumption, torque, and percentage.][image: Line graph with blue and red data sets. The blue line shows computation time decreasing from 160 to 20 minutes as global grid size increases from 1 to 3.5 millimeters. The red line shows pump torque increasing from 255 to 285 newton meters over the same range.]FIGURE 4 | Analysis results of grid independence test.
When the global size of the mesh is less than 1.7 mm, the torque change generated by further increasing the number of grids is less than 2% and the model is considered to be mesh-independent. Considering the calculation efficiency and precision comprehensively, the global grid size is selected to be 1.7 mm. The grids number of the turbine flow field is 948,230, and the grids number of the turbine flow field is 1,157,138.
To ensure the accuracy of the boundary layer flow field computation, the minimum boundary layer size was set to 0.01 mm, which ensured that the minimum y + value around the blade was less than 10. The grid thickness growth rate was set to 1.15.
2.2 Multiphase model
In this study, the multiphase flow field caused by cavitation in the completely filled liquid flow field was obtained. In addition to the general set of mass conservation equations, the mass exchange between liquid and non-condensable vapor is governed by the following transport equation (Zhou et al., 2017):
[image: Equation showing the continuity equation for mass conservation. It includes partial derivatives: δ by δt of (fρl) plus δ by δxj of (fρlvl), equaling ṁ, labeled as equation 2.]
The key to solving the cavitation problem is the determination of the interphase mass transfer rate, i.e., cavitation rate, which is driven by the difference between local pressure and vapor pressure (Wang et al., 2013). Assuming that no interphase slip or heat transfer exists between the liquid and vapor, the radius of a spherical vapor bubble can be described by the Rayleigh–Plesset equation in its first-order approximation form as follows:
[image: The equation shows the derivative of \( R_B \) with respect to time \( t \) equal to the square root of \( \frac{2}{3} \) times the fraction \(\frac{p_v - P}{\rho_l}\), labeled as equation (3).]
Then, the cavitation rate during vaporization can be given as
[image: The equation shown is: \( \dot{m} = \frac{3 f \rho_v}{R_B} \sqrt{\frac{2}{3} \frac{p_v - P}{\rho_l}} \), labeled as equation (4).]
Because the nucleation site density decreases when the vapor volume fraction increases, the vapor volume fraction [image: Mathematical notation showing a lowercase italic "f" with a subscript lowercase italic "v".] is replaced by [image: Mathematical expression rendered in italics: "f sub nuc" multiplied by the quantity "1 minus f sub v".] to yield the following (Jin et al., 2018):
[image: Equation for mass flow rate: \(\dot{m} = -F_{vap} \frac{3f_{mic}(1 - f_v) \rho_v}{R_B} \sqrt{\frac{2}{3} \frac{p_v - p}{\rho_l}}\). Appears as Equation 5.]
When the partial pressure exceeds the vapor condensation pressure, the mass transfer rate becomes
[image: Equation for mass flow rate. m-dot equals F-sub-cond multiplied by open parenthesis three times f-sub-v with rho-sub-v divided by R-sub-B close parenthesis, and square root of open parenthesis two-thirds times p minus p-sub-v divided by rho-sub-l close parenthesis. Marked as equation 6.]
Because the condensation process is generally much slower than vaporization, different empirical factors are assumed as follows: [image: Mathematical expression displaying "F" with subscript "vap".] = 50, [image: Equation rendering showing "F" with the subscript "cond."] = 0.01, [image: The image shows a mathematical notation with the letter "f" followed by the subscript "nuc."] = 5e-4, and [image: Symbol \( R_B \), likely representing a parameter or variable, is displayed in serif font. The subscript "B" may denote a specific context or component associated with "R."] = 1e-6 m.
A homogeneous multiphase condition is also assumed to simplify the model; thus, the liquid and vapor share the same velocity and turbulence profiles. The mixture of fluid and vapor is treated as a pseudofluid whose density [image: A mathematical symbol displaying the Greek letter rho with a subscript "m".] and dynamic viscosity [image: The Greek letter "mu" followed by the subscript "m."] are defined as follows:
[image: Mathematical equation showing \( \rho_m = (1 - f_v) \rho_t + f_v \rho_v \), labeled as equation (7).]
[image: Equation eight shows \( u_m = (1 - f) u_l + f u_r \).]
2.3 Simulation settings
First, the upwind steady-state model was used to determine the flow field characteristics of the fluid coupling without cavitation. The high-resolution convection scheme was then used to perform steady-state computations to provide accurate flow field conditions. Based on the results of the noncavitation model, a high-resolution scheme was used to simulate the steady-state cavitation behavior. Finally, with the steady-state cavitation output as the initial condition, a transient CFD cavitation model was established to simulate the dynamic cavitation process in the internal flow field.
For the interface between the flow field and impeller wall surface and blade wall surface, the nonslip wall surface treatment was adopted, while the wall surface roughness was neglected. In the steady-state computation stage, the stage interface model was used to exchange data between the pump–turbine flow field interface. In the transient computation stage, the transient rotor–stator interface model was used to capture more transient flow characteristics. The corresponding CFD multistep solution model settings are listed in Table 3.
TABLE 3 | CFD model settings.
[image: A table outlining analysis steps with columns I through IV. It describes parameters like analysis type, interface model, cavitation model, turbulence model, advection scheme, time step, and convergence target. Fluid properties, vapor properties, pump status, turbine status, boundary details, heat transfer model, and saturation pressure are also provided. Each step has specific settings, such as steady state or transient analysis types, and varying models and targets.]To obtain accurate cavitation characteristics and corresponding flow field characteristics, the SST SBES DSL model in the scale-resolving simulation is used in transient computations. Compared with the DES, this model features a considerably improved shielding function to protect RANS boundary layers from the impact of the grid-dependent term; further, this model can automatically switch between existing RANS and LES models (Liu et al., 2018b).
The shielding function developed can be used in the following manner for achieving a blending on the stress level between RANS and LES formulations (Li, 2018):
[image: Equation for calculating \(\tau_{ij}^{SRES}\), combining \(\tau_{ij}^{RAND}\) and \(\tau_{ij}^{RES}\) using a factor \(f_{\text{SRES}}\). Equation number nine.]
where [image: Lowercase Greek letter tau with subscript "i j" and superscript "R A N S".] is the RANS portion and [image: Mathematical notation displaying the subgrid-scale stress tensor element, represented as \( \tau_{ij}^{LES} \), commonly used in large eddy simulations in fluid dynamics.] is the LES portion of the modeled stress tensor. In cases where both models are based on eddy viscosity concepts, the formulation can be simplified as follows:
[image: The image shows the equation \( V_{t}^{SRES} = f_{SRES} V_{t}^{RANS} + (1 - f_{SRES}) V_{t}^{LES} \), labeled as equation (10).]
3 EXPERIMENTAL RESEARCH
A macro characteristic test was conducted, wherein a motor was used to provide power at the input end and load at the output end, to simulate the working conditions of the downhole fluid coupling. A pump station was used to control the inlet and outlet pressures of the valve control oil and working water, complete the startup of the coupling, and test the macroscopic characteristics of the hydrodynamic coupling at different speed ratios. The rotation speed and torque sensors were used to obtain the dynamic hydraulic performance of the coupling. According to the comprehensive analysis results of the torque transmission characteristic computation data and test data, the prediction accuracy of the torque characteristic was verified. The macro characteristic test plan and parameter settings of the hydrodynamic coupling are shown in Figure 5. Test device parameters mainly include that the power of power motor was set to 2500kW, rated input rotation speed of test bench and hydrodynamic coupling was set to 1475rpm, the water supply flow was greater than 240L/min, and rated power of hydrodynamic coupling was 1200 kW.
[image: Diagram of a hydrodynamic coupling system showing a power motor, torque and speed sensors, and a load motor. It includes control and monitoring systems measuring input/output torque, rotation speed, pressures, and water level. It illustrates connections for test data, control oil circuit, and working water route.]FIGURE 5 | Macro characteristics test plan.
Data collection system: The test system data were collected by an efficiency meter industrial control computer. The main collection parameters were as follows: input torque, input speed, output torque, output speed, coupling liquid level pressure, coupling working chamber temperature, filling and discharging liquid valve action signal, and other data.
According to the test plan, a macro characteristic testbed was built. Carry out several repeated tests from starting and running to complete filling, draining, circulating and changing fluids. The working performance and reliability of the equipment were examined.
Test procedure: The drag motor was started at no load, drag motor was maintained at 1475 rpm, and coupling was filled with liquid. The coupling was then loaded until it reached the rated power and remained at the rated working conditions. After 8 h of operation, the coupling ran smoothly without abnormal noise. The input and output speed and torque data were collected and analyzed during the loading process.
4 RESULTS AND DISCUSSION
4.1 Cavitation distribution characteristics of steady flow field
According to the numerical analysis results of steady-state cavitation two-phase flow under fully filled working conditions, following the multicycle cavitation and steam accumulation processes in the flow field of the hydrodynamic coupling, a stable inner ring steam accumulation area was formed. The field resulted in a more stable circulation characteristic. The distribution characteristics of cavitation were analyzed at different speed ratios, combined with the liquid velocity and blade pressure distribution trends obtained before and after the cavitation computation model was opened at different speed ratios, which was required to realize complete filling. This analysis was then used to analyze the influence of cavitation on the flow field distribution characteristics.
Figure 6 and Figure 7 show the distribution characteristics of the flow field velocity streamlines when the cavitation computation model is turned off (Figure 6A) and turned on (Figure 6B), respectively. Comparative analysis shows that the water–liquid circulationSR velocity gradually decreased as the speed ratio increased. Because the steam generated in the cavitation process accumulated in the inner ring of the impeller, the water–liquid circulation state changed, and the circulation velocity was lower than that without the cavitation model. With an increase in the speed ratio, the volume of the vapor accumulation zone decreased because of the decrease in the degree of water cavitation, and its influence on the state of water circulation and flow velocity also decreased.
[image: Simulation images show fluid flow and vapor distribution at different time steps for two cases, A and B. Each case has four images labeled with time steps: 0.0, 0.3, 0.6, and 0.9. The color scale ranges from blue to red, indicating varying levels of flow intensity and vapor accumulation, with a noted vapor accumulation area in case B at time 0.0.]FIGURE 6 | Velocity streamline distribution.A,B
[image: Line graph showing the average flow rate in meters per second versus speed ratio. Pink line represents when the cavitation model is off, while the orange line indicates it is on. Both lines show a decreasing trend.]FIGURE 7 | Change in mean flow velocity in the flow field.
A comparative analysis of the effects of steam accumulation on the blade pressure field distribution under different steady-state cavitation simulation conditions is shown in Figure 8. The overall pressure distribution trends at the blade wall before and after opening the cavitation computation model were the same. Owing to the change in the circulation characteristics, the overall pressure distribution of the blade after cavitation was reduced. Simultaneously, because of the existence of the vapor accumulation area, the corresponding area generates low-pressure areas A and B, and the pressure gradient of the blade was evident.
[image: Comparison of cavitation and non-cavitation impact on pump and turbine surfaces. Four diagrams show pressure distribution with varying conditions: suction and impact surfaces of the pump and turbine on the front, and non-impact and pressure surfaces on the back. Color gradients indicate pressure levels, ranging from blue (low pressure) to red (high pressure).]FIGURE 8 | Comparison of blade pressure distribution.
4.2 Characteristics of transient cavitation
According to the distribution law of cavitation bubbles, the bubbles are mainly generated in the pump flow field. To analyze the distribution pattern and evolution law of the cavitation field in the pump flow field, a speed ratio of 0.6 was considered as an example to analyze the volume rate distribution of cavitation in different development stages.
Because the flow field in the fluid coupling is complex and three-dimensional, the cavitation bubble movement in the flow field is also complex and three-dimensional. Figure 9 shows the development of the cavitation bubble characterized by the 90% steam volume rate isosurface. The figure shows that the evolution of cavitation bubbles can be divided into four stages. In Stage 1, the banded bubble is born around the tip on the suction surface side of the pump blade; this bubble follows the steam in the cavitation bubble. Cloudy bubbles form in the accumulation of phases. In Stage 2, cavitation bubbles always adhere to the surface of the blades. As the bubbles leave the blades, some bubbles enter the flow channel and gradually form ellipsoidal bubbles. In Stage 4, when the volume of ellipsoidal bubbles increases and reaches a certain level, they break away from the surface of the blade. They then enter the flow channel and burst after covering a certain distance. Some steam condenses, and the remaining gas continues to move in the flow field, forming broken bubbles with irregular shapes and sizes and moving toward the inner ring of the pump wheel. Eventually, as cavitation continues to accumulate, a vapor concentration area is formed.
[image: Diagram showing a multi-stage cavitation process with four stages. Arrows indicate fluid motion around pump blades, creating cavitation bubbles that grow and move through stages. The process cycles, with arrows indicating repeating phases.]FIGURE 9 | Evolution of cavitation bubbles.
To obtain the volume rate, pressure, and speed distribution data of the cavitation observed near the blade tip of the pump wheel, located near the inner ring, at a speed ratio of 0.6, a circular data analysis cross section with a diameter of da = 180 mm was established, as shown in Figure 10.
[image: Illustration shows a cylindrical 3D model with labeled "flow field interface" and "data extraction district" on the left, connected by an arrow to a pressure diagram. The diagram on the right indicates "suction surface of pump" and "pressure surface of pump" using color gradients to represent pressure variations.]FIGURE 10 | Schematic of cross-sectional position.
Figure 11A shows the distribution of the steam volume fraction at the cross section. Figure 11B shows the distribution of water speed streamline. The evolution of cavitation from birth, growth, separation, and disintegration is evident. According to the transient changes in cross-sectional pressure and velocity, combined with the volume fraction distribution characteristics, part of the high-speed water from the turbine inner ring outlet enters the pump wheel and hits the blade tip; the flow rate then decreases rapidly and a local high pressure forms at the blade tip area. After passing through the tip area, the flow is affected by the local high pressure. Simultaneously, this flow is driven by other incoming flows to form a high-speed jet close to the blade surface as well as an angle with the surface. Therefore, on the pressure surface side of the impeller blades, a low-pressure region, wherein the pressure is below the vapor pressure, is formed near the tip of the blade; a severe cavitation phenomenon occurs in this region. As the cavitation bubble grows, the flow into the pump wheel is hindered by the bubble, and the jet angle increases. When the growth of cavitation is large, reverse flow can be found near the blade wall, and strong vortices are observed in the corresponding areas. This causes the internal pressure to decrease and promotes the formation of bubbles. As the cavitation bubble moves toward the inner circle of the circulation circle and breaks up, the jet angle decreases and promotes the birth of new cavitation bubbles.
[image: Panel A displays the vapor volume fraction distribution in a pump impeller with color gradients indicating varying levels. Panel B shows the distribution of steam volume fraction and water speed streamlines, with arrows indicating flow direction. Panel C illustrates water pressure distribution using color gradients, highlighting pressure variations. Each panel uses arrows to denote flow progression through the impeller gaps.]FIGURE 11 | Simulated cloud image.
The pressure distribution in Figure 11C shows that, owing to the increase in the jet angle and the appearance of strong vortices near the blade, the range of the low-pressure area near the tip area of the blade pressure surface becomes large, which promotes the growth of cavitation.
As the cavitation bubble grows further, under the influence of the bubble surface tension and the surrounding high-pressure water flow, the shape of the cavitation bubble gradually becomes irregular. As the bubble volume increases, the surface tension is insufficient to maintain the growth of the bubble, the bubble ruptures under the surrounding high pressure, and a small range of low-pressure fragmented bubble areas and new cavitation bubble birth areas form in the flow channel.
4.3 Torque characteristics
Figure 12 shows a characteristic diagram of torque transmission in a fluid coupling considering cavitation and noncavitation. Without cavitation computation, the overall output torque tends to decrease. As the speed ratio increases, the rate of decline continues to increase. The overall trend remains unchanged when the cavitation model is considered. Further, the transmission torque under cavitation is lower than that under noncavitation.
[image: Line graph showing torque of a pump (N·m) against speed ratio. Three lines represent cavitation (blue), no cavitation (red), and test (green). Torque decreases as speed ratio increases.]FIGURE 12 | Transmission torque of flow field in impeller.
At low speed ratios, owing to the large rotational speed difference between the pump and turbine, the water–liquid circulation speed was rapid, and the cavitation phenomenon was severe. At this time, the torque transmission characteristic also severely deteriorated, and the output torque dropped significantly. As the speed ratio increased, the degree of cavitation in the flow field continued to decrease. At a speed ratio of approximately 0.9, cavitation had little effect on the flow state. Therefore, the occurrence of the cavitation phenomenon considerably affected the overload starting and working ability of the coupling. This phenomenon had relatively little influence on the torque transmission ability under rated working conditions.
To analyze the degree of influence of cavitation on the torque transmission characteristics accurately, [image: There is no image attached. Please upload an image or provide a URL for the image you would like described.] was defined as the torque forecast correction ratio, [image: Mathematical expression with bold, italicized "T" subscript "N-C".] as the torque computational result without considering the cavitation, [image: Please upload an image or provide a URL, and I can then help you create alt text for it.] as the torque computational result considering the cavitation, and [image: Greek letter Phi with a subscript T, often used in mathematical or scientific contexts.] as the characteristic difference.
The characteristic difference is
[image: Mathematical formula showing \(\Phi_D = T_N \epsilon - T_C\), labeled as equation (11).]
The torque characteristic prediction correction is
[image: Equation showing \( P_T = \Phi_T / T_c \) with a reference number (12) on the right side.]
A comparative analysis of the correction of the torque transfer value of the flow field at different speed ratios is shown in Figure 13. The [image: Stylized text "P" with a subscript "T", likely representing a variable or symbol commonly used in mathematics, physics, or engineering contexts.] is affected by the amount of cavitation vapor accumulation and the degree of cavitation occurrence, and the overall trend is a downward trend as SR increases. At [image: The image shows a lowercase letter "i" in a serif font, featuring a dot above the vertical line.] = 0, [image: Mathematical expression depicting the symbol \( P_T \), with the letter "P" in uppercase and "T" as a subscript.] and [image: The image shows the Greek letter Phi, represented by the symbol "Φ," followed by a subscript uppercase "T."] reach the maximum. At this time, the characteristic difference is 1468.35 N·m, and the correction ratio is 12.85%. At a speed ratio of 0.99, because the degree of cavitation is the lowest at this time, the correction factor is 0.32%.
[image: Bar and line graph displaying torque difference (in Newton meters) and percentage values against speed ratio. The blue bars represent torque difference, decreasing from 1600 at a speed ratio of 0.1 to near zero at 0.9. The red line indicates a percentage trend, decreasing from approximately 14% to around 1% over the same range.]FIGURE 13 | Torque correction distribution of cavitation model.
5 CONCLUSION
In this study, CFD technology and experiments were used to investigate the unsteady flow field affected by the cavitation characteristics of fluid coupling. Based on the numerical simulation data, the cavitation distribution, evolution characteristics, and their effects on the torque transmission characteristics were analyzed. The study clarified the following:
	1) The flow field results demonstrate that the severity of cavitation in the internal flow field of the coupling decreases with increasing SR, and the generated steam mainly accumulates at the inner ring of the pump wheel. The formation of a stable steam accumulation area reduces the circulation velocity and flow state of the flow field. Compared with the pressure distribution gradient obtained in the region not affected by cavitation, that on the blade surface affected by cavitation is larger, forming a low-pressure region near the inner ring.
	2) Transient cavitation simulation demonstrates that cavitation bubbles are generated near the tip of the blade pressure surface of the internal flow field. Affected by the flow characteristics of water, the evolution process has four stages: birth, growth, separation, and disintegration. This is a periodic cyclic process. The generated steam is finally concentrated inside the circulation circle of the pump wheel. The flow velocity and pressure at the blade surface are both reduced.
	3) An analysis of the torque transmission characteristics revealed that the torque drop is considerably affected by severe cavitation at a low speed ratio. The computation results demonstrate that the introduction of the cavitation calculation model can improve the accuracy of torque prediction by approximately 13% under a low speed ratio. The effect of cavitation is smaller at high speeds.
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In this article, a typical mixed-flow pump was adopted as the research object to investigate the influence of the inlet structure within the impeller on the performance and internal flow patterns of the mixed-flow pump. First, three different blade inlet structure cases, which are forward bending, straight, and backward bending, were proposed and modeled separately. Second, the performance of mixed-flow pumps featuring different cases was carefully compared and analyzed. The results show that the inlet structure of the blades has a small impact on the head of the mixed-flow pump. However, it has a significant impact on the efficiency and shaft power of the pump at the rated flow condition. Among them, the performance of the straight and backward bending cases is significantly better than that of the front bending case. At the same time, the accuracy of the numerical results was verified by the experimental results. Finally, the internal flow and hydraulic loss laws with different inlet structures were deeply studied. It is found that the case of forward bending will cause the media to strike the middle of the inlet edge of the blade first and then generate a secondary flow along the inlet edge. The secondary flow will induce stronger media crowding at the inlet side near the shroud and hub. Due to the large curvature of the shroud and hub at the position of intersection with the inlet side of the blade, media crowding induces flow interference of the media on each span of the impeller channel. This ultimately leads to increased flow losses within the impeller and diffuser, reducing the hydraulic performance of the mixed-flow pump. This finding clarifies the influence mechanism of the inlet side geometry of the inlet blade on the performance and internal flow of the mixed-flow pump, which can provide a theoretical basis for improving the performance of the mixed-flow pump.
Keywords: mixed-flow pump, unsteady flow, leading edge, secondary flow, turbulence

1 INTRODUCTION
The specific speed of the mixed-flow pump is larger, which makes it easier to obtain higher hydraulic efficiency. This is why they are applied in many fields, such as the chemical industry, water conservancy, and agriculture (Li et al., 2020; Yang et al., 2021; Kan et al., 2022). At the same time, many use environments also put forward higher requirements for their performance and operation stability (Yang et al., 2022a; Yang et al., 2023). Therefore, researchers have carried out several studies to improve its performance and operational stability (Li et al., 2021; Yang et al., 2022b; Ji et al., 2023). A large number of studies have shown that the geometric structure of the impeller blades of a mixed-flow pump has a very significant impact on pump performance (Tan et al., 2017; Ji et al., 2021). Wu et al. (2015) made the flow structure in the impeller channel more uniform by geometrically correcting the outlet side of the impeller blades of the mixed-flow pump, which significantly widened the flow range of the mixed-flow pump and improved its hydraulic efficiency under high-flow conditions. Based on numerical simulation and experiments, Bing and Cao (2014) explored in detail the influence of position parameters at the inlet and outlet of the blade on the hydraulic loss and performance of the mixed-flow pump. It is found that reducing the blade angle on the blade trailing edge is conducive to reducing the absolute velocity in the outlet area, which, in turn, reduces the hydraulic loss in the region and improves the hydraulic efficiency of the mixed-flow pump. Bing and Cao (2013) also took multiple geometric parameters of the impeller blade as independent variables at the same time, carried out a large number of numerical simulations, and conducted performance tests on the case with better performance. It is found that the hydraulic performance of the mixed-flow pump can be effectively improved by combining different geometric parameters of the blades to carry out a large number of numerical simulations, but this work requires a lot of computational resources and time. Tan et al. (2018) investigated the influence of tip position and shape of mixed-flow pump blades on tip leakage and performance of the mixed-flow pump, and proposed the structure of a T-shaped tip. This structure can not only improve the hydraulic efficiency of the pump but also significantly reduce the pressure fluctuation intensity at the blade tip clearance.
Among the parameters of the mixed-flow pump blade, the parameters of the leading edge were found to have a significant impact on the pump performance and operation stability. Zhu et al. (2019) optimized the symmetric leading-edge shape of the mixed-flow pump based on a genetic algorithm and numerical simulation. The results show that the fine-tuning of the blade inlet side section can significantly improve the cavitation performance without affecting the efficiency and head of the pump. Kim et al. (2022) investigated the effect of the transition surface shape from the working surface to the back surface at the inlet side of the blade on the flow structure within the impeller of a mixed-flow pump in the non-cavitation state versus the cavitation state. It was shown that the transition surface shape of the square shape induces significant flow separation and vortex generation in the non-cavitation state. In the cavitation state, the greater the ellipticity of the transition connection between the working surface and the back surface, the stronger its anti-cavitation performance. Brennen (2011) studied the influence of the sharp degree of the blade inlet edge shape on the performance of the mixed-flow pump under non-cavitation and cavitation conditions. It is found that the sharper the shape of the blade inlet edge, the better the performance of the mixed-flow pump. However, when the inlet edge is too sharp, there is a risk of being left out of focus because of the shutter. Tao et al. (2018) similarly carried out research on the influence of inlet side structures with different shapes on the cavitation performance of the pump at rated flow. It is found that the shape of the leading edge of the blade will strongly affect the flow separation, pressure drop, and cavitation of the medium, and the prediction of the low-pressure region at the position of the leading edge can be used as a critical assessment index for the pump cavitation performance. Ardizzon et al. (1995) studied the influence of the blade leading-edge attack angle on medium flow. The influence of the incident angle of the medium on the cavitation performance of the pump was discussed. It was found that the flow mode and local pressure peak of the medium were the most closely related parameters to the cavitation performance.
Scholars have already recognized that the geometric structure of the blade inlet edge has a significant impact on the pump performance and operation stability. However, the existing research mainly focuses on the influence of the blade leading-edge shape on pump cavitation performance, while the influence of the inlet edge shape on pump performance has not been found. Based on the research method of combining numerical calculations and experimental verification, this paper studies the influence of the inlet edge shape on the performance and internal flow structure of the mixed-flow pump in order to provide some help for improving the performance and operation stability of mixed-flow pumps.
2 GEOMETRY AND PARAMETERS
The research object of this paper is a small mixed-flow pump used for water cooling of a large mechanical system. The structure of the mechanical system limits the outer diameter of the pump body to no more than 100 mm. So, the maximum radial size of the model meridian is limited to 90 mm. The design flow of the mixed-flow pump model is Qr = 30 m3/h. In order to meet the requirements of the piping arrangement of the mechanical system, the head of pump Hr under the design flow shall not be less than 10 m. The rated operating speed of the water pump is nr = 6000 r/min. On this basis, we can determine the specific speed of the hydraulic model under the rated flow as follows:
[image: Equation showing μₑ equals 3.65 times nₜ times the square root of Qₑ divided by H to the power of 3/4, equals 355.5, in parentheses labeled 1.]
Due to the high head and efficiency requirements of this hydraulic model under the rated flow condition, the impeller is of the meridian closed type, and the pressure chamber adopts the space diffuser to meet the design requirements. Figure 1 shows the meridian of the main overflow components of the mixed-flow pump. Figure 2 shows the hydraulic model of the impeller blade inlet side of the three geometric structures of the program. The main dimensions marked in the figure have been listed in Table 1.
[image: Diagram of a radial flow turbine showing an impeller and diffuser. The impeller contains a blade, while the diffuser has a vane. The components are separated by a chamber. Dimensions are labeled as D1 and D2 for the impeller, and D3 and D4 for the diffuser, along a symmetrical axis.]FIGURE 1 | Meridian of the main overflow components of mixed-flow pumps.
[image: Chart illustrating a turbomachinery component, detailing radial and axial coordinates. Key elements include shroud, hub, middle span line, and blades' leading edge. Inlet and outlet are marked.]FIGURE 2 | Three geometric structure cases for the inlet side of impeller blades.
TABLE 1 | Geometric specifications of the impeller and the diffuser.
[image: Table displaying technical specifications for an impeller. The number of blades, Z₁, is five. Various diameters are listed, including the shroud (50 mm), hub (21.6 mm), outlet (79.19 mm), outlet width (13 mm), impeller (70 mm), bridge radius of the shroud (8.75 mm), bridge radius of the hub (18.63 mm), and leading-edge radii of cases (15.5 mm). The number of vanes, Z₂, is seven. The outlet diameters, D_out1 and D_out2, are 21.6 mm and 50 mm, respectively.]3 NUMERICAL MODELING
3.1 Mathematical model
NX software is adopted for three-dimensional modeling of the mixed-flow pump hydraulic system in this paper. As the most central hydrodynamic components, the blade modeling accuracy of the impeller and diffuser has a great impact on the accuracy of the numerical results. Therefore, the method of determining surfaces from point sets is used for blade modeling of impellers and diffusers. The large amount of point data in the point set not only ensures the accuracy of blade modeling but also ensures that the shape of the blade in the numerical simulation model has a high degree of consistency with that of the rapid prototyping blade used for testing. For this mixed-flow pump, its inlet and outlet pipelines in the cooling system are straight pipes, and the inlet and outlet pipe lengths are long. Therefore, the inlet and outlet pipes in the three-dimensional modeling process are also in the form of straight pipes, and the length is 10 times the impeller inlet diameter to ensure the accuracy of the numerical simulation.
3.2 Grids
The use of a structured hexahedron grid in numerical calculation not only improves the speed of data transmission and thus reduces the time of numerical simulation but also improves the quality of data transmission and the convergence of numerical calculation. The grids used in different numerical calculation cases in this paper are all hexahedral structured grids which are generated in Ansys TurboGrid software. At the same time, 15 layers of the boundary layer are arranged near the solid wall within the calculation domain, and the growth rate of the boundary layer is set as 1.05. However, at the inlet side of the impeller blade, the number of layers of the boundary layer is set to 20 in order to capture the fine flow structure of the medium. The grid assembly of the main computational domain and the details of each case are shown in Figure 3.
[image: 3D model of a centrifugal compressor showing labeled parts including the impeller, diffuser, vane, blade, and leading edge. Three cases on the right illustrate detailed views of different blade designs.]FIGURE 3 | Grid details of main hydraulic components.
In order to further reduce the influence of the grid on the numerical results, the grid independence analysis was also carried out in this paper. On the basis of ensuring that the included angles of the edges are greater than 18°, the performance analysis of the mixed-flow pump in case 2 was carried out for the change of the single side length of the hexahedral grid (the maximum control size of the grid). It can be seen from Table 2 that when the control size of the grid does not exceed 1.8, the fluctuation of the numerical prediction results of the head and efficiency of the mixed-flow pump does not exceed 1%. At this time, the influence of the grid on the results of numerical calculations is small, so 1.8 is chosen as the control size of the subsequent grid used for numerical calculations.
TABLE 2 | Grid independence analysis.
[image: Table displaying data for different maximum grid sizes in millimeters: 2.4, 2.2, 2, 1.8, and 1.6. It includes three rows of information: Number of grids (in millions), Predicting head (in meters), and Predicting efficiency (in percentage). The number of grids increases from 2.9 to 9.1 million. Predicting head decreases from 19.68 to 18.42 meters. Predicting efficiency slightly decreases from 77.21% to 75.96%.]3.3 Boundary conditions
In order to further improve the accuracy of numerical calculations, the pre-settings of the numerical cases should take into account the convergence of the case and the real situation of the mixed-flow pump. As shown in Figure 4, in order to enhance the convergence of the numerical case, the boundary conditions in this paper adopt the inlet total pressure and the outlet mass flow rate. Because the impeller of the mixed-flow pump is made of precision-cast stainless steel, its roughness is low, so the solid wall in the calculation domain is set to no-slip wall, and the roughness is set to 10 um. In addition to the impeller calculation domain being set to rotate, the other calculation domains are set to stationary. The impeller and the front and back calculation domains are connected by the frozen rotor to ensure the accuracy of data transfer. The convergence accuracy of the numerical calculation is set to 10−4 to ensure the accuracy of the calculation results.
[image: Diagram of a fluid flow system showing key components: an inlet with total pressure, an impeller within a chamber, a no-slip wall, an interface, a diffuser, and an outlet with mass flow rate.]FIGURE 4 | Computational domain model and boundary conditions.
The k-ω SST turbulence model has obvious advantages in high-precision boundary layer simulation, and it has high accuracy in predicting the flow structure near the wall of the impeller blade. The resolution of the boundary layer needs to be more than 10 points to ensure the conditions for the use of the model (Menter, 1994). The grid used in this paper fully meets the requirements, so the numerical calculation model used in this paper is the k-ω SST turbulence model. The following two equations are the transport equations for the turbulent kinetic energy, k, and the turbulence frequency, ω.
The [image: It seems you've mentioned an image, but I can't view or process images directly from the text. Please upload the image or provide a URL with context for accurate alt text creation.]-equation is represented as follows:
[image: Partial differential equation involving symbols for density (rho), velocity (U), turbulent kinetic energy (k), dynamic viscosity (mu), eddy viscosity, and production terms (P_k, P_kb) with standard mathematical notations and operator symbols. Equation number two.]
[image: It looks like the image did not upload correctly. Please try uploading the image again or provide a URL.]-equation is expressed as follows:
[image: Partial differential equation showing the transport of a variable ω. It includes terms for density, velocity, viscosity, diffusivity, and source terms, with a complex expression involving derivatives and constants.]
Here, μt is the turbulence viscosity. Pkb and Pωb represent the influence of the buoyancy forces. Pk is the production rate of turbulence.
4 RESULTS AND DISCUSSION
4.1 Pump performance validation
In order to further ensure the accuracy of numerical calculation results, performance test verification was carried out in this paper. In the three cases, the impeller blade inlet side structure in case 2 is a straight line from the shroud to the hub, which is the most convenient for the machining accuracy verification of the test model. Therefore, case 2 is selected to carry out the verification performance test. The test was carried out on a closed test bench. The pressure at the inlet and outlet of the mixed-flow pump was collected using the pressure sensor at the inlet and outlet, and transmitted to the computer in real time to calculate the pump head. The real-time flow of the pump is obtained using the electromagnetic flowmeter, and the shaft power and pump speed are obtained using the torque meter. Figure 5 shows a sketch of the experimental system and for the case 2 impeller and diffuser in kind. The impeller is made of stainless steel by precision casting, and the diffuser is made of the original physical model of the pump manufacturer. The production process is the disappearing mold casting.
[image: Diagram of a hydraulic test circuit with a tank, motor, and model pump. It includes flow and pressure sensors, a torque meter, inlet and outlet valves, and a flow meter. Insets show an impeller and a diffuser.]FIGURE 5 | Test bench system.
Figure 6 shows the comparison between the numerical prediction results of the model of case 2 and the experimental results. Under the rated flow condition, the numerically predicted head is 1.08% higher than the experimental head, and the numerically predicted efficiency is 1.15% higher than the experimental efficiency, so the numerically predicted results have high accuracy. The reason that the numerical prediction results are slightly higher than the experimental results under the rated flow condition is that there is a small amount of volumetric and mechanical losses during the experimental process. Under the small flow condition, the error between the numerically predicted head and the experimental head remains small. However, the error between the numerically predicted and experimental efficiencies increases slightly and reaches a maximum value of 4.24% at 0.6 times the rated flow condition. At high flow conditions, the predictions of head and efficiency increase with the increase in the flow rate. At 1.4 times the rated flow condition, the numerical prediction error of the head reaches a maximum of 1.61 m, and the numerical prediction error of efficiency reaches a maximum of 3.99%. The main reason for the increased deviation of the numerical prediction results for the non-rated flow condition compared to the rated flow condition is the elevated intensity of the unsteady flow in the flow field. The true head and efficiency of the pump show periodic fluctuations, which cannot be reproduced by steady-state numerical simulation. In conclusion, the numerical method in this paper has a small error in predicting the pump performance near the rated flow condition, and the error in predicting the performance under the deviation from the rated flow condition is slightly improved, but the prediction error in the full flow range does not exceed 4.5%. Moreover, the numerical prediction of head and efficiency in the trend of change with the test results also maintains a high degree of consistency, and the prediction of the pump’s highest efficiency point is very accurate. In summary, the numerical method used in this paper has high accuracy.
[image: Graph showing head and efficiency versus flow rate. Blue lines represent CFD data while orange lines represent experimental data. The head decreases with increasing flow rate, while efficiency increases to a peak and then declines.]FIGURE 6 | Comparison of numerical predictions of pump performance with test results.
4.2 Comparison of performance under different inlet side cases
Figure 7 shows the performance comparison of the mixed-flow pump under three different impeller blade inlet side cases. It can be seen from Figure 7A that the pump head of case 1 is higher than that of the other two cases under small flow and large flow conditions. However, within the range of 0.8 Qr∼1.0 Qr, the difference between the pump heads of case 1 and case 2 is small. The head of case 3 is smaller than that of the other two cases under full flow conditions. Combined with the axial projection of each case in Figure 1, it can be seen that the axial projection area of case 3 is the smallest, so the contact area between the impeller blade and the medium is the smallest, which is the reason for its low head. For case 3, the minimum projected area of its axial plane causes its head to be low, but Figure 7C shows that its axial power is significantly lower than that of the other two cases under full flow conditions. Moreover, compared with the other two cases, the maximum shaft power point shifts to the rated flow point, so it has better non-overload performance. Comparing the efficiency of the three cases, it can be seen that the efficiency performance of case 1 is the worst in the range of 0.6 Qr∼1.0 Qr, the efficiency performance of case 3 is the worst under the condition of large flow (1.4 Qr), and the efficiency range of case 2 is the largest. Since this mixed-flow pump often operates in the range of 0.75 Qr ∼1.08 Qr, the energy-saving effect of case 2 and case 3 is significantly better than that of case 1.
[image: Three graphs show pump performance metrics over different flow rates. Graph A displays head against flow rate, with three cases depicted. Graph B shows efficiency versus flow rate, highlighting a range between 0.752 and 1.082. Graph C presents shaft power against flow rate, with three distinct cases plotted. Each graph uses color-coded lines for different cases.]FIGURE 7 | Performance under different inlet side cases.
4.3 Flow field pattern with a mixed-flow pump
Figure 8 shows the circumferential flow angle of the medium on the mid-span of the impeller channel of different cases. Under the condition of a small flow rate, the media flow angle of each case has an obvious uneven distribution in the circumferential direction, and the difference between each case is small. The specific performance is that the media flow angle of the medium near the back of the blade is significantly smaller than that near the working surface of the blade. Meanwhile, the uniformity of the medium flow angle in the circumferential direction of each scheme is significantly improved at rated flow conditions. However, the distribution difference among the cases is significantly elevated. Near the back of the impeller blade, the high media flow angle area of case 1 extends to the impeller outlet. This indicates that the media at this position has a secondary flow perpendicular to the mainstream direction. However, near the working surface of the blade, the media flow angle distribution of the media and other areas of the channel have obvious stratification. This may be caused by the impact of the media at the blade inlet on the blade inlet edge. At the same time, the secondary flow in the channel caused by the uneven distribution of the media flow angle in the channel will also induce the uneven distribution of the impeller outlet flow in the circumferential direction. It can be seen that the media flow angle in region 2 is significantly smaller than that in the regions on both sides, which will lead to stronger “wake-jets” in the medium at the impeller outlet and, thus, induce a stronger rotor–stator interaction. Compared with case 1, case 2 and case 3 have a significantly more uniform circumferential distribution of the media flow angle under rated flow conditions, which is more conducive to reducing its hydraulic loss and improving its operation stability.
[image: Simulation graphics showing three rows labeled A, B, and C, each displaying three wavy, multi-colored surfaces with variations in blue, green, and yellow. Red circles highlight specific regions on the surfaces. The label under each column indicates different cases. A color bar at the bottom represents a scale from 0.0 to 1.4, transitioning from blue to red.]FIGURE 8 | Circumferential media flow angle on the mid-span of the impeller channel for different cases.
The velocity gradient distribution in the span direction at the mid-span position of the impeller channel for different cases is shown in Figure 9. Under small flow conditions, the overflow area of the impeller channel is larger than the area required for uniform media overflow. As a result, there is an obvious interference of the medium on each span, which is manifested in the presence of a clear region of high values of the velocity gradient in the first half of the impeller channel. Among them, the region of high values of the velocity gradient in case 1 is from the position of the blade inlet and occupies the entire flow path from the back of the blade to the working surface. It indicates that in these regions, there is flow interference of the medium in the span direction. Compared to case 1, the influence range of this high-velocity gradient region in case 2 is slightly reduced, but the flow interference of the medium on each span is still more obvious. Case 3 is in the region of the smallest range of influence, and its location is not near the impeller blade inlet edge but in the middle of the impeller channel near the back of the blade. This suggests that the shape of the blade inlet edge of case 3 is effective in reducing the media flow interference on each span. It also indicates that the high-velocity gradient region in cases 1 and 2 may be caused by the flow separation between the inlet edge and the middle position of the flow path. Under the rated flow condition, the effect of the blade inlet edge structure on the media flow interference on each span still exists. First, the overall velocity gradient in the flow channel of case 1 is significantly higher than that of the other two cases, and case 3 has the smallest overall velocity gradient. At the same time, there is an obvious flow interference in region 3 between the spans at the impeller outlet position in case 1. This also shows that the change in the geometric structure of the inlet side of the blade not only affects the flow in the impeller channel but also directly changes the flow pattern of the medium at the outlet of the impeller, which, in turn, affects the flow structure of the medium in the diffuser.
[image: Six colorful, swirling patterns arranged in three rows labeled A, B, and C, each with two images. Row A is marked "Region 3" and "Case 1," row B "Case 2," and row C "Case 3." Each pattern features concentric color bands ranging from blue to green. A color bar below indicates a range from negative values to positive, depicted in colors red through blue.]FIGURE 9 | Flowfield pattern at the mid-span surface of cavities under different flow conditions.
In order to further analyze the flow difference of the medium in the direction from the shroud to the hub, Figure 10 shows the medium flow rate on the 0.8-span cross section near the shroud and the 0.2-span cross section near the hub under the rated flow condition. Combined with the flow interference analysis of each span in Figure 10, the axial projection diagram of the influence of the impeller blade inlet structure on the medium flow is drawn. At the position of the 0.2-span cross section, the influence of the blade inlet structure on the distribution of medium velocity is very obvious. The forward curved inlet edge structure in case 1 will cause the medium to hit the middle of the inlet edge the first time. Because the inlet edge has a certain thickness, its crowding out of the medium will cause the medium to generate a secondary flow along the path of the dotted line in the schematic diagram. This will inevitably lead to an increase in the flow on the 0.2 span and 0.8 span cross sections near the shroud and hub and, thus, strengthen the medium crowding at the blade inlet near the cover plate. From the velocity distribution diagram, it can be seen that the 0.8-span cross section of case 1 has an obvious low-velocity region near the inlet side of the blade, which is caused by the medium hitting the inlet of the blade. The low-velocity region is bound to cause more hydraulic losses. In addition, in case 2, the low-speed area of the scope of the obvious reduction, this is because the program does not have the above secondary flow. However, comparing the velocity distributions at the 0.2 span and 0.8 span inlet locations in cases 1 and 2, it can be found that the inlet crowding phenomenon on the 0.8-span cross section is significantly stronger than that on the 0.2-span cross section. This is because the excessive arc curvature of the shroud is smaller, and the change of the flow direction of the medium is more obvious when it passes near this position, and flow interference between the spans is more likely to occur, which leads to hydraulic loss. On the other hand, on 0.2 span, the large curvature transition section of the rear cover plate is helpful in preventing inter-span flow interference. In case 3, the medium first hits the inlet side of the blade near the shroud and hub, which causes the secondary flow in the opposite direction of case 1. This avoids the superposition of the high-intensity region of the flow interference between the spans and the region near the shroud with a smaller curvature. The media crowding at the inlet side of the blade near shroud is significantly reduced. At the same time, the case 2 and case 3 impeller outlet position of the media flow distribution is also significantly more uniform, which is conducive to reducing the rotor–stator interaction of the hydraulic system.
[image: Three panels labeled A, B, and C, each containing diagrams of fluid flow and two colorful 3D visualizations at 0.2 span and 0.8 span. Arrows indicate main and secondary flow directions. Panel B highlights a region labeled "Region 4". Each panel compares two cases of fluid flow dynamics.]FIGURE 10 | Media flow rate in the 0.8-span cross section and 0.2-span cross section at the rated flow condition and media flow near the inlet.
The entropy production statistics in the impeller, diffuser, and overall calculation domains of different cases are shown in Figure 11. For the impeller calculation domain, the entropy production of case 1 under 0.8 Qr and 1.0 Qr flow conditions is significantly larger than that of the other two cases, which is in good agreement with the previous analysis. In addition, from Figure 10B, it can be seen that there is also a significant difference in the hydraulic losses within the diffuser under different inlet side structures. The previous analysis found that the uneven flow phenomenon of the medium near the impeller outlet in case 1 is more obvious, which directly leads to the entropy production within the diffuser in the working condition range of 0.6 Qr∼1.2 Qr that is significantly higher than in the other two cases. The entropy production statistics of the overall calculation are shown in Figure 10C, and the difference in entropy production under the 0.8 Qr working condition of each case is the largest, which coincides with the results of the efficiency analysis in Figure 8.
[image: Bar charts labeled A, B, and C compare energy production in three cases, using different sections: Impeller, Diffuser, and Total domain. Energy production decreases as flow rate increases, with cases represented in orange, green, and purple.]FIGURE 11 | Pressure distribution on the mis-span midline within the chamber.
5 CONCLUSION
The influence of the blade leading-edge structure on the performance and internal flow pattern of a mixed-flow pump is studied in this work. Different impeller blade leading-edge cases which are forward curved, straight, and backward curved are designed. Numerical calculations are carried out for different cases. The performance difference of each case is carefully compared and analyzed with respect to the internal flow characteristics. As it is shown, the main conclusions can be extracted as follows:
	1) Based on the performance test, the numerical prediction error at the rated flow condition is less than 1.2%. Meanwhile, the numerical prediction error is less than 4.5% under off-rated flow rates. More importantly, the prediction of the performance change law is quite accurate. Therefore, the numerical method adopted in this paper ensures a high degree of accuracy.
	2) The forward curvature of the inlet side of the blade induces a secondary flow of the medium across the span near this location, which, in turn, leads to a stronger medium crowding that occurs close to the location of the shroud. This region will overlap with the region of a greater curvature of the shroud, resulting in greater hydraulic losses.
	3) The unsteady flow described in the second conclusion will also result in the presence of a significantly uneven flow in the impeller outlet medium. This will not only increase the flow losses within the diffusers but will also increase the intensity of the rotor–stator interaction in the hydraulic system.
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The C++ programming language is employed to improve the Computational Fluid Dynamics (CFD)- Discrete Element Method (DEM) coupling interface in this paper, the accuracy of solid-liquid two-phase flow numerical model are validated through experiments. Subsequently, the wear characteristics of the U-shaped elbows under different elbows spacing, bending diameter ratio, particle volume concentration, and particle size are investigated. The research results indicate that as the spacing between bends is increased, the phenomenon of particle sedimentation is intensified, and the maximum collision angle in elbow 2 is increased. The location of the maximum collision angle is closer to the outlet of elbow 2. However, both the collision frequency and wear rate are reduced due to the decrease in the number of particles. Smoother particle flow and a reduction in the collision angle and wear rate of particles on both bends are achieved by increasing the bend ratio. During the variation of the particle volume fraction from 0.5% to 7%, the increase in collision frequency and wear rate of both bends is slowed down. A greater decrease is observed in elbow 2, but the “shielding effect” is not observed. Furthermore, at low volume fractions, kinetic energy is lost by particles as they flow through elbow 1, resulting in a lower average wear rate in elbow 2 compared to elbow 1. Conversely, at high volume fractions, the opposite effect occurs. Finally, when keeping the particle volume fraction constant, an increase in the particle size leads to a smaller wear area in both bends. The wear rate in elbow 1 increases at a slower rate, while the wear rate in elbow 2 exhibits an initial increase followed by a decrease trend.
Keywords: wear characteristics, two-phase flow, CFD-DEM, U-shaped elbows, elbow erosion

1 INTRODUCTION
Pipeline transportation has the advantages of large transportation volume, continuous, stable, low investment, and less land occupation. It is widely used in long-distance transportation of oil, natural gas, ore, etc. Transportation types usually involve slurry transportation and gas transportation. In slurry transportation, the conveying medium commonly incorporates particles like sand and ore. The interaction of these particles with the pipe wall through friction and impact can result in erosion and wear of the conveying pipeline, leading to thinning or even complete deterioration of the pipe wall. Consequently, the anticipated service life of the pipeline is significantly reduced. Moreover, with pipe wear, eddy currents may arise within the transported fluid, causing an uneven distribution of the slurry across the pipe cross-section and consequently impacting the efficiency of the transportation process (Wang et al., 2021; Sun et al., 2022a; Wang et al., 2022; Wang et al., 2023). Therefore, research on the mechanism of pipeline wear has important theoretical value and engineering significance for reducing pipeline system failure.
In the pipeline transportation system, the elbow is usually utilized as a turning component and is prone to wear. Consequently, the wear mechanism of elbows in pipeline systems has been the focus of domestic and foreign scholars. The wear removal mechanism of brittle and ductile materials was first discussed by Finnie (Finnie, 1960; Finnie, 1979), and the theory of micro cutting corrosion wear was proposed. Bitter (Bitter, 1963a; Bitter, 1963b) believed that the removal of wall materials is primarily due to the repeated deformation of particles and cutting action of particles during the collision with the wall, and a related wear model was established. The wear models were established by Archard (Archard, 1953), Ahlert (Ahlert, 1994; Oka et al., 2005; Oka and Yoshida, 2005) based on specific experimental conditions. Such models can predict pipeline wear in industrial applications in some specific engineering environments. The effect of particle flow velocity on the wear of a 90° elbow under low concentration mass load for two-phase gas-solid flow was measured by (Vieira et al., 2016) through experiments. They established a related wear model and verified the accuracy of the wear model using CFD simulation.
The influence of particle mass load on elbow wear under different St numbers was studied by (Pouraria et al., 2020) through gas-solid two-phase flow experiments. The results indicated that there exists a critical particle mass load beyond which the wear rate of the elbow gradually declines. Moreover, the study found that the critical particle mass load of low St number flow is larger. (Bilal et al., 2021). used the paint removal method to investigate the wear of elbows with bending angles of 45° and 90° under curvature radii of 1.5D, 2.5D, and 5D based on multiphase flow. The results revealed that the wear rate declines with increasing bend radius. (Zhao et al., 2023).studied the influence of the sealing structure of the front chamber of the slurry pump on its sealing surface wear characteristics, and the research results provide a certain reference for the anti wear design of pipelines. (Li et al., 2023).research provides a certain reference for further optimizing hydraulic and structural design, and improving wear conditions. (Zeng et al., 2014). used array electrode technology to measure the wear rate at different positions of the X65 pipe elbow. This experiment provides a reference for the accuracy verification of the wear model in this paper. (Jia et al., 2021). studied the influence of gas velocity and fluid PH on the wear of a 90° elbow during the transport of gas-liquid-solid three-phase flow. The most serious wear areas were found to be the axial angle of the elbow between 20° and 50°, while the opposite phenomenon was observed at the corresponding position between 50° and 70°.
Although the most realistic wear of the elbow can be reflected by experiments, the details of the interaction between particles-particles and particle-walls cannot be directly observed. With the continuous development of Computational Fluid Dynamics (CFD), the application of Discrete Phase Models (DPM) and Computational Fluid Dynamics coupled with Discrete Element Method (CFD-DEM) for predicting wear caused by solid particles in fluids is gradually increasing (Hu et al., 2019; Xu et al., 2020; Zhong et al., 2021). The effects of parameters such as pipe diameter, particle size, inlet velocity, particle mass flow rate, and bending diameter ratio on the wear of elbows were studied by (Peng and Cao, 2016) based on DPM. However, as DPM itself ignores the interaction between particles, the wear rate continued to increase as the mass flow rate increased, which contradicts the simulation results of (Zheng et al., 2008), and the lift force on the particles was not considered in the simulation process. (Duarte et al., 2017). studied the effect of wall roughness, friction coefficient, and particle mass load on the wear of elbow pipe in gas-solid two-phase flow using CFD-DEM. The results showed that the wear depth decreases with the increase of wall roughness and the particle mass load, and rises with the improvement of friction coefficient.
The influence of particles with different sphericity on gas-solid two-phase flow wear in the elbow was studied by (Zeng et al., 2018) based on CFD-DEM and E/CRC wear model. The results indicated the impact velocity and angle have a significant influence on the elbow wear, whereas when the sphericity is greater than 0.77, the elbow wear is mainly caused by the impact concentration. (Laín and Sommerfeld, 2019). used the Euler-Lagrangian method to study the influence of spherical particles under different mass loads on the wear of the elbow during pneumatic conveying. The results suggested that with the increase of the particle mass load, the collision frequency between particles and particle walls increases; however, the wear rate of the elbow declines due to the decrease of the particle collision velocity and angle.
(Farokhipour et al., 2020) employed the CFD-DEM coupling model and E/CRC wear model, the wear rate, collision speed, and frequency are selected as evaluation parameters to study the influence of mass loads on elbow wear during pneumatic conveying. The results presented that as the mass load increases, the wear of the pneumatic conveying system reaches saturation due to the low velocity and frequency of particles collision with the end region, which forms a “shield effect”. The wear characteristics of square pipes and round pipes during pneumatic conveying were investigated by (Zolfagharnasab et al., 2021) based on CFD-DPM coupling model, and it was discovered that the wear rate of square pipes is lower than that of circular pipes, especially under higher conveying speeds or larger particle size conditions. (Zhao et al., 2022). studied the effect of particle volume fraction on the wear of the elbow using the CFD-DEM and the E/CRC wear model. The study revealed that the wear rate of the outermost side of the elbow nonlinearly increases with the improvement of the particle volume fraction. However, when the particle volume fraction reaches a specific value, the wear rate no longer increases.
In summary, in gas-solid two-phase flow and solid-liquid two-phase flow, domestic and foreign scholars have conducted a large number of experiments and simulation studies on the influence of particle mass load, particle size, pipe diameter, and other factors on the wear of an individual elbow. At the same time, (Zhang et al., 2023). Compared the effects of three two-fluid turbulence models on the calculation results of solid phase concentration and velocity in circular tubes under different solid phase conditions and different inlet liquid phase velocities, which provided a calculation model reference for this article. (Sun et al., 2022b). Used the SSTk-ω turbulence model and Tabakoff abrasion model to study the abrasion laws of Francis turbines with high sand content. The research results provide a certain reference for the prevention of abrasion. (Bai et al., 2022). Chose the drag model in dense gas-solid two-phase flow to improve the accuracy of numerical simulation results. Based on the CFD-DEM two-way coupling method, they numerically simulated the gas-solid fluidized bed, which provided a certain direction for the research of this article. (Zhao et al., 2022). showed that compared with the Saffman and Magnus lift developed by gas-solid two-phase flow, the Loth lift is more suitable for particle motion in solid-liquid two-phase flow, and the pressure gradient force and virtual mass force are also particularly important for particle motion in solid-liquid two-phase flow. Therefore, the C++ programming language was utilized to improve the CFD-DEM coupling interface in this paper, the Loth lift, virtual mass force, and pressure gradient force were introduced for simulating solid-liquid two-phase flows. Meanwhile, the transient fluctuations of flow velocity were employed on the particle motion by using the DRW model. The accuracy of numerical simulation was verified through experiments of the previous research. Subsequently, the improved numerical model of solid-liquid two-phase flow is employed to investigate the wear characteristics of U-shaped elbow under different parameters such as elbow spacing, bending diameter ratio, particle volume concentration, and particle size, which can provide the theoretical value and engineering significance for reducing pipeline system failure.
2 CFD-DEM MATHEMATICAL THEORY MODEL
2.1 Fluid governing equations
In this paper, the incompressible fluid is employed, and the solution is based on the Reynolds time-averaged Navier-Stokes equations. Moreover, considering the high local particle volume fraction generated during the simulation, the continuity and momentum equations of the fluid can be formulated:
[image: The mathematical equation shown is the partial derivative with respect to time of the product of alpha subscript f and rho subscript f, plus the divergence of the product of alpha subscript f, rho subscript f, and v subscript f, equals zero. This is labeled as equation one.]
[image: The equation shows the momentum conservation in a fluid flow, featuring terms for time derivative, gradient, pressure, viscosity, gravity, and summation of forces over volume.]
Where ρf represents the fluid density, vf represents fluid mean velocity, p stands for pressure, μf denotes fluid dynamic viscosity, μt signifies turbulent viscosity, f denotes the resultant force on particle i within a computational unit, m represents the number of particles in a computational unit, and V represents the volume of the computational unit. Additionally, αf represents the volume fraction occupied by the fluid and can be expressed as follows:
[image: The formula shows alpha sub f equals one minus the sum from k equals one to m of V sub k over V. This is labeled as equation three.]
In the formula, Vk is the volume of particle k in the calculation unit. In this paper, the RNG k-ε turbulence model is adopted, and its turbulent kinetic energy and turbulent dissipation rate governing equations can be expressed as:
[image: Partial differential equation representing fluid dynamics, including terms for density, velocity, and kinetic energy. Symbols: \(\alpha_f\), \(\rho\), \(k\), \(u_i\), \(\varepsilon\), \(G_k\), \(G_b\), and \(S_k\). Equation number (4) indicated.]
[image: Equation showing the transport of turbulence kinetic energy dissipation rate. It includes partial derivatives with respect to time and spatial coordinates, source terms, and coefficients \(C_{\varepsilon 1}\), \(C_{\varepsilon 2}\), \(C_{1}\), \(C_{3}\).]
In the formula, k and ε are the turbulent kinetic energy and turbulent dissipation rate, Gk is the turbulent kinetic energy caused by the average velocity gradient, Gb is the turbulent kinetic energy caused by buoyancy, αk and αε are the effective Prandtl reciprocals of k and ε, respectively. αk = 1.00, αε = 1.20, Cε1 = 1.44, Cε2 = 1.92, Cε3 = Cε2CεpRes1.416, Cεp = 0.058, Sk and Sε are the source terms of turbulent kinetic energy and turbulent dissipation rate.
2.2 Particle governing equations
The equation of motion for a single particle is described by the following first-order ordinary differential equation:
[image: The equation shows the rate of change of velocity \( \frac{dv_z}{dt} \) of a mass \( m \) as the sum of various forces: drag \( F_{\text{drag}} \), buoyancy \( F_{\text{bg}} \), other forces \( F_{\text{loth}} \), an unspecified force \( F_{\text{P9s}} \), a force \( F_{\text{vm}} \), and an additional force \( F_{\text{c}} \), labeled as equation (6).]
[image: Moment of inertia \( I \) multiplied by the derivative of angular velocity \( \omega_s \) with respect to time \( t \), equals the sum of torques \( T_{\tau} \) plus \( T_f \). Equation number seven.]
[image: The equation "L sub x equals 0.1 m times d sub x squared".]
In this formula, Fdrag represents the drag force on the particle, Fbg is the resultant force of gravity and buoyancy on the particle, Floth is the Loth lift force acting on the particle, Fpg stands for the pressure gradient force on the particle, Fvm denotes the additional mass force on the particle, and Fc denotes the force of contact between particles as well as between particles and the wall surface. Additionally, ωs is the particle angular velocity, Is the moment of inertia of the particle, Tc and Tf represent the particle contact torque and the torque generated by fluid phase, dvs/dt denotes particle translational acceleration, ms represents particle mass, and ds signifies particle size.
2.2.1 Di Felice drag force
The Di Felice drag force model is employed in the calculation (Di Felice, 1994), which considers the influence of fluid volume fraction and porosity on the drag force. The expression for this model is as follows:
[image: Equation for drag force: \( F_{\text{drag}} = \frac{1}{8} \pi d^2 \rho C_D |\gamma_f + \dot{\gamma}_f - \nu_f| (\gamma_f + \dot{\gamma}_f - \nu_f) \alpha^{(1-\alpha)} \). Marked as equation (9).]
[image: The equation for alpha is given as alpha equals 3.7 minus 0.65 times the exponential of the square of the difference between 1.5 and the base ten logarithm of Re sub a, divided by 2, indicated as equation 10.]
Where Res,α represents the particle Reynolds number considering the fluid volume fraction, which can be expressed as follow:
[image: Reynolds number equation: \[Re_{d,q} = \frac{{\rho_f d_q g \left| v_f + \dot{v}_f - v_s \right|}}{{\mu_f}}\]. It shows the relationship involving fluid density \(\rho_f\), characteristic length \(d_q\), gravity \(g\), fluid velocity \(v_f\), fluid velocity change \(\dot{v}_f\), sedimentation velocity \(v_s\), and fluid viscosity \(\mu_f\). Equation number \((11)\).]
The drag coefficient CD for spherical particles can be expressed by the following formula:
[image: Equations for drag coefficient \(C_D\) based on Reynolds number \(Re_{sa}\): For \(Re_{sa} \leq 1\), \(C_D = \frac{24}{Re_{sa}}\). For \(Re_{sa} > 1\), \(C_D = \left[0.63 + \frac{4.8}{Re_{sa}^{0.5}}\right]^2\), marked as equation 12.]
The calculation formula for drag coefficient CD of non-spherical particles adopts the research results of Haider and Levensoiel (Haider and Levenspiel, 1989):
[image: The equation depicts the drag coefficient \( C_D \) as \( \frac{24}{\text{Re}_{\text{ea}}} \left(1 + b_1 \text{Re}_{\text{sa}}^{b_2}\right) + \frac{b_3 \text{Re}_{\text{ea}}}{b_4 + \text{Re}_{\text{ea}}} \), denoted as equation 13.]
In this formula, the calculation formulas for b1, b2, b3 and b4 are provided as follows:
[image: Equation for \( h_m \) is shown as \( h_m = \exp(2.3288 - 6.4581\psi + 2.4486\psi^2) \), labeled as equation (14).]
[image: Equation for \( b_1 \), expressed as \( b_1 = 0.0964 + 0.5565\psi \), labeled as equation (15).]
[image: Mathematical equation showing \( b_s = \exp(4.905 - 13.8944v + 18.422v^2 - 10.2599v^3) \), labeled as equation (16).]
[image: Mathematical formula expressing \( b_{\lambda} \) as the exponential of \( 1.4681 + 12.2584v - 20.7322v^2 + 15.8855v^3 \). It is labeled equation 17.]
2.2.2 The resultant force of gravity and buoyancy
The following formula can be used to express the resultant force of gravitational buoyancy:
[image: Equation for buoyant force: \( F_{\text{bg}} = m_s \left( \frac{\rho_s - \rho_f}{\rho_s} \right) g \), labeled as equation \( (18) \).]
In this formula, the particle density ρs and gravitational acceleration g are utilized.
2.2.3 Loth lift force
The Loth lift force is employed in this paper, the lift coefficient in the Loth lift (Zhao et al., 2021) is composed of shear and rotation lift coefficients. The expression for lift force is as follows:
[image: Equation labeled as 19, representing a mathematical expression for \( F_{\text{lith}} \). It shows the formula: \( F_{\text{lith}} = \frac{\pi}{8} \rho C_L d_c^2 |\mathbf{v}_j + \mathbf{v}_j' - \mathbf{v}_t| \left[ (\mathbf{v}_j + \mathbf{v}_j' - \mathbf{v}_t) \times \frac{\omega_f}{|\omega|} \right] \).]
The formula involves the fluid vorticity ωf and the lift coefficient CL, which can be expressed by the following formula:
[image: Formula for \( C_L \) equals \( J \) times \( \frac{12.92}{\pi} \) times the square root of \( \frac{\dot{\omega}_f^*}{Re_s} + \dot{a}_{\text{eq}}C_{L_{\omega}}^* \). Equation number twenty.]
[image: Equation 21 presents a complex expression involving J star, defined as 0.3 multiplied by the hyperbolic tangent functions. The equation consists of nested brackets, logarithms, and ratios involving variables omega prime over Re_s. It includes constants like 0.191 and 1.92 within hyperbolic tangent transformations.]
[image: Equation showing a mathematical expression for \( C_{L_{max}} \). It is equal to \( 1 - \{0.675 + 0.15(1 + \tanh[0.28(\omega_t - 2)])\}\tanh[0.18 \text{Re}_l^2] \). The formula is labeled as equation (22).]
[image: Equation showing \(\dot{\omega}_{\text{max}} = \frac{\dot{\omega}_{l}}{2} (1 - 0.0075 R_{\omega}) (1 - 0.062 R_e^{1/2} - 0.001 R_e)\), followed by equation number \( (23) \).]
[image: Equation showing angular velocity calculation: omega subscript j equals the absolute value of omega subscript j times d subscript s divided by the absolute value of psi subscript y plus v prime subscript j minus v subscript s, labeled as equation 24.]
[image: \[ \omega_i^* = \frac{| \omega_i | d_s}{| \psi_r + v_j - v_s |} \quad (25) \]]
[image: Reynolds number equation: \( \text{Re}_{e,\omega} = \frac{\rho_f d_s^2 |\omega|}{\mu_f} \), labeled as equation 26.]
In this formula, the relative vorticity ωf* of the fluid, the relative angular velocity ωs* of the particle, and the Reynolds number Rs,ω of the particle rotation are all included.
2.2.4 Pressure gradient force and virtual mass force
The pressure gradient force is induced by the movement of particles in a flow field with a pressure gradient, while the surface of the particle is subjected to the pressure difference generated when the fluid accelerates:
[image: The image consists of a mathematical equation: \( F_{py} = -V_t \nabla p \) followed by equation number \( (27) \).]
When the velocity of the particle is greater than the velocity of the surrounding fluid, the additional mass force is generated which can push the surrounding fluid to do accelerated motion:
[image: The equation shows a mathematical expression for force: \( F_{wm} = \frac{\rho_f}{2\rho_l} \left[ v_l \nabla (v_l + v_j') - \frac{dv_l}{dt} \right] \). It is labeled equation (28).]
2.2.5 Particle contact force
In EDEM, the Hertz-Mindlin (no slip) model is utilized for the contact force model between particles and walls. This model is bifurcated into normal contact force and tangential contact force via the soft-sphere model (Tarodiya and Gandhi, 2019). The corresponding ζn,AB and ζt,AB denote the normal displacement and tangential displacement of particles, respectively. Furthermore, Fcn,AB and Fct,AB represent the normal contact force and tangential contact force:
[image: Equation showing force components: \(F_{c,AB} = F_{G,AB} + F_{L,AB}\), labeled as equation 29.]
[image: Equation depicting force between particles A and B, given by \( F_{\text{A, B}} = -k_{\text{n, A, B}} \zeta_{\text{n, A, B}} - \gamma_{\text{n, A, B}} v_{\text{n, A, B}} \).]
[image: The formula displayed is \( F_{c,AB} = -k_{c,AB} \zeta_{c,AB} - \gamma_{c,AB} v_{c,AB} \), labeled as equation 31.]
In this formula, kn,AB and kt,AB denote the normal elastic stiffness and tangential elastic stiffness of the spring, respectively. Moreover, γn,AB and γt,AB represent the normal and tangential damping coefficients, while vn,AB and vt,AB indicate the normal and tangential relative velocity vector of particles A and B during contact.
When the sliding friction is generated, the tangential contact force Fct,AB can be expressed as Coulomb friction:
[image: Equation for fracture toughness: \( F_{c, \text{AB}} = -f_j |F_{c\text{tb,AB}}| \left( \frac{\zeta_{j, \text{AB}}}{\zeta_{i, \text{AB}}} \right) \), labeled as equation 32.]
Where fs is the sliding friction coefficient and ζt,AB/|ζt,AB| is the tangential unit vector.
2.2.6 Discrete random walk model
The application of the instantaneous fluctuation of flow velocity to drive particle movement is implemented in the DRW model utilized throughout this paper. It should be noted that in eddy currents, the instantaneous fluid velocity is comprised of both an average velocity and a fluctuation velocity:
[image: Equation labeled 33 showing \( V_f = v_f + v_f' \).]
By assuming that a Gaussian probability distribution governs turbulent fluctuation velocity, the following formula can be utilized for its expression:
[image: Equation with three components: \( u' = \xi_l \sqrt{\overline{u'^2}} \), \( v' = \xi_j \sqrt{\overline{v'^2}} \), \( w' = \xi_k \sqrt{\overline{w'^2}} \). Labeled as equation 34.]
In this formula, the random numbers ξi, ξj and ξk are governed by the Gaussian distribution. If the turbulent flow is isotropic, the root mean square (RMS) of fluctuating velocity can be calculated by:
[image: The equation shows that the square root of \( u^2 \) equals the square root of \( v^2 \) equals the square root of \( w^2 \), which equals the square root of \( \frac{2k}{3} \).]
Where k is the turbulent kinetic energy parameter, which can be calculated by the RNG k-ε turbulence equation.
2.2.7 E/CRC wear model
In the present paper, the E/CRC model is applied, which is developed by Zhang (Zhang et al., 2007) for predicting erosion in elbows, tees, and several other pipe fittings. The mathematical expression is provided as follows:
[image: The equation shown is "ER equals C times (BH) to the power of negative 0.59 times F subscript r, multiplied by F of alpha," followed by "(36)" positioned on the right.]
[image: Mathematical expression showing a polynomial function: \( F(\alpha) = 5.3983\alpha - 10.1068\alpha^2 + 10.9327\alpha^3 - 6.3283\alpha^4 + 1.4234\alpha^5 \). Equation number thirty-seven.]
Where ER is the wear rate expressed by the wear amount of material under unit load per unit time (unit: kg/kg), BH is the Brinell hardness of the wall material, Fs is the shape factor of particles. Notably, the sharp particles are designated as Fs = 1, semicircular particles as Fs = 0.53, and round particles as Fs = 0.2. Furthermore, the empirical constants C = 2.17 × 10−7 and n = 2.41 are also utilized, α is the particle impact angle (unit: radian).
According to Formula 36, the value of F(ɑ) plays a dominant role in influencing the wear rate of the outer wall with the specific materials and working conditions. The relationship between F(ɑ) and ɑ is illustrated in Figure 1, it can be seen that F(ɑ) exhibits a trend of sharp increase followed by gradual decrease with the improvement of ɑ. Notably, when ɑ reaches approximately 50°, the corresponding value of F(ɑ) attains its maximum point, indicating that the wear rate is also maximum at this point.
[image: A line graph with the y-axis labeled \( K(\alpha) \) and the x-axis labeled \( \alpha (°) \). The curve starts at the origin, rises steeply, reaches a peak around \(40°\), and then gently decreases, representing how \( K(\alpha) \) varies with angle \(\alpha\). Data points are marked with solid black squares along the curve.]FIGURE 1 | The relationship between F(ɑ) and ɑ.
3 VERIFICATION OF SOLID-LIQUID TWO-PHASE FLOW MODEL AND WEAR MODEL
3.1 Validation of solid-liquid two-phase flow model
Particle transport experiments in the vertical pipe are conducted by (Alajbegović et al., 1994), and the ratio of the radius of the concentric circle (r) to the radius of the vertical pipe (R) is defined as r/R. The particle velocity, fluid velocity, and particle volume fraction are measured in the vertical pipe. Notably, the diameter of vertical pipe D is 30.6mm, while the length of pipe L is 3060 mm. The Standard k-ε model is adopted in the turbulence model, with a turbulence intensity set at 3.5%. The grid height of the first wall layer is configured at 0.5mm, while the calculated y + range is kept within 30-40. Meanwhile, the particle is generated at the entrance in EDEM, with the particle entry time is 0.01s. The calculation time step is set at 2 × 10-5s in EDEM, and the velocity inlet (1.888 m/s) and the pressure outlet (1atm) are applied. The calculation time step is set at 2 × 10-4s in Fluent, the total simulation time is 4s, the detailed calibration parameters of relevant EDEM simulations are included in Table 1, while the vertical pipe model and grid division are shown in Figure 2.
TABLE 1 | EDEM simulation parameters.
[image: Table displaying particle and wall properties with parameter names, units, and numerical calibrations. Particle properties: density is 2450 kg/m³, particle size is 2.32 mm, volume concentration is 2.33%, flow rate is 1.888 m/s, Poisson's ratio is 0.3, Young's modulus is 1×10⁷ Pa. Wall properties: density is 2150 kg/m³, Poisson's ratio is 0.3, Young's modulus is 2.6×10⁸ Pa.][image: Diagram illustrating a vertical setup with inlet and outlet arrows, labeled measurements, and a blue circle marked "Molding." Features a side view of concentric circles with angles and flow lines, labeled "35 Concentric circles" and "35 Concentric lines."]FIGURE 2 | The model and structure grid of vertical pipe.
The balance of the particle number in the vertical pipe is attained within 1.8s. The section situated at a height of 2200 mm from the inlet is selected, and simulated data within the interval of 2–3s is collected at intervals of 0.1s. The section is divided into 35 points in both the circumferential and radial directions, thus forming a series of concentric circles consisting of point sets. The data on the corresponding concentric circles are averaged, and time-average processing is performed thereafter. Figure 3 illustrates the relationship between the particle volume fraction, velocity of particles, fluid velocity, fluid root mean square velocity and r/R. It can be observed that the trends of the simulated and experimental results are close and exhibit good agreement, it shows that the CFD-DEM mathematical model adopted in this paper can simulate solid-liquid two-phase flow more accurately.
[image: Graphical representation of experimental data with four charts. Chart A shows particle volume fraction decreasing with r/R, comparing different forces' effects. Chart B illustrates particle velocity and the impact of various lift forces. Chart C focuses on fluid velocity, comparing experimental data with simulations under different conditions. Chart D displays fluid RMS velocity over time, contrasting experimental results with simulations. Each chart includes a key for different conditions: experiment, without lift force, Saffman and Magnus lift forces, and Loth lift force.]FIGURE 3 | The experiment and simulation comparison of solid-liquid two-phase flow. (A) Particle volume fraction. (B) Particle velocity. (C) Fluid velocity. (D) Fluid RMS velocity.
3.2 Verification of wear model
The wear rate of different positions of the X65 elbow pipe is measured by Zeng et al. (Zeng et al., 2014) using the array electrode technology. In this study, a geometric model consistent with the experiment is established, in which the pipe diameter D is 50mm, the bending diameter ratio R/D is 1.5, and the horizontal section L1 is 20D, while the vertical section L2 is 15D. The RNG k-ε model is selected as the turbulence model, and the turbulence intensity is adjusted to 3.5%. The grid height of the first wall layer is set at 0.3mm, while the calculated y + range is controlled within 30-60, and the particle is generated at the entrance in EDEM, the particle entry time is 0.01s. Additional calibration details of EDEM simulation parameters can be found in Table 2. The elbow model and its grid division are displayed in Figure 4.
TABLE 2 | EDEM simulation parameter calibration for 90° elbow.
[image: Table showing particle and wall properties, including parameter names, units, and numerical calibrations. Particle properties include density (2650 kg/m³), particle size (0.5 mm), mass flow (0.235 kg/s), flow rate (4 m/s), Poisson's ratio (0.23), Young's modulus (5.9×10¹⁰ Pa), and restitution coefficient (0.9). Wall properties include density (8200 kg/m³), Poisson's ratio (0.3), Young's modulus (2.07×10¹¹ Pa), restitution coefficient (0.8), and static friction coefficient (0.2).][image: Diagram A shows a labeled schematic of an elbow pipe model with dimensions and angle measurements, including inlet and outlet points. Diagram B illustrates a structured grid of the elbow pipe, showcasing a mesh pattern overlaid on the elbow's surface.]FIGURE 4 | Wear model verification. (A) Elbow model, (B) Structured grid of elbow.
Figure 5 displays the experimental and simulation wear rate of the 90° elbow. Here, the azimuth angle that corresponds to the outermost side of the 90° elbow is defined as 180°. It can be observed from the figure that the trend of simulation and experimental results is similar, therefore, the wear of elbows can be more accurately predicted by adopting the E/CRC wear model.
[image: Line graph comparing wear rate in micrometers per cubic meter with angles in degrees ranging from thirty to ninety. Five lines represent different experimental and simulation conditions at angles of one hundred thirty, one hundred eighty, and two hundred thirty degrees. The wear rate generally increases with the angle.]FIGURE 5 | Comparison of wear experiment and simulation in 90° elbow.
3.3 Analysis of U-shaped elbow model
3.3.1 Geometric model of U-shaped elbow and simulation method
During the process of ore transportation, multiple elbows in series are frequently employed. In this paper, a U-shaped elbow has been established, wherein the two elbows are connected by horizontal and vertical pipelines. The initial value of the pipeline design parameters dictated that the diameter D of the elbow is 30mm, while the bending diameter ratio R/D of the two elbows is fixed at 1.5. Moreover, the distance L2 between the elbows is set as 7D, the water inlet vertical section L1 is designed to be 15D, and the water outlet vertical section L3 is specified to be 15D.
In this study, the turbulent flow model of RNG k-ε model is employed, the turbulent flow intensity is 5%, the calculated range of y + between 40 and 90. The particles are generated at the inlet in EDEM, where the particles started to generate from 0.01s. The wall wear rate is obtained through the E/CRC wear model. In Fluent, velocity inlet and pressure outlet are utilized. Notably, the outlet pressure is fixed at 1atm, and the calculation time step is established to be 1 × 10-4s. For calibration details of the basic parameters used in EDEM and Fluent, as shown in Table 3. Additionally, Figure 6 presents the U-shaped bend pipe model and the model of grid division.
TABLE 3 | Basic parameters for EDEM simulation of series elbows.
[image: Table listing particle and wall properties with parameter names, units, and numerical calibrations. Particle properties include density (2650 kg/m³), particle size (1 mm), volume concentration (3%), flow rate (3 m/s), Poisson's ratio (0.17), Young's modulus (10⁷ Pa), restitution coefficient (0.95), static friction coefficient (0.005), and coefficient of rolling friction (0.4). Wall properties include density (7800 kg/m³), Poisson's ratio (0.3), Young's modulus (2×10¹¹ Pa), restitution coefficient (0.737), static friction coefficient (0.2), and coefficient of rolling friction (0.3). References are made to Uzi and Levy, 2018.][image: Diagram with two parts. A: U-shaped bend pipe model with detailed measurements and labels indicating parts like inlet and outlet. B: Structured grid of U-shaped bend pipe with adjacent yellow and blue circles representing flow direction.]FIGURE 6 | U-shaped bend pipe model and structured grid division. (A) U-shaped bend pipe model, (B) Structured grid of U-shaped bend pipe.
3.3.2 Independence verification of grid and simulation time
In this study, 81,599, 105,984, and 134,235 three sets of structural girds are established for the U-shaped elbows, by applying the data processing method of the vertical pipe section, the relationship between the fluid velocity of 0° and 90° section of the elbow 1 with the r/R ratio is obtained.
As depicted in Figure 7 (a) and (b), it indicated that the maximum relative error between the coarse grid and the medium grid is 4.21%, whereas the maximum relative error between the fine grid and the medium grid is 1.02% for the 0° section. Meanwhile, the maximum error between the coarse grid and the medium grid is found to be 3.21%, while the maximum error between the fine grid and the medium grid is measured to be 2.35% for the 90° section. Considering the computing resources, the fluid velocity of the medium grid at 0° and 90° sections is closer to the fine grid, it is deemed appropriate to adopt the medium grid for simulation calculations.
[image: Two line graphs labeled A and B compare fluid velocity measurements for different grid resolutions. Both graphs plot fluid velocity (m/s) against n/R. In graph A (elbow 0° section), the lines for coarse (black), medium (red), and fine (blue) grids show similar downward trends. In graph B (elbow 90° section), the trends are similar but slightly lower in velocity.]FIGURE 7 | Independence verification of U-shaped elbow grid. (A) Fluid velocity of elbow 0° section, (B) Fluid velocity of elbow 90° section.
In order to evaluate the calculation time error in wear statistics, the simulation time of the U-shaped elbows is verified to be an independent factor. The particle size used for simulation is 1mm, with a corresponding volume fraction of 1%. The wear rate of the elbow 1 and elbow 2 is determined at 1s, 2s, and 3s respectively.
From Figure 8, it can be observed that the trend in wear rate for the outer side of elbow 1 and elbow 2 is similar when the simulation time is set at 1s, 2s, and 3s. Compared with the wear rate corresponding to 1s and 2s, the wear rate at 2s and 3s is found to be closer. Thus, in consideration of achieving high simulation accuracy while saving computational time, the simulation time is set as 2s.
[image: Two line graphs labeled A and B show wear rates of elbow joints over angles from 0 to 90 degrees for different simulation times. Each graph has three lines representing simulation times of one, two, and three seconds. Both graphs display increasing wear rates with larger angles and longer simulation times. Graph A peaks at around 2.3, and graph B peaks near 3.0 on the wear rate scale.]FIGURE 8 | Independence verification of simulation time. (A) Wear rate of the elbow 1, (B) Wear rate of the elbow 2.
4 RESULTS AND DISCUSSION
4.1 Effect of elbows spacing
Considering the ore transportation process, the distance between the elbows of the series pipelines is often adjusted according to the geographical location. Therefore, the effect of spacing between elbows on wear characteristics is analyzed. As shown in Figure 9A, the spacing model of 2D, 7D, and 12D are established, and the numerical simulations are conducted for transporting particles with a volume concentration of 3%, particle size of 1mm, and speed of 3 m/s through U-shaped elbows.
[image: Three diagrams labeled A, B, and C show pipe configurations with varying distances between two elbows. Diagram A shows a 2D separation, B shows a 7D separation, and C shows a 12D separation. Each diagram is annotated with "Elbow 1" and "Elbow 2" to identify the pipe bends.]FIGURE 9 | U-shaped elbows with different elbow spacing. (A) 2D, (B) 7D, (C) 12D.
In Figure 10A, the average impact frequency and wear rate of elbow 1 and elbow 2 different elbows spacing are shown. It can be observed that the average impact frequency (the average number of collisions between a particle and other particles per unit time) and wear rate (the amount of material wear under unit load per unit time) of elbow 1 are generally consistent, while the average impact frequency and wear rate of elbow 2 exhibit a decreasing trend as the elbow spacing increases.
[image: Grouped image showing four graphs labeled A, B, C, and D. Graph A depicts average impact frequency and wear rate for elbows 1 and 2 with different time durations. Graph B illustrates the impact frequency of elbow 2 against angle, showing curves for different time durations. Graph C shows the wear rate of elbow 2 against angle. Graph D presents the impact angle for elbow 2, plotted against frequency, showing a bell curve. Each graph differentiates data with lines and markers for various time conditions.]FIGURE 10 | The wear characteristics of U-shaped bends under different elbow spacing. (A) Average impact frequency and wear rate of elbow 1 and elbow 2, (B) The impact frequency of elbow 2, (C) Wear rate of elbow 2, (D) Impact angle of elbow 2.
Furthermore, under the elbow spacing of 2D and 7D, the average impact frequency and wear rate of elbow 2 are much higher than elbow 1. Considering most of the particles concentrate on the outer wall after flowing through elbow 1, and insufficient flow is generated due to the short distance between the two elbows, the secondary flow generated by elbow 1 continues to develop with the mainstream, causing the fluid flow outward. What is more, the inertial effects of the particle are dominant compared to the gravity, which causes some particles to be entrained from the elbow inside to the outside, increasing the impact frequency between the particles and elbow 2.
However, when the distance between elbows is 12D, the average impact frequency and wear rate of elbow 2 are much lower than elbow 1. Due to the distance between elbows being too long, the flow is relatively sufficient, and the influence of the secondary flow gradually weakens. The gravity of the particles dominates compared to the inertial effect, causing the particles to settle, and the contact between the particles and the wall decreases. Furthermore, with increasing elbows distance, the number of particles flowing through elbow 2 gradually decreases, and the impact frequency reduces significantly. Therefore, the corresponding average impact frequency and wear rate decrease as the distance between the elbows increases.
Figure 10B, (c), and (d) show the relationship between the outer wall impact frequency, wear rate, and collision angle of elbow 2 with bending angle under different elbow spacing. It can be observed that the impact frequency and wear rate increase with improving bending angle, and significantly decrease with increased elbow spacing. Additionally, for elbow spacing of 2D and 7D, the growth trend of impact frequency and wear rate exhibits a sharp increase at first followed by a slow increase.
When the spacing is 2D, the impact frequency after 50° bending angle and the wear rate after 30° bending angle present the slow increasing trend. When the spacing is 7D, the starting position of the slow increasing range of the impact frequency and wear rate is relatively backward, and the corresponding bending angle is 75°. However, when the spacing is 12D, the impact frequency and wear rate present the slow increasing trend. Additionally, due to the influence of gravity, the particles settle is generated under 7D and 12D elbows spacing, which results in decreasing contact frequency between particles and wall surfaces. Therefore, the impact frequency, wear rate, and impact angle of elbow 2 from 0° to 15° bend angle cannot be found. Starting from 15°, particles impact the pipe wall at a certain angle, increasing the contact frequency between particles and wall surfaces, consequently causing the improvement of impact frequency and wear rate.
However, in contrast to the impact frequency and wear rate, the impact angle initially increases and then decreases as the bending angle improves, and the maximum impact angle and corresponding bending angle are enhanced as the elbows spacing increases. When the spacing is 2D, a hump appears near the bending angle of 25°, accompanied by a corresponding impact angle of 3.6°. Similarly, when the spacing is 7D, a hump appears near the bending angle of 35°, with a corresponding impact angle of 7.7°. Finally, when the spacing is 12D, a hump emerges near the bending angle of 45°, with a corresponding impact angle of 9.3°.
Furthermore, the impact angle becomes more stable closer to the elbow outlet after the hump. Figure 11 shows the particle trajectories, particles settlement is generated under the effect of gravity. With the increasing of elbows spacing, the settlement height is higher, which differs from the contact form of 2D spacing. Therefore, as the corresponding bending angle and maximum impact angle increase, the impact angle after the hump also increases, and the falling curve of the impact angle becomes steeper. Moreover, Eq. 36 indicates that when the impact angle is less than 50°, the value of F(ɑ) increases as the impact angle increases, leading to an improvement in the corresponding wear rate. However, due to the influence of impact frequency, the wear rate under different elbow spacing exhibits a downward trend.
[image: Three diagrams labeled A, B, and C, each showing mathematical representations of circles with intersecting lines and angles. Labels indicate angles of 35, 55, and 65 degrees, respectively. Additional geometric measurements and concentric circles are highlighted in red and blue.]FIGURE 11 | Schematic diagram of particle collision under different elbow spacing. (A) 2D, (B) 7D, (C) 12D.
4.2 Effec t of bending diameter ratio
The bending diameter ratio represents the bending degree of the elbow and is expressed as R/D, as shown in Figure 12. The fluent flow field of the elbow can be obtained with a larger bending diameter ratio. In this paper, the wear characteristics of the U-shaped elbow with different bending diameter ratios are analyzed, the transport velocity is 3 m/s, particle volume concentration of 3%, and particle diameter of 1 mm are employed, Figure 13 (a) and (b) show the impact frequency and wear rate of elbow 1.
[image: Illustration of five pipe bends labeled A to E, each with different radius-to-diameter (R/D) ratios. A has R/D of 1.5, B has 2, C has 3, D has 4, and E has 5. The bends show increasing curvature as the R/D ratio increases.]FIGURE 12 | Schematic diagram of different bend diameter ratios for the same pipe diameter. (A) R/D=1.5, (B) R/D=2, (C) R/D=3, (D) R/D=4, (E) R/D=5.
[image: Graphs depicting different aspects of outer wall impact and elbow wear:   A. Line graph showing impact frequency versus angle, highlighting a sharp increase around 80 degrees with annotations. B. Line graph displaying wear rate versus angle, with a notable upward trend and annotations. C. Line graph indicating impact angle versus angle, peaking before decreasing. D. Bar graph comparing average impact frequency and wear rate of elbow, with orange and green bars for each RD value.]FIGURE 13 | Wear characteristics of elbow 1 with different bending diameter ratios. (A) Impact frequency of outer wall, (B) Wear rate of the outer wall, (C) Impact angle of outer wall, (D) Average impact frequency and average wear rate of elbow 1.
As the bending diameter ratio increases from 1.5 to 5, the particle-wall collision area and impact frequency gradually increase, and the curves corresponding to different bending diameter ratios exhibit three growth regulations with the increases of bending angle.
As shown in Figure 13 (a), the slow growth zone is the bend angle from 0° to 35°, where the pipe wall is parallel to the particle motion direction, resulting in less contact between the particles and the wall surface. Therefore, the impact frequency remains close to 0. The medium speed growth zone ranges from 35° to 65°, and the pipe wall and particle movement direction form a certain angle. As particle-wall contact increases, the particles collide with the outer wall surface, which results in the improvement of impact frequency. The rapid growth zone extends from 65° to 83°, where continuous collisions occur between particles and the outer wall, intensifying particle-wall contact and resulting in a sharp increase in impact frequency.
As the bending diameter ratio increases from 1.5 to 3, the impact angle keeps decreasing, but the wear rate still increases. When the bending diameter ratio exceeds 3, the pipeline path becomes longer, allowing particles to pass through the elbow more smoothly, which leads to the decrease of the wall impact and further decreases the impact angle. Additionally, secondary flow is generated and persists for a longer duration with greater particle kinetic energy loss, and the wear rate presents a downward trend, the investigation result is consistent with the experimental findings of Farokhipour (Jia et al., 2021).
Furthermore, Figure 13C reveals the relationship between the impact angle and bending angle under different bending diameter ratios. As the bending diameter ratio increases, the bending degree of the elbow gradually decreases, and solid particles flow more smoothly. Consequently, the impact angle between the particles and wall is small, and the position of the maximum impact angle is closer to the elbow entrance with the increase of the bending diameter ratio.
Figure 14 displays the wear characteristics of elbow 2, the relationship between the impact frequency, wear rate, and impact angle with the bending diameter ratio remains consistent with elbow 1. However, compared to the elbow 1, the impact frequency increasing rate of elbow 2 gradually slows down as the bending diameter ratio increases. The impact angle of elbow 2 exhibits a relatively stable trend within the 65°–85° range, which has a similar variation trend under different elbows spacing.
[image: Four graphs illustrate different aspects of wear in a system. Graph A shows the impact frequency of the outer wall by angle, revealing an increasing trend. Graph B displays the wear rate of the outer wall, also trending upwards. Graph C captures the impact angle frequency of the outer wall, peaking at certain angles. Graph D compares the average impact frequency and wear rate for RD values from 1.5 to 3, using a bar chart format. The graphs use different colored lines for RD values: 1.5, 2, 2.5, 3, 4, and 5.]FIGURE 14 | Wear characteristics of the elbow 2 with different bending diameter ratios. (A) Impact frequency of outer wall, (B) Wear rate of the outer wall, (C) Impact angle of outer wall, (D) Average impact frequency and average wear rate of elbow 2.
4.3 Effect of particle volume concentration
In pipeline transportation systems, particle mass loading is a crucial factor that significantly affects pipe wall wear. According to the previous research on the wear of gas-solid two-phase flow in pipeline transportation (Jia et al., 2021; Zhao et al., 2023), the shield effect (In particle flow, the shielding effect refers to the phenomenon where smaller particles are constrained by larger particles, preventing them from colliding with the pipeline walls. This reduces the wear on the pipeline walls and provides a certain level of protection) will form with the increases of particle mass loading, which results in the wear saturation. However, few studies have been conducted on this type of flow in solid-liquid two-phase flow. Therefore, the wear characteristics of U-shaped elbows under different particle volume concentrations are simulated in this article using 1 mm particle and 3 m/s flow velocity.
The wear characteristics of elbow 1 under different particle volume concentrations are presented in Figure 15. The corresponding growth rates under operating conditions of 0.5%-1%, 1%–3%, 3%–5%, and 5%–7% are defined as X1, X2, X3, and X4, respectively. It is observed from the results that the growth rate of the maximum impact frequency and wear rate on elbow 1 first increases and then decreases with the increase of particle volume concentration, and the impact frequency and wear rate exhibit a non-linear increase.
[image: Four graphs labeled A to D illustrate the relationship between impact frequency, wear rate, and angles on an outer wall. Graph A shows the growth rate of impact frequency and wear rate, with frequency higher than wear at X3. Graph B demonstrates the impact frequency increasing with angle for different Cv percentages. Graph C shows wear rate increasing with angle, with higher rates at higher Cv percentages. Graph D illustrates how impact angle affects impact rate, peaking around 60 degrees for various Cv values. Each graph contains a detailed legend and data points.]FIGURE 15 | Wear characteristics of the elbow 1 under different particle volume concentrations. (A) Growth rate of maximum impact frequency and wear rate, (B) Impact frequency of outer wall, (C) Wear rate of outer wall, (D) Impact angle of outer wall.
When the particle volume concentration is 0.5%, the maximum impact frequency and wear rate are 1,162 times/s and 19.98 nm/year, respectively. As the particle volume concentration rises to 1%, the maximum impact frequency and wear rate increase to 3,110 times/s and 98.32 nm/year, respectively, with growth rates of 170% and 400% for impact frequency and wear rate, respectively. Further increasing the particle volume concentration to 3%, the maximum impact frequency and wear rate improved to 27,681 times/s and 1897.83 nm/year, respectively, with the impact frequency and wear rate showing significant increase and corresponding growth rates of about 790% and 1830%, respectively. With the particle volume concentration increase from 0.5% to 3%, more and more particles impact the wall, which leads to substantial increases in the impact frequency and wear rate, while the corresponding growth rate also reaches a peak.
When the particle volume is 5%, the maximum impact frequency and wear rate are 90,047 times/s and 7556.07 nm/year, respectively. The impact frequency and wear rate are still increasing, but the growth rates decline by about 230% and 300%, respectively. When the particle volume concentration is further increased to 7%, the maximum impact frequency and wear rate reach 139,135 times/s and 11,931.82 nm/year, respectively, with the growth rates of the impact frequency and wear rate further reduced by about 50% and 60%.
This phenomenon is contributed to the improvement of the particle volume concentration, the particle impact at the outer wall, and bounces at a certain angle, which strikes the ensuing particle. So the particles adjacent to the wall form a “virtual barrier” that inhibits the surrounding particles impacting the elbow wall directly, thereby reducing the impact frequency between particles and the elbow wall. This process is further enhanced with an increase in particle volume concentration, which slows down the acceleration of the impact frequency and wear rate.
Figure 15D displays the relationship between the wall impact angle with particle volume concentration and bending angle. When the bending angle increase from 0° to 50°, the impact angle initially increases and then decreases with the improvement of particle volume concentration. Furthermore, when the bending angle is within the range of 50°-90°, particles near the wall exchange momentum with incoming particles, moving toward areas of high particle volume concentration and impacting with the wall again at a lower impact angle. Consequently, the impact angle decreases with an increase in particle volume concentration, thereby further slowing down the increase of wear rate.
Figure 16 displays the wear characteristics of elbow 2, which is the same as that of elbow 1, and the corresponding growth rates under the conditions of 0.5%-1%, 1%–3%, 3%–5%, and 5%–7% are defined as X5, X6, X7, and X8, respectively. As shown in Figure 16 (a), the results indicate that as particle volume concentration increases, the growth trend of the maximum impact frequency and wear rate on elbow 2 are consistent with elbow 1. Most of the particles are concentrated on the outer wall, which leads to the peak value of impact frequency and wear rate of elbow 2 being higher than in elbow 1 b y 1,520% and 5030%, respectively. The corresponding decline rate of elbow 2 is also greater than elbow 1 b y 40% and 50%, respectively, indicating that the “shield effect” appears earlier in elbow 2 than in elbow 1. Secondly, as revealed in Figure 16. (b) and (c) that impact frequency and wear rate of elbow 1 increase with an improvement of bending angle. However, the growth trend of impact frequency and wear rate of elbow 2 exhibit a trend of sharp increase and then slow increase.
[image: Panel A is a line graph comparing the growth rate of maximum impact frequency and wear rate across four variables, X1 to X4. Panel B shows a line graph depicting the impact frequency of the outer wall at various angles for different Cv values. Panel C is a line graph illustrating the wear rate of the outer wall at different angles for varying Cv values. Panel D is a bar chart outlining average impact frequency and average wear rate for elbow 1 and 2 across Cv percentages and inlet velocities.]FIGURE 16 | Wear characteristics elbow 2 under different particle volume concentrations. (A) Growth rate of maximum impact frequency and wear rate, (B) The impact frequency of the outer wall, (C) Wear rate of outer wall, (D) Average impact frequency and average wear rate of elbow 1 and 2.
Moreover, the transverse acceleration of particles is continuously influenced by the longitudinal secondary flow that develops alongside the main flow of solid-liquid two-phase flow transported by pipeline, thus hampering the particle acceleration process. Although the impact frequency increases slightly compared to elbow 1, the increase is not sufficient to produce a significantly higher wear rate than that of elbow 1. However, with an increase in particle concentration, the impact frequency between particles and the wall surface obviously increases, leading to a higher wear rate of elbow 2 compared to elbow 1.
4.4 Effect of particle size
In pipeline transportation, particle size is a crucial physical parameter. In this paper, the wear characteristics of U-shaped elbow with different particle sizes are simulated, the conveying speed is 3 m/s and the particle volume concentration is 3%. Figure 17 illustrates the wear characteristics of elbow 1 with different particle sizes. Considering the particle volume concentration is constant, the number of particles transported in the pipe declines with an increase in particle size. As a result, the contact position of the pipe wall moves relatively backward, and the impact frequency accordingly decreases.
[image: Graph A shows the impact frequency of elbow 1, with frequency increasing as the angle increases, for pipe diameters ranging from 1.0 millimeters to 2.2 millimeters. Graph B shows the wear rate of elbow 1, with wear rate increasing with the angle, across the same diameters. An inset highlights detailed wear rate data.]FIGURE 17 | Wear characteristics of the elbow 1 under different particle sizes. (A) Impact frequency of elbow 1, (B) Wear rate of elbow 1.
The wear rate exhibits an upward trend with an increase in particle size, this phenomenon is attributed to the increase of particle size, which leads to the decrease of particle number and momentum loss of particle collisions. Furthermore, the influence of inertial force on particle movement is gradually enhanced, but the influence of the secondary flow effect at the elbow on particle movement is weakened, and the particles gradually move away from the streamline. At the same time, under the effect of the inertial force, the particles directly impact the outer wall of the elbow 1, causing serious wear on the outer wall. Nonetheless, as the impact frequency decreases with the improvement of particle size, the growth rate of the wear rate gradually slows down.
Figure 18 presents the impact frequency distribution of the elbow 1 for particle sizes of 1 mm, 1.5 mm, and 2 mm. It is observed that the collision areas are symmetrically distributed about the centerline of the pipeline, beginning from the bending angle of 45° and extending to the elbow outlet. As the particle size increases, the number of conveyed particles decreases, and the high-frequency collision area gradually transforms from an original steeple shape to a dot shape while the corresponding maximum impact frequency also gradually decreases. Meanwhile, the low-frequency collision area is gradually narrowed.
[image: Simulation showing three curved shapes, labeled A, B, and C, corresponding to thicknesses of 1 millimeter, 1.5 millimeters, and 2 millimeters. The color gradient from red to blue indicates frequency variations, with red signifying higher frequencies and blue lower frequencies. A frequency legend is on the left.]FIGURE 18 | Impact frequency distribution of elbow1 under different particle sizes. (A) 1 mm, (B) 1.5 mm, (C) 2 mm.
Figure 19 shows the wear rate distribution of elbow 1. Consistent with the impact frequency distribution, the wear area is also symmetrically distributed about the centerline. The area of high wear area decreases with the increase in particle size. However, the influence of inertial force gradually dominates, leading particles to directly impact the elbow 1 outer wall, thus promoting the maximum wear rate. Specifically, when the particle size is 1mm, the maximum wear rate is 1897.83 nm/year, and the particle size is 1.5mm, and the maximum wear rate is 2596.77 nm/year. When the particle size is 2mm, the maximum wear rate is 2925.71 nm/year.
[image: Three graphics labeled A, B, and C show tapered cylindrical objects with color gradients indicating wear rates. The scale, from blue to red, signifies increasing wear. A shows 1 mm, B shows 1.5 mm, and C shows 2 mm thickness. The color scale indicates wear from zero to over 3000 micrometers per year.]FIGURE 19 | The wear rate distribution of elbow 1 under different particle sizes. (A) 1 mm, (B) 1.5 mm, (C) 2 mm.
In Figure 20, the wear characteristics of elbow 2 are presented. It is observed that the average impact frequency of the two elbows decreases with the improvement of particle size, the average impact frequency and wear rate of elbow 2 is larger than elbow 1. Moreover, the average wear rate of elbow 2 first increases and then declines with the improvement of particle size. In addition, the same as elbow 1, affected by the number of particles transported in the pipe, the impact frequency of elbow 2 also gradually decreases with the increase of particle size, and when the transport particle size is greater than 1mm, the impact frequency does not appear to increase sharply first and then slowly increasing trend, which is consistent with the delivery of low particle volume concentration.
[image: A series of four graphs is shown.   Graph A: Bar graph illustrating the average impact frequency of elbow 1 and elbow 2 at different angles; green bars represent elbow 1, and orange bars represent elbow 2.  Graph B: Bar graph displaying the average wear rate of elbow 1 and elbow 2; green bars for elbow 1, and orange bars for elbow 2 across various angles.  Graph C: Line graph presenting the impact frequency of elbow 2 across different materials and angles. Lines are colored differently for each material thickness.  Graph D: Line graph showing the wear rate of elbow 2 compared across various materials and angles. Each line represents a different material thickness.]FIGURE 20 | Wear characteristics of elbow 2 under different particle sizes. (A) Average impact frequency of elbow 1 and 2, (B) Average wear rate of elbow 1 and 2, (C) Impact frequency of the elbow 2, (D) Wear rate of the elbow 2.
However, the wear rate has the same variation trend as the average wear rate. The critical particle size is 1.5mm, when the particle size is below 1.5mm, the wear rate elevates with an increase in particle size whereas above this particle size, the trend declines. Furthermore, by comparing the wear rate of the pipeline when the particle size of 1 mm and 2mm, it found that the area of bending angle from 0° to 55° and elbow outlet, the wear rate of 2 mm particle is larger than 1 mm. Meanwhile, in the 55°–82° interval, the wear rate for the 2 mm particle size is less than that for the 1 mm particle.
Figure 21 presents the impact frequency distribution of elbow 2, the collision area is symmetrically distributed about the centerline. As the particle size increases, the high-frequency collision area gradually reduces, while the initial position of high-frequency collision shifts toward the elbow outlet. Since the particles are less affected by the secondary flow effect, the inertial force is enhanced, causing the initial collision area position to move toward the elbow inlet.
[image: Three 3D models labeled A, B, and C display frequency distribution. Each model represents a curved structure with varying thicknesses of 1 millimeter, 1.5 millimeters, and 2 millimeters, respectively. Colors range from red to blue, indicating frequency values from high to low as shown on the scale bar at the side.]FIGURE 21 | Impact frequency distribution of elbow2 under different particle sizes. (A) 1 mm, (B) 1.5 mm, (C) 2 mm.
In Figure 22, the wear rate distribution of elbow 2 is depicted, the wear area is symmetrically distributed about the centerline. The high wear areas are vase-shaped for particle sizes of 1mm and 1.5 mm while becoming spire-shaped for a particle size of 2 mm. Furthermore, the high wear area decreases as particle size increases, and the maximum wear rate shows a trend of initial increase and then decrease. When the particle size is 1mm, the maximum wear rate reaches 2548.47 nm/year, while for particle sizes of 1.5 mm and 2mm, the maximum wear rates are 4873.72 nm/year and 2733.96 nm/year, respectively. Similar to the collision area of elbow 2, the initial position of the wear area shifts towards the elbow inlet as particle size increases.
[image: Simulation of stress distribution on curved structures at different thicknesses: A shows 1 mm, B shows 1.5 mm, and C shows 2 mm. Color gradient from blue to red indicates stress levels, with red representing higher stress. A vertical color bar on the left indicates values from 0.0 to 879.165.]FIGURE 22 | The wear rate distribution of elbow 1 under different particle sizes. (A) 1 mm, (B) 1.5 mm, (C) 2 mm.
5 CONCLUSION
The C++ programming language was utilized to improve the CFD-DEM coupling interface in this paper, and the Loth lift, virtual mass force, and pressure gradient force were introduced for simulating solid-liquid two-phase flows. Meanwhile, the transient fluctuations of flow velocity were employed on the particle motion by using the DRW model. The accuracy of numerical simulation was verified through experiments of the previous research. Subsequently, the improved numerical model of solid-liquid two-phase flow is employed to investigate the wear characteristics of U-shaped elbow under different parameters such as elbow spacing, bending diameter ratio, particle volume concentration, and particle size. The conclusions were obtained as follows:
Increasing the spacing between elbows enhances the effect of gravity on particles, leading to particle settling. The longer the elbow spacing, the higher the settlement, and the lower the position of particle impacts on elbow 2, resulting in increased corresponding bending angles and maximum impact angles. Due to the reduced number of particles inside the pipe, the collision frequency and wear rate decrease significantly, and this improvement in elbow spacing has no impact on Elbow 1. Additionally, under elbow spacing of 2D and 7D, the average impact frequency and wear rate of elbow 2 are much higher than those of elbow 1. When the elbow distance is 12D, the gravity of the particles dominates over the inertial effect, causing the average impact frequency and wear rate of elbow 2 to be much lower than those of elbow 1. Therefore, increasing the elbow spacing is beneficial for reducing wear in elbow pipes.
The improvement of the bending diameter ratio denotes that particles need to traverse a longer pipeline path, thus resulting in larger particle-wall collision areas and gradually increasing impact frequency, the curves corresponding to different bending diameter ratios exhibit three growth regulations of the wear rate. Further, the reduction of the bending degree of the elbow makes the flow of solid particles smoother, and the particles impact the wall at a smaller angle, and the secondary flow will occur earlier and last longer, which will have a greater impact on the kinetic energy loss of the particles, and the wear rate presents the downward trend. Therefore, with the increase of the bending diameter ratio, the wear rate will continue to decrease, and the use of larger-diameter elbows is beneficial to reduce elbow wear.
Considering the influence of inertial force on particle movement is gradually enhanced, the particles move away from the streamline and impact the outer wall of the elbow 1, causing serious wear on the outer wall. Nonetheless, as the impact frequency decreases with the improvement of particle size, the growth rate of the wear rate continually slows down. Additionally, the critical particle size is 1.5 mm, when the particle size is below 1.5mm, the wear rate elevates with an increase in particle size whereas above this particle size, the trend declines. Moreover, with the increase of the particle size, the particles are less affected by the secondary flow effect, and the inertial force is enhanced, causing the initial collision area position to move toward the elbow 2 inlet.
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The performance and operational stability of non-clogging pumps can be affected by cavitation. To accurately identify the cavitation state of the non-clogging pump and provide technical references for monitoring its operation, a study was conducted on the optimization of Elman neural networks for cavitation monitoring and identification using the Improved Lévy Flight Bat Algorithm (ILBA) on the basis of the traditional Bat Algorithm (BA). The ILBA employs multiple bats to interact and search for targets and utilizes the local search strategy of Lévy flight, effectively avoiding local minima by taking advantage of the non-uniform random walk characteristics of large jumps. The ILBA algorithm demonstrates superior performance compared to other traditional algorithms through simulation testing and comparative calculations with eight benchmark test functions. On this basis, the optimization of the weights and thresholds of the Elman neural network was carried out by the improved bat algorithm. This leads to an enhancement in the accuracy of the neural network for identifying and classifying cavitation data, and the establishment of the ILBA-Elman cavitation diagnosis model was achieved. Collect pressure pulsation signals at the tongue of the non-clogging pump volute through cavitation tests. Through the cavitation feature extraction method based on Variational Mode Decomposition (VMD) and Multi-scale Dispersion Entropy (MDE), the interference signal can be effectively suppressed and the complexity of the time series can be measured from multiple angles, thereby creating a cavitation feature data set. The improved cavitation diagnosis model (ILBA-Elman) can realize the effective identification of the cavitation characteristics of non-clogging pumps through a variety of algorithm comparison experiments.
Keywords: bat algorithm, Lévy flight, Elman neural network, cavitation recognition, non-clogging pump, VMD, multi-scale dispersion entropy

1 INTRODUCTION
The centrifugal non-clogging pumps are essential components for offshore oil platform production and fire protection. Due to the high sediment content in seawater, ocean currents can also stir up sand, gravel, aquatic vegetation, and various suspended solids from the seabed. Single-blade centrifugal non-clogging pumps offer excellent passage capacity, wear resistance, and high efficiency. They provide reliable support for tasks on oil platforms, including seawater cleaning, well maintenance, fire sprinkler systems, and sewage treatment (Noon et al., 2021; Li et al., 2023; Quan et al., 2021). The non-clogging pump is characterized by strong conveying capacity, wear resistance, and high efficiency. In actual operation, the non-clogging pump may experience cavitation due to improper selection, harsh operating environments, and poor ability to resist cavitation (Kan et al., 2022). When the temperature remains constant in the hydraulic machinery, a significant drop in internal liquid pressure beyond a critical point leads to the formation of numerous vapor bubbles. These bubbles flow along with the liquid and continuously spread within the passage. Upon reaching the high-pressure region, the bubbles rapidly collapse under the high pressure. This collapse creates voids in the original bubble positions, and the surrounding water rushes in, generating a substantial impact force that damages the impeller and the wall (Siano and Panza, 2018; Rauf et al., 2020; Li et al., 2022; Lang et al., 2023). To prevent pump damage from cavitation, timely recognition and warning of cavitation states are crucial. Kumar et al. (2017) employed various analysis methods to extract feature values and used automated algorithms to adjust the support vector machine penalty factor, enhancing the accuracy of centrifugal pump cavitation recognition. Neill et al. (1997) used acoustic emission sensors to collect data signals from cavitation and normal pump operation, concluding that bubble collapse leads to higher amplitude and frequency in sound signals. Lu et al. (2022) defined a dimensionless parameter of power ratio r, which divides the vibration power in 1,200–1,400 Hz by the vibration power in 0–200 Hz, to judge the cavitation occurrence. Pressure pulsation and electrical measurements are methods that can detect the cavitation state, but each has advantages and disadvantages. Currently, researches are mainly focused on acoustic and pressure pulsation methods, which allow relatively convenient and intuitive state recognition using test instruments (Lang et al., 2022). The original test signal collected contains a lot of effective information that cannot be used directly. It is necessary to extract the features of the original signal through signal processing methods. The primary feature extraction methods include time-domain, frequency-domain, and time-frequency-domain methods. Azizi et al. (2017) used a hybrid feature selection technique involving empirical mode decomposition and generalized regression neural network to enhance cavitation recognition accuracy.
The Bat Algorithm (BA) was a metaheuristic algorithm created by Yang in 2010 based on swarm intelligence theory. This algorithm imitates bats in nature to search for prey through echolocation. It has the advantages of simple structure, few parameters, and strong stability. Therefore, it has been widely used in fields such as function optimization and pattern recognition (Yang and He, 2013). Eskandari and Seifaddini (2023) proposed a hybrid binary bat particle swarm optimization algorithm to improve the ability to converge to global optimal solutions. Cui et al. (2019) designed two new variants based on Principal Component Analysis, using the golden section method to determine correlation and generation thresholds, enhancing the effectiveness of a new strategy for bat population to find optimal solutions. Elman neural network, as a typical local regression network, is based on the basic structure of BP network. It adds a continuation layer to the hidden layer as a one-step delay operator to achieve the purpose of memory, thereby enabling the system to adapt to time-varying characteristics and enhancing the global stability of the network. It is commonly used to solve fast optimization problems and is widely used in the field of pattern classification and prediction (Alamgir et al., 2022).
This paper optimizes and improves the traditional bat algorithm to enhance its optimization capability and avoid premature entrapment in local optima. The improved bat algorithm is combined with the Elman neural network to form a cavitation recognition program (ILBA-Elman). Through the optimization of weights and thresholds in the Elman neural network using the improved bat algorithm, the accuracy of the neural network in identifying cavitation data features is improved. The research focuses on a single-blade centrifugal non-clogging pump, conducting cavitation experiments on the test pump and collecting pressure pulsation signals at the volute tongue. The paper analyzes the cavitation characteristics of the test pump, summarizes cavitation patterns, and uses Variational Mode Decomposition (VMD) and Multiscale Dispersion Entropy (MDE) to extract cavitation feature data samples. Finally, ILBA-Elman is applied to diagnose and classify the cavitation state of the test pump, providing a basis for cavitation identification and fault diagnosis during the operation of non-clogging pumps on offshore oil platforms.
2 BAT ALGORITHM AND ITS IMPROVEMENT METHOD
2.1 Basic bat algorithm mechanism
Bats utilize echolocation techniques to communicate with each other, navigate in dark environments, avoid obstacles, and detect the location of prey. A bat colony emits loud sound waves and determines the position of prey by listening to the signals reflected back from surrounding objects (Bajaj et al., 2022). In the process of searching for prey, bats search for the optimal solution by changing the frequency, loudness, and emissivity of sound waves (Yang and Hossein, 2012). The bat sound wave frequency, velocity, and position updating process are represented by Eqs 1–3.
[image: Mathematical equation showing \( f_i = f_{\text{min}} + (f_{\text{max}} - f_{\text{min}}) \times \text{rand} \), labeled as equation (1).]
[image: The equation shown is \( v_i^{n+1} = v_i^n + (x_i^k - x_{\text{best}}) * f_i \), labeled as equation (2).]
[image: The equation shows x sub t plus 1 equals x sub t plus v sub t plus 1.]
Where fi represents the bat sound wave frequency, rand is a random number in the range of [−1, 1] following a uniform distribution, vit and xit denote the bat individual flight velocity and position, respectively. xbest represents the global optimal position of the bat population.
After the global search phase, the algorithm proceeds to the local search phase where bat positions are updated according to Eq. 4.
[image: Equation showing \( x' = x_{\text{best}} + \epsilon A_{\text{ave}} \), labeled as equation four in parentheses.]
[image: The mathematical equation shown is \( r^{t+1} = r^0 \times [1 - \exp(-yt)] \).]
[image: Equation showing \( A_i^{t+1} = \alpha A_i^t \) labeled as equation six.]
Where γ and α represent the sound wave emission coefficient and sound wave loudness attenuation coefficient, respectively. Subsequently, the global best solution is updated, and the termination condition is checked. If the specified optimization accuracy or maximum number of iterations is reached, the optimal solution is outputted.
2.2 Improvement methods for the bat algorithm
The Bat Algorithm is highly effective in solving complex problems. However, like other metaheuristic algorithms, it has some limitations that hinder its success rate in optimization problem-solving. While the initial search mechanism of the Bat Algorithm allows the bat population to quickly and thoroughly search for prey, if the current best solution is not in the vicinity of the global optimum, the algorithm may prematurely converge to a local optimum (Bezdan et al., 2022). Additionally, the local search phase can result in a large number of bats congregating near the current best bat, reducing individual diversity and causing the algorithm to converge prematurely around a local extremum (Deotti et al., 2020).
To overcome these limitations, the Bat Algorithm (BA) is optimized and designed primarily in two aspects. Firstly, the improvement lies in the formulation of the new bat position, which is determined by Eq. 7.
[image: Equation showing \( x_i^{t+1} = x_i^t + (x_{h1} - x_{h2}) \text{rand} + (x_{h3} - x_{h4}) \text{rand} + (x_{h5} - x_{h6}) \text{rand} \), labeled as equation seven.]
Where xb1t, xb2t, xb3t, xb4t, xb5t, xb6t represent six randomly selected bats from the bat population, i.e., xb1t ≠ xb2t ≠ xb3t ≠ xb4t ≠ xb5t ≠ xb6t. This represents a diversification strategy, and if the newly generated position is better than the current position, the bat position is updated.
Secondly, a series of modifications have been made along the basic logic of the Bat Algorithm. Simplify the update procedure of the bat position, improve the efficiency of the bat approaching the prey effectively by not considering the velocity v in the original bat algorithm, the efficiency of bats effectively approaching prey is enhanced. The new position update is represented by Eq. 8.
[image: The equation shown is: \( x_{i+1} = x_i + \frac{(x^* - x_i) f_i}{f_i'} \), labeled as equation (8).]
Where x* represents the bat current best position, which is the position closest to the prey discovered by the bat population at the moment. This equation, as it disregards the influence of velocity on prey search, may lead to a decrease in diversity and insufficient local search capability in the later stages of the search.
Therefore, to address this limitation, a new mathematical formula based on Lévy flights is introduced. Lévy flight is a type of random walk where the step length is drawn from the Lévy distribution. Due to its variance characteristics, significant displacements can occur in this random walk, and the resulting trajectory often exhibits self-similarity, with long jumps interspersed with shorter jumps at all scales. Many metaheuristic algorithms adopt Lévy flights to escape local optima (Vashishtha and Kumar, 2021). It is a more effective randomization strategy than traditional uniform distribution, and some typical features of Lévy flights have been observed in the flight behaviors of various animals and insects in nature (Campeau et al., 2022). To prevent excessive random step lengths that may reduce search accuracy during the Lévy flight process, the Mantegna method is used to generate random step lengths that follow the Lévy distribution. The position update of Lévy flight is shown in Eq. 9.
[image: Equation showing the update formula for \( x_i^{t+1} \), which is equal to \( x_i^t + \theta (x_t - x_i^t) \otimes \text{Lévy}(\beta) \), labeled as equation 9.]
Where represents the tensor product, β is the Lévy flight exponent, and it is set to 1 < β ≤ 3. ∂ represents the step size control amount. Where (x*-xit) approximates the current bat position to the location where the bat population has discovered the best solution and scales the Lévy flight accordingly to an appropriate magnitude for each position dimension. After generating the new position, the bat compares it with its current position rather than the current best position, effectively avoiding the neglect of high-quality solutions.
In practical application, in order to prevent the search accuracy from being too large, the Mantegna method is used to generate a random step that obeys the Lévy distribution. The step size s is realized by Eq. 10.
[image: The formula shows \( s = \frac{u}{|v|^{1/\beta}} \) labeled as equation (10).]
Where u and v are drawn from a normal distribution, i.e., u ∼ N (0, σu2) and v ∼ N (0, σv2). σu2 is generated using Eq. 11.
[image: Equation showing sigma sub u equals the expression in brackets raised to the power of one over beta. The expression is the gamma function of one plus beta times sine of pi beta divided by two, all over beta times the gamma function of one plus beta divided by two to the power of beta minus one over two. Labeled as equation eleven.]
Where Γ is the gamma function, and σu2 = 1.
The algorithm resulting from all the modifications described above is referred to as the Improved Lévy Flight Bat Algorithm (ILBA), or simply ILBA. ILBA overcomes some of the limitations of the traditional BA. It promotes effective exploration of the search space during the global search phase using Eq. 7 and conducts a local search using Eqs 8, 11, enabling the algorithm to find the optimal solution and allowing the bat population to approach the prey as accurately as possible during the iteration process. As in the final stages of the iteration, bats in the population tend to converge towards each other, both equations ensure sufficient exploration of the search space around the best solution, greatly facilitating the ability of ILBA to escape local optima across different iterations. ILBA retains all the premises adopted by BA and further assumes: 1) Initially, each bat interacts with six other bats in the population to acquire crucial signals as feedback, aiming to approach the prey as quickly as possible. 2) After completing this operation, the current bat continues to approach the bat identified as closest to the prey, eventually being able to perform a Lévy flight around it to be the first to reach the prey.
The basic steps of the ILBA algorithm are as follows:
Step 1. Initialize algorithm parameters and define the evaluation function, define the auxiliary parameter for Lévy flight using Eq. 10.
Step 2. Bat population initialization, calculate the initial fitness value for each individual.
Step 3. Select six bats to interact with the current bat. Generate new solutions using Eq. 7, calculate the fitness of each bat, and identify the best individual.
Step 4. Determine the ultrasonic frequency fi of each bat based on Eq. 1. Update the flight positions of the bats using Eq. 8. Calculate the fitness of each bat using the evaluation function and identify the best individual.
Step 5. Perform local search. If rand > ri, generate a local solution using Lévy flight. Utilize Eqs 9, 11 to search for the best solution, update the flight positions of the bats, calculate the fitness of each bat using the evaluation function, and identify the best individual.
Step 6. Update the local new solution: Generate a random number rand_ Ati for each bat individual i. If rand_ Ai < Ati and f(xit) < f(xbest), accept the new solution.
Step 7. Adjust the pulse emission rate rit and loudness Ati of each bat according to Eqs 5, 6.
Step 8. Update the global best solution and check the termination condition.
3 SIMULATION EXPERIMENTS
3.1 Test functions
To validate the efficiency of the ILBA algorithm, multiple sets of test functions are selected in this study. The information of the test functions is presented in Table 1.
TABLE 1 | Test function information.
[image: Table listing optimization functions including name, number, expression, range, and minimum value. Functions include Schwefel's 2.2, Schwefel's 1.2, Schwefel's 2.21, Rosenbrock, Noise, Rastrigin, Ackley, and Shekel's Foxholes. All have a minimum value of zero except Shekel's Foxholes, which has one.]The test functions include single-peak (F1, F2, F3, F4 and F5), multi-modal (F6 and F7), and fixed-dimension multi-modal (F8) benchmark functions, which effectively evaluate the performance of the algorithm. The range in the function information represents the boundaries of the search space, with the minimum value being the optimal solution for the function. The dimension space of the first seven functions is set to 30 dimensions, and the last fixed-dimensional multi-modal benchmark function is set to 2 dimensions, which puts forward higher requirements on the optimization calculation ability of the test algorithm.
Experimental comparisons are conducted between the proposed Improved Lévy Flight Bat Algorithm (ILBA), Bat Algorithm (BA), and Particle Swarm Optimization (PSO). All three algorithms belong to meta-heuristics, among which PSO is a search algorithm that simulates the foraging behavior of birds in groups. During the calculation, the particle swarm algorithm is initialized as a random group of particles, and in each iteration the particles update themselves by tracking two extreme values: one is the optimal solution found by the particle itself, and the other is the optimal solution found by the entire population. PSO, like other evolutionary algorithms, realizes the search for the optimal solution of complex space through cooperation and competition between individuals in the concepts of “population” and “evolution.” The software MATLAB R2021b is used for operation programming, and the basic parameters of each algorithm are shown in Table 2.
TABLE 2 | Algorithm parameter setting.
[image: Table showing algorithm names, parameter settings, and parameter descriptions. ILBA has specific parameters with an experimental value description. BA and PSO share different parameters with reference value descriptions.]3.2 Analysis of experimental results
Set the initial population of bats to 30, with 500 iterations. Repeat the experiments 30 times and record the average, maximum, minimum, and standard deviation values, synchronize the three algorithms for testing. The results are presented in Table 3.
TABLE 3 | Comparison of benchmark function results.
[image: A comparison table shows metrics for functions F1 to F8 across PSO, BA, and ILBA methods. Each function lists average, maximum, minimum values, and standard deviation. Numerical data is in scientific notation, highlighting differences in values for each method and function combination.]From the observations in Table 3, it can be seen that the ILBA algorithm shows significant improvement in convergence accuracy compared to the traditional BA and PSO algorithms. The traditional algorithms perform poorly in higher-dimensional solutions, making it difficult to reach near-optimal values. However, the ILBA algorithm demonstrates better accuracy and is able to overcome these challenges. The PSO algorithm shows higher convergence accuracy compared to the basic BA algorithm, but there is still a certain gap compared to ILBA. The ILBA algorithm consistently outperforms the other two algorithms and achieves better results in various complex function tests. This is due to the improvements in the global search equation and the introduction of Lévy flight strategy in the ILBA algorithm, enabling better search for the optimal solution.
3.3 Algorithm iteration process analysis
Figure 1 depicts the iteration process of the Particle Swarm Optimization (PSO) algorithm, Bat Algorithm (BA), and Improved Lévy Flight Bat Algorithm (ILBA) under eight different test functions. The left side of each graph shows a three-dimensional view of the test function, while the right side displays the convergence curves of the three algorithms. The x-axis represents the number of iterations, and the y-axis represents the minimum value reached by the algorithm during the iteration process.
[image: Eight panels labeled A to H, each displaying two graphs. The left graph in each panel is a 3D plot representing the parameter space with varying color intensities, while the right graph is a line chart showing the objective space with lines demonstrating progression. Each pair visualizes different mathematical functions and their optimizations.]FIGURE 1 | Change trend of algorithm iteration. (A) F1 Iteration Process. (B) F2 Iteration Process. (C) F3 Iteration Process. (D) F4 Iteration Process. (E) F5 Iteration Process. (F) F6 Iteration Process. (G) F7 Iteration Process. (H) F8 Iteration Process.
Overall, in different dimensions, the ILBA algorithm has higher accuracy and faster convergence speed than the BA algorithm and the PSO algorithm, and can quickly find the optimal solution in a shorter iteration step. The overall convergence performance of the BA algorithm is the worst, and the accuracy is low, it is easy to fall into the local optimal solution trap prematurely in the process of solving complex functions, resulting in large errors in calculation results. The BA algorithm can be faster than the PSO algorithm in only a small part of the lower convergence accuracy environment. This may be due to the search strategy based on acoustic emissivity and loudness in the early stage of the bat algorithm, which led to bat swarms gathering near the local optimal solution and unable to reach the global optimal solution. Although the PSO algorithm can achieve high convergence accuracy in most cases, its convergence speed is relatively slow, and it cannot converge to a smooth-running stage in time in a limited number of iteration steps. From a specific point of view, as shown in Figures 1A–E, the ILBA algorithm can converge to a higher accuracy under the high-dimensional single-mode benchmark function test; under the high-latitude multi-modal benchmark function test, as shown in Figure 1G, Although the accuracy of the ILBA algorithm and the PSO algorithm is close when the number of convergence steps is high, ILBA can improve the convergence accuracy again soon; Although the three algorithms all stop converging after a short number of steps, the ILBA algorithm obviously achieves higher convergence accuracy. In actual engineering, the efficiency of global optimization is particularly critical. Achieving higher accuracy within a shorter number of iterations is conducive to shortening the calculation cycle and saving computing resources. The ILBA algorithm benefits from the improved global and local search and step size adjustment strategies of the bat algorithm. The bat can quickly jump out of the trap of the local extremum and continue the optimization process, so that the improved bat algorithm can quickly converge in the early stage of iteration.
4 SINGLE-BLADE NON-CLOGGING PUMP CAVITATION EXPERIMENT AND DATA ACQUISITION
4.1 Test equipment and methods
The test pump selected in this paper is a single-blade centrifugal non-clogging pump with a rated power of 2.2 kW. Its main design parameters are: head Hd = 13.8 m, flow Qd = 20 m3/h, speed n = 2,940 r/min, specific speed ns = 132. The non-clogging pump is driven by a three-phase asynchronous motor with a rotation frequency of 49 Hz. The test in this paper was carried out on the closed test bench of the Machinery Industry Drainage and Irrigation Machinery Product Quality Inspection Center (Zhenjiang). The test bench was carried out in accordance with the standard of GB/T 3216-2016 “Hydraulic Performance Acceptance Test of Rotary Power Pump Grade 1, Grade 2 and Grade 3”. The precision of the test bench is level 1. The layout diagram of the test bench is shown in Figure 2.
[image: Diagram depicting a water pressure system with labeled components: test pump and motor, turbine flowmeter, outlet and inlet flow regulating valves, relief valve, water tank, vacuum pump, and pressure pulsation sensors. Inset shows image of the test pump and motor setup.]FIGURE 2 | Single-blade non-clogging pump closed test stand.
The CYG1102F pressure pulsation sensor is selected for collecting the pressure pulsation signals in the experiment. The sensors V1 and V2 are placed at two different positions in the horizontal direction of the volute casing to collect the pressure pulsation data.
In order to verify the reliability of the test in this paper, three external characteristic tests were carried out on the test pump under different flow conditions. By changing the adjustment mode of the outlet valve, each time at an interval of 0.1 Qd, record the performance parameters of the experimental pump. Figure 3 shows the external characteristic curve of the test pump under a standard atmospheric pressure. According to the error bar analysis under different working conditions, it can be seen that the minimum error in head and efficiency appears at the rated flow rate (20 m3/h). The repeatability test results show the stability and reliability of the test equipment and test results.
[image: Line graph showing the relationship between discharge (Q in cubic meters per hour) and head (H in meters) as well as efficiency (η in percentage). The black line represents average head with values decreasing as discharge increases. The green line represents average efficiency, peaking around mid-range discharge. Both lines include error bars.]FIGURE 3 | Repeatability test.
The sampling frequency in this experiment is set to 24,000 Hz, with a single sampling time of 0.05 s. The experiment is conducted under the rated flow rate of 20 m3/h and the rated rotational speed of 2,940 r/min for the single-blade non-clogging pump. At the beginning of the experiment, the inlet valve is fully open, and the outlet valve is adjusted to stabilize the flow rate at 20 m3/h. The vacuum pump is then turned on to gradually reduce the inlet pressure and induce cavitation in the pump. To maintain a stable flow rate, the outlet valve is continuously adjusted in real-time until the end of the experiment. Throughout the experiment, the signals of the pump inlet and outlet pressures, flow rate, and volute casing pressure pulsation are synchronously collected.
4.2 Experimental results
The calculation formula for the Net Positive Suction Head Available (NPSHa) in the device is given by:
[image: Equation showing the available Net Positive Suction Head (NPSH_a) as \((p_{\text{in}} - p_v) / (\rho g)\), with a reference number \( (12) \).]
where pin is the pump inlet pressure and pv is the saturated vapor pressure of water at 25°C, which has a value of 3,469 Pa.
In actual engineering, it is usually considered that the head of the centrifugal pump drops by 3% as the basis for the onset of cavitation (Arendra et al., 2020). In this paper, the cavitation development process is divided into three stages according to the head drop ratio: non-cavitation (NPSHa = 7.49 m), cavitation inception (head drop 3%, NPSHa = 1.89 m) and severe cavitation (head drop 6%, NPSHa = 1.76 m). Carry out cavitation test on the test pump, as the inlet pressure decreases, the head initially remains stable or even shows an increasing trend. However, as the inlet pressure further decreases, the head rapidly drops.
Analyze the collected pressure pulsation signal data. Since the pressure pulsation signal data is huge and the processing is cumbersome, the main variables are dimensionally processed and the pressure pulsation value is converted into the pressure pulsation coefficient CP. The expression formula is as follows:
[image: Equation for the pressure coefficient, \( C_p = \frac{p - \bar{p}}{0.5 \rho v^2} \), labeled as equation 13.]
Where p is the transient static pressure value, [image: Please upload the image you would like me to describe, or provide a URL. You can also add any specific details or context you'd like included in the description.] represents the average static pressure value, and v represents the impeller peripheral speed.
Analyze the collected pressure pulsation signal data and use Cmor wavelet transform to compensate for the lack of time axis in conventional Fourier transform, and the time-frequency domain diagram of the pressure fluctuation under different cavitation stages is obtained, as shown in Figure 4, the left and right are the wavelet transform diagrams of the V1 monitoring point and the V2 monitoring point respectively. It can be seen from the figure that when the monitoring point V1 close to the tongue is not in cavitation, since the dynamic and static interference between the blade and the volute tongue is the main cause of the pressure pulsation transformation, the pressure pulsation amplitude signal is mainly concentrated at one times the blade frequency (49 Hz), the amplitude of the secondary main signal is concentrated around double and triple the leaf frequency, and the maximum overall amplitude does not exceed 0.08. With the decrease of the inlet pressure, the periodic cavitation collapse makes the internal flow structure become complicated, and the signal amplitude at high frequency drops sharply when the cavitation is incipient, and the overall amplitude is concentrated around one times the leaf frequency, and the amplitude ratio is greater than that of the cavitation state has increased significantly, increasing by 0.125. As the cavitation process intensifies, the accumulation of gas in the pump interferes with the continuity of the flow field. In the severe cavitation stage, the overall amplitude is still concentrated at the one-time vane frequency and further increases, and the maximum value is at one-time vane frequency (49 Hz). The amplitude reached 0.2, and at the same time, the amplitude near the second leaf frequency increased compared with the initial stage of cavitation. The amplitude change of the pressure pulsation signal at the monitoring point V2 is not so drastic compared with the monitoring point V1 close to the diaphragm. On the whole, when there is no cavitation, the amplitude of the pressure pulsation signal at V2 is concentrated around the double leaf frequency and double leaf frequency. As the cavitation intensifies, the amplitude of the signal around the double leaf frequency increases. The amplitude and range of the signal amplitude are increasing, and the maximum signal amplitude reaches 0.11 near 49 Hz. The overall transformation law is similar to that of V1, but due to the large flow channel area around the V2 monitoring point, the liquid flow is relatively smooth and the impact is small, and the overall amplitude change is not as obvious as that at V1. The position close to the volute tongue is most strongly affected by the dynamic and static interference between the impeller and the tongue in the test, and it can represent the characteristic signal of the non-clogging pump in the cavitation process, so the monitoring point V1 near the volute tongue is selected. The obtained pressure pulsation signal is further analyzed to extract the representative signal of cavitation characteristics.
[image: Six spectrograms labeled A to F display frequency (Hertz) versus time (seconds) with a color scale indicating power (Cᵢ) from blue (low) to red (high). Each plot shows variations in frequency distribution over time, with subtle differences in power intensity and banding patterns.]FIGURE 4 | Wavelet transform map of pressure pulsation monitoring points. (A) V1 Non-cavitation. (B) V2 Non-cavitation. (C) V1 Cavitation inception. (D) V2 Cavitation inception. (E) V1 Severe cavitation. (F) V2 Severe cavitation.
5 NUMERICAL SIMULATION OF CAVITATION IN A SINGLE-BLADE NON-CLOGGING PUMP
5.1 Meshing and independence verification
The non-clogging pump belongs to the impeller rotating machine, and there are rotating domain and static domain inside. This paper adopts the numerical simulation calculation of the whole flow field, that is, all the liquid flow areas in the pump are calculation domains. UG software is used to model the single-vane test pump in 3D, which is mainly divided into five main parts: impeller, pump chamber, volute, inlet pipe section and outlet pipe section. The ANSYS ICEM 19.0 software is used to divide the entire numerical calculation model into a hexahedral structured grid. In numerical simulation, the more and denser the grid, the more accurate the calculation structure will be, but this will require too much computing power of the computer and cause a lot of waste of computing resources. Therefore, grid division needs to find a balance between calculation accuracy and efficiency. According to the data in Figure 5A, with the increase of the number of grids, the calculated head of the model pump is stable at about 13.8 m, and the value of the head is getting closer and closer to the head at the rated flow rate. When the number of grids exceeds 11.5 [image: Please upload the image or provide a URL, and I will help create the alternate text for you.] 106, the head basically tends to be stable. Considering the calculation cost, the number of grids selected for this simulation is 11.5 [image: Please upload the image or provide a link to it so that I can generate the appropriate alt text.] 106. The grid numbers of the model pump inlet, outlet, impeller, pump cavity and volute are 2191800, 657900, 2678650, 2938552 and 3043422, respectively. Considering the leakage loss of the mouth ring of the front pump chamber and the disk friction loss of the front and rear pump chambers, all the grids near the wall are encrypted when drawing the grid, so that the global y+ is in the range of 0.3∼82, which meets the turbulence model calculation requirements. The computational domain grid and blade surface y + are shown in Figures 5B–D.
[image: Graph A shows a line plot of results against grid number, increasing steeply. Image B is a cylindrical 3D model with a conical top. Image C depicts a helical 3D shape. Image D illustrates a color-coded stress distribution on a twisted 3D strip, with a spectrum scale ranging from blue to red.]FIGURE 5 | Mesh independent verification and water body structure grid. (A) Mesh independent verification. (B) Impeller. (C) Volute. (D) Distribution of y+ on blade surface.
5.2 Numerical simulation of cavitation
Due to the generation and collapse process of cavitation will affect the turbulent development, resulting in the imbalance between the turbulent kinetic energy generation term and the dispersion term in the cavitation flow during cavitation flow, the SST k-ω turbulent flow model is adopted, which has better accuracy and stability than the standard k-ω model on the near-wall surface (Fu et al., 2020; Mousmoulis et al., 2021). Under the condition of steady state without cavitation, the calculation medium is clear water at 25°C under standard atmospheric pressure, and the solid wall is set as a non-slip wall. Since the impeller and volute are all carbon steel castings, the surface roughness is set as 50 μm. The boundary conditions of the model are set according to the test conditions. The inlet boundary condition is set to the total pressure inlet, the turbulence intensity at the inlet is set to 2%, and the outlet boundary condition is set to the flow outlet. Since the turbulence intensity at the outlet is set to 5%, the reference atmospheric pressure is set to a standard atmospheric pressure of 101.325 kPa. Considering the calculation time and calculation accuracy comprehensively, in the simulation process, the time step is set to 1/ω, equivalent to 0.003248 s, the iteration step is set to 2,000 steps, and the convergence accuracy is 10−6. The solver settings are the same for all the different flow case points.
Figure 6 illustrates a numerical simulation and experimental comparison of the NPSHa curve, where arrows A and B indicate the points of a 3% and 6% head drop in the pump performance during the cavitation process. The figure also displays three-dimensional schematic representations of the distribution of bubble volumes within the impeller passage at these two distinct cavitation stages in the numerical simulation. The critical NPSHa obtained by the test and simulation is 1.89 and 1.77 m, respectively, and due to the rougher wall surface of the test and the influence of the leakage of the mouth ring, the head test value corresponding to the critical NPSHa point is slightly lower than the simulated value. From the point of view of the overall trend of the curve, the variation trend of the simulation and the test is basically consistent, which verifies the accuracy of the numerical calculation. As shown in Figure 7, the cavitation volume fraction distribution of the impeller and the central section of the single-blade non-clogging pump at different stages of cavitation. It can be seen from the figure that in the non-cavitation state, there is no bubble distribution on the central section of the impeller and the pump. When the inlet pressure gradually decreases and the critical cavitation state is reached, bubbles begin to appear near the leading edge of the blade suction surface. Obvious cavitation distribution, the length of the cavitation is continuously extending, and gradually diffuses to the downstream position of the suction surface. When the inlet pressure drops to a certain level and the pump suffers from severe cavitation, the cavitation at the inlet of the vane has been filled with the downstream of the suction surface, and even diffuses along the volute flow path to the pressure surface of the impeller. Due to the particularity of the asymmetry of the single-blade impeller, the cavitation volume distribution gradually develops from the leading edge to the trailing edge along the suction surface, and finally the cavitation blocks the entire impeller flow channel. A large number of cavitation will affect the normal flow of liquid in the pump, hinder the impeller blades from doing work on the fluid in the pump, and cause the pump lift and efficiency to decrease, making it unable to work normally.
[image: Graph showing NPSH versus cavitation volume distribution, with two labeled points, A and B, marked by arrows. The red and orange lines represent experimental (NPSH_EXP) and CFD (NPSH_CFD) data, respectively. Two 3D images on the right illustrate cavitation distribution in a curved structure at points A and B.]FIGURE 6 | NPSHa curve.
[image: Visualization of fluid flow characteristics within a pump. Panels A to F show contour plots with varying gradients. Panel C highlights suction and pressure surfaces, while F displays the pump mid-section. Color scale represents flow magnitude from 0.00 to 1.00.]FIGURE 7 | Cavitation volume fraction distribution of impeller and pump center section. (A) Non-cavitation. (B) Cavitation inception. (C) Severe cavitation. (D) Non-cavitation. (E) Cavitation inception. (F) Severe cavitation.
6 VALIDATION OF CAVITATION DIAGNOSIS MODEL
In this chapter, the cavitation eigenvector is extracted from the pressure pulsation signal near the septum tongue collected in the cavitation test of the single-blade non-clogging pump. Using the feature signal extraction method of Variational Mode Decomposition (VMD) + Multiscale Dispersion Entropy (MDE), the complexity of the time series is measured from multiple angles, and the most representative feature vector in the original signal is extracted as a test ILBA-Elman Dataset for the cavitation recognition program.
6.1 Variational mode decomposition (VMD)
The Variational Mode Decomposition (VMD) is a non-recursive and nearly orthogonal adaptive decomposition method that incorporates the decomposition process of a signal into a variational framework. It aims to find the optimal solution by searching the constrained variational model, thereby achieving the adaptive decomposition of the signal (Kumar et al., 2021). The variational solving constraint model is defined by Eq. 14.
[image: Mathematical equation with optimization problem: Minimize over \((u_k(t), \omega_k)\) the expression \(\left\lVert \sum_{k} \partial_t \left[ (\delta(t) + \frac{1}{\pi t}) * u_k(t) e^{-j \omega_k t} \right] \right\rVert_2^2\) with constraint \(\sum_{k=1}^{k} u_k = f(t)\). Equation is labeled as (14).]
Where {uk} = {u1, u2, ···, uk,} represents the k mode components obtained from the decomposition, and {ωk} = {ω1, ω2, ···, ωk,} represents the central frequencies of each mode component.
When solving constrained variational problems, it is common to introduce the Lagrange function. This is done by utilizing Eq. 15.
[image: Equation showing a mathematical expression for \(L\) as a function of \(u_k(t)\), \(\omega_k\), and \(\lambda\). It includes a sum from \(k=1\) to \(k\), involving terms like \(\delta(t)+\frac{j}{\pi t}\), convolutions, exponential \(e^{-j\omega t}\), and norm squared operations. It concludes with an inner product term. Labeled as equation (15).]
Where α represents the quadratic penalty operator, f(t) represents the input signal, and λ(t) represents the pulse function.
By utilizing the Alternating Direction Method of Multipliers, the saddle point of the Lagrange function can be found. This allows us to obtain the optimal solution to the constrained variational model, resulting in the mode components uk and central frequencies ωk, as given by Eqs 16, 17, respectively.
[image: Equation for \(\hat{u}_k^{n+1}(\omega)\) equals the fraction of \(f(\omega) - \sum \hat{u}_i(\omega) + \frac{1}{2}\psi(\omega)\) over \(1 + 2\alpha(\omega - \omega_k)^2\). Labeled as equation sixteen.]
[image: Formula showing \(\omega_k^{n+1}\) equals the integral from zero to infinity of \(\omega^n\) times the squared magnitude of \(\hat{u}_k(\omega)\), divided by the integral from zero to infinity of the squared magnitude of \(\hat{u}_k(\omega)\), denoted as equation 17.]
6.2 Multiscale dispersion entropy (MDE)
Dispersion entropy is an algorithm used to measure the complexity and irregularity of a time series. It calculates the irregularity of a time series based on the sample space dispersion entropy and an adaptive threshold. On the other hand, multiscale dispersion entropy calculates the dispersion entropy at different scales, capturing the dynamic characteristics of the sequence at different time scales. By combining the coarse-grained multiscale dispersion entropy with dispersion entropy, a more comprehensive description of the complexity and regularity of a time series can be achieved. Compared to multiscale sample entropy, multiscale dispersion entropy has advantages in signal feature extraction (Dhandapani et al., 2022). The basic principles of multiscale dispersion entropy are described below.
First, the time series of the initial signal is expressed as: {u(i), i = 1, 2, ···, L}, The sequence is subjected to composite coarse-graining, and the kth coarse-grained sequence under the scale factor τ is denoted as xkt. The calculation formulas for the sequence are given by Eqs 18, 19 as follows.
[image: Mathematical expression showing \( x^{(r)}_{kj} = \frac{1}{\tau} \sum_{i=k\tau+k^{(j-1)}}^{k\tau} u(i) \), where \( 1 \leq j \leq L/\tau \) and \( 1 \leq k \leq \tau \), labeled as equation (18).]
[image: Mathematical expression representing a vector \( \mathbf{x}_k \) as a set of elements \( \{ x_k^{(1)}, x_k^{(2)}, \ldots \} \), with a reference to equation \( (19) \).]
Then, for each scale factor τ, the Multiscale Dispersion Entropy (MDE) is defined as shown in Eq. 20.
[image: Mathematical equation showing Mean Dynamic Error (MDE) calculation: \( MDE(X, m, c, \tau) = \frac{1}{\tau} \sum_{k=1}^{\tau} DE(x_k^*, m, c, d) \).]
Where X represents the initial time series.
Unlike traditional methods such as multiscale permutation entropy, MDE calculates the coarse-grained sequences for each scale factor τ and computes their dispersion entropy and average. This approach reduces the fluctuations in entropy values caused by increasing values of τ (Minhas et al., 2021).
6.3 Decomposition and feature extraction of pressure pulsation signals
In VMD decomposition, there are two main parameters: the number of modes k and the quadratic penalty factor α. The value of k directly affects the effectiveness of signal decomposition. If k is too large, it will increase computational cost and decrease decomposition efficiency. On the other hand, if k is too small, it may result in mode mixing (González-Cavieres et al., 2021). In this study, α is set to 2000, and the value of k is determined using the center frequency method. Different values of k (3, 4, 5, 6, 7) are chosen, and the central frequencies of each mode component are analyzed, as shown in Table 4. It can be observed that when k is larger than 5, the central frequencies become similar, indicating over-decomposition. Therefore, in this study, k = 4 is chosen as the optimal number of mode components. The dispersion entropy of each mode component is computed for k = 4, as shown in Table 5. According to the principle of minimum entropy, a smaller entropy value indicates a lower probability of generating new patterns in the decomposed sequences. This implies that the decomposed sequence has fewer frequency components and a lower possibility of mode mixing, resulting in better decomposition performance, it can be seen that IMF1 component is selected as the object for feature extraction.
TABLE 4 | Center frequency under different decomposition levels.
[image: Table showing center frequencies across decomposition layers labeled 3 to 7. Each layer lists frequencies in rows: 3 (0.0035, 0.131, 0.317), 4 (0.0035, 0.131, 0.2035, 0.322), 5 (0.0035, 0.079, 0.133, 0.206), 6 (0.0032, 0.022, 0.131, 0.203, 0.317, 0.35), 7 (0.0031, 0.021, 0.1292, 0.147, 0.206, 0.319, 0.362).]TABLE 5 | Dispersion entropy under different cavitation conditions.
[image: Table showing dispersion entropy values for different cavitation states across five modal components (IMF1 to IMF5). For non-cavitation, values range from 2.040 to 4.229. Cavitation inception values range from 1.818 to 4.130. Severe cavitation values range from 1.930 to 3.989.]The Multiscale Dispersion Entropy (MDE) is used to extract features from the optimal mode component IMF1 of the pressure pulsation signals in three different cavitation states. The scale factor is set to 20, and the extraction results are shown in Figure 8.
[image: Line chart showing multiscale spectral entropy versus scale factor for three conditions: non-cavitation (black circles), cavitation inception (red squares), and severe cavitation (blue triangles). Non-cavitation displays the highest entropy values overall, followed by severe cavitation, while cavitation inception has the lowest. The entropy increases with scale factor and then stabilizes or fluctuates.]FIGURE 8 | MDE feature extraction results.
From Figure 8, it can be observed that as the scale factor increases, the differences in MDE values between different cavitation states become smaller, leading to overlapping and crossing phenomena. If a larger scale factor is chosen to extract feature vectors, it may result in the mixing of feature information, thus affecting the final cavitation diagnosis. On the other hand, when the scale factor is too small, it may not capture sufficient feature information. Therefore, in this study, the MDE values under the first 10 scale factors are selected to construct the feature sample set. Thus, the VMD + MDE method is used to extract cavitation representative features of pressure pulsation signals, decomposing the originally complex and disordered time-domain signals to extract a traceable entropy distribution. By comparing the entropy distribution under different cavitation stages, the recognition and classification of pressure pulsation signals can be achieved, and the entropy distribution can be established as a basic dataset for training the cavitation diagnosis model.
6.4 Model diagnostics
The dataset of 300 samples is randomly divided into a training set and a test set in a 4:1 ratio, with 240 samples used for training and 60 samples used for testing. The three cavitation states in the dataset are labeled as 1, 2, and 3, respectively. The ILBA algorithm is used to optimize the weights and thresholds of the Elman neural network. The ILBA-Elman cavitation diagnostic program is established, and the training set is used to train the model to obtain the best model parameters and optimal network for diagnosing cavitation in the test set. The test results are shown in Figure 9. After training, the neural network achieves a cavitation identification accuracy of 96.67% for the 60 samples in the test set, while the baseline Elman neural network model only achieves a cavitation state identification accuracy of 90% for the test set.
[image: Line graph showing three stages: non-cavitation, cavitation inception, and severe cavitation. The x-axis represents sample numbers, and the y-axis shows cavitation stages. Test set labels are marked with black squares, IHBA-Elman errors with red circles, and Elman errors with blue circles.]FIGURE 9 | Sample test error comparison.
To validate the superiority of the proposed ILBA-Elman cavitation diagnosis method, the sample feature data extracted by MDE is inputted into the ILBA-Elman, BA-Elman, and PSO-Elman models for calculation and testing. To ensure the universality of the computational results, the tests are repeated 10 times. The results are shown in Table 6.
TABLE 6 | Comparison of recognition results of three algorithms.
[image: Table comparing algorithm models with ILBA-Elman, BA-Elman, and PSO-Elman. Average accuracy percentages are 96.2, 90.1, and 95.8 respectively. Average computing times are 59.8, 62.4, and 86.7 seconds.]From Table 6, it can be observed that all three models demonstrate good performance in terms of classification accuracy. However, the proposed ILBA-Elman model in this paper shows advantages in both computation time and accuracy. Based on this analysis, it can be concluded that the proposed cavitation diagnosis model, which combines VMD with MDE feature extraction and utilizes the improved Lévy flight bat algorithm with Elman neural network, achieves good results in the recognition and classification of cavitation features in non-clogging pumps. It can strike a balance between high classification accuracy and low computation time cost.
7 CONCLUSION
In order to realize the pattern recognition of the cavitation process of non-clogging pumps, this paper proposes a program for identifying the cavitation characteristics of non-clogging pumps based on the improved Lévy flight bat algorithm. The effectiveness of the proposed method was verified through experiments and the following conclusions were drawn:
	1. By making improvements to the conventional bat algorithm, the interaction among initial state bats positions was enhanced, and the Lévy flight was introduced to optimize the bat position update formula. This enhancement has increased the efficiency of bat searching, effectively avoiding local optimal situations.
	2. The cavitation tests on a single-blade non-clogging pump are conducted to collect pressure pulsation signals at the volute tongue, and the data is analyzed based on wavelet transform. It was found that the dynamic and static interference between the blades and the spacer tongue is the main cause of pressure pulsations. As cavitation intensifies, the periodic collapse of the bubbles makes the liquid flow in the pump become cluttered. The accumulation of gas interferes with the fluidity of the flow field, leading to an increase in the amplitude of the high-frequency part. The distribution of vapor volume in the impeller channel under cavitation condition was analyzed through numerical simulation, and the accuracy of the experiment was verified by comparing it with experimental data.
	3. By employing Variational Mode Decomposition and Multiscale Dispersion Entropy to extract feature vectors, interference signals were effectively suppressed. This approach assessed the complexity of time series from multiple perspectives. The complex and disordered pressure pulsation time domain signal is transformed into a traceable entropy distribution, which improves the accuracy of cavitation recognition.
	4. The ILBA-Elman cavitation recognition program was trained and subsequently tested for cavitation data identification and diagnosis in single-blade non-clogging pumps. The BA-Elman and PSO-Elman models were tested for comparison. The results revealed that the ILBA-Elman model outperformed the other models in terms of accuracy and timeliness in identifying the cavitation development stages in non-clogging pumps. The improved Bat Algorithm helps the Elman neural network to identify the cavitation feature information more accurately.
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The wake flow of a circular cylinder is numerically investigated by Large Eddy Simulation (LES) combined with the Schnerr–Sauer cavitation model. By comparing entropy production in the presence or absence of cavitation, the energy loss distribution in the wake flow field of a cylinder is explored, shedding light on the interactions between multiscale vortex systems and cavitation. The comparative results reveal that, under non-cavitating conditions, the energy loss region in the near-wake area is more concentrated and relatively larger. Energy dissipation in the wake flow field occurs in regions characterized by very high velocity gradients, primarily near the upper and lower surfaces of the cylinder near the leading edge. The influence of cavitation bubbles on entropy production is predominantly observed in the trailing-edge region (W1) and the near-wake region (W2). The distribution trends of wall entropy production on the cylinder’s surface are generally consistent in both conditions, with wall entropy production primarily concentrated in regions exhibiting high velocity gradients.
Keywords: cavitation, energy loss, entropy production, cylinder wake, vortex

1 INTRODUCTION
Cavitation is a phase transition process and a phenomenon that manifests in liquids due to fluid dynamic factors, occurring either within the liquid or at the liquid-solid interface (Arndt, 2012; Prosperetti, 2017; Tian et al., 2023). This process induces fluctuations in fluid pressure within the flow field (Lei et al., 2017; Lei et al., 2018), leading to an uneven distribution of surface loads on flow components (Sun et al., 2021) and the generation of hydrodynamic noise (Fry, 1984). In severe instances, cavitation can result in damage to flow components (Hutli et al., 2019; Sun et al., 2023), thereby impacting the operational stability of hydraulic machinery. Therefore, the operation and design of hydraulic machinery are influenced and constrained by cavitation, such as pumps (Li et al., 2018; Al-Obaidi, 2020; Li et al., 2021) and turbines (Khare and Prasad, 2021; Amromin, 2022; Sun et al., 2022). Hence, the research significance lies in the investigation of the distribution of energy loss induced by cavitation in the wake flow around a cylinder.
In the investigation of the wake flow around a cylinder, observations of cavitation bubble occurrences in the wake of a cylindrical body were conducted by Saito and Sato, (2003), utilizing static and high-speed cameras. The mechanisms of cavitation pulsation and scouring were explored from diverse perspectives, revealing that Karman vortex cavities, detaching downstream of the cylindrical body, can be segmented into distinct components. A pioneering and in-depth analysis of cavitation flow structures in the shear layer and wake of a cylindrical body was carried out by Kumar et al. (2017), employing high-speed photography. The findings concluded that cavities primarily originate in the free shear layer, displaying significant variations in cavitation activity span. Wang et al. (2021) studied the ventilated cavitating flow of a circular cylinder through numerical simulation. The simulation results indicate that the bubble size distribution in the wake is closely related to the turbulence intensity. Observations by Ghahramani et al. (2020), through experiments and numerical simulations, revealed that at high cavitation numbers, vortices detach cyclically, while at very low cavitation numbers, large stationary cavities form in the wake region. A transitional state is evident during the detachment process for moderate cavitation numbers. Cavitation flow on a cylindrical body under laminar (Reynolds number Re = 200) and turbulent (Re = 3,900) conditions within the cavitation number range (σ = 5 to 0.5) was investigated by Brandao et al. (2020). The study observed a transition from non-cavitation to cyclic and transitional cavitation states as the free-stream cavitation number decreased.
In the evolutionary dynamics of multiscale vortex systems within the wake flow field and their interactive processes with cavitation, a consistent manifestation of energy conversion is observed, contributing significantly to the intricacy of the vortex-cavitation flow field. To grasp the characteristics of the vortex-cavitation flow field and unveil the interactions between multiscale vortex systems and cavitation, a comprehensive understanding of energy distribution in the flow field is essential. Traditionally, the evaluation of total pressure loss obtained from Computational Fluid Dynamics (CFD) has been employed by many researchers to associate energy loss. However, this approach does not accurately pinpoint the precise locations of the losses. The reasons behind the reduction in available energy and the resulting entropy production during heat transfer and fluid flow processes were investigated by Bejan, (1996). Unsteady computations of entropy production rates within the laminar boundary layer in the wall region were conducted by Walsh and Hernon, (2006). Denton, (1993) proposed that entropy production serves as an effective means to explain energy losses in hydraulic machinery. This is attributed to the fact that specific entropy in-creases during the most authentic and irreversible adiabatic processes in hydraulic machinery, significantly contributing to energy losses (Zhang et al., 2020). A numerical model for estimating wall roughness based on entropy loss theory was proposed by Herwig et al. (2008), demonstrating the applicability of entropy production methods to both laminar and turbulent flows. Due to the unavailability of transient fluctuation variables in Computational Fluid Dynamics (CFD) computations, an enhanced model based on entropy production theory to assess entropy losses generated directly by dissipation was proposed by Herwig and Kock, (2007). Wang et al. (2020), building upon the previous cavitation entropy production diagnostic model, further considers the influence of mass transfer and slip velocity. Additional terms introduced include interfacial entropy and diffusion entropy in comparison to previous entropy production terms.
Utilizing the Large Eddy Simulation (LES) turbulent model and entropy production theory, numerical simulations and calculations of entropy production are con-ducted on the wake flow of a cylinder in this paper. Through a comparison of entropy production with and without cavitation models, the investigation delves into the energy distribution of cavitation phenomena in the wake flow field of a cylinder. Furthermore, the study explores the characteristics of the cavitation flow field and elucidates the interactions between multiscale vortex systems and cavitation. The objective of this approach is to attain a more profound comprehension of the mechanisms governing cavitation transformation.
2 METHODOLOGY
2.1 Governing equations
The cavitating flow involves liquid and vapor phases. In this work, the homogeneous mixture model was adopted, assuming the multiphase fluid components share the same velocity and pressure. The mass and momentum conservation equations for the mixture flow are shown as follows:
[image: Equation showing the continuity equation for mass conservation: partial derivative of ρ sub m with respect to t plus the partial derivative of ρ sub m times u sub j with respect to x sub j equals zero.]
[image: Equation showing the derivative of the product of density (\(\rho_m\)) and velocity (\(u_i\)) over time plus the spatial derivative equals the derivative of pressure (\(p\)) and an expression involving viscosity (\(\mu_m\)) and the velocity gradient.]
[image: Equation showing density calculation: ρₘ equals ρₚ times αₛ plus ρₗ times one minus αₛ, labeled as equation three.]
[image: The formula shown is for calculating a mean: \( \mu_m = \mu_f \alpha_r + \mu_r (1 - \alpha_r) \), numbered as equation (4).]
where [image: It looks like there was an issue with providing an image. Please upload the image or provide a URL for it so I can help generate the alternate text.] represents the velocity in the i direction; [image: Please upload the image or provide a URL for me to generate the alt text.] is the pressure; [image: Mathematical symbol for "rho sub m," often used to denote a specific variable or parameter in equations and scientific formulas.] and [image: The Greek letter "mu" followed by the subscript "m".] represent the mixture density and dynamic viscosity respectively; the subscripts [image: Please upload the image you want me to describe.] and [image: It seems there is no image visible. Please upload the image or provide a URL for me to generate the alt text.] denote the water and vapor phases respectively; [image: It seems there is a misunderstanding. Could you please upload an image or provide a link to the image you need alt text for?] is the vapor volume fraction.
Solving the above unsteady Navier-Stokes equations directly raises an excessive demand on computing resources, which makes it impossible to be implemented in practical applications. Although Reynolds-Averaged Navier-Stokes (RANS) methods need reasonable computational cost, they fail in the situations dominated by coherent large-scale anisotropic vortical structures. Aiming at better simulating at an affordable cost, the LES approach was used, carrying out filtering in a small-space area, and dividing the turbulent flow into large-scale motion and small-scale motion. The large-scale motion is solved directly while the small-scale motion is modelled using the Smagorinsky-Lilly subgrid-scale model.
2.2 Cavitation model
The mass transfer between the vapor and liquid phases in cavitating flows is depicted using the following governing equation:
[image: Partial differential equation showing mass conservation: \(\frac{\partial}{\partial t}(\rho_\epsilon \alpha_\epsilon) + \frac{\partial}{\partial x_j}(\rho_\epsilon \alpha_\epsilon u_j) = m_\epsilon - m_c\). Labeled as equation (5).]
The source terms [image: Lowercase italic letter "m" with a small italic "e" as a subscript.] and [image: Lowercase letter "m" followed by a subscript "c".] represent the evaporation and condensation rates during the phase change. The source terms have different expressions. In the present study, the Schnerr–Sauer cavitation model is used, expressed as,
[image: Equation displaying the expression for mass \(m_t\) as a function of pressures and densities: \(m_t = \frac{3 \rho_f p_t}{\rho_m} \frac{\alpha_t (1-\alpha_t)}{R_s} \sqrt{\frac{2|p_v - p|}{3\rho_t}}\), with the condition \(p \leq p_v\).]
[image: Equation for \( m_{c} \) with condition \( p > p_{c} \). It is expressed as \( m_{c} = \frac{3 \rho_{f} \rho_{t}}{\rho_{m}} \alpha_{t} (1-\alpha_{t}) \frac{1}{R_{s}} \sqrt{\frac{2|P - P_{v}|}{3 \rho_{t}}} \), followed by reference (7).]
where [image: It seems like there's an error in your request. Please upload the image or provide a URL so I can assist with creating alt text.] is the saturated vapor pressure; [image: It seems like the image wasn't uploaded correctly. Please try uploading the image again, and I'll be happy to help with the alternate text.] is the nucleus radius, expressed as [image: Mathematical formula showing R subscript B equals the square root of alpha subscript v divided by one minus alpha subscript v, multiplied by the cube root of three over four pi n.], where [image: It appears there is no image attached. Please upload the image or provide a URL so I can help create the alternate text.] is the given empirical constant and the default value is [image: Please upload the image or provide a URL for me to generate the alt text.] = 1 × 1013 (Schnerr et al., 2001).
2.3 Numerical setup
The computational model is shown in Figure 1. The cylinder diameter D is 9.5 mm, and the two-dimensional computational domain is 60D × 30D with an upstream dimension 10D and a downstream dimension 50D. The computational domain is discretized using structured grids, and the grids in the cylinder surface and wake region are locally refined. The total number of elements is about 336,000 and the average wall y + value is less than 4.6.
[image: Diagram A shows a rectangular area with a cylinder marked as D, indicating flow direction and labeled boundaries 1-4. Diagram B features a cross pattern with varying shades, centered on a white circle, labeled with coordinates in terms of D.]FIGURE 1 | Computational model: (A) computational domain, (B) local grids.
Boundary 1 of the computational domain is set as a velocity inlet with a value [image: It seems there is some confusion. Please upload an image or provide its URL, and I'll be happy to help with the alt text.] = 1 m/s, and the corresponding Reynolds number is [image: It looks like you attempted to upload an image, but it did not come through. Please try uploading the image again, and I will help you with the alternate text.] = 9,500. Boundary 3 is set as a pressure outlet, and the value [image: Mathematical notation showing the symbol \( p \) with a subscript infinity symbol.] is set according to the cavitation number, defined as [image: The image is a mathematical formula for sigma, represented as \( \sigma = (p_{\infty} - p_v) / (0.5 \rho_l V_{\infty}^2) \).]. A no-slip boundary condition is imposed on the cylinder surface and the free slip condition on the up and down walls (Boundary 4 and Boundary 2). The solution method adopts pressure base solver and a coupled pressure–velocity coupling algorithm. The pressure dispersion mode is second-order discrete mode, and the momentum equation is discrete by finite central difference scheme. The transient scheme is a second-order backward Euler algorithm. The time step is set to 5 × 10−5 s such that the courant number does not exceed 1.0 in the computations. The convergence standard of all residuals is 10–6. The validation of the present numerical simulation can be found in our previous work (Gu et al., 2021). It should be mentioned that in the following analyses, all parameters shown in the figures are nondimensionalized via the cylinder diameter and the inlet velocity.
2.4 Entropy production method
Entropy production arises from irreversible processes, during which the conversion of mechanical energy into internal energy occurs, resulting in energy dissipation. Entropy, as a state parameter, is governed by an equilibrium equation in a single-phase, incompressible flow, which can be expressed as:
[image: Equation showing the rate of change of entropy with respect to time with added terms for u, v, and w directions, equaling the divergence of heat flux over temperature plus terms for viscous dissipation and external heating over temperature and its square.]
Kock and Herwig, (2004) proposed that the Reynolds-averaged process can be dissected into two components, namely the averaged and fluctuating components. By extending the traditional Reynolds-averaged process, they formulated the entropy balance equation as follows,
[image: The image displays a mathematical equation related to fluid dynamics. It begins with the density \(\rho\) multiplied by a series of partial derivatives of specific enthalpy \(\bar{s}\) and velocity components (\(u\), \(v\), and \(w\)) with respect to time. This equals the divergence of heat flux \(\bar{q}/T\) minus \(\rho\) times the partial derivatives of correlation terms of velocity fluctuations and specific entropy with respect to spatial coordinates (\(x\), \(y\), and \(z\)), plus thermal dissipation terms \(\Phi/T\) and \(\Phi_{\Theta}/T^2\). It is denoted as equation (9).]
In the equation, [image: A mathematical symbol representing entropy, featuring the Greek letter phi over the letter T, signifying a fraction or ratio used in thermodynamic equations.] and [image: Equation with symbols: \(\frac{\Phi \Theta}{T^2}\).] represent entropy production. The first term signifies entropy production due to dissipation in the flow process, while the second term accounts for entropy production related to heat transfer during the heat transfer process.
Given the negligible temperature change in the examined cylindrical flow phenomenon, this study excludes the consideration of entropy production during heat transfer. The direct solution method is utilized to compute the entropy production [image: Mathematical expression showing the Greek letter phi over the letter T, representing a fraction.] during turbulent flow in this paper, incorporating viscous dissipation [image: Mathematical notation showing the symbol "S" with subscript "pro" and an overlined "D".] and turbulent dissipation [image: The image shows a mathematical symbol: "S" with a subscript "pro,D'".] resulting from velocity fluctuations. The formula for the local entropy production rate per unit volume is presented as follows:
[image: Φ divided by T equals S subscript prod, D plus S subscript prod, D prime, labeled as equation ten.]
[image: Equation depicting the rate of strain tensor component S_sub_pq for a fluid, given by μ over T times a set of derivative terms enclosed in curly braces, each involving partial derivatives of the velocity components u, v, and w with respect to spatial variables x, y, and z.]
[image: Equation for the strain rate tensor \( S_{\text{comp}}^{\text{NU}} \) is given as \(\dfrac{\mu}{T} \times \left\{ \dfrac{1}{2} \left[ \left( \dfrac{\partial w'}{\partial x} \right)^2 + \left( \dfrac{\partial v'}{\partial y} \right)^2 + \left( \dfrac{\partial u'}{\partial z} \right)^2 \right] + \left( \dfrac{\partial v'}{\partial x} \right) \left( \dfrac{\partial u'}{\partial y} \right) + \left( \dfrac{\partial w'}{\partial y} \right) \left( \dfrac{\partial u'}{\partial z} \right) + \left( \dfrac{\partial v'}{\partial z} \right) \left( \dfrac{\partial w'}{\partial x} \right) \right\}\).]
[image: Mathematical notation depicting "S" with subscript "pro" and superscript "D prime".] cannot be directly calculated due to the inclusion of velocity pulsation terms. Kock assumed that it is related to turbulent dissipation rate [image: Please upload the image or provide a URL to it, and I will help create the alt text.] and temperature [image: It seems there might have been an issue with uploading the image. Please try uploading it again or provide a URL.], and its calculation model is as follows:
[image: Mathematical formula showing S subscript "pro, D prime" equals rho epsilon over T, where S, rho, epsilon, and T are in mathematical notation.]
The total entropy generation rate of the wall region is obtained by integrating over the wall region. Calculation formula for wall entropy generation:
[image: Equation showing \( \Delta S_{\text{pro}, W} = \int_S \frac{\vec{\tau}_W \cdot \vec{v}_p}{T} \, dS \), representing entropy production with respect to temperature and force over a surface \( S \). Equation number (14).]
Therefore, the total entropy production rate ψ inside the flow field is defined as follows:
[image: The equation displays: psi equals T cross S sub-prod comma D plus T cross S sub-prod comma D prime. It is labeled as equation fifteen.]
The entropy production rate near the cylindrical wall surface is:
[image: Equation representing the scalar product of two vectors. Psi subscript W equals T subscript W multiplied by dot product with V subscript P, equation number sixteen.]
3 RESULTS AND DISCUSSION
3.1 Qualitative analysis of energy loss distribution in the wake flow field
The distribution of the entropy production rate and the dimensionless dynamic pressure in the wake flow field of a cylinder within a swirling flow is depicted in Figure 2. The dimensionless dynamic pressure is defined as follows:
[image: Equation showing \( k = \frac{0.5 \rho V^2}{0.5 \rho U_{\infty}^2} \), labeled as equation (17).]
[image: Two contour plots labeled A and B compare two different flow scenarios. Both plots display velocity contours around a circular obstruction. The color scale at the top represents turbulent kinetic energy ranging from light to dark brown. In plot A, turbulence is more concentrated around the obstruction, while in plot B, it appears more spread out. Axes are labeled as x/D and y/D, indicating normalized distances.]FIGURE 2 | Entropy production rate and the distribution of dimensionless isobaric lines in the wake flow field. (A) Non-cavitating, (B) SS model (σ = 2.92).
The magnitude of the dimensionless dynamic pressure is representative of the fluid’s dynamic pressure in a specific region. The variation in color along isobars of nondimensional dynamic pressure demonstrates the dimensionless pressure drop in the flow field, with darker hues indicating more significant pressure drops.
In Figure 2A, in the non-cavitating case, energy losses in the vortex separation region near the upper and lower surfaces of the cylinder and in the wake region are revealed. The distribution trend of dimensionless dynamic pressure along the isobars is similar to that of the dimensionless pressure drop. In the region near the stagnation point at the leading edge of the cylinder, the obstructive effect of the cylinder results in lower fluid velocities, leading to a corresponding decrease in dynamic pressure at this location. From the stagnation point to the vicinity of the vortex shedding point on the cylinder surface, the flow separation caused by the acceleration and subsequent deceleration of flow due to the increasing flow velocity in this region results in a variation of dynamic pressure characterized by an initial increase followed by a decrease. In the near-wake region, as multiple-scale vortex structures detach and evolve, the pressure at the center of the vortices is relatively lower than the ambient pressure due to centrifugal forces. The velocity increases gradually from the vortex center to the vortex periphery, and the velocity gradient is significant. Consequently, the dimensionless isobars in the vicinity of the vortex periphery are densely distributed, with relatively higher dynamic pressure values. Upon comparison, it is evident that the regions of energy loss in the wake flow field around the cylinder are typically located in the low-pressure areas and their vicinity where the pressure drop is significant. In these regions, the dimensionless isobars are densely distributed, indicating a high velocity gradient in the flow field. Thus, the energy loss in the wake flow field of the cylinder in the non-cavitating model typically occurs in spatial ranges characterized by significant velocity gradients between the vortex center and its periphery.
Through comparative analysis, it is observed that under the non-cavitation model, energy losses in the wake flow field around the cylinder primarily manifest in low-pressure regions with significant pressure drops and their immediate surroundings. In these regions, a dense distribution of dimensionless dynamic pressure on equipotential lines is noted, indicating a notable velocity gradient in this flow area. Consequently, under the non-cavitation model, energy loss in the wake flow field around the cylinder typically occurs in spatial regions where a substantial velocity gradient exists between the center and the edge of the vortex.
In Figure 2B, it can be observed that the introduction of the SS cavitation model results in energy loss in the vortex separation region near the upper and lower surfaces of the cylinder, as well as in the wake region. Notably, the areas where energy loss occurs in the wake flow field are relatively dispersed, and the distribution area is comparatively small. The trend in the distribution of dimensionless dynamic pressure on equipotential lines generally aligns with that observed under the non-cavitation model.
Under the SS cavitation model, locations of energy loss in the wake flow field around the cylinder typically coincide with low-pressure regions experiencing substantial pressure drops. In these areas, a dense distribution of dimensionless dynamic pressure on equipotential lines is noted, indicating a significant velocity gradient in this flow region. Consequently, under the influence of the SS cavitation model, energy loss in the wake flow field around the cylinder generally occurs in spatial regions exhibiting a substantial velocity gradient between the center and the edge of the vortex.
When Figures 2A, B are compared, both display energy loss from the vortex separation region on the cylinder surface to the near-wake region. In contrast to the SS cavitation model, under the non-cavitation model, the energy loss region in the near-wake area is more concentrated, and the area is relatively larger. The primary reason for this difference lies in the generation of cavitation bubbles in the wake flow field when employing the SS cavitation model. These bubbles compress the upstream fluid, causing deceleration of the upstream flow and significant deformation of the detached multi-scale vortex system. Consequently, under non-cavitation model, the maximum dimensionless dynamic pressure in the wake flow field is higher than that under combined SS cavitation model conditions. Simultaneously, the compression of the multi-scale vortex system by the cavitation bubbles induces deformation and dispersion of the vortex system, resulting in a more scattered distribution of the regions experiencing energy loss in the wake flow field. However, in both conditions, energy loss in the wake flow field around the cylinder occurs in regions with a significant velocity gradient.
In Figure 3, under non-cavitation model conditions, the areas characterized by higher entropy production values in the wake flow field are larger when compared to those observed under the SS cavitation model. This distinction arises because, under non-cavitation model conditions, the multi-scale vortex system in the flow field remains relatively intact, featuring interactions solely between vortex systems. Consequently, the areas with significant changes in pressure gradient in the wake flow field, and hence higher entropy production values, are relatively larger, and there are nearly no points with exceptionally high entropy production.
[image: Illustration with two panels labeled A and B. Both show vertical brown structures resembling cylinders, identified with red arrows and labeled "Cylinder." The background has scattered brown spots, and some shapes are highlighted in green.]FIGURE 3 | Locations of energy loss and the magnitude of entropy production values in the wake flow field. (A) Non-cavitating, (B) SS model (σ = 2.92).
Conversely, in the wake flow field under the combined SS cavitation model, the presence of cavitation bubbles results in the compression of the upstream fluid, inducing deceleration in the upstream flow. This leads to a reduction in velocity and velocity gradient within the boundary layer near the cylinder surface. Consequently, in the regions near the cylinder surface, most of the extreme points of entropy production are smaller than those observed under the non-cavitation model. Moreover, the generation of cavitation bubbles in the wake flow field compresses the multi-scale vortex system, causing significant deformation. The initially more concentrated vortices weaken in strength and disperse in the near-wake region due to the compression effect of the cavitation bubbles. This results in the emergence of some regions with significant changes in pressure gradient between interacting vortices, leading to localized extreme points of high entropy production.
3.2 Quantitative analysis of energy loss distribution in the wake flow field
For the facilitation of a quantitative analysis of energy loss in the near-wake flow field around a cylinder, the region is systematically divided into four zones: W0, W1, W2, and W3. These zones correspond to the leading-edge region, trailing-edge region, near-wake region, and far-field region of the wake flow field around the cylinder, as illustrated in Figure 4.
[image: Color-coded diagram divided into vertical sections labeled W0, W1, W2, and W3 with colors light blue, purple, pink, and green, respectively. A white circular area intrudes into the W0 section. Horizontal and vertical axes range from negative one point five to positive one point five and negative one to five, respectively.]FIGURE 4 | Diagram of the partitioned zones in the wake flow field.
By integrating entropy production rates in each region, the calculation of energy losses is conducted and summarized in Table 1. The results emphasize a significant disparity in total energy loss, with the leading-edge region exhibiting notably greater losses compared to the other three regions, both in the absence of cavitation and when the SS cavitation model is incorporated. Notably, the energy loss in the leading-edge region without cavitation slightly exceeds that with the SS cavitation model. In both operational conditions, energy loss locations in this region concentrate near the upper and lower surfaces of the cylinder’s leading edge. In contrast, entropy production in the wake flow region is notably smaller than those in the leading-edge region. Specifically, losses in the trailing-edge region, near-wake region, and far-field region are compared, as illustrated in Figure 5. Observations indicate a gradual decrease in entropy production from the near to the far direction of fluid flow in the wake region. Furthermore, when the SS cavitation model is incorporated, energy losses in each region of the wake flow field are lower compared to the condition without cavitation. This reduction is primarily attributed to the generation of cavitation bubbles in the wake flow field, compressing the upstream fluid and leading to a decrease in flow velocity in the near-wake region. Consequently, the intensity of multiscale vortices diminishes, and the average velocity gradient between vortices decreases, thereby reducing entropy production in the wake flow field.
TABLE 1 | Energy loss in the near wake region of the cylinder.
[image: Table comparing flow domain values for non-cavitation and SS cavitation models. For the leading edge, values are \(1.68 \times 10^{-2}\) (non-cavitation) and \(1.55 \times 10^{-2}\) (SS cavitation). Trailing-edge values are \(5.84 \times 10^{-4}\) and \(2.04 \times 10^{-4}\). Near-wake values are \(4.38 \times 10^{-5}\) and \(1.33 \times 10^{-5}\). Far-field values are \(8.72 \times 10^{-5}\) and \(1.14 \times 10^{-5}\).][image: Bar chart comparing the increase in a variable labeled ΔSₑₓᵢₜ (W/K) across three conditions, W1, W2, and W3, for Non Cavitation and SS model (σ=0.92). W1 shows the highest value with Non Cavitation reaching 5.88x10⁻³, and the SS model reaching 2.86x10⁻³. Both W2 and W3 have lower and similar values around 4.03x10⁻⁵ and 4.13x10⁻⁵ for Non Cavitation, and 1.39x10⁻⁵ and 1.54x10⁻⁵ for the SS model. The chart has a legend differentiating between Non Cavitation (light) and SS model (dark).]FIGURE 5 | Energy loss in each region for different working conditions.
Figure 6 displays the proportions of direct entropy production (left) and fluctuating entropy production (right) in the corresponding regions of the wake flow field. A comparison reveals that in the absence of cavitation, entropy production in the leading-edge region is primarily attributed to direct entropy production. In contrast, in the trailing-edge, near-wake, and far-field regions, the proportion of fluctuating entropy production gradually increases, becoming the primary source of entropy production in those areas. However, with the incorporation of the SS cavitation model, entropy production in the leading-edge, trailing-edge, and near-wake regions of the wake flow field are predominantly associated with direct entropy production, while in the far-field region, fluctuating entropy production assumes prominence. Remarkably, in both scenarios, entropy production in the leading-edge region is primarily due to direct entropy production. This is a consequence of significant pressure gradient variation in this region. Simultaneously, the presence of cavitation bubbles in the wake flow field compresses the upstream fluid, causing a decrease in the ratio of fluctuating entropy production to total entropy production in the trailing-edge and near-wake regions. In the far-field region, entropy production is primarily associated with fluctuating entropy production. Due to the influence of cavitation bubbles, the proportion of fluctuating entropy production in this region is slightly lower when the SS cavitation model is applied compared to the condition without cavitation. Combining this information with Figure 5, it is evident that under SS cavitation model conditions, the total entropy production in the trailing-edge, near-wake, and far-field regions of the wake flow field decreases, accompanied by a corresponding reduction in the proportions of fluctuating entropy production in each region.
[image: Comparison of two horizontal bar charts, labeled A and B, each with four sections (W0 to W3) showing percentage ratios. Both charts have colored segments representing ratios in blue, green, red, yellow, black, and magenta, with percentages annotated inside. Chart A shows varied distributions, while Chart B displays some sections reaching 100 percent. A purple dashed vertical line marks a central reference point.]FIGURE 6 | Percentage of pulsating entropy production (left) versus direct entropy production (right) in each region. (A) Non-cavitating, (B) SS model (σ = 2.92).
In summary, under both operational conditions, entropy production in the flow field around the cylinder are predominantly governed by direct entropy production in the leading-edge region (W0) and fluctuating entropy production in the far-field region (W3). The impact of cavitation bubbles on entropy production is primarily manifested in the trailing-edge region (W1) and near-wake region (W2).
3.3 Analysis of wall entropy production
Figure 7 depicts wall entropy production on the surface of the cylinder for both the non-cavitation model and the combined SS cavitation model, with the 180° direction corresponding to the leading-edge stagnation point on the cylinder surface, and the 0° direction corresponding to the trailing-edge stagnation point. The distribution, magnitude, and trends of wall entropy production on the cylinder surface are generally consistent for both the non-cavitation model and the combined SS cavitation model, as revealed in the graph. In summary, wall entropy production on the cylinder surface primarily concentrates on the upper and lower surfaces near the leading edge. The leading-edge surface exhibits a slightly higher maximum wall entropy production in the non-cavitation model compared to the combined SS cavitation model. However, during minor wall entropy production fluctuations on the trailing-edge surface, the maximum wall entropy production in the combined SS cavitation model surpasses that in the non-cavitation model. According to wall entropy production theory, the magnitude of wall entropy production is primarily related to the velocity of the fluid in the vicinity of the wall and the wall shear stress induced by velocity gradients. Thus, the distribution trend of wall entropy production along the cylinder surface aligns generally with the velocity distribution trend in the nearby region. This suggests that wall entropy production is mainly concentrated in regions with higher velocity gradients, and as velocity gradients increase, the values of wall entropy production also increase.
[image: Polar plot showing two sets of data labeled NC (blue) and SS (green). Both sets form symmetric patterns along the 150 to 330-degree axis, with values ranging from zero to 18 watts per square meter.]FIGURE 7 | Entropy production on the surface of the cylinder with and without cavitation model.
Given the frequent incidence of energy losses in regions characterized by substantial velocity gradients, there arises a necessity for a meticulous investigation into entropy production rates within the velocity boundary layer on the surface of the cylinder. Circles C1, C2, and C3, centered around the cylinder’s axis, were deliberately selected within the velocity boundary layer at distances ranging from 0.5D to 0.525D. The visual representation of the distribution of entropy production rates for these circles is presented in Figures 8, 9.
[image: Polar plots labeled A, B, and C compare blue and green elliptical data distributions. Each plot has axes labeled ψ and φ, with differing units and scales. The legends differentiate the two data sets by color.]FIGURE 8 | Entropy production at different locations and under different conditions in velocity boundary layer. (A) C1, (B) C2, (C) C3.
[image: Two polar plots labeled A and B display wind vector data. Both plots show an elliptical shape in blue, indicating the wind direction and intensity, with axes labeled in degrees from 0 to 360 and values in kilowatts per square meter. The legend uses blue for \(C_d\), green for \(C_l\), orange for \(\psi\), and red for \(\theta\). Both plots have similar shapes, indicating consistent data across different conditions or scenarios.]FIGURE 9 | Distribution of entropy production in boundary layer under different working conditions. (A) Non-cavitating, (B) SS model (σ = 2.92).
Referring to Figure 8, it becomes evident that the distribution trends of entropy production rates on circles C1, C2, and C3 remain consistently similar for both the non-cavitation model and the combined SS cavitation model. At the leading-edge stagnation point (180°), the entropy production rate is nearly zero for all three circles. Proceeding clockwise from the leading-edge stagnation point to the region near the upper surface flow separation point (ranging from 180° to 90°), in both scenarios, the entropy production rate rapidly increases to a maximum value and then experiences a rapid decrease. On the trailing-edge surface (ranging from 90° to 270°), there is a pronounced fluctuation of entropy production rate only in the vicinity of the trailing-edge stagnation point (0°). Near the lower surface flow separation point and back to the leading-edge stagnation point, the entropy production rate again rapidly increases to a certain maximum value before decreasing rapidly.
Upon comparing C1, C2, and C3, it is apparent that the locations of the maximum entropy production rates on the surface of the cylinder are generally consistent for both the non-cavitation model and the combined SS cavitation model. However, in the region beneath the cylinder, the maximum entropy production rate in the non-cavitation model significantly exceeds that in the combined SS cavitation model. As analyzed earlier, in the trailing-edge region, both operating conditions are significantly influenced by fluctuating entropy production. Consequently, the difference in energy losses mainly depends on the distribution of fluctuating entropy production, which is associated with the dissipation of turbulent kinetic energy in the fluid. Due to the quasi-periodic nature of the wake flow field, the distribution of turbulent kinetic energy dissipation rate on the cylinder surface is also quasi-periodic. At present, the turbulent kinetic energy dissipation on the upper surface concentrates near the leading edge, which is consistent with the flow separation point on the upper surface. This results in minimal generation of fluctuating entropy production in the velocity boundary layer on the upper surface of the cylinder. Therefore, in the velocity boundary layer on the upper surface of the cylinder, the trends of entropy production rates are similar for both the non-cavitation model and the combined SS cavitation model, with the maximum entropy production rate slightly higher when the SS cavitation model is incorporated.
Concurrently, the turbulent kinetic energy dissipation on the lower surface concentrates near the trailing edge, which is consistent with the flow separation point on the lower surface. Therefore, although the trends of entropy production rate distribution in the region near the lower surface are similar for both cases, the region is closer to the trailing-edge region (W1). Under the influence of cavitation bubble compression, the maximum entropy production rate in the velocity boundary layer on the lower surface of the cylinder is significantly smaller when the SS cavitation model is incorporated compared to the non-cavitation model. Meanwhile, in the region near the trailing-edge stagnation point of the cylinder, the effect of cavitation bubble compression in the wake flow field significantly influences the velocity boundary layer’s maximum entropy production rate under non-cavitation model conditions, making it much greater than that under the combined SS cavitation model. This observation indicates that the presence of cavitation bubbles in the wake flow field around the cylinder compresses the upstream fluid, leading to a reduction in the flow velocity and, consequently, a decrease in velocity gradients in the velocity boundary layer on the cylinder surface when the SS cavitation model is incorporated. This further elucidates the sharp decrease in the proportion of fluctuating entropy production in the leading-edge and trailing-edge regions observed in Figure 7 under both non-cavitation and combined SS cavitation model conditions.
According to Figure 9, it is evident that the variation trend of entropy production rate distribution within the velocity boundary layer remains fundamentally consistent under both non-cavitation and combined SS cavitation model conditions. The entropy production rate gradually decreases from the inner to the outer layers, and the location of the maximum entropy production rate also progressively shifts away from the leading-edge stagnation point. This shift is primarily attributed to flow separation occurring on the surface of the cylinder. In summary, the impact of vortex cavitation in the wake flow field around the cylinder on the distribution trend of entropy production rates within the velocity boundary layer on the cylinder surface is relatively minor. However, it significantly affects the magnitude of entropy production rates and the proportion of contributions from different sources to entropy production.
4 CONCLUSION

	1. Energy loss in the wake flow field around a cylinder, from the region of flow separation on the cylinder surface to the near-wake area, is evident irrespective of the presence or absence of cavitation model conditions. However, under non-cavitation conditions, the energy loss region in the near-wake area is more concentrated and relatively larger. Regardless of the conditions, energy loss occurs in regions with very high velocity gradients.
	2. The locations of energy loss are concentrated near the upper and lower surfaces of the cylinder, particularly near the leading edge, in both scenarios. In the leading-edge region (W0), energy loss is primarily attributed to direct entropy production, while in the far-field region (W3), fluctuating entropy production dominates. The influence of cavitation bubbles on entropy production is mainly observed in the trailing-edge region (W1) and near-wake region (W2).
	3. The distribution trends of wall entropy production on the cylinder surface are generally consistent in both scenarios, with wall entropy production concentrated in regions with high velocity gradients. As velocity gradients increase, the values of wall entropy production also increase. Analysis of entropy production rates at different positions in the velocity boundary layer, on circles C1, C2, and C3, reveals consistent distribution trends under both non-cavitation and combined SS cavitation model conditions, displaying two peaks. However, under non-cavitation model conditions, the maximum entropy production rate in this region’s velocity boundary layer is significantly greater than that under the combined SS cavitation model.
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The non-cavitating and cavitating wake flow of a circular cylinder, which contains multiscale vortices, is numerically investigated by Large Eddy Simulation combined with the Schnerr–Sauer cavitation model in this paper. In order to investigate the spatiotemporal evolution of cavitation vortex structures, the Proper Orthogonal Decomposition (POD) method is employed to perform spatiotemporal decomposition on the cylinder wake flow field obtained by numerical simulation. The results reveal that the low-order Proper Orthogonal Decomposition modes correspond to large-scale flow structures with relatively high energy and predominantly single frequencies in both non-cavitating and cavitating conditions. The presence of cavitation bubbles in the flow field leads to a more pronounced deformation of the vortex structures in the low-order modes compared to the non-cavitating case. The dissipation of pressure energy in the cylinder non-cavitating wake occurs faster than the kinetic energy. While in the cavitating wake, the kinetic energy dissipates more rapidly than the pressure energy.
Keywords: cylinder wake, cavitation, mode, vortex, proper orthogonal decomposition

1 INTRODUCTION
Vortex cavitation is a common physical phenomenon in hydraulic machinery (Arndt, 1981; Lei et al., 2014; Tan et al., 2015), typically occurring at the inlet and outlet edges of hydraulic components (Gu et al., 2024) and at the rear of flow-obstructing bodies (Leonard and Koumoutsakos, 1993; Li et al., 2019; Ghahramani et al., 2020). Cavitation induces fluctuations in fluid pressure within the flow field (Liu et al., 2020; Ji et al., 2020), resulting in uneven surface load distribution on flow components and generating hydrodynamic noise (Sadri and Kadivar, 2023). In severe cases, it can lead to cavitation damage on flow components (Zhang et al., 2016), thereby affecting the operational stability of hydraulic machinery. To mitigate the adverse effects of cavitation on hydraulic machinery, a clear and comprehensive understanding of the evolution mechanism of cavitation vortex structures is imperative. However, direct investigation of cavitation vortex shedding characteristics through hydraulic machinery is extremely challenging. Commonly used hydraulic machinery in engineering exhibits not only com-plex structures but also necessitates substantial computational resources for numerical simulations. Simultaneously, the influence of dynamic and static flow components on each other complicates the accurate capture of intricate vortex systems (Lei et al., 2018). Flow around a circular cylinder is one of the classical problems in fluid mechanics (Berger and Wille, 1972). At low Reynolds numbers, the flow is steady, and as the Reynolds number gradually in-creases, vortex shedding occurs around the cylinder, eventually forming a pair of wake vortices. At higher Reynolds numbers, the wake vortices become unstable, leading to periodic oscillations and the formation of a von Kármán vortex street (Williamson, 1996). Studies have revealed (Norberg, 2003; Desai et al., 2020) that at high Reynolds numbers, the wake flow field around a cylinder exhibits a rich array of multiscale vortex structures. Starting from the separation points on the upper and lower surfaces of the cylinder, multiscale vortex structures emerge continuously relative to spatial scales. These vortex structures of different scales constitute the unique multiscale vortex system in the wake flow field, making it an ideal model for studying vortex cavitation characteristics (Kumar et al., 2017; Dobroselsky, 2019; Brandao et al., 2020).
For vortex cavitation, accurately describing and understanding the complex variations in flow structures and the mechanisms of instability are crucial. Among the various methods for obtaining main flow structures, Proper Orthogonal Decomposition (POD) has been widely utilized (Berkooz et al., 1993; Holmes et al., 1997; Hu et al., 2023). The POD method is an efficient order reduced technique, grounded in the core principle of identifying an optimal set of standard orthogonal bases (Chatterjee, 2000). These bases are chosen to maximize the successive reduction of the projection of sample data onto them. By selectively retaining the larger projections (containing higher energy), the first few modes are captured. Consequently, this method allows for the representation of the majority of the flow energy with a limited number of low-order POD modes. The classic POD method was first introduced to the fluid-dynamics community by Lumley (Lumley, 1967) as an attempt to reveal the elusive coherent structures that populate turbulent flows. Then Sirovich et al. (Sirovich, 1987a; Sirovich, 1987b) improved the classical POD method by introducing the Snapshot POD approach. In this method, the concept of spatiotemporal transformation is applied, enabling the POD method to handle complex flow fields effectively. The effectiveness of POD has been validated by numerical and experimental studies in analyzing coherent structures. Utturkar et al. (Utturkar et al., 2005) stated that this modal analysis enables to discern the flow structures obtained in numerical simulations considering various turbulence models. Danlos et al. (Danlos et al., 2014) studied the effect of surface roughness on the cavitation shedding behavior using longitudinal grooves, and applied POD on snapshots to classify the cavitation regime of sheet or cloud cavity. Results show that the phase portraits, the Lissajous figure, and the energy content of the first mode are validated to identify different regimes. Miyanawala et al. (Miyanawala and Jaiman, 2019) used the POD method to analyze the dominant coherent structures of wake flow around a square cylinder. Smith et al. (Smith et al., 2020) employed the POD method to identify various cloud cavitation shedding modes by their spatial locations. In this paper, in order to investigate the spatiotemporal evolution mechanism of cavitation vortex structures and reveal the interactions between multiscale vortex systems and cavitation, we employ the POD method to perform spatiotemporal decomposition on the wake flow field around a cylinder and make a comprehensive comparative analysis in the cavitating and non-cavitating conditions.
2 METHODOLOGY
2.1 Governing equations and the LES approach
The cavitating flow involves liquid and vapor phases. In this work, the homogeneous mixture model was adopted, assuming the multiphase fluid components share the same velocity and pressure. The mass and momentum conservation equations for the mixture flow are shown as follows:
[image: The image shows a mathematical equation: the partial derivative of rho sub m with respect to t plus the partial derivative of the product of rho sub m and u sub j with respect to x sub j equals zero. The equation is labeled as equation one.]
[image: Fluid dynamics equation showing the conservation of momentum. It includes terms for density, velocity, pressure, and viscosity, displayed in a continuity equation format with partial derivatives.]
[image: Equation representing a mixture density: ρ subscript m equals ρ subscript s times α subscript s plus ρ subscript l times one minus α subscript s, labeled as equation three.]
[image: Mathematical formula labeled as equation four: \( \mu_m = \mu_f \alpha_w + \mu_l (1 - \alpha_w) \).]
where [image: It seems there was an error with the image upload. Please try uploading the image again, and I will be happy to help with the alternate text.] represents the velocity in the i direction; [image: Please upload the image or provide a URL so I can create the alt text for you.] is the pressure; [image: The image shows the Greek letter rho, ρ, with a subscript "m".] and [image: The Greek letter "mu" followed by the subscript "m".] represent the mixture density and dynamic viscosity respectively; the subscripts [image: It seems there was an issue with the image upload. Please try uploading the image again, and I will help you with the alt text.] and [image: Hand-drawn letter "v" with a tail extending from the right side, resembling a cursive style.] denote the water and vapor phases respectively; [image: It seems like there was an error with uploading the image. Could you try uploading the image again, or provide more context if it is a text or symbol you need help with?] is the vapor volume fraction.
In order to solve the above conservation equations, the LES approach was used, carrying out filtering in a small-space area, and dividing the turbulent flow into large-scale motion and small-scale motion. The large-scale motion is solved directly while the small-scale motion is modelled using the Smagorinsky-Lilly subgrid-scale model.
2.2 Cavitation model
The mass transfer between the vapor and liquid phases in cavitating flows is depicted using the following governing equation:
[image: Equation showing partial derivatives: the derivative with respect to time of the product of density and alpha plus the derivative with respect to \(x_j\) of the product of density, alpha, and velocity equals \(m_e\) minus \(m_c\). Labeled as equation (5).]
The source terms [image: Italic lowercase letter "m" with a subscript "e".] and [image: Lowercase letter "m" with a subscript "c".] represent the evaporation and condensation rates during the phase change. The source terms have different expressions. In the present study, the Schnerr–Sauer cavitation model is used, expressed as,
[image: Mathematical equation depicting the value of m subscript e equals the product of three times rho subscript f, rho subscript l, alpha subscript l, and one minus alpha subscript l, divided by rho subscript m, R subscript S, multiplied by the square root of two times the absolute value of p subscript v minus p divided by three times rho subscript l. Condition: p is less than or equal to p subscript v. Equation number six.]
[image: Equation depicting a formula where \( m_t \) equals fraction \(\frac{3 \rho_f \rho_l}{\rho_m}\), multiplied by \(\alpha_t (1 - \alpha_t)\) over \( R_B \), which is further multiplied by the square root of \(\frac{2 | P - P_t |}{3 \rho_l}\), applicable when \( P > P_t \). Expression labeled as equation (7).]
where [image: Please upload the image or provide a URL for it, and I will help you create the alternate text.] is the saturated vapor pressure; [image: It looks like you've added a mathematical expression instead of an image. To provide alternate text, please upload the image or give me a URL link.] is the nucleus radius, expressed as [image: The formula for \( R_B \) is given by \( \left( \left( \alpha_w / (1 - \alpha_w) \right) \left( 3 / 4 \pi n \right) \right)^{1/3} \).], where [image: Please upload the image or provide a URL, and I will create the alternate text for you.] is the given empirical constant and the default value is [image: Please upload the image or provide a URL so I can create the appropriate alt text for you.] = 1×1013.
2.3 Numerical setup
The computational model is shown in Figure 1. The cylinder diameter D is 9.5 mm, and the two-dimensional computational domain is 60D × 30D with an upstream dimension 10D and a downstream dimension 50D. The computational domain is discretized using structured grids, and the grids in the cylinder surface and wake region are locally refined. The total number of elements is about 336,000 and the average wall y + value is less than 4.6.
[image: Diagram A shows a rectangular boundary with marked boundaries one to four, indicating flow direction towards a cylinder labeled "D." Diagram B displays a grid with a circular central point and varying shades, marked with x and y axes labeled as multiples of "D."]FIGURE 1 | Computational model: (A) computational domain; (B) local grids.
In the present study, the commercial software Fluent is employed for numerical simulation. Boundary 1 of the computational domain is set as a velocity inlet with a value [image: A mathematical expression showing the letter "V" followed by the infinity symbol (∞).] = 1 m/s, and the corresponding Reynolds number is [image: It seems like there was an error in uploading the image. Please try uploading the image again or provide a URL. You can also add a caption for more context.] = 9500. Boundary 3 is set as a pressure outlet, and the value [image: The image appears to show the mathematical symbol \( p_{\infty} \), suggesting a concept related to probability or limits as they approach infinity.] is set according to the cavitation number, defined as [image: Formula for cavitation number: sigma equals the difference between p subscript infinity and p subscript v, divided by zero point five times rho subscript l times V subscript infinity squared.]. A no-slip boundary condition is imposed on the cylinder surface and the free slip condition on the up and down walls (Boundary 4 and Boundary 2). The working fluid is water and vapor, in which the density of water is 1,000 kg/m3, the dynamic viscosity being 0.001 Pa s, and the saturated vapor pressure is 3,540 Pa. The solution method adopts pressure-based solver and a coupled pressure–velocity coupling algorithm. The pressure dispersion mode is second-order discrete mode, and the momentum equation is discrete by finite central difference scheme. The transient scheme is a second-order backward Euler algorithm. The time step is set to 0.05 ms such that the courant number does not exceed 1.0 in the computations. The convergence criterion of all residuals is 10–6. The validation of the present numerical simulation can be found in our previous work (Gu et al., 2021). It should be mentioned that in the following analyses, all parameters shown in the figures are nondimensionalized via the cylinder diameter and the inlet velocity.
2.4 Proper orthogonal decomposition
The core idea of the POD method is to search for the optimal orthogonal basis function space in terms of mean-square sense from a set of spatial data of time series. It uses a smaller number of orthogonal bases to approximate the high-order data description. The flow field information in this study is derived from CFD simulation results, primarily encompassing pressure and velocity fields. The initial step involves selecting a set of sample snapshots. Specifically, N snapshots at different time instants are chosen at equal time intervals from the numerical simulation results. These snapshots constitute a sample information matrix [image: It seems there is no image attached. Please upload the image, and I can help generate the alt text for you.], which combines temporal and spatial dimensions, as described in Eq. (8). Here, M represents the number of grid nodes.
[image: Matrix equation showing \( \mathbf{U}(x_i, t_j) \) as a matrix. The matrix has elements \( u(x_1, t_1), u(x_1, t_2), \ldots, u(x_1, t_N) \) in the first row and \( u(x_2, t_1), u(x_2, t_2), \ldots, u(x_2, t_N) \) in the second row. The pattern continues to \( u(x_M, t_1), u(x_M, t_2), \ldots, u(x_M, t_N) \) in the last row, represented by ellipses. Equation number (8) is noted.]
In general, the spatial length M is much larger than the time length N. Therefore, the covariance matrix constructed from the sample snapshot set [image: Please upload the image or provide a URL for me to generate the alternate text.] is an M×M matrix, making the computation of its eigenvalues and eigenvectors challenging. To address this issue, this paper employs the Snapshot POD method to perform modal decomposition on the matrix [image: Please upload the image you want to describe, and I will provide the alternate text for it.], transforming a high-dimensional M-order matrix into a lower-dimensional N-order matrix, significantly simplifying the computation process. The specific calculation procedure is as follows:
Compute the time average of each collected sample,
[image: Equation showing the average value, \(\overline{U}(x_i)\), as the sum of \(U(x_i, t_j)\) from \(j=1\) to \(N\), divided by \(N\). Numbered as equation (9).]
The pulsating flow field can be obtained by subtracting the time average from the original sample snapshot,
[image: The equation shows \(\bar{U}(x_i,t) = U(x_i,t) - \overline{U(x_i)}\), labeled as equation (10).]
The next step is to compute the covariance matrix C,
[image: Mathematical equation depicting C equals one over M times U-hat transposed times U-hat, labeled as equation eleven.]
We then compute the eigenvalues and eigenvectors of C,
[image: Matrix equation representing the eigenvalue problem: \(CA = \lambda A\), with equation number (12) on the right.]
where [image: Mathematical expression showing a vector A as a sequence: A equals parenthesis A subscript 1, A subscript 2, continuing to A subscript N, end parenthesis.] represents the eigenvectors of matrix C, [image: The image shows a mathematical expression: lambda equals a vector of elements (lambda sub 1, lambda sub 2, through lambda sub N), all transposed.] represents the eigenvalues of matrix C, and they are arranged in descending order. Utilizing the eigenvalues and eigenvectors, we can calculate the various orders of POD modes [image: Mathematical expression showing phi sub j of x, denoted by the Greek letter phi with a subscript j followed by the variable x inside parentheses.] and their corresponding modal coefficients [image: Mathematical notation representing the derivative of \( a_j(t) \), indicating a function \( a \) dependent on time \( t \) with a subscript \( j \).],
[image: Mathematical equation showing phi sub j of x equals one divided by the square root of lambda sub j, multiplied by U, A sub j hat, with reference number thirteen.]
[image: The equation for \( a_i(t) \) is shown as \(\frac{\phi_j(x)^T \cdot \hat{U}}{\phi_j(x)^T \phi_j(x)}\), labeled as equation (14).]
The energy of each order of POD mode can be characterized by the eigenvalues λ. Based on the decomposed modes and their corresponding modal coefficients, one can select the first modes with a high percentage of energy for flow field reconstruction. For instance, if you choose to use k modes, the reconstructed flow field at any given time can be expressed as:
[image: Mathematical equation showing \( \mathbf{U}(x,t) = \bar{\mathbf{U}}(x) + \sum_{{i=1}}^{k} a_i(t) \cdot \mathbf{\Phi}_i(x) \), labeled as equation 15.]
3 RESULTS AND DISCUSSION
To provide a comprehensive view of transient flow field information, we extracted 200 transient data files for the wake flow around a cylinder under both non-cavitating and cavitating flow conditions. The total duration covered by these 200 transient files corresponds to 20 quasi-periods of the cylinder’s surface lift coefficient for each respective operating condition. For each of these 200 transient files, velocity field snapshots and pressure field snapshots were extracted. Subsequently, the POD on the flow field was performed using MATLAB R2016b.
3.1 Analysis of wake flow field around a cylinder without cavitation
In the non-cavitating case, the first six modes of proper orthogonal decomposition of the wake flow around the cylinder, using the transient pressure field, are shown in Figure 2. The first six POD modes using the transient velocity field are depicted in Figure 3.
[image: Seven panels show pressure distributions around a circular object. The top panel represents mean pressure, while the six bottom panels illustrate different pressure modes. Blue and red gradients indicate pressure variations, with a color bar providing pressure ranges. Each mode highlights differing pressure patterns and areas of intensity around the circle.]FIGURE 2 | Mean pressure field and the first six POD modes based on pressure field (without cavitation).
[image: Seven visualizations display fluid flow around a circular object. The top image shows the mean velocity, while the six lower images (Modes 1 to 6) depict different flow modes. Color scales indicate velocity in meters per second, with darker shades representing higher velocities. Each mode visualizes variations in flow patterns.]FIGURE 3 | Mean velocity field and the first six POD modes based on velocity field (without cavitation).
From the average pressure field, it can be observed that the non-cavitating wake flow field around the cylinder exhibits basically symmetry about the wake centerline. The region near the leading-edge stagnation point corresponds to the highest average pressure area, while the region near the trailing edge stagnation point represents the lowest average pressure area. When examining the spatial distribution of various order of POD modes of the fluctuating pressure field, it becomes evident that with an increase in mode order, different degrees of localized high-pressure and low-pressure regions appear alternately within the wake flow field around the cylinder. Additionally, the pressure in the wake flow field exhibits an asymmetric distribution along the wake centerline. This asymmetry primarily arises from the interactions and evolution of multi-scale vortices generated within the wake flow field.
From the average velocity field, it is evident that, in the non-cavitating case, the average flow field in the wake region around the cylinder exhibits a symmetric distribution about the wake centerline basically. The areas near the leading-edge stagnation point and trailing-edge stagnation point correspond to the lowest average velocity regions, while the regions near the upper and lower surfaces of the cylinder represent the highest average velocity areas. Examining the spatial distribution of various order of POD modes of the fluctuating velocity field, it becomes apparent that in the lower-order modes, the flow structures corresponding to fluctuating velocity are concentrated in the region near the trailing-edge stagnation point and exhibit basic symmetry about the wake centerline. For instance, in modes 1 and 2, two large, oppositely oriented vortices are present in the region near the trailing-edge stagnation point, and both are distributed along the wake centerline. In mode 2, two smaller shedding vortices are observed near the upper and lower surfaces of the cylinder. In mode 3, two similarly sized and oppositely oriented vortices are present on the cylinder’s rear surface and near the wake region, with smaller shedding vortices on the cylinder’s surface. Starting from mode 4, the vortex structures in the wake flow field are no longer regular, their spatial distribution lacks strong symmetry, and the flow structures become more fragmented and finer.
Overall, in the non-cavitating wake flow field around the cylinder, the various order of modes obtained through POD of the two types of fluctuating fields tend to exhibit a transition toward finer and more intricate flow scales as the mode order increases.
The eigenvalues obtained through POD represent the energy content of various order mode. The maximum eigenvalue is related to the structure of the flow field with the maximum energy. The energy distribution of various order of POD modes based on fluctuating pressure field and fluctuating velocity field in the non-cavitating wake flow field around the cylinder is depicted in Figure 4.
[image: Two line graphs labeled A and B each display mode energy ratio and accumulative mode energy ratio distributions over modes. Graph A shows a blue curve with energy ratios decreasing, and a red curve with accumulative ratios increasing, peaking at 91.7126. Graph B presents similar patterns, with values peaking at 91.6944. Both include data points marked at intersecting dashed lines, and legends indicating curve types.]FIGURE 4 | Energy distribution of all POD modes based on pulsating pressure field (A) and pulsating velocity field (B) in the non-cavitating case.
Research has shown that in the case of flow around a square cylinder at Re = 100, the first four POD modes account for 99.4% of the total energy (Wang et al., 2014). In contrast, for the wake flow field around a cylinder at Re = 9500, the initial modes do not contain a significant portion of the energy, and it takes up to the 80th mode to reach 91.67% of the total energy, highlighting the complexity of the flow at Re = 9500. In the non-cavitating wake flow around the circular cylinder, compared to the energy distribution of various POD modes based on the fluctuating velocity field, the energy content in the lower-order modes corresponding to the fluctuating pressure field is lower. In contrast, the higher-order modes correspond to smaller-scale flow structures and have a higher energy contribution, eventually dissipating in the form of heat. These results indicate that in the non-cavitating wake flow around the circular cylinder, the dissipation of pressure energy occurs faster than the dissipation of kinetic energy.
After decomposing the flow field by the POD method, the flow structures corresponding to the low-order modes exhibit “coherent” characteristics. The coherence of the flow structures between modes mainly refer to the similarity in time evolution characteristics of adjacent modes, with a specific phase difference, as shown in Figure 5. The modal coefficients representing the time evolution characteristics of each selected flow field structure are subjected to FFT transformation to obtain the frequency characteristics of the corresponding flow structures for different modes, as shown in Figure 6.
[image: Graphs A and B display temporal data for different modes. Graph A shows oscillations for Mode 2 in black and Mode 3 in red over time t from 0 to 0.5. Graph B illustrates smaller fluctuations for Mode 197 in green and Mode 198 in orange over the same time period. Both graphs share the same time axis ranging from 0 to 0.5.]FIGURE 5 | Variation of POD modal coefficients of the non-cavitating wake flow around the cylinder based on pulsating pressure field: (A) low order modes; (B) high order modes.
[image: Two graphs showing modal coefficients. Graph A displays Mode 1 with peaks at various frequencies. Graph B overlays several modes with different colors, including M28 to M198, illustrating variation in modal coefficients with frequency.]FIGURE 6 | Frequency characteristics of POD modal coefficients of the non-cavitating wake flow around the cylinder based on pulsating pressure field: (A) mode 1; (B) higher order modes.
According to Figures 5A, 6A, it can be seen that the frequency composition component of the flow structures in low-order modes is relatively few, and the corresponding main frequency is distributed in the low-frequency band, which is consistent with the main frequency of vortex shedding in the non-cavitating wake flow. When the flow structures are in high-order modes, the frequency composition component is more complex, and both the wavelength and amplitude are significantly reduced compared to those in low-order modes. The fluctuation amplitude is uneven, and the wave composition is more complex, as shown in Figure 5B. Figure 6B shows the frequency distribution of flow structures corresponding to different modes. Modes 29 and 30 represent low-order modes, modes 99 and 100 represent intermediate modes, and modes 197 and 198 represent high-order modes. It can be seen that the frequency corresponding to low-order modes is concentrated in the low-frequency region, while that corresponding to high-order modes is concentrated in the high-frequency region. As the mode increases from low to high, the corresponding frequency also changes from low to high, and the frequency concentration area becomes wider, indicating that the flow structures in high-order modes exhibit multi-frequency characteristics.
In summary, as the modal order increases, the frequency of the flow structures in the wake flow around the circular cylinder at Re = 9500 gradually shifts towards high frequency and multi-frequency, indicating that the flow structures corresponding to each mode are not a single flow but are composed of multiple flow scales with different frequency characteristics.
According to the modal energy ratio curve in Figure 4, the first three modes contain relatively high energy ratios in the non-cavitating wake flow around the cylinder. Therefore, scatter plots of two-mode coefficients between each pair are conducted, as shown in Figure 7.
[image: Three scatter plots depict data relationships among modes. The first plot contrasts coefficients of mode 1 and mode 2; the second, mode 1 and mode 3; and the third, mode 2 and mode 3. Red dotted lines highlight the axes' origin, with data points scattered around.]FIGURE 7 | Scatter plot of modal coefficients (without cavitation).
Combined with modes 1 and 2 of the fluctuating velocity field, we can find that there are two opposite-directional vortices near the stagnation point behind the cylinder in mode 1, and the vortex near the stagnation point is stronger. In mode 2, there are also two opposite-directional vortices on the centerline near the stagnation point behind the cylinder, and these two shedding vortices are located at the edge region of two vortices in mode 1. The centers of these two vortices move away from the stagnation point. Meanwhile, there are two small shedding vortices attached symmetrically about the wake centerline on the surface of the cylinder. In mode 3, there are no longer any vortices on the centerline near the wake region. Instead, a pair of vortices with similar sizes and opposite directions are distributed symmetrically on both sides of the centerline near the wake region. The wake centerline region is where two vortex edges are squeezed together and their directions form a 180-degree angle with respect to the mainstream direction, which results in reverse impact on the stagnation point behind the cylinder and flow separation around it on its surface. Therefore, it can be seen from Figure 7 that there is a circular distribution of correlation between the two-mode coefficients being analyzed, indicating that the flow fields corresponding to both modes alternate cyclically.
According to POD modes, complex flows exist in the wake flow around a circular cylinder, including large-scale vortex structures as well as a large number of small-scale vortices. To identify dominant structures in the flow field more clearly, flow field reconstruction can be performed on decomposed flow fields. Figure 8 shows the pressure field reconstruction based using the first 13 modes with an energy content of 51.13% plus mean pressure field. Comparison shows that the POD-reconstructed flow field maintains overall characteristics of the original one. Local high-pressure and low-pressure areas as well as larger-scale vortex distributions in wake flow field are basically consistent with those in original flow field. Meanwhile, reconstructed flow fields remove small-scale flow structures from original ones, making the large-scale coherent structures smoother and more prominent.
[image: Two contour plots labeled A and B show fluid pressure distributions around circular objects. Blue to red color gradients indicate pressure levels, with blue for low and red for high. Plot A has pressure variations near the circle's edge and a concentrated blue area. Plot B shows similar patterns with distinct changes in pressure distribution around the circle. Both plots include axes labeled x/D and y/D.]FIGURE 8 | Flow field reconstruction [(A) original pressure field; (B) Reconstructed pressure field].
3.2 Analysis of cavitating wake flow field around a cylinder
The studied cavitation in the wake flow around a cylinder is induced by reducing the outlet pressure to a certain extent ([image: It seems there was an error in the input, and no image was provided. Please upload the image or provide a URL for it, and I will assist you with the alternate text.] = 2.92). A Proper Orthogonal Decomposition (POD) analysis is conducted on the cavitating wake flow field around the cylinder aiming to explore the structural features and temporal evolution characteristics of various POD modes. Figure 9 illustrates the first six modes of proper orthogonal decomposition of the cavitating wake flow around the cylinder based on the transient pressure field. Figure 10 presents the first 6 POD modes using the transient velocity field.
[image: Seven contour plots depict pressure variations. The top plot shows mean pressure around a circle, using a color gradient from blue to red indicating pressure levels. Below are six plots labeled Modes 1 to 6, each showing distinct pressure distributions around the circle, with varying blue and red patterns. A color bar on the top indicates pressure values in Pascals.]FIGURE 9 | Mean pressure field and the first six POD modes based on pressure field ([image: Looks like there was an issue with the image upload. Please try again, ensuring that you are attaching the image file correctly. If you like, you can also add a caption for context.] = 2.92).
[image: Velocity field visualizations showing a circular object in fluid flow. Seven panels depict mean velocity and modes one to six, with color gradients from blue to yellow indicating velocity magnitude. The circular object disrupts flow patterns differently in each mode.]FIGURE 10 | Mean velocity field and the first six POD modes based on velocity field ([image: It seems like there is an issue with the image upload. Please try uploading the image again, ensuring the file format is supported. If needed, you can provide a caption for additional context.] = 2.92).
From the average pressure field, it is evident that the cavitating wake flow field around the cylinder is also essentially symmetric about the centerline of the wake. The distribution trend is largely consistent with the trend of the average pressure field under non-cavitating conditions. However, under cavitation conditions, the area of the low-pressure region in the wake flow field significantly increases. This is primarily because under non-cavitating conditions, with increasing fluid velocity in the flow field, the local fluid pressure decreases. Thus, under non-cavitating conditions, the pressure in the flow field continues to decrease without restriction. However, after cavitation conditions are reached, when the pressure in the flow field drops below the saturated vapor pressure of the fluid, cavitation occurs. Existing cavitation models use pressure as a criterion to determine cavitation regions. Therefore, it is assumed that the pressure inside the cavitation is equal to the saturated vapor pressure of the liquid. This sets a lower limit on the pressure drop in regions with fast-flowing fluid, meaning that once the pressure drops to the saturated vapor pressure, it does not decrease further. Hence, under cavitation conditions, the area of low-pressure regions in the average pressure field is larger than that under non-cavitating conditions. Analyzing the spatial distribution of fluctuating pressure fields at various modes, it is observed that, apart from mode 1, starting from mode 2, the wake flow field exhibits alternating regions of varying degrees of local high and low pressure as the mode order increases. The distribution area is also larger than that under non-cavitating conditions. In mode 1, the pressure field structure in the wake region of the cylinder is predominantly characterized by high-pressure regions, with only occasional locally low-pressure regions near the centerline of the wake in the wake region, but with indistinct boundaries. As the mode order increases, due to the interaction of multiscale vortices in the wake flow field, the pressure exhibits characteristics of an asymmetric distribution along the centerline of the wake.
From the average velocity field, it is apparent that the average wake flow field around the cylinder under cavitation conditions is also essentially symmetric about the centerline of the wake. The specific distribution trend of the flow field is largely consistent with the flow field distribution under non-cavitating conditions. Examining the spatial distribution of various modes of flow in the fluctuating velocity field, it is observed that, compared to non-cavitating conditions, under cavitation conditions, the mode order with large-scale flow structures is increased in the near-wake region close to the rear stagnation point. Comparing low-order modes, it is found that the spatial distribution of flow structures in the first three modes under cavitation conditions is generally similar to that under non-cavitating conditions. However, in mode 2 under cavitation conditions, the directions of two larger-scale vortices are opposite to those under non-cavitating conditions. Meanwhile, among the modes under cavitation conditions, the flow structure of mode 5 is similar to that of mode 4 under non-cavitating conditions. This suggests that the generation of cavitation has a certain impact on the evolution of wake flow structures. Overall, the multiscale vortex structures in the fluctuating velocity field corresponding to various modes of flow under non-cavitating conditions are relatively regular, while under cavitation conditions, these structures undergo more severe deformation. Additionally, with the increase in mode order, the flow structures under cavitation conditions gradually exhibit more diverse small-scale flow characteristics.
The energy distribution of various modes obtained through Proper Orthogonal Decomposition based on the fluctuating pressure field and fluctuating velocity field in the cavitating wake flow around the cylinder is presented in Figure 11. The first mode of the fluctuating pressure field contributes to approximately 65.62% of the total energy, with the first five modes accounting for around 79.43%. For the fluctuating velocity field, the first eight modes contribute approximately 52.33% of the total energy, and the first 15 modes contribute about 64.24%. Clearly, the low-order modes of the fluctuating pressure field have a higher energy content than the fluctuating velocity field. Furthermore, in comparison to non-cavitating conditions, where the first 13 modes of the fluctuating pressure field contribute approximately 51.13% of the total energy, and the first 24 modes contribute around 63.40%, as well as the fluctuating velocity field with the first 10 modes contributing approximately 51.69% and the first 20 modes contributing approximately 63.88%, it is evident that under cavitation conditions, the low-order modes of both the fluctuating pressure field and fluctuating velocity field have higher energy content than under non-cavitating conditions. By comparing the modal structures based on the fluctuating pressure field under non-cavitating and cavitation conditions, it is observed that, under cavitation conditions, the pressure field structure becomes similar to that of non-cavitating conditions only from the second mode onward. The first mode under cavitation conditions exhibits a pressure field structure in the wake region characterized predominantly by high-pressure regions, with occasional locally low-pressure regions near the centerline of the wake, but with indistinct boundaries. Therefore, the structure of the first mode based on the fluctuating pressure field under cavitation conditions may be a contributing factor to the overall increase in energy content of the low-order modes.
[image: Two graphs labeled A and B compare mode energy ratio distribution (blue line) and accumulative energy ratio distribution (red line) against mode numbers on the x-axis. Both graphs have additional dotted lines marking specific values, with key values indicated in green text at intersections. The labels on the y-axes indicate energy ratios, with percentages shown. Both graphs include a legend explaining the lines.]FIGURE 11 | Energy distribution of all POD modes based on pulsating pressure field (A) and pulsating velocity field (B) ([image: It seems there's an error with the provided image link or format. Please try uploading the image again or provide a URL if available. Optionally, you can add a caption for additional context.] = 2.92).
In the cavitating wake flow field around the cylinder, in comparison to the energy distribution of various flow modes based on the fluctuating pressure field, the energy content in the structures corresponding to low-order modes in the fluctuating velocity field of is relatively low. Conversely, in the structures corresponding to high-order modes, there is a higher proportion of energy associated with small-scale flow structures, ultimately dissipating in the form of thermal energy. These results indicate that in the cavitating wake flow field around the cylinder, the dissipation of kinetic energy is faster than pressure energy, which is opposite to the situation under non-cavitating conditions.
The temporal and frequency domain distributions of POD modal coefficients for the cavitating wake flow field around the cylinder are illustrated in Figures 12, 13, respectively. In comparison to the non-cavitating conditions, the waveform characteristics of modal coefficients for various flow modes under cavitation conditions are generally similar. The frequencies predominantly exhibit low-frequency, singular characteristics corresponding to the low-order flow structures. Unlike the non-cavitating conditions, under cavitation conditions, the low-order flow structures in the wake flow field correspond to low characteristic frequencies, with relatively smaller amplitudes. As the modal order increases, the wavelength of the modal coefficients shortens, the amplitudes decrease, and the composition of the waves becomes more intricate. Simultaneously, the frequency characteristics of various flow structures tend to evolve towards higher frequency and multifrequency patterns. This suggests that under cavitation conditions, with increasing modal order, the flow structures in the wake flow field become more complex, demonstrating higher-frequency and multifrequency characteristics.
[image: Two line graphs labeled A and B depict different models over time, t. Graph A compares Model 1 (black line) and Model 2 (red line) with oscillating patterns between -0.18 and 0.18. Graph B shows Mode 197 (green line) and Mode 198 (orange line) with fluctuating values between -0.006 and 0.006.]FIGURE 12 | Variation of POD modal coefficients of the cavitating wake flow around the cylinder based on pulsating pressure field: (A) low order modes; (B) high order modes ([image: A lowercase Greek letter sigma (σ) in a serif font, displayed in a grayscale, slightly blurred appearance.] = 2.92).
[image: Chart A shows a plot of modal coefficient versus \( f \), demonstrating a peak around 20. Chart B is a three-dimensional plot displaying modal coefficients across multiple modes from V.M85 to V.M98, with varying lines and peaks.]FIGURE 13 | Frequency characteristics of POD modal coefficients of the cavitating wake flow around the cylinder based on pulsating pressure field: (A) mode 1; (B) higher order modes ([image: It seems there's an issue with the image upload. Please try uploading the image again or provide a URL, and I will be happy to help with the alt text.] = 2.92).
Scatter plots illustrating the pairwise relationship between the modal coefficients for the first three modes of the cavitating flow field are depicted in Figure 14. It can be observed that the correlation between the coefficients of the first and second modes exhibits a circular distribution, indicating that the flow field alternates cyclically between the first and second modes. The correlation between the coefficients of the first and third modes, as well as the second and third modes, displays a weaker circular distribution, suggesting that the flow field for these two modes alternates in a weak cyclic manner. This pattern aligns closely with the observations under non-cavitating conditions.
[image: Three scatter plots display coefficients between modes. The first plot shows mode 1 vs. mode 2, the second shows mode 1 vs. mode 3, and the third shows mode 2 vs. mode 3. Data points are dispersed around the origin with red dashed lines indicating x and y axes.]FIGURE 14 | Scatter plot of modal coefficients ([image: It seems there was an error with the image upload. Please try uploading the image again, and I'll be happy to help with the alt text.] = 2.92).
To facilitate a clearer identification of dominant structures within the flow field, a reconstruction of the wake flow field around the cylinder under cavitation conditions can be performed. Figure 15 presents the reconstructed pressure field with the addition of the first mode, accounting for 65.62% of the energy, and the average pressure field. The left side of the figure displays the original pressure field at the same instant, while the right side shows the reconstructed pressure field. It is evident that the reconstructed flow field eliminates smaller-scale flow structures from the original field, emphasizing the smoother and highlighted larger-scale coherent structures.
[image: Two pressure contour plots labeled A and B show pressure distribution around a circular object with red and blue shades indicating high and low pressures, respectively. Both plots share a color bar ranging from -5348 to 5528 Pascals. The plots have axes labeled as x/D and y/D, with the circle inside each plot representing an object affecting the flow pattern.]FIGURE 15 | Flow field reconstruction at [image: Please upload an image or provide a URL for me to generate the alt text.] = 2.92 [(A) original pressure field; (B) Reconstructed pressure field).
4 CONCLUSION
The study based on the Proper Orthogonal Decomposition (POD) method reveals that, under both non-cavitating and cavitating conditions in the wake flow field around a cylinder, low-order modes correspond to large-scale flow structures with relatively high energy and predominantly single frequencies. As the modal order increases, smaller-scale flow structures with higher frequencies and more complex frequency compositions emerge, accompanied by a decrease in modal coefficients’ amplitudes, indicating a relatively minor impact of high-order modes on the flow field. However, under cavitation conditions, the presence of cavitation bubbles in the flow field leads to a more pronounced deformation of the vortex structures in the low-order modes compared to the non-cavitating case. Additionally, modes with similar flow field structures have higher modal orders under cavitation conditions. Moreover, the energy content of low-order modes is significantly greater under cavitation conditions than under non-cavitating conditions. Furthermore, under non-cavitating conditions, the dissipation of pressure energy in the wake flow field around the cylinder occurs faster than the dissipation of kinetic energy. In contrast, under cavitation conditions, the dissipation of kinetic energy occurs more rapidly than the dissipation of pressure energy.
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An electric coolant pump (ECP) serves as a critical component in the thermal management of electric vehicles. To fulfill the requirements of pressurizing and circulating coolant for various components, a complex structure with multiple pipes is integrated into the pump inlet. This study focuses on the design and analysis of three suction pipe structures: a straight pipe (Case A), a bend (Case B), and a combination of a bend with manifolds (Case C). The objective of this study is to explore the impacts of suction pipe structures on the hydraulic performance, flow pattern, temperature distribution, and vorticity of ECP. Taking into account the variability of coolant physical parameters with temperature, ECP is numerically simulated using the unsteady Reynolds-averaged Navier–Stokes (RANS) equation and the shear stress transport k–ω turbulence model. The experimental and numerical results exhibit good agreement. Case A demonstrates the highest efficiency, Case B follows as the second most efficient, and Case C displays the lowest efficiency. However, the pressure rise remains essentially consistent in all cases. The average efficiencies of Cases B and C are 1.18% and 2.13% lower than that of Case A. The temperature of ECP increases with an increase in the coolant temperature. The temperature of the printed circuit board (PCB) surpasses that of the motor. Case A exhibits the most favorable flow pattern, while Case C demonstrates the least favorable. The bend introduces secondary flow, further intensified by the manifold, leading to an increase in vorticity. The high-vorticity zones expand as the flow rate increases. This study offers valuable insights into the optimization of the ECP suction pipe structure.
Keywords: electric coolant pump, numerical simulation, experiment, suction pipe, hydraulic performance, vorticity

1 INTRODUCTION
During the operation of electric vehicles for various modes of transportation, modules such as batteries, motors, and brakes generate substantial heat, necessitating efficient thermal management to mitigate temperature levels and ensure the safety and optimal functioning of electric vehicles (Zhang et al., 2022). The electric coolant pump (ECP) plays a pivotal role in this thermal management process by pressurizing the coolant for circulation. To address the diverse cooling requirements of various modules, multiple pipes are integrated into the ECP inlet, which are categorized into main pipes and manifolds. The convergence of incoming flows from different pipes induces interactions, resulting in flow irregularities and heightened energy dissipation (Kumar Samal and Moharana, 2021; Minocha and JyeshtharajJoshi, 2020; Liu et al., 2021), consequently impacting the operational efficacy of ECP. The motor and the printed circuit board (PCB) constitute the heat-generating components of ECP, and variations in incoming flow temperatures from different pipes directly influence the heat dissipation of these components. Additionally, temperature fluctuations affect the physical properties of the coolant, thereby exerting an influence on the hydraulic performance of ECP (Jiang et al., 2019; Li et al., 2021). In this research, due consideration is given to the significant variations in coolant physical property parameters at different temperatures, elucidating the relationship between coolant physical properties and temperature in the simulation model (Johann Friedrich Gülich, 2008).
ECP falls within the category of centrifugal pumps characterized by compact overall dimensions, exhibiting a complexity surpassing that of conventional centrifugal pumps. Primary hydraulic components, including the impeller and volute, stand out as pivotal factors influencing performance. Previous studies by Li et al. (2019) and Yuan et al. (2022) involved the optimization of centrifugal pump blade parameters, resulting in improvements in head, efficiency, and resistance to cavitation. Lu et al. (2021) deduced that augmenting the tongue enhances the hydraulic efficiency of centrifugal pumps, particularly under overload conditions. Lin et al. (2022) proposed an impeller design with a sinusoidal trailing edge, effectively mitigating overall energy losses in centrifugal pumps. Wang et al. (2023) observed that a judicious selection of the number of centrifugal pump blades enhances the flow pattern within the pump. Qi et al. (2023) employed a particle swarm algorithm for impeller optimization, leading to increased efficiency in centrifugal pumps. Gu et al. (2024) highlighted that trimming the rear shroud results in decreased performance of centrifugal pumps. Furthermore, cavitation exacerbates flow instability within the pump (Fecser and Lakatos, 2021) and increases energy losses (Li et al., 2023a). Cui et al. (2019) introduced an injection device to ameliorate the cavitation performance of centrifugal pumps. Jia et al. (2023) emphasized that a reduced incident angle of the sealing ring clearance diminishes flow losses in centrifugal pumps and suppresses cavitation occurrences. Ye et al. (2023) concluded that heightened friction losses on the blade surface constitute the primary factor contributing to the hump in the pump head characteristic curve. Deng et al. (2019) introduced a novel turbulence model that markedly enhances the computational precision of thrust bearings. Li et al. (2023b) proposed a transient head prediction method for mixed-flow pumps, demonstrating good agreement with experimental results. Gu et al. (2023) introduced a novel dynamic mesh simulation method to explore the impact of seal gasket fractures on the hydraulic performance of multistage centrifugal pumps. In summary, numerous factors influence the hydraulic performance of pumps, and the effects of different suction pipe structures on the hydraulic performance of ECP are inherently variable.
Unsteady flow constitutes the primary catalyst for vibration and flow-induced noise (Zeng et al., 2020; Cheng et al., 2021). Li et al. (2020) conducted an examination of the internal flow field within a mixed-flow pump, identifying a pronounced entrainment effect at the impeller inlet. Ji et al. (Leilei et al., 2021) asserted that the internal flow field, as calculated using the Wray–Agarwal turbulence model, exhibits a closer alignment with experimental results. Feng et al. (2021) observed that centrifugal pump internal flow experiences significant separation following sudden power failure, leading to increased vortices within the impeller channel. AhmedAl-Obaidi (2021) ascertained that pressure and velocity within centrifugal pumps increase proportionally with the impeller speed. Guo et al. (2022) scrutinized the flow field within an axial pump, highlighting the conspicuous influence of impeller rotation and end-wall effects. Rao et al. (Zhi et al., 2023) demonstrated that the implementation of a double-tongue volute enhances hydrostatic pressure and velocity gradients in the central region of the centrifugal pump, concurrently mitigating turbulence at the tongue under partial load conditions. In summary, the internal flow field serves as a reflection of the pump flow characteristics, and a thorough analysis of this internal flow field forms the foundational step for investigating the underlying flow mechanisms within the pump.
The generation and shedding of vortices contribute to pronounced pressure fluctuation (Li et al., 2022), exacerbating the unsteady flow within centrifugal pumps. The vortex analysis of centrifugal pumps emerges as a pivotal method for comprehensively investigating the mechanisms underlying unsteady flow phenomena (Yuan et al., 2021; Lv et al., 2022). Yasuyuki et al. (Nishi and Noji, 2020) posited a correlation between impeller-induced losses due to rotation and the distribution of vortices within the volute. Bai et al. (2022) emphasized the substantial impact of volute geometry on the evolution and formation of vortices. Vorticity, serving as a quantifier of vortex strength and fluid flow conditions, plays a crucial role in this analysis (Zhang et al., 2020). Shi et al. (2021) identified conspicuous variations in the internal flow field resulting from differing impeller tip clearances, with larger vorticity resulting from tip leakage. Introducing obstacles within the impeller channel, as demonstrated by Zhao and Guo (2021), led to a significant attenuation of vorticity. Dong et al. (2023) compared the effects of starting schemes on the internal flow field of a centrifugal pump. Ding et al. (2023) reported a substantial reduction in vorticity within the impeller after modifying the trailing edge of the blade, thereby enhancing the stability of centrifugal pumps. In the context of the suction pipe, bends and manifolds induce vortex motion, and the collision between the backflow orifice jet and inflow generates vortices, thereby intensifying flow instability. Consequently, the development of vortex analysis for ECP represents an indispensable prerequisite for the comprehensive study of flow stability.
This study conducts numerical simulations of ECP featuring diverse suction pipe structures. The accuracy of the numerical simulation results is validated through experimental verification. Subsequently, an in-depth analysis is performed to elucidate the impacts of suction pipe structure variations on the hydraulic performance and internal flow field of ECP.
2 ELECTRIC COOLANT PUMP AND NUMERICAL SIMULATION
2.1 Pump model
The design specifications for ECP include a design flow rate (Qd) of 130 L/min, a rotational speed (n) of 5,500 rpm, a design pressure rise (ΔP) of 110 kPa, and a specific rotational speed ([image: The equation shown is \( n_q = n Q^{0.5} / (\Delta P / \rho g)^{0.75} \).]) of 238 rpm. Here, ρ represents the density of the coolant, considered at 358 K. ECP comprises essential components, namely, a suction pipe, an integrated system consisting of an impeller and motor rotor, a volute, a motor stator, and a PCB. The key parameters of ECP are detailed in Table 1.
TABLE 1 | Main structural parameters of ECP.
[image: Table showing parameters of a mechanical component with three columns: Parameter, Symbol, and Value. Parameters include impeller inlet diameter (d₁: 34 mm), impeller outlet diameter (d₂: 57 mm), impeller outlet width (b₂: 7.5 mm), number of blades (zᵦ: 7), volute inlet diameter (d₃: 58 mm), and volute inlet width (b₃: 11 mm).]This study employs a numerical simulation approach to investigate the impacts of different suction pipe structures on the hydraulic performance and internal flow field of ECP. Three designated suction pipe configurations, denoted as Case A, Case B, and Case C, are devised for examination. Case A features a straight pipe positioned directly opposite the impeller inlet, providing optimal inflow conditions, as illustrated in Figure 1A. In Case B, the suction pipe is inclined at an angle of 30° to the plane of the impeller inlet and connected through a bend, as depicted in Figure 1B. Case C extends the design by incorporating two manifolds in the foundation of Case B, with three pipes intersecting at the bend. This configuration is primarily tailored to address the cooling and heat dissipation requirements of different components simultaneously, as shown in Figure 1C. In this setup, the main pipe has a diameter of 34 mm, while Manifolds A and B have diameters of 14 mm and 12 mm, respectively.
[image: Diagram of a mechanical assembly with four views labeled A, B, C, and D. View A shows a vertical alignment with a 34-millimeter component. View B displays a 30-degree angle of the XOY plane. View C details Manifold A and B, with dimensions 14 millimeters, 34 millimeters, and 12 millimeters. View D highlights a backflow orifice.]FIGURE 1 | Three-dimensional model of ECP. (A) Case A; (B) Case B; (C) Case C; (D) The location of backflow orifice.
Furthermore, a backflow orifice is strategically positioned at the impeller inlet, establishing a connection between the impeller inlet and the rear chamber through the hollow shaft. This configuration facilitates the dissipation of heat originating from the motor and PCB. The precise location of the backflow orifice is illustrated in Figure 1D.
2.2 Computational mesh
Figure 2 displays the mesh configuration for ECP. Critical hydraulic components, such as the impeller and volute, are discretized using hexahedral meshes with incorporated boundary layers. (Cui et al., 2021; Deng, 2024). Simultaneously, tetrahedral meshes are applied to the remaining components. This hybrid meshing approach strikes a balance between computational accuracy and meshing cost (Liu et al., 2015), rendering it well suited for the numerical simulation of intricate fluid machinery.
[image: Three diagrams labeled A, B, and C show different configurations of a pump assembly with sections of volute, impeller, and chamber. Diagram A includes labeled components such as suction pipe and foam chamber. Diagram B and C show varying volute designs. Below them, Figure D shows a detailed impeller, while Figure E illustrates a volute.]FIGURE 2 | Hybrid mesh. (A) Case A; (B) Case B; (C) Case C; (D) impeller; (E) volute.
Figure 3 depicts the correlation between the cell number in Case A and the hydraulic performance of ECP. Six cell numbers, namely, 1.97 million, 3.39 million, 4.91 million, 6.64 million, 8.23 million, and 9.57 million, are employed in the assessment. It is observed that, at the cell number of 4.91 million, the efficiency and pressure rise exhibit a consistent trend. Hence, in light of considerations regarding computational accuracy and efficiency, a cell number of 6.64 million is selected for the numerical calculations.
[image: Line graph showing the relationship between the number of cells (million) and two variables: ΔP (kPa) and η (%). ΔP, shown in red, decreases from about 104 to 93 kPa as cell count increases from 1.97 to 9.57 million. η, shown in green, decreases from about 71.8% to 70.0% over the same range, with a slight increase midpoint.]FIGURE 3 | Mesh independence.
2.3 Computational setup
The numerical simulations of ECP are conducted utilizing the compressible Reynolds-averaged Navier–Stokes (RANS) equations, coupled with the shear stress transport k–ω turbulence model, and incorporating temperature calculations. These simulations are carried out using Ansys CFX commercial software (Gu et al., 2022). The continuity equation and momentum equation are expressed in Eqs 1, 2:
[image: Partial differential equation: \(\frac{\partial \rho}{\partial t} + \frac{\partial}{\partial x_i}(\rho u_i) = 0\), labeled as equation (1).]
[image: The image shows a partial differential equation: \(\frac{\partial}{\partial t}(\rho u_i) + \frac{\partial}{\partial x_i}(\rho u_i u_i) = \frac{\partial p}{\partial x_i} + \frac{\partial}{\partial x_i} \left(\mu_{ef} \left(\frac{\partial u_i}{\partial x_i} + \frac{\partial u_i}{\partial x_i}\right)\right)\). The equation is labeled equation (2).]
where t is the time, x stands for the coordinate, u represents the velocity, and p denotes the pressure.
In the energy conservation equation, the effects of pressure, dissipation, and heat source are considered as shown in Eq. 3:
[image: The image shows a mathematical equation related to thermal dynamics and fluid mechanics. The equation is: ∂/∂t (ρCpT) + ∂/∂xj (ρCpTuj) = ∂/∂xj (λef ∂T/∂xj) - ∂/∂xj (puj) + Φ + S. It illustrates the conservation of thermal energy in a system.]
where T is the temperature, μeff denotes the effective viscosity, Cp is the constant pressure specific heat capacity, λeff represents the effective thermal conductivity, Φ stands for dissipation, and S is the heat source. Subscripts i and j indicate the directions.
In the setup of boundary conditions, all cases are configured with a mass flow rate inlet and a total pressure outlet set at 1.5 bar. Uniform total flow rates are maintained for all cases, with Case C distributing the flow rate based on the pipe cross-sectional area. The mass flow rate inlet coolant temperature for Cases A and B is established at 358 K, while the inlet coolant temperature for the main pipe of Case C is also set to 358 K; however, for the manifolds, it is set to 398 K. The thermal flux intensities on the motor and PCB heat dissipation surfaces are specified as 16,211.5 W m2 and 22,556.4 W m2, respectively. The remaining walls are configured as adiabatic and non-slip. The relationship between coolant physical properties and temperature is modeled using the CFX Expression Language embedded in Ansys CFX, with the fitting equations detailed in Table 2.
TABLE 2 | Relationship between coolant properties and temperature.
[image: Table showing physical properties with their fitting formulas. Density (ρ) in kg/m³ and viscosity (μ) in kg/m/s are represented by polynomial equations. Specific heat capacity (Cₚ) in J/kg/K and thermal conductivity (λ) in W/m/K also have polynomial formulas.]The interface between the rotating and stationary components is configured as a frozen rotor for steady simulations and a transient frozen rotor for unsteady simulations. The accuracy and stability of the numerical calculations are contingent upon the Courant–Friedrichs–Lewy number, which is meticulously maintained at approximately 5 throughout the calculations (Lu et al., 2023). For unsteady calculations, the convergence residual is set at 10–4, and the time step corresponds to the duration required for a 3° rotation of the impeller, totaling 6 cycles of impeller rotation. The final result used for analysis is the average of the outcomes from the last revolution of the calculation.
3 EXPERIMENTAL SETUP AND VALIDATION
3.1 Experimental setup
The experimental setup for assessing the efficiency and pressure rise of ECP is illustrated in Figure 4. The experimental bench primarily comprises a test pump, an auxiliary pump, a pressure sensor, a flowmeter, a tank, a tachometer, and a wattmeter. Notably, the tank serves the purpose of heating the coolant and maintaining a constant temperature. The measurement errors for the pressure sensor, flowmeter, tachometer, and wattmeter are specified as 0.1%, 0.3%, 0.1%, and 0.1%, respectively. The pump performance characteristics are computed following the procedures outlined by Johann Friedrich Gülich (2008), and the experiment is conducted in triplicate to mitigate experimental errors and ensure result accuracy. The uncertainties associated with pressure rise and efficiency do not exceed 0.17% and 0.35%, respectively.
[image: Industrial piping system featuring a flowmeter, valve, and tank on a metallic framework. Labels identify an ECP and a pressure sensor below the pipes, illustrating fluid flow and measurement setup.]FIGURE 4 | ECP test bench.
In the experiment, the pressure rise is computed based on the differential between inlet and outlet pressures, while the efficiency is determined using Eq. 4:
[image: The equation shows efficiency, represented by the Greek letter eta (η), as the change in PQ (ΔPQ) divided by P subscript i, with a reference number (4) on the right.]
where Pi represents the input power of the ECP rotor.
3.2 Comparisons of hydraulic performance
The pressure rise and efficiency of Case A are tested in the experiments, and the comparison of the experimental and simulation results is shown in Figure 5. Experimentally, the optimum efficiency reached 64.95%, corresponding to a pressure rise of 87.34 kPa. In numerical simulations, the highest efficiency occurs at Qd, registering at 70.3%, with a pressure rise of 93.24 kPa. The experimentally obtained optimal efficiency is 5.35% lower than that of the numerical simulation, with the pressure rise being 0.063% lower. These disparities are attributed to external factors such as tube resistance and measurement errors influencing the experiments. However, despite the differences, the performance curve derived from the numerical simulation exhibits a congruent trend with the experimental data, affirming the accuracy of the numerical simulation method.
[image: Graph showing the relationship between pressure difference (ΔP) in kilopascals and efficiency (η) in percentage versus the flow rate ratio (Q/Qd). The graph includes experimental (Exp) and Computational Fluid Dynamics (CFD) data. ΔP Exp and ΔP CFD are represented by green lines, while η Exp and η CFD are shown by red lines. The y-axis on the left measures ΔP, ranging from 0 to 126 kPa, and the y-axis on the right measures η, ranging from 0 to 70%. The x-axis represents the flow rate ratio, ranging from 0 to 1.6.]FIGURE 5 | Comparison of experimental and simulation results for Case A.
4 RESULTS AND DISCUSSION
4.1 Analysis of performance
The pump performance and internal flow field characteristics derived from unsteady simulation exhibit closer alignment with experimental results than those obtained through steady simulation (Kim et al., 2019). The hydraulic performance of ECP under different conditions is determined through unsteady simulation, as illustrated in Figure 6.
[image: Plot showing the relationship between pressure drop (\(\Delta P\) in kPa) and efficiency (\(\eta\) in percentage) versus normalized flow rate (\(Q/Q_0\)). Three cases, A, B, and C, are displayed. \(\Delta P\) curves peak and decrease, while \(\eta\) shows a downward trend. Cases are differentiated by color and markers.]FIGURE 6 | Hydraulic performance under different cases.
For equivalent flow rates, transitioning from Case A to Case C led to a significant decrease in efficiency, while the pressure rise exhibits only a marginal reduction. At 0.769Qd, Case A demonstrates a pressure rise of 108.1 kPa with an efficiency of 67.37%, Case B records a pressure rise of 107.94 kPa, achieving 67.1% efficiency, and Case C yields a pressure rise of 107.85 kPa with 66.53% efficiency. At Qd, Case A exhibits a pressure rise of 93.24 kPa with an efficiency of 70.3%, Case B shows a pressure rise of 93.16 kPa with 69.42% efficiency, and Case C results in a pressure rise of 93.04 kPa with 68.68% efficiency. At 1.231Qd, Case A displays a pressure rise of 73.60 kPa with 67.16% efficiency, Case B presents a pressure rise of 73.45 kPa with 65.68% efficiency, and Case C showcases a pressure rise of 73.30 kPa with 63.56% efficiency.
On the other hand, when transitioning from Case A to Case C, efficiency experiences a more pronounced decline at elevated flow rates. Specifically, at 0.769Qd, Case A surpasses Cases B and C in efficiency by 0.27% and 0.84%, respectively. At Qd, Case A exhibits higher efficiency than Cases B and C by 0.88% and 1.62%, respectively. Moreover, at 1.231Qd, Case A outperforms Cases B and C with superiority in efficiency of 1.48% and 3.6%, respectively.
In general, the efficiency of Cases B and C exhibits an average reduction of 1.18% and 2.13%, respectively, compared to Case A, while the pressure rise demonstrates marginal decreases of 0.0016% and 0.0032% within the studied flow rate ranges. The suction pipe structure notably impacts ECP efficiency but has almost negligible effects on pressure rise. The underlying reasons for this phenomenon will be analyzed subsequently.
4.2 Analysis of streamline
The ECP suction pipe structure plays a crucial role in influencing the flow pattern at the impeller inlet, with bends and manifolds impacting the inflow pattern and contributing to increased flow losses (Zhang and Li, 2018). The streamlines for all cases at the design flow rate are depicted in Figure 7.
[image: Three computational fluid dynamics models labeled Case A, B, and C illustrate velocity distributions around a beam. Each case shows varying flow patterns and velocities, with a color scale indicating speed from 0.26 to 11.8 meters per second.]FIGURE 7 | Streamlines for different cases at Qd. (A) Case A; (B) Case B; (C) Case C.
In general, Case A exhibits the most favorable flow pattern, whereas Case C displays the least favorable. The cooling backflow in ECP is characterized by a pressure-driven flow, generating a jet as it exits the backflow orifice and colliding with the inflow from the suction pipe, thereby disrupting the streamlines. In Case A, the influence of the jet from the backflow orifice intertwines the streamlines in the middle of the pipe, causing a disturbance in the flow pattern. However, other zones maintain smooth and straight streamlines with a favorable flow pattern. The jet has no impact on the impeller inlet flow pattern, resulting in the highest efficiency. When the suction pipe is configured as a bend, the velocity on the outside of the bend surpasses that on the inside, creating a pressure gradient that induces secondary flow generation (Zhang et al., 2022). Simultaneously, the jet collides with the main flow, disrupting the flow pattern and increasing flow losses, leading to a reduction in the efficiency of Case B. In Case C, a circular cylinder flow manifests at the outlet of Manifold A, and the evident occurrence of flow separation is observed. The outflow from Manifold B is influenced by the inflow from the main pipe, inducing heightened disorder in the secondary flow streamlines and markedly impacting the impeller inlet flow pattern. This exerts the most substantial influence on efficiency, culminating in the lowest attainable efficiency.
The corresponding streamlines for Case C at different flow rates are shown in Figure 7C and Figure 8. The pipe streamlines are basically the same for each flow rate, but the disordered flow caused by the jet impact is not the same. The driving pressure of backflow is the pressure difference between the impeller inlet and outlet, and it is largest when the flow rate is 0.769Qd, corresponding to the highest jet intensity, resulting in the most disordered flow pattern. In addition, as the flow rate increases, the secondary flow on the inside of the bend becomes much more serious. This is because the velocity difference between the inside and outside of the bend increases with the flow rate, and the pressure gradient becomes larger, enhancing the secondary flow.
[image: Two velocity field simulations showing fluid dynamics in a pump at different flow rates. Image A at flow rate 0.769Qd shows lower velocities, while image B at 1.231Qd displays higher velocities. A color scale from blue to red represents velocity magnitude, with blue indicating lower and red indicating higher speeds.]FIGURE 8 | Streamlines of Case C at different flow rates. (A) 0.769Qd; (B) 1.231Qd.
4.3 Analysis of temperature
In this section, the influences of suction pipe structures on the temperature distribution of ECP is investigated. The temperature distribution corresponding to different suction pipe structures at Qd is depicted in Figure 9. Due to the integration of electronic components, the PCB surface exhibits unevenness, leading to non-uniform heat dissipation. Consequently, noticeable local high temperatures are observed on PCB in each case, and the overall temperature surpasses that of the motor.
[image: Thermal simulations of fluid flow in three different pipe configurations labeled A, B, and C. Each image shows temperature variations in a vertical pipe with a curved section, using a color scale. Insets display detailed circular cross-sections, highlighting temperature distribution differences between cases. Scale on the left ranges from 350 to 370 Kelvin.]FIGURE 9 | Temperature distribution for different cases at Qd. (A) Case A; (B) Case B; (C) Case C.
The temperature distribution on the motor heat dissipation surface is generally consistent between Cases A and B. However, in Case B, the local temperature of PCB is marginally higher than that of Case A. For Case C, the temperatures of the manifolds and main pipe differ, and they become more uniform after mixing by the impeller. Nevertheless, it still remains approximately 2.5 K higher than in the other cases, resulting in a weakening of the heat transfer effect. Consequently, the temperatures of the motor and PCB are higher.
Figure 9C and Figure 10 illustrate the temperature distribution of Case C at different flow rates. With an increase in the flow rate, the motor temperature experiences a slight rise, while the local temperature of PCB increases significantly. As the flow rate increases, the impeller inlet temperature mixing diminishes, causing the expansion of the high-temperature zones. Simultaneously, the coolant temperature in the impeller exhibits reduced mixing, leading to noticeable stratification and an overall temperature increase. Consequently, the motor temperature increases as the coolant enters the rear chamber. The reduction in heat transfer efficiency is attributed to the higher thermal flux intensity on the heat dissipating surface of PCB and the prior absorption of heat from the motor by coolant-flowing PCB, yielding a heightened temperature. Subsequently, the temperature rise is notably more pronounced in PCB in contrast to the motor. Hence, PCB is relatively more vulnerable to thermal damage. In the process of optimizing the heat dissipation of ECP, particular attention is given to the thermal management of PCB.
[image: Two diagrams labeled A and B show temperature distribution and flow analysis within a mechanical structure. Diagram A displays a predominantly blue gradient with an inset ring and swirl pattern, indicating lower flow at 0.769 Qd. Diagram B shows more red areas, depicting higher temperatures and flow, with a value of 1.231 Qd. A color scale on the left shows temperature ranges from 300 to 398 Kelvin.]FIGURE 10 | Temperature distribution of Case C at different flow rates. (A) 0.769Qd; (B) 1.231Qd.
4.4 Analysis of vorticity
Upon analysis of Section 4.2, it is observed that a pressure gradient manifests as the fluid traverses the bend. Notably, two bundles of secondary flow exhibiting relative motion occur on the inner side of the bend, converging in the midpoint of the inner side. This convergence leads to a significant alteration in flow direction, causing a pronounced curling of streamlines and the generation of a vortex (Zuojun et al., 2016). Vorticity is employed to characterize vortex strength and can be visualized in CFD-Post (Zhang et al., 2019). In this section, the vorticity distribution is analyzed for different suction pipe structures. The vorticity distribution of the cross section of ECP at Qd is illustrated in Figure 11.
[image: Three computational fluid dynamics diagrams labeled Case A, Case B, and Case C illustrate vorticity distribution in a pipe system. Each case shows a side and top view, with color gradients representing vorticity magnitude. Red indicates high vorticity, and blue indicates low vorticity. Cases display variations in pipe bends affecting flow patterns.]FIGURE 11 | Vorticity distribution for different cases at Qd. (A) Case A; (B) Case B; (C) Case C.
The suction pipe structure significantly influences the vorticity distribution in the pump. At S1, the backflow orifice jet collides with the main flow, creating a high-intensity vortex (Zong and Kotsonis, 2020). The high-vorticity zone is the smallest in Case A and the largest in Case C. As depicted in Figure 7, the high-vorticity zones emerge at the bend of Case B due to the secondary flow generation. In Case C, the outflow from Manifold B interacts with the inflow from the main pipe, intensifying the secondary flow and increasing the vorticity at the Manifold B outlet.
At S2, Case A continues to exhibit the lowest vorticity. In Cases B and C, the vorticity distribution caused by the bend and jet is essentially identical. However, the outflow from Manifold B in Case C generates high-vorticity zones. Consequently, when compared, the vorticity in Case C is highest at S2.
S3 is situated at the impeller inlet, where the rotation of the impeller induces significant shear stresses and high-vorticity zones close to the wall. In Case A, the high-vorticity zones are uniformly distributed, slightly reduced in Case B, and minimized in Case C. In Case B, the disordered streamlines influence the impeller inlet flow pattern, resulting in an uneven vorticity distribution in S3. When compared to Case A, the coolant temperature is higher in Case C, and the decreased viscosity leads to a weakened wall shear effect, resulting in the smallest high-vorticity zones.
In summary, Case C exhibits the highest vorticity, while Case A has the lowest. The generation of vortices is frequently coupled with turbulence, leading to turbulence losses (Deng et al., 2023; Kan et al., 2023). Furthermore, the vortex introduces additional resistance and increases flow friction, contributing to reduced efficiency. Conversely, pressure rise is primarily associated with the pump geometrical parameters, explaining the significant variations in efficiencies depicted in Figure 6, while the pressure rise remains essentially constant.
Figure 11C and Figure 12 illustrate the vorticity distribution for Case C at different flow rates. With the increase in flow rates, the vorticity intensifies. Despite the diminishing intensity of the backflow jet with increased flow rates, the augmented inflow from the pipe extends the reach of the jet influence. Concurrently, the augmentation in flow intensifies the secondary flow, resulting in an elevation of S1 and S2 vorticities. Analogously, the domain influenced by the shear stress induced by the rotation of the impeller inlet wall expands following the increase in flow rate, thereby causing an escalation in S3 wall vorticity.
[image: Fluid dynamics analysis showing vorticity in a mechanical structure. The left side illustrates a sectional view of the structure with labeled segments S1, S2, and S3. The right side displays colored contour maps of vorticity for segments S1, S2, and S3 at different flow rates, 0.769Qᵣ and 1.231Qᵣ, using a color scale from blue to red indicating low to high vorticity levels.]FIGURE 12 | Vorticity distribution of Case C at different flow rates.
5 CONCLUSION
In this study, the effects of three suction pipe structures on the hydraulic performance, temperature distribution, flow pattern, and vorticity of ECP are examined through numerical simulations. The experimental and numerical simulation results are in good agreement. The conclusions are as follows:
	(1) The suction pipe structure exerts a notable impact on the efficiency of ECP, with minimal influence on the pressure rise. Compared to Case A, the average efficiency declined by 1.18% for Case B and 2.13% for Case C. Similarly, the average pressure rise experiences a reduction of 0.002% for Case B and 0.003% for Case C.
	(2) The suction pipe structure has a small effect on the heat dissipation of ECP. The uneven surface of PCB produces high localized temperatures. Coolant temperature has a significant effect on ECP heat dissipation. The motor and PCB temperatures in Case C are significantly higher than those in other cases. The motor and PCB temperatures increase slightly when the flow rate is increased.
	(3) Streamlines illustrate that Case A, with a straight suction pipe, exhibits the optimal flow pattern, while Case C, incorporating manifolds, displays the least favorable flow pattern. Secondary flow is induced on the interior of the bend in Case B and is further intensified by Manifold B in Case C. The flow pattern experiences increased disorder with increasing flow rates. As the flow rate increases, the secondary flow within the bend intensifies, resulting in a more disordered flow pattern.
	(4) The vorticity analysis reveals that Case A exhibits the lowest vorticity, while Case C demonstrates the highest vorticity. Higher vorticity is observed on the inside of the bend, and Manifold B further enhances the vorticity in this zone. Vorticity intensifies with an increase in the flow rate.
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Mixed-flow pumps, which amalgamate centrifugal and axial-flow attributes, play a pivotal role in various sectors due to their high efficiency and versatility. This paper, utilizing numerical simulation and experimental validation, addresses the critical role of impeller blade count in mixed-flow pump performance. It investigates the effect of the number of impeller blades on the energy dissipation mechanism and inlet flow pattern of a mixed-flow pump. The results reveal that dynamic and static interference effects, along with the separation vortex due to flow separation, are the main sources of energy dissipation in the pump. Under part-load and part-overload conditions, the increase in the number of blades contributes to the improvement of the flow pattern and performance but may induce more intense rotating stall effects under part-load conditions. In overload conditions, the increase in the number of blades significantly amplifies the volume of the inlet vortex structure, consequently deteriorating the inlet conditions of the impeller. This study provides valuable insights for the design and optimization of mixed-flow pumps.
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1 INTRODUCTION
Mixed-flow pumps amalgamate the attributes of centrifugal pumps and axial flow pumps, exhibiting high efficiency and versatile applicability, making them extensively employed in various sectors such as water treatment, agricultural irrigation, and industrial production. The effectiveness of the fluid transfer system and energy efficiency directly hinges on the performance and operational stability of these pumps. Consequently, delving into the energy dissipation mechanisms and optimizing the hydraulic performance of mixed-flow pumps has emerged as a focal point in contemporary research within related domains (Kim et al., 2010).
With the rapid advancement of the social economy, the project’s evolving demands continually elevate, placing increased demands on the performance and operational stability of mixed-flow pumps. In the pump design process, a pivotal factor is the number of impeller blades. This quantity directly impacts the cascade solidity, resulting in variations in the pump’s performance and operational characteristics. Elyamin et al. (2019), employing numerical simulations, scrutinized the influence of different impeller blade numbers on centrifugal pump performance. The findings revealed that, at seven impeller blades, the pump exhibited the highest head coefficient and efficiency, coinciding with the weakest intensity of secondary flow inside the impeller. Kocaaslan et al. (2017) utilized numerical methods to dissect the correlation between the number of impeller blades and the performance of centrifugal pumps, establishing a positive relationship between head and torque with the impeller blade count. Simultaneously, Ramadhan (2019) delved into the impact of impeller blade number on cavitation characteristics in centrifugal pumps, highlighting a substantial influence on cavitation at the suction of the impeller when the blade count was 5. Yang et al. (2012) conducted a comprehensive evaluation of the number of impeller blades’ effects on the performance and pressure pulsation of pumps used as turbines (PAT) through experimental and numerical studies. Their research unveiled that an augmented blade count effectively mitigates pressure pulsation intensity within the device. Al-Obaidi (2020) analyzed unsteady flow behavior in an axial pump, with a particular focus on the coupling effect of the impeller blade count. Their conclusions underscored the sensitivity of pressure, shear stress, axial velocity, radial velocity, tangential velocity, and mean pressure to the impeller blade count. It is evident that the selection of the impeller blade count significantly influences the pump’s performance and operational stability. However, existing studies predominantly concentrate on the impact of impeller blade number on low specific speed pumps, with glaring gaps in research concerning mixed-flow pumps.
During operation, the pump is usually operated at off-rated conditions. Particularly at low flow rates, backflow (Alpan and Peng, 1991) may occur at the impeller inlet. The mixing of backflow with the main stream will lead to changes in the flow angle and significantly deteriorate the flow conditions of the impeller, resulting in energy dissipation, which seriously affects the performance of the device and operational stability (Bing and Cao, 2014). At the same time, existing research shows that the leading edge of the blade on the incoming medium there is a significant crowding effect, which in turn affects the impeller inlet flow and unsteady flow characteristics of the flow channel. The difference in the number of blades will inevitably change the crowding effect to a certain extent. As early as in the 1990s, Abramian et al. (1988) visualized the flow field near the leading edge of impeller blades by laser Doppler velocimetry (LDV), and effectively suppressed the backflow by setting the front perforated disk. Miyabe et al. (2009) based on experiments and numerical simulations found that the fluctuation of the performance of the device under the part-load condition was caused by the reflux of the impeller blades inlet. Based on the Reynolds time-averaged method, Kang et al. (2021) discussed the mechanism of the backflow phenomenon on the cavitation behavior and cavitation stability of a typical centrifugal pump, and concluded that the backflow is an important influence factor on the cavitation performance of the device. Immediately after that, Kang et al. (2019) investigated the effect of backflow on cavity volume and found that the generation and collapse of cavities induced by backflow is the main reason for the oscillation of cavity volume. Si et al. (2013) investigated the flow noise of centrifugal pumps under inlet backflow conditions. The flow field analysis shows that the impeller inlet under 0.7 times the design flow rate condition shows backflow, the blade passing frequency and shaft frequency dominate the spectrum of flow-induced noise. Therefore, there is a close relationship between the impeller inlet flow pattern and the performance and operational stability of the device. It is not difficult to find that the existing research mainly focuses on the inlet reflux on the device of cavitation, noise and hydraulic performance of the impact of the inlet from a variety of perspectives to analyze the inlet bad flow generation mechanism, clear with the main flow of the two-way coupling law. However, it must be recognized that, as a key parameter in pump design, the study of different impeller blade numbers on the inlet bad flow state is not yet sufficient. The induction mechanism of the number of blades on the inlet bad flow structure is not clear, and the influence law of the inlet bad flow state on the operation of the pump device under different impeller blade conditions has not been fully grasped.
This paper, based on numerical simulation and experimental validation, centers around a typical mixed-flow pump as the subject of investigation, delving into the variations in internal flow characteristics and energy performance of the device under distinct impeller blade conditions. The primary focus lies on scrutinizing unsteady flow and vortex characteristics within the impeller inlet and inlet pipe across different blade counts. The study illuminates the impact of varying blade numbers on device performance and inlet flow. This not only contributes to the theoretical understanding of internal flow in rotating machinery but also holds significant guidance for the design and optimization of mixed-flow pumps.
2 GEOMETRIC MODEL
The focus of this paper is a representative small mixed-flow pump designed for agricultural sprinkler irrigation systems. It operates at a rated flow rate (Qdes) of 30 m3/h and a rated speed (ndes) of 6,000 rpm. The key components of the mixed-flow pump include a closed impeller, a space diffuser, and a chamber. Figure 1 illustrates the meridional shapes of its primary overflow components. Specifically, the impeller features an outer diameter at the inlet (Dh) of 21.6 mm, an inner diameter at the inlet (Ds) of 50 mm, and an outlet width (Wo) of 13 mm. The diffuser includes an outer diameter at the outlet (Dsd) of 50 mm and an inner diameter at the outlet (Dhd) of 21.6 mm.
[image: Diagram of a curved flow channel depicting a fluid pathway through different components: an impeller, blade, chamber, vane, and diffuser. The flow direction is indicated by a blue arrow. Measurements labeled \(D_1\), \(D_2\), \(D_{3i}\), \(D_{3o}\), and \(W_d\) are highlighted, suggesting dimensions and depth.]FIGURE 1 | Meridian surfaces of overflow components.
3 NUMERICAL MODEL
3.1 3D modeling
A 3D numerical model of the mixed-flow pump is established based on UG NX 12.0, as shown in Figure 2. During the model building process, parametric design is used to introduce adjustable parameters for key geometric components such as blades. This approach significantly simplifies the adjustment and modification of the 3D model, thus ensuring a high degree of consistency between the numerical model and the geometric features of the actual pump. In this study, in order to investigate the effect of different impeller blade numbers on the pump, four independent impeller schemes are set up, with impeller blade numbers of 4, 5, 6, and 7. Meanwhile, the spatial diffuser adopts the determined 7-vane scheme. It is worth mentioning that, in order to ensure the full development of turbulence and thus enhance the accuracy of the prediction results, the inlet and outlet of the model are equipped with extension pipes, the length of which is set to be 10 times the outer diameter of the impeller inlet.
[image: Diagram of a centrifugal pump showing an inlet pipe, impeller, diffuser, and outlet pipe, with arrows indicating fluid flow. Above, four impeller design schemes are displayed, labeled I to IV, each showing variations in blade configuration.]FIGURE 2 | 3D modeling of the mixed-flow pump.
3.2 Mesh and irrelevance validation
The quantity and quality of the mesh play a crucial role in numerical calculations, with good mesh quality contributing significantly to the accuracy of numerical computations. Structured meshes, characterized by regularity in geometry and topology, offer a more organized arrangement of nodes and cells. This regularity enhances the solver’s access to data, making it more intuitive and efficient, thereby significantly improving the efficiency and accuracy of numerical computation. In this paper, ANSYS TurboGrid is selected for the automatic generation of structured meshes to complete the discretization of the computational domain.
Simultaneously, to strike a balance between computational cost and accuracy, Scheme II is selected for the mesh independence analysis. In ANSYS TurboGrid, the number of meshes is globally regulated by the Global Size Factor. A larger Size Factor results in a smaller height for the first mesh layer near the wall, yielding a denser mesh. The key indices for the irrelevance test are chosen as the head and efficiency of the device, and a total of five groups of mesh schemes with varying numbers are configured. The numerical prediction results of each group of mesh schemes are given in Figure 3. From the figure, it can be seen that with the encryption of the mesh, the head and efficiency of the mixed-flow pump are gradually reduced. When Size Factor is not less than 1.2, the predicted values of head and efficiency gradually converge, and the relative fluctuation is only 0.22% and 0.04%, which can be considered that the prediction results at this time have been relatively independent of the number of meshes. Therefore, the Size Factor of the mesh used for subsequent numerical calculations in this study is 1.2, and the total number of meshes at this time is 2.36 million, and the total number of nodes is 2.18 million (excluding the extension pipe).
[image: Graph showing the relationship between global size factor and two variables: head and efficiency. The x-axis represents the global size factor, the primary y-axis shows head in meters, and the secondary y-axis shows efficiency. The orange curve with squares represents the head, and the blue curve with circles represents the efficiency. Both curves decrease as the global size factor increases.]FIGURE 3 | Mesh-independent analysis.
In addition, the velocity gradient and pressure gradient of the medium near the wall are high. In order to accurately simulate the boundary layer effect of the flow, the boundary layer mesh is encrypted accordingly. As shown in Figure 4, the mean value of y+ on the blade surface is controlled to be around 30 to meet the requirements of numerical calculations. The final structured mesh scheme used in this numerical simulation study is shown in Figure 5.
[image: Illustration showing a vane of a diffuser and a blade of an impeller in green and purple. A color gradient bar labeled "y+" ranging from zero to fifty is positioned between them.]FIGURE 4 | Distribution of y+ values on the blade surface.
[image: Illustration depicting two cross-sectional views of a mechanical component. The left side shows a diffuser, a curved structure with contour lines, while the right side displays an impeller with blade-like shapes. Both sections have a grid pattern emphasizing their three-dimensional design.]FIGURE 5 | Structured meshes for the diffuser and impeller.
3.3 Numerical scheme and boundary condition
Turbulence is a complex flow phenomenon characterized by kinematic structures at various scales. The direct resolution of turbulence is computationally expensive. Consequently, a turbulence model based on the Reynolds-Averaged Navier-Stokes (RANS) equations is incorporated into numerical simulations to approximate turbulence behavior at a relatively lower computational cost. With the mixing pump’s rated speed reaching 6,000 rpm, the internal flow is expected to exhibit strong unsteady characteristics (Wang et al., 2023). The SST k-ω turbulence model, accounting for turbulent shear stress transport, is selected for its ability to accurately predict fluid separation under negative pressure gradient conditions. Hence, the SST k-ω turbulence model is employed to close the governing equations.
The equations for the turbulent kinetic energy k and the specific dissipation rate ω are as follows (Menter, 1994):
[image: Partial differential equation with terms involving density (rho), fluid velocity (u), turbulent kinetic energy (k), and pressure (P). Includes derivatives with respect to time (t) and spatial coordinates (x). Contains constants and parameters like beta, omega, and sigma.]
[image: Partial differential equation showing fluid dynamics: The equation involves terms for density, velocity, pressure, angular frequency, and viscosity. It includes constants, derivatives, and variables in a complex arrangement.]
where ρ represents fluid density, μt is turbulent viscosity, P stands for the production term, Cω is the coefficient related to the production term, F1 denotes the mixing function, σk and σω are the Prandtl numbers associated with turbulence kinetic energy k and specific dissipation rate ω, respectively. The modeling constant βk is set to 0.09.
The current investigation employs ANSYS CFX for constant calculation with a reference pressure of 1 atm and a constant temperature of 25°C. To enhance numerical convergence, Total Pressure is employed as the inlet condition, with a relative pressure set to 0 Pa, and Mass Flow Rate specified for the outlet. Computational domains are interconnected through the intersection interface, wherein the interface between the rotor and stator necessitates the use of the Frozen Rotor option, with a rotation angle set to 360°. The wall surfaces are designated as no-slip, and the roughness is configured at 10 μm. The solver is set to second-order upwind, with 1,500 iteration steps and a convergence accuracy of 10−5.
4 EXPERIMENTAL VERIFICATION
To validate the accuracy of the numerical method employed in this study, Scheme II is selected for conducting experiments on the external characteristics of the mixed-flow pump. Figure 6 illustrates the open test bench utilized in this experimental investigation. Two sets of pressure transmitters monitor the inlet and outlet pressures of the mixed-flow pump in real time, with data uploaded for head conversion. The torque meter provides real-time output of the motor’s output torque and speed, uploaded to the RPM and torque collector for pump shaft power monitoring. The electromagnetic flowmeter and solenoid valve work in tandem to adjust and monitor the flow rate in real time. Data from each experimental instrument are uploaded to a computer through a control and data terminal. Except for the electromagnetic flowmeter with a precision level of 0.3, the precision level of each data sampling instrument is 0.2, ensuring the systematic error of the experiment stays within 0.5%. It is noteworthy that the impeller is fabricated from stainless steel precision casting to meet geometric and installation accuracy requirements.
[image: Diagram of a pump system showing components and flow directions. Includes a computer (10), pressure gauge (3), and impeller close-up. Power lines are marked in red. Water flow is indicated with blue arrows following the path through various components like a valve (6) and water reservoir (8).]FIGURE 6 | Schematic diagram of test bench. 1. Pressure transmitter 2. Pump 3. Coupling 4. Torque meter 5. Electromagnetic flowmeter 6. Solenoid valve 7. Motor 8. RPM and torque collector 9. Control and data terminal 10. Computer 11. Sink.
Figure 7 illustrates the predicted and experimental values of the external characteristics of the mixed flow pump with Scheme II impeller. As evident from the figure, the experimental and predicted values of head and efficiency exhibit a high level of consistency with the flow rate. In general, the predicted values of head and efficiency surpass the corresponding experimental values. This phenomenon can be ascribed to the numerical simulation’s limitation in accurately capturing the volumetric and mechanical losses within the pump. Additionally, the numerical calculations represent highly ideal scenarios, while practical factors such as installation precision and operational stability of the pump unit during experiments may influence the experimental results. However, the relative errors between the experimental and predicted values are 4.9% (head) and 1.5% (efficiency) under the rated flow condition, and the numerical prediction results can be considered to have high accuracy. The above numerical model and method can be used in this research work.
[image: Graph showing head and efficiency against flow rate (Q/Q\(_{des}\)). Two curves represent head: Head-CFD (solid orange) and Head-EXP (dashed orange). Two curves show efficiency: Efficiency-CFD (solid green) and Efficiency-EXP (dashed green). Head decreases as flow rate increases, while efficiency rises initially, peaks, and then declines.]FIGURE 7 | Comparison of predicted and experimental values.
5 RESULTS AND ANALYSIS
5.1 Effect of blade count on performance
Figure 8 compares the hydraulic performance of mixed-flow pumps using impellers with different number of blades. From the figure, it can be seen that there is a significant effect of the number of impeller blades on the performance of the device. The head curves of Scheme III and Scheme IV closely resemble each other at part-load and rated operating conditions. However, as the flow rate continues to rise, the head of Scheme IV gradually becomes smaller than that of Scheme III, with the difference between the two increasing. Concurrently, the efficiency of Scheme IV at this juncture is notably lower than that of Scheme III. This observation indicates that under high-flow conditions, a greater number of blades may elevate resistance and friction loss in the flow path, thereby influencing the pump’s performance. Nevertheless, in general, an increased number of blades has a positive impact on the hydraulic performance of the pump device during part-load and part-overload conditions. With an augmented number of blades, the cascade solidity increases, leading to a reduction in the velocity slip of the medium. The smaller velocity slip can effectively improve the flow pattern in the impeller channel and inhibit the generation of unsteady flow structures such as flow separation and secondary flow. However, observation of the flow-head curve can be found. Compared to the mixed-flow pump with fewer impeller blades, the rotating stall effect of the pump in the flow interval of 0.6Qdes-0.8Qdes is more significant when there are more impeller blades. This is due to the fact that a smaller number of blades will significantly enhance the impeller passability. This results in the stalled vortex clusters not being able to be retained in the flow channel, but instead propagating downstream as they are wrapped by the main flow.
[image: Chart A shows head versus flow rate with four schemes, displaying a downward trend. Chart B shows efficiency versus flow rate with four schemes, forming an upward curve peaking around a flow rate of 0.9. Insets highlight specific data points for closer analysis.]FIGURE 8 | Performance of mixed-flow pumps using various sets of impeller. (A) Head (B) Efficiency.
5.2 Effect of blade count on flow characteristics
The vortex transport equation describes the evolution and transport of vortices in a fluid and is expressed as follows (Brown and Line, 2005):
[image: Equation showing the time derivative of vorticity, expressing various fluid dynamics terms: advection, stretching, Coriolis effect, pressure gradient, and diffusion, labeled as equation (3).]
where [image: Fraction with "d w" as the numerator and "d t" as the denominator, representing the derivative of w with respect to t.] represents the rate of change of vortex volume over time, while v denotes the fluid velocity vector. The symbols ∇ and ∇2 correspond to the gradient operator and the Laplace operator, respectively. Additionally, the term [image: Equation showing a dot product: left parenthesis omega dot nabla right parenthesis v.] represents vortex stretching (VS), which characterizes the localized stretching or squeezing occurring within the vortex. This formulation is crucial for understanding the dynamics of vortex structures and their evolution in the fluid flow.
In order to further investigate the influence law of the number of blades on the internal flow characteristics of the mixed-flow pump, the VS distributions of the impeller with different numbers of blades in the blade-to-blade cross-section are given in Figure 9 for the filling of the surface streamlines at each flow condition. From the figure, it can be seen that at low flow conditions (0.2 Qdes), a large number of vortex structures appear in the impeller channel of Scheme I and are regularly distributed in the suction side (SS) and pressure side (PS) of the blades. As the flow rate decreases, the flow angle at the impeller inlet also decreases. Consequently, the medium directly impacts the PS of the impeller, leading to the random generation of flow separation and the promotion of separation vortices near the PS of the blade. This vortex structure gives rise to a localized high-pressure region within the flow channel, thereby increasing the pressure gradient between the PS and SS. The pressure gradient is directed from the SS to the PS, which significantly enhances the intensity of the secondary flow in the flow channel. This is the main reason for the flow separation near the SS. It can be observed that at this point, a large area of high VS appears at the impeller outlet, which is the result of the dynamic and static interference of the outflow medium in the pump chamber. With the increase of the number of blades, the impeller cascade solidity rises, which effectively suppresses the flow separation on the PS side. The separation vortex caused by the secondary flow on the SS side still exists, but the intensity is significantly weakened and shifted to the outlet.
[image: Four panels, labeled A to D, display colored fluid dynamics simulations under different schemes. Each panel depicts patterns of swirling blue, green, and red, representing various flow conditions and velocities. Panel A includes annotations at stages 0.2, 0.6, and 1.0. A color scale above indicates velocity values from negative one to positive one times ten to the negative power of one.]FIGURE 9 | VS distribution on impeller blade-to-blade cross section (Span = 0.5). (A) Scheme I (B) Scheme II (C) Scheme III (D) Scheme IV.
As the flow rate increases, the inlet condition of the impeller improves, effectively suppressing all separation vortices within the flow channel. At 0.6 Qdes, small-scale vortex structures can still be observed on the SS of both Scheme I and Scheme II, elongated by the main flow in the direction of the blade bone line. When the number of blades is increased to Scheme III, the flow pattern inside the impeller is good in both part-load and overload condition, and no obvious vortex structure is found. In addition, the intensity of VS near the impeller outlet decays rapidly with the increase of flow rate. However, at this time, a low VS region with regular arrangement appeared on the leading-edge side of each blade of the impeller. This is related to the crowding effect of the blades on the incoming medium.
5.3 Effect of blade count on energy characteristics
The entropy production theory, derived from the second law of thermodynamics, holds significance in thermodynamics, offering a reliable method to quantify and visualize energy dissipation within rotating machines (Hou et al., 2016; Yang et al., 2023). In an independent adiabatic flow system, entropy production includes direct dissipation entropy production, turbulent dissipation entropy production, and wall entropy production, excluding thermal entropy (Ji et al., 2020). It is worth mentioning that since the RANS-based turbulence model is not able to capture the pulsating velocity information within the flow field, the turbulent dissipation entropy production St is computed utilizing the method proposed by Kock and Herwig (2004):
[image: Equation representing seepage loss: \( S_t = 0.09 \frac{{\rho_{\text{ack}}}}{T} \), numbered as equation (4).]
where ρ is the fluid medium density; ω is the turbulent vortex viscous frequency; k represents the turbulent kinetic energy.
Figure 10 illustrates the distribution of entropy production rate (EPR) within the inner flow channel of the mixed-flow pump under different operating conditions. The energy dissipation characteristics are closely linked to flow conditions, with higher EPR observed in part-load conditions for schemes with varying blade numbers. Notably, high EPR regions appear on the SS side of the impeller channel, extending from the inlet to the outlet, indicating energy dissipation due to the “jet-wake” phenomenon. Moreover, the periodic distribution of high EPR areas in the pump chamber aligns with the number of blades. It is noteworthy that a smaller number of blades is associated with a decrease in EPR at the diffuser inlet, indicating potential advantages for optimizing the match between the diffuser and the impeller discharge medium. Additionally, separation vortices near the diffuser outlet are observed during part-load conditions, and with an increase in flow rate under design conditions, the EPR inside the pump experiences a significant decrease. During this phase, the high EPR region is concentrated near the trailing edge of the blade, radiating to the pump chamber. Although the scale of the separation vortex near the diffuser outlet decreases, it remains associated with a higher EPR, affirming the applicability of the entropy production theory in visualizing energy dissipation within the pump.
[image: Twelve heat maps are arranged in a grid, showing variations of energy per unit area in a swirling pattern. The rows are labeled Scheme I to IV, and columns are labeled 0.6, 1.0, and 1.4 Q. Colors range from blue to red, representing values from zero to five thousand, as indicated by the color bar above.]FIGURE 10 | EPR distribution in mixed-flow pumps (Span = 0.5).
With a further increase in flow, the separating vortex near the diffuser outlet disappears when the mixed-flow pump is in overload. This is related to the increase in the strength of the main flow. The higher main flow strength can inhibit the generation of flow separation to some extent. However, compared with the rated condition, although the EPR at the impeller outlet decreases in all schemes, the EPR at the diffuser outlet increases significantly. Especially in Scheme IV, the match between the medium flow angle and the inlet placement angle of the vane becomes significantly worse, and the high EPR region near the outlet of the diffuser occupies almost the whole flow channel.
It is noteworthy to mention that to obtain the comprehensive entropy production of the hydraulic system, one must conduct the relevant volume integrals within the hydraulic system for direct dissipation entropy production rate and turbulent dissipation entropy production rate, along with the corresponding area integrals for the wall entropy production rate. The integrated results are summed to obtain the total entropy production of the hydraulic system. Figure 11 provides a quantification of the entropy production for the mixed-flow pump under various flow conditions. The figure reveals that, at small flow conditions, the entropy production of the impeller decreases with an increase in the number of impeller blades. Conversely, the entropy production in the diffuser exhibits a trend of increasing and then decreasing with the number of blades, reaching its maximum value at Scheme III. During this scenario, the total entropy production of the pump is maximized at Scheme II and minimized at Scheme IV. Under design conditions, the distribution of entropy production in the primary overflow components is more uniform, and the total entropy production is minimized at Scheme II. In overload conditions, the energy dissipation of the impeller increases with the number of blades, and the total entropy production is also minimized at Scheme II.
[image: Three bar and line graphs labeled A, B, and C compare entropy production in impeller and diffuser components across different schemes at flow coefficients 0.6, 1.0, and 1.6. Graphs show varying entropy levels for each scheme with connected total entropy lines.]FIGURE 11 | Entropy production of mixed-flow pumps at different flow conditions. (A) 0.6Qdes (B) 1.0Qdes (C) 1.6Qdes.
5.4 Effect of blade count on inlet flow pattern
To explore the impact of the number of impeller blades on the inlet flow pattern of the mixed-flow pump, Figure 12 presents the pressure distribution at the impeller inlet with the vortex structure in the inlet pipe for each scheme at different flow conditions. The vortex structure is identified using the Q criterion with the level set to 0.0002 and visualized using vorticity. The figure reveals a strong correlation between the number of relative high-pressure regions in the impeller inlet and the number of impeller blades, indicating a significant crowding effect of the impeller blades on the incoming flow.
[image: Visualization of cylindrical structures with varying schemes and flow properties. Four rows labeled Scheme I to IV show different flow patterns at three positions: left to right indicating progression. Colors represent vorticity, entropy, and total pressure, with a color bar guide at the top.]FIGURE 12 | Pressure distribution with vortex structure in the inlet pipe.
During part-load conditions, the inlet vortex primarily distributes on the inner surface of the pipe. With an increase in flow rate, the vortex structures progressively shift towards the outer pipe wall. Their volume steadily increases, and they merge, ultimately distributing on the outer surface of the pipe under overload conditions. Furthermore, the number of vortex cores corresponds to the number of blades in the separated state of the vortex structure. The substantial increase in the number of blades during design and overload conditions significantly amplifies the volume of vortex structures in the inlet pipe, adversely affecting the inlet conditions of the impeller and impacting the device’s performance. This phenomenon explains the higher entropy production of the mixed-flow pump in design and overload conditions, contrasting with lower entropy production in the part-load condition, as depicted in Figure 11.
6 CONCLUSION
In this comprehensive study, the impact of varying the number of impeller blades on the internal flow characteristics and energy performance of a mixed-flow pump is thoroughly examined through numerical simulation and experimental validation. The key findings are summarized as follows:
	1) The employed numerical method, validated through performance experiments, demonstrates high accuracy with slight overestimation (4.9% for rated head, 1.5% for efficiency) compared to experimental values. The adopted numerical scheme and SST k-ω turbulence model prove to be accurate and applicable for simulating mixed-flow pumps.
	2) The study reveals that an increased number of blades under part-load and part-overload conditions enhances flow patterns and pump performance. However, a higher blade count may elevate flow resistance, particularly in the 0.6Qdes-0.8Qdes flow range, leading to a more pronounced rotating stall effect.
	3) Augmenting the number of blades significantly increases cascade solidity, improving undesirable flow structures. The primary source of energy dissipation, identified as the separation vortex, decreases within the impeller under low-flow conditions with an increased number of vanes. Conversely, impeller entropy production rises with an increased number of blades under overload conditions.

In summary, this study validates the numerical method’s accuracy in simulating mixed-flow pumps and highlights the impact of blade count on flow patterns, performance, and energy dissipation. While an increased number of blades enhances flow patterns and mitigates undesirable structures, careful consideration is needed to manage elevated flow resistance and potential rotating stall effects. These findings provide valuable insights for the industrial application, design, and optimization of mixed-flow pumps, emphasizing the importance of balancing blade count for optimal performance across varying operating conditions.
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As the core component of a water conservancy sprinkler irrigation system, the self-priming jet pump is required not only to meet performance criteria for self-priming but also to align with the growing trend toward compactness in sprinkler irrigation systems. This paper takes the short compact self-priming jet pump as the research object whose injector is perpendicular to the main flow direction of the impeller inlet in order to reduce the volume of the jet pump and adopts the method of numerical simulation combined with experimental validation to study the effect of vertical arrangement of the injector on the hydraulic characteristics and operational instability of the self-priming jet pump. The results show that compared with the traditional hydraulic structure, the front injector leads to a significant reduction in the applicable flow range of the short jet pump. The hydraulic efficiency of the jet pump is notably inferior to that of traditional pumps across various flow conditions. This discrepancy arises from the eccentric rotation induced by the front-mounted injector, leading to pronounced circumferential asymmetry in the media flow within the individual impeller channels. Consequently, this asymmetry contributes to increased hydraulic losses in the flow channel. At the same time, the smaller overflow area within the injector enhances the turbulent flow characteristics of the medium, leading to increased instability of the subsequent flow field. This induces the generation of unwieldy low-frequency pressure pulsation signals within the flow channel, which are more readily propagated throughout the sprinkler system. In the practical application of short jet pumps, the circumferentially asymmetric distribution of the media flow in the impeller channel may result in the eccentric rotation of the rotor, thereby diminishing the service life of the pump. Furthermore, the complicated low-frequency signals will induce low-frequency vibration of the hydraulic sprinkler system, reducing the operational stability of the sprinkler system.
Keywords: short-type jet pump, hydraulic performance, instream flow structure, pressure pulsation, unsteady flow

1 INTRODUCTION
A jet pump has the characteristics of a simple structure and safe and reliable operation, and it is widely used in the field of water conservancy effuser system and other fields (Xu et al., 2021; Zhang et al., 2022; Winoto et al., 2000). In order to better adapt to the diversity and complexity of the sprinkler irrigation system environment, related scholars have performed many experiments with jet pumps as research objects, with a view to revealing the hydraulic performance and internal flow structure of jet pumps and to provide data support for the application of the pumps in engineering practice (Lu et al., 2015a; Lyu et al., 2016; Aissa et al., 2021). Xu et al. (2022) observed the cavitation phenomenon in jet pumps by means of an experimental system, thus revealing two cavitation mechanisms and properties in jet pumps. Banasiak et al. (2012) conducted performance experiments on the R744 jet pumps which contain different shapes of ejectors and found that the coefficient of performance (COP) is highly dependent on the diffuser length and diameter in the ejector. Furthermore, the structure of the ejector was optimized. Xu et al. (2012) conducted performance experiments on the adjustable ejector with transcriptive CO2 and analyzed the effect of the pressure at the high-pressure side on the pump system. The results showed that increasing the pressure on the high-pressure side was beneficial in improving the hydraulic characteristics of the pump. Pounds et al. (2013) conducted performance experiments on an injector refrigeration system under different temperature conditions in order to determine the optimum size and installation position of the nozzle. They found that although the ejector refrigeration system can achieve 1.7 times the COP, there will be a problem of critical back pressure. Long et al. (2016) performed performance experiments on a jet pump cavitation reactor at different pressure states. During the limit operation stage, a very violent cavitation phenomenon occurs in the pump, which indicates that the ejector pump has a potential application as a cavitation reactor. Lu et al. (2015b) also conducted performance experiments on a jet pump cavitation reactor at limit state; jet pump operation was also experimentally investigated, and it was found that low flow ratios produce high critical pressure ratios, giving the jet pump a greater ability to cope with the unsteady downstream flow. This provides a reference for jet pumps in realizing automatic dosing control of suction.
With the rapid development of computer technology, numerical simulation has also become one of the important means of academic research (Zhu et al., 2013; Wang et al., 2012a; Zhao et al., 2021). A comparative analysis of shear stress assessment models and Reynolds stress models was conducted by Morrall et al. (2020) The results show that the shear stress transfer analysis has higher accuracy than the Reynolds stress model at high eddy current levels. This improves the theoretical reference for subsequent numerical simulations. Haidl et al. (2021) numerically simulated the hydraulic performance of an ejector in an unstable configuration and safely predicted the minimum gas entrainment for different geometries, orientations, and operating conditions, which provided a theoretical reference for the operation of a conventional liquid–air ejector pump. Shah et al. (2011) numerically simulated a steam jet pump using the direct-contact condensation model in FLUENT to investigate its performance when pumping water using saturated steam. The results show that the mass ratio increases with an increase in steam pressure at constant suction pressure. This provides a theoretical basis for the practical application of jet pumps. Wang et al. (2012b) also used numerical simulation to investigate the internal flow law of steam jet pumps and proposed a wet steam model for transonic flow and found that there is spontaneous condensation when the supersonic flow passes through the nozzle. Kwon et al. (2002) discussed the effect of the mixing chamber shape on the hydraulic characteristics of jet pumps at different jet velocities based on a two-dimensional numerical simulation. The effect of the hydraulic characteristics of the jet pump is discussed, and the optimal mixing chamber structural parameters are derived. Deng et al. (2017) investigated the modified jet pump by numerical simulation and found that self-introduced oscillations cause successive rupture and the formation of liquid–gas interfaces, and the phenomenon is characterized by periodicity. The results of this study help understand the flow pattern within the liquid–air jet pump and, thus, improve the unsteady operation of the pump.
Based on the above study, it was found that although the flow direction of the medium within the traditional jet pump system is the same as that of the impeller inlet medium, there are still problems with its hydraulic performance and operational stability (Saker and Hassan, 2013; Sharifi, 2020; Wang et al., 2019). In order to meet the requirements of limited installation space in engineering practice, a more compact structure, a smaller size of the short section, of the jet pump was proposed (Yang et al., 2023; Yu et al., 2023). The jet pump positions the ejector structure perpendicular to the impeller, significantly reducing the overall footprint of the jet pump. This design is particularly advantageous for adapting to the intricate and variable conditions present in water conservancy sprinkler irrigation environments. However, in cases where the direction of media flow within the jet pump system diverges from that within the impeller, there is a heightened risk of inducing unstable flow within the pump. Therefore, this paper concentrates on a typical short-type jet pump, examining the impact of the vertically oriented injector structure on the hydraulic characteristics and internal flow state of the jet pump.
2 GEOMETRY AND PARAMETERS
This paper adopts a JET1100 short-type jet pump as the research object, which utilizes an effuser to eject the high-pressure medium to form the negative pressure of the jet, so as to suck the air into the nozzle, thus realizing the self-priming function of the pump. The short jet pump mainly includes an effuser, nozzle, impeller, and diffuser and other structures shown in Figure 1, and its main structural parameters are shown in Table 1. Under the rated flow condition, its hydraulic parameters are as follows: a flow rate of 3 m³/h, head of 28 m, and speed of 2,850 r/min.
[image: Technical diagrams display components of a fluid flow system. The first shows an effuser and nozzle with length variables, L1 to L3, and diameters D1 and D2. The second illustrates an impeller with angles β1 and β2, and diameter D1. The third depicts a diffuser with similar features, marked with diameter D2.]FIGURE 1 | Schematic diagram of the main dimensions of a short jet pump.
TABLE 1 | Geometric specifications of the impeller and the diffuser.
[image: Table detailing specifications of a nozzle and impeller. Nozzle parameters: length \( L_1 = 22 \) mm, outlet diameter \( D_1 = 9.2 \) mm, throat diameter \( D_2 = 15 \) mm, inlet area length \( L_2 = 12.5 \) mm, throat length \( L_3 = 25 \) mm, diffuser tube length \( L_4 = 62 \) mm. Impeller specifications: number of blades \( Z = 6 \), inlet diameter \( D_3 = 47.5 \) mm, outlet diameter \( D_4 = 129.5 \) mm, blade inlet angle \( \beta_1 = 36^\circ \), blade outlet angle \( B_2 = 37.5^\circ \). Diffuser details: number of vanes \( Z = 5 \), inlet diameter \( D_5 = 53 \) mm, outlet diameter \( D_6 = 160 \) mm.]3 NUMERICAL SIMULATION
3.1 3D model
This paper employs the “point-line-surface” method for the 3D modeling of the short jet pump, as illustrated in Figure 2. Diverging from the conventional jet pump design, the independent injector structure is vertically fixed at the impeller inlet. This configuration contributes to the compactness of the jet pump, minimizing its overall size.
[image: Diagram illustrating the main hydraulic components of traditional pumps, showing sections labeled as injector and components numbered one to eight. The injector includes an inlet for total pressure and an outlet for mass flow rate. Components are labeled as follows: 1. Front chamber, 2. Injector front chamber, 3. Nozzle, 4. Effuser, 5. Injector rear chamber, 6. Diffuser, 7. Impeller, 8. Rear chamber.]FIGURE 2 | 3D model of the short-type jet pump.
3.2 Grid division and irrelevance analysis
In order to improve the efficiency of numerical computation, this paper adopts ICEM software to carry out structured grid delineation of the main overflow components and irrelevance analysis of the mesh number of the impeller and effuser. Part of the computational domain grid is shown in Figure 3. In this paper, five groups of grids are mainly selected for the irrelevance discussion, and the grid numbers are 43,000, 150,000, 442,000, 1,019,000, and 1,473,000. As depicted in Figure 4, an increase in the number of grids results in a gradual reduction in the magnitude of changes observed in head, efficiency, and power. Specifically, when the number of grids reaches 1.019 million in group 4, the growth rate in head, efficiency, and power is less than 0.1%. This suggests that the number of grids in group 4 is economically viable. Consequently, all subsequent numerical simulations in this paper will employ the grid size of group 4.
[image: Diagram illustrating a nozzle, effuser, injector, and rear chamber on the left, with a labeled section. On the right, an impeller is shown with three curved blades.]FIGURE 3 | Partial computational domain grid of the jet pump.
[image: Bar chart showing two separate data series for five groups. The top series, in green, represents head and/or efficiency percentages ranging around 45 percent for each group. The bottom series, alternating blue and orange, represents power in kilowatts, approximately 0.7 for each group. The x-axis lists five groups, and the y-axes show percentage on the left and power on the right.]FIGURE 4 | Grid irrelevance analysis.
3.3 Boundary condition setting
In this paper, ANSYS CFX software is used to numerically simulate the computational domain. Pressure inlet with a mass flow outlet is used. The impeller is set as the rotating domain, and other parts are set as the stationary domain. All the intersection interfaces are connected by GGI. Among them, the cross-interface related to the impeller is set as the frozen rotor, and the other cross-interfaces are set as general connection. The residual of the control equation is set as 10−4. For the non-stationary calculation, it is chosen to calculate one step for every 3° rotation of the impeller and 20 iterations for each step. Therefore, the set time step is 1.75 × 10−4, and the total time is 0.168 s. The standard k-ε turbulence model is used for both stationary and non-stationary calculations in this paper. The turbulent kinetic energy k and dissipation rate equations are shown as follows:
[image: Mathematical equation depicting the transport equation for turbulent kinetic energy (k). It includes terms for time derivative, divergence of velocity, and various model constants and source terms like \( \mu \), \( \mu_t \), \( P_k \), \( P_b \), and \( S_k \).]
[image: Partial differential equation representing energy dissipation rate in fluid dynamics. The equation includes terms for density, velocity, viscosity, and turbulence components, expressed with symbols for time, divergence, and other related parameters.]
where Pk is the turbulent kinetic energy generated by the mean velocity gradient (J); Pb indicates the turbulence kinetic energy generated by buoyancy (J); σk and σε are the Prandtl numbers of k and ε, respectively; Sk and Sε are user-defined; C1, C2, C3, and Cμ are constants; and μt is the turbulent viscosity (mPa-s).
Unlike other turbulence models, the damping function is used in the ANSYS CFD solver, which enables more accurate prediction of the turbulent motion near the wall. Furthermore, the standard k–ε turbulence model is economical and robust (Launder and Sharma, 1974; Launder and Spalding, 1983).
4 TEST VERIFICATION
In order to verify the accuracy of the numerical simulation results in this paper, a performance test was conducted on the short-type jet pump, and the test process is shown in Figure 5. As shown in the figure, when the short-type jet self-priming pump is running, the pressure transmitter and electromagnetic flow meter are used to monitor and record the pressure and flow data of the test process, respectively. The sensors transmit the collected data to the test control system, and the computer connected to the control system processes the data and provides real-time feedback.
[image: Diagram illustrating a water flow system. A computer connects to a test control system, which is linked to a signal collector and other components. Water passes from a tank through an electromagnetic flowmeter, pressure transmitter, and a series of valves to a short jet pump. The system components are interconnected by solid and dashed lines, indicating the flow paths and control signals.]FIGURE 5 | Schematic diagram of the test bench.
The comparison between the numerical simulation results and the test results for different flow conditions is shown in Figure 6. As shown in the figure, the experimental and numerical simulation values of efficiency and power increase with the increase in the flow rate, while the experimental and numerical simulation values of head decrease with the increase in the flow rate. At full flow conditions, both results have the same trend. In the off-rated flow conditions, the head and power test results and numerical simulation results deviate more. This is due to the fact that the jet pump contains an independent injector structure, which enhances the transient characteristics of the pump, and the steady-state numerical simulation results cannot better capture the transient changes in pump performance. Nevertheless, at the rated flow condition, the numerical simulation results for head, efficiency, and power exhibit a marginal variance of only 0.9%, 1.2%, and 0.3%, respectively, when compared to their corresponding experimental results. This indicates that the numerical simulation method used in this study demonstrates a high level of accuracy.
[image: A graph displaying multiple data sets with flow rate on the x-axis (0 to 5 meters cubed per hour) and three different metrics on the y-axes: head in meters (bottom left, 5 to 45), power in kilowatts (bottom right, 0 to 0.28), and efficiency percentage (top right, 10 to 32). Each data set includes test and CFD (Computational Fluid Dynamics) data represented by different colored lines, showing trends of increasing power and efficiency with flow rate, and varying head values.]FIGURE 6 | Comparison between numerical simulation results and test results.
5 ANALYSIS OF RESULTS
Figure 7 shows a comparison of the hydraulic performance of the short jet pump and the traditional pump (without a built-in ejector) under different flow conditions. As shown in the figure, with the increase in the flow rate, the head of both the traditional pump and the short jet pump gradually decreased, and the impeller power consumption of the two increased. However, in the same flow conditions, the hydraulic performance of the two shows a noticeable gap. Specifically, in low-flow conditions, the impeller power consumption and efficiency of the short jet pump are lower than those of the traditional pump. Notably, the pump efficiency exhibits a substantial difference, reaching 80.84%. Conversely, the head of the short jet pump under low-flow conditions is significantly higher than that of the traditional pump, with a difference of 3.70%. In the high-flow conditions, the efficiency of the short jet pump and impeller power consumption are also lower than those of the traditional pump, but the difference between the two is relatively small. At this time, the difference in the efficiency and impeller power consumption is 60.85% and 23.88%, respectively, but the jet pump head is still greater than the traditional pump head, and the difference between the two is 11.09%. Under rated flow conditions, while the head of the short jet pump surpasses that of the traditional pump by 3.3%, there persists a noticeable gap in efficiency and impeller power consumption between the two. This observation suggests that despite the short jet pump’s ability to suction media to a certain height, the presence of the front injector induces varying flow directions within the pump, potentially leading to unstable flow. Consequently, this may significantly decrease the energy conversion rate of the jet pump.
[image: Comparison graph showing three panels. The first panel illustrates the head of traditional and short jet pumps across low, rated, and high flow conditions, showing a downward trend. The second panel shows the efficiency of both pumps, which remains relatively stable with slight decreases. The third panel depicts the impeller power consumption, increasing for both pumps as flow conditions change. The short jet pump generally shows better performance in all measures.]FIGURE 7 | Comparison of the hydraulic performance of the two pump types under different flow conditions.
A comparison of the vorticity distribution of the impeller inlet of the short jet pump and the conventional pump for different flow conditions is shown in Figure 8. As shown in the figure, the addition of jets in the pump leads to a great reduction in the value of the rated flow rate. In this paper, the rated flow rate of the traditional pump is Q = 13 m3/h, while the rated flow rate of the jet pump is Q = 3 m3/h. For the traditional pump, there is only high vortex at the center of the impeller inlet in the three flow conditions, and the vortex distribution around the pump is relatively uniform. As the flow rate increases, the traditional pump impeller inlet high-vortex area has to expand outward performance, but the change is not noticeable. However, in different flow conditions, there is a wide range of high-vortex phenomena within the short type of the jet pump. This suggests that, during this period, the energy loss in the pump is more pronounced, resulting in lower pump efficiency, aligning with the previously discussed results. Simultaneously, a comparison of the speed distribution in the two pump types reveals that the traditional pump’s impeller inlet vortex exhibits a generally centrosymmetric distribution. In contrast, the vortex inside the short jet pump displays varying degrees of eccentricity. As the flow rate increases, the center of the vortex inside the jet pump gradually moves from the left to the right. This indicates that the front-end transverse jet will lead to the mainstream direction, and the impeller inlet surface normal direction is not consistent, resulting in an uneven distribution of the media at the impeller inlet, thus generating an asymmetric vortex phenomenon.
[image: Comparison of vorticity patterns in pumps. Panel A shows traditional pump conditions: low, rated, and high flow, all with circular green patterns. Panel B shows short type jet pump conditions with more complex, colorful vorticity patterns. A vorticity scale ranges from blue (zero) to red (high).]FIGURE 8 | Comparison of the vorticity distribution at the inlet of the two pump impellers under different flow conditions.
A comparison of the vorticity distribution at the impeller mid-span of the conventional pump and the short jet pump for three flow conditions is shown in Figure 9. As shown in the figure, the phenomenon of high vorticity occurs at this position in the conventional pump under different flow conditions. The high vortex region is mainly distributed in the blade root and blade tip. At this time, the distribution position of the high-vortex phenomenon at the impeller mid-span in the jet pump is the same as that of the traditional pump, but its distribution range is noticeably larger. In addition, by observing the velocity streamline distribution, it can be found that the streamline shapes in the six impeller channels of the short jet pump are different. Some of the streamlines are uniformly distributed within the flow channels, but single or even multiple vortices appear in some of the flow channels. The range of vortices within the impeller channels is relatively small under rated flow conditions. This is most likely influenced by the asymmetric distribution of the impeller inlet vortex. Eccentric rotation of the impeller inlet medium induces subsequent flow inconsistencies in each flow channel, which may lead to the presence of large radial forces in the impeller, causing the impeller to rotate eccentrically. The long-term eccentric rotation will cause serious wear and tear of the pump shaft, shortening the service life of the pump.
[image: Comparison of vorticity in traditional and short type jet pumps at different flow conditions. Panel A depicts traditional pump vorticity at low (11 m³/h), rated (13 m³/h), and high (15 m³/h) flow. Panel B shows short type jet pump vorticity at low (1 m³/h), rated (3 m³/h), and high (5 m³/h) flow. The vorticity scale ranges from 0 to 2500.]FIGURE 9 | Comparison of the impeller mid-span vortex distribution for the two pump types under different flow conditions.
In order to facilitate the comparison of the pressure pulsation characteristics between traditional pumps and short-type jet pumps, the frequency of the two is converted into a multiple of the impeller rotation frequency, and the rotation frequency multiple NF is defined as follows:
[image: Equation showing \( N_F = \frac{60f}{n} \), labeled as equation (3).]
where n represents the rotational speed of the impeller, r/min; f represents the frequency obtained after the fast Fourier transform, Hz.
Figure 10 shows a comparison of the pressure pulsation characteristics at the impeller channel in the two pumps under three flow conditions. Under small flow conditions, the primary frequency in the impeller channel of traditional pumps and short-type jet pumps is distributed in the vicinity of 0.5 times the frequency of rotation, and the secondary frequency is distributed in the vicinity of 5 times the frequency of rotation (diffuser frequency). However, the jet pump also exhibits numerous multi-frequency signals, indicating that the media pressure within the short-type jet pump impeller channel is not only influenced by the impeller and diffuser but also significantly affected by the injector. Under rated flow conditions, the primary frequency of both pumps is concentrated at the diffuser lobe frequency. Additionally, as the frequency increases, the amplitude of pressure pulsations decreases. This phenomenon can be attributed to media fluctuations during the flow process, consequently impacting the pressure distribution in the impeller channel. Moreover, under high-flow conditions, the primary frequency of both pumps is distributed around one times rpm and five times rpm. Compared with the pressure pulsation intensity of conventional pumps, the pressure pulsation amplitude of the jet pump is intense and more frequent. This indicates that the small overflow area at the nozzle and effuser throat will significantly strengthen the turbulent flow characteristics of the medium here, which induces the instability of the subsequent flow field, and the pressure pulsation signal caused by the unstable flow in the flow field will be propagated to the impeller and the diffuser in the flow channel. This characteristic is further amplified under high-flow conditions, thus showing a noticeable pressure fluctuation phenomenon.
[image: Comparison of performance factor \(C_r\) versus flow rate \(N_f\) for low, rated, and high flow conditions. Each graph compares traditional pumps (blue line) and short jet pumps (red line) at specified flow rates \(Q\). Differences in \(C_r\) values decrease across increasing \(N_f\).]FIGURE 10 | Comparison of the pressure pulsation characteristics of the two pump types under different flow conditions.
6 CONCLUSION
In this paper, a combination of numerical simulation and experimental verification is used to compare the hydraulic characteristics, internal flow structure, and pressure pulsation characteristics of the JET1100 short-type jet pump with the corresponding conventional pump. The main conclusions are as follows:
	(1) Compared with the conventional pump, the rated flow value of the short-type jet pump is significantly lower. Through the comparison of the three different flow conditions of the hydraulic performance of the short-type jet pump and the traditional pump, it was found that the difference between the two heads is small, and the head value of the jet pump is higher than that of the traditional pump. However, the efficiency of the jet pump is much smaller than the efficiency of the traditional pump. This shows that in the same flow conditions, the short-type jet pump will lose more energy.
	(2) Based on the comparison of the flow structure of the two pumps, the front injector will lead to the direction of the medium in the pump, different from the impeller inlet normal direction, which leads to the eccentric rotation of the impeller inlet medium, leading to the phenomenon of unstable flow in the pump. At the same time, the eccentric rotation of the impeller inlet will also induce the subsequent flow inconsistency of each flow channel of the impeller, which will lead to the eccentric rotation of the impeller and reduce the service life of the pump.
	(3) By comparing the pressure pulsation characteristics of the two pumps, the narrow overflow area in the injector enhances the turbulent flow characteristics of the medium and induces the instability of the subsequent flow field, which leads to a wide range of low-frequency signals in the pump. This suggests that short-type jet pumps may have low-frequency vibration problems in engineering applications, thus affecting the operational stability of hydraulic sprinkler irrigation systems.
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According to the use of marine gas turbines, inlet distortion is caused by the bending of the compressor inlet port. The total pressure distortion is the external stability reduction factor that has the greatest impact on the engine’s aerodynamic stability. This research designs a pressure distortion simulation device, which achieves the goal of providing the target distortion flow field for marine compressors by inserting plugboards of different heights and shapes into the inlet duct. The variation pattern of the entire flow field after inserting different parameter plugboards is obtained through distortion experiments and numerical simulations. Summarizes a prediction formula for total pressure distortion under different working conditions, with a verified error of less than 1.5%. In addition, the straight plugboard is changed to arc plugboard or concave and convex plugboard, the total pressure distortion distribution pattern can be changed while the range of the circumferential low-pressure zone remains unchanged. The distortion index of the distortion simulator designed by this research institute can be adjusted within the range of 0.5%–5%, while providing various distortion pattern. The distortion simulator meets the requirements of the comprehensive distortion index needed for the relevant distortion test of the marine engine and provides assistance for ship engine design and optimization.
Keywords: ship engine, inlet distortion, distortion generator, plugboard method, equivalent simulation

1 INTRODUCTION
The engine may experience decreased performance due to an uneven intake flow field during operation, resulting from changes in the external environment and its own operating conditions. The study of inlet distortion is essential in engine development processes. If the influence of flow field distortion factors is not considered, excessive flow field distortion at the inlet may result in compressor instability and have serious consequences. With the increasing attention on the inlet flow field distortion, various simulation technologies for inlet distortion have emerged as the need arises. Through these simulation technologies, a flow field with the same effect as the inlet distortion can be generated, allowing for efficient and rapid experimentation related to engine distortion, thus providing assistance in anti-distortion design and optimization. Common simulation technologies for total pressure distortion include simulation network technology, turbulence generator, air jet distortion simulator, simulation board technology, plugboard simulation technology, etc.
Regarding the simulation of total pressure distortion, scholars have conducted extensive research in the field of testing and simulation. Since the 1960s, organizations such as AEDC and NASA in the United States have developed devices such as distortion screens (Bobula, 1979), plane wave method (Kutschenreuter et al., 1973), random frequency distortion generators, and air jet distortion simulation generators to achieve distortion simulation (Braithwaite et al., 1970; Meyer et al., 1970; Overall and Harper, 1974; Hubble and Smith, 1979; Mcllveen, 1979; Beale et al., 2002; Beale et al., 2006; Beale et al., 2007) and others have introduced research on transient total pressure distortion simulation technology and proposed concepts such as total temperature distortion simulation devices and eddy current distortion simulation devices based on the characteristics of various simulation devices. Zhang et al. (2017) designed a crescent-shaped pressure distortion simulator with a continuously adjustable distortion index achieved by increasing the curvature of the plugboard. Naseri et al. (2012) used a jet injector to simulate steady-state circumferential intake distortion on a micro jet engine test rig. With the development of distortion simulation, scholars have proposed new methods such as the delta wing method, blade method, square cylinder method, strip distortion generator, complex total pressure distortion screen, curved edge plate, and swirl chamber method (Mankbadi and Georgiadis, 2015; Yusoof and Deshpande, 2015; Sivapragasam, 2019; Cheng et al., 2020; Song et al., 2021). Wu et al. (2022) used the BP ANN method to predict the dynamic distortion flow field of a crescent shaped distortion generator. Through numerous experiments, the United States has developed definition criteria and relevant industry standards for aerospace inlet distortion (SAE S-16 Committee ARP 1420, Revision B, 2002; SAE Aerospace Information Report AIR-1419, 1999). However, China and Russia typically use the plugboard method for total pressure equivalent simulation. Conduct compressor distortion experiments using distortion generators such as straight plates, controllable moving plates, and double plate (Xia et al., 2018; Tu et al., 2021; Chen et al., 2023), the influence of different types of plugboard devices on compressor inlet flow field parameters is analyzed, and the reasons for compressor early stall caused by distortion are summarized (Jiang et al., 2007; Jiang et al., 2009; Zhang et al., 2019; Liu et al., 2022; Liu et al., 2022).
In order to analyze the impact of distortion on the compressor, scholars combined numerical simulation methods to further study the flow field of the compressor under distortion conditions. Many scholars’ research (Jinghua and Baofeng, 2015; Zhang et al., 2017; Maghsoudi et al., 2020; Chen et al., 2023) has shown that under different operating conditions, the plugboard has a significant impact on the different pressure distortion indices DC (90°), DC (60°), and PC/P of the measuring cross-section section, leading to circumferential flow in the rotor inlet section, disturbance of corner vortices on rotor tip leakage vortices, and changes in shock waves and positions. These factors affect the stable boundaries of low-speed, subsonic, and transonic compressors, leading to early stall of the compressor. By combining novel simulation models such as three-dimensional torsional force model, time-stepping simulation, and RANS/LES hybrid method, enhancements in both computational efficiency and simulation accuracy have been achieved. Through more comprehensive capture of flow field details, conducted thorough analysis of the impact of parameters, such as inlet conditions and plugboard types, on the internal flow of pipelines and compressors (Yin et al., 2015; Zhou et al., 2017; Zhou et al., 2018; Liu et al., 2021; Liu et al., 2021).
While numerous scholars have extensively researched the equivalent simulation of inlet distortion, there exists a notable gap in relevant studies concerning inlet distortion in marine gas turbines. Consequently, this study focuses on the equivalent simulation of inlet distortion in marine compressors and analyzes the impact of insertion plate parameters on distortion through approach combining experiments and simulations. Describe the simulation method and experimental verification results in Section 2; In Section 3, the impact of changes in parameters such as plugboard height and shape on the flow field is discussed. Finally, Section 4 provides a summary of the research findings.
2 METHODS
2.1 Distortion equivalent simulation test rig
The distortion equivalent simulation test rig is shown in Figure 1A). The inlet of the test rig consists of a twisted pair flowmeter DLN-DN365, followed by a connecting segment and a pressure stabilizing chamber. The twisted pair flowmeter is a throttling flow meter, with its inlet surface consisting of a twisted pair wire rotating 360°, which then smoothly transitions to the cylindrical segment. This design ensures minimal pressure loss of air entering the flow meter, allowing for the neglect of throttling loss impact on the flow rate. Calculate the experimental flow rate using Eq. 1. During the experiment, the pressure difference at the measuring point is obtained using the differential pressure sensor MG 2000. The atmospheric temperature and pressure are acquired through the temperature sensor PT100 and absolute pressure sensor 3351AP. Real-time display of the flow rate is facilitated by the flow integrator F2000X, with the error of this flow measurement system being less than 1%.
[image: The formula shown is Q sub m equals pi over four times D squared times alpha times epsilon times the square root of the fraction two delta P over rho sub one. It is labeled as equation one.]
[image: Please upload the image or provide a URL to it, and I will create the alt text for you.] is the flow coefficient, [image: Please upload the image or provide a URL so I can assist you with creating the alt text.] is the expandable coefficient, D is the pipeline diameter, [image: Please upload the image or provide a URL for it, and I can help you create the alternate text.] is the fluid density.
[image: Image A shows a large industrial flow measurement setup with labeled components, including a twisted pair flowmeter and a pressure stabilizing chamber. A schematic diagram highlights these parts and marks the simulation domain. Image B displays a close-up of a circular metallic component with a toothed edge. Image C presents a polar diagram with concentric circles and labeled degree measurements, likely for flow analysis.]FIGURE 1 | The distortion equivalent simulation test rig.
The inlet and outlet curves of the pressure stabilization chamber are Vickers curves, with a contraction ratio of 1:3. A convergent transition pipe is used to reduce the inner diameter to D = 365 mm. Different plugboard replacement devices (show in Fingure(b)) with various plugboard modes can be assembled between the transition pipe section and the air inlet cowl.
To assess the steady-state total pressure distortion on the compressor inlet surface AIP (Aerodynamic Interface Plane), located 250 mm away from the inlet fairing, a flow field parameter measurement system is installed at this specific location. The system consists of a probe, a probe displacement mechanism, and a flow field parameter acquisition and processing system RET-400. The displacement mechanism has a stroke of 200 mm and an accuracy of 0.01 mm. The flow field parameter acquisition and processing system offer a range of ±20 KPa and an accuracy of 1%. The measured AIP section is circular ring cross-section, with an outer diameter Dout and an inner diameter Din of 278 mm and 131mm, respectively. Multiple groups of data are collected at each measurement point and calculated by the flow field parameter acquisition and processing system to obtain an average value. After completing the radial five-point measurement, the plugboard replacement device’s circumferential rotation function is utilized to collect data from ninety measurement points on the AIP section. Finally, the AIP sectional flow field parameters are obtained, and the non-uniformity of the AIP section flow field is analyzed.
2.2 Plugboard parameters
In order to obtain various distortion pattern to meet the relevant distortion test requirements, select the height of the plugboard as the main research parameter, and the study is carried out in combination with the shape of the plugboard, as shown in Figure 2C. The shortest distance H from the plugboard to the center is defined as the plugboard height, and the effect of changing the plugboard height on the flow field is studied. Change the shape of the plugboard based on the plugboard with H = 100 mm and define the distances C and Z from the arc plate and the concave and convex plate to the center. Conduct dimensionless processing on each parameter h = H/D, c = C/D and z = Z/D, analyze the impact of various parameter changes on the total pressure distribution on the AIP surface, and summarize the influence of plugboard parameters on total pressure distortion.
[image: Diagram showing various aspects of a grid simulation model. Panel A illustrates an unstructured grid with labeled components: inlet, outlet, and plugboard. Panel B displays a cylindrical mesh with subcomponents like outlet and inlets, emphasizing grid validation. Panel C presents circles labeled H, C, and Z. Panel D is a table listing grid sizes, with columns for change rate, pressure loss, and change rate percentage.]FIGURE 2 | Grid independence verification.
2.3 Distortion assessment method
To quantify the non-uniformity of the inlet flow field of the compressor, the experimental and simulation results are analyzed using the non-dimensional parameter distortion index. Based on the characteristics of ship distortion, velocity distortion [image: A large, stylized lowercase Greek letter delta (δ) is depicted in a dark, serif font against a light background. The letter's curves are smooth and bold.] and total pressure distortion DP are defined. Divide the analysis section into 5% area sectors, process the data to obtain the maximum velocity [image: Text showing "V subscript i five percent subscript max" in a stylized font.], average velocity [image: Mathematical notation showing the vector \( \overline{V}_i (5\%) \), representing a variable \( V \) with a bar on top for emphasis, indexed by \( i \), and evaluated at 5 percent.], and the ratio of the difference between the maximum velocity and the average velocity to the average velocity within the sector. Compare all ratios to find the sector region with the most significant velocity change within the cross-section, where the ratio represents velocity distortion [image: If you upload the image or provide a URL, I can help create the alt text for you.]. The calculation method is shown in Eq. 2.
[image: Mathematical equation showing δ equals the maximum of V subscript f (five percent) max minus V subscript f (five percent), all divided by V subscript f (five percent), labeled equation two.]
The definition method of total pressure distortion DP degree is to divide the solution area, taking 1/6 of the ring area, which is divided into every 60 sector angle, firstly obtain the average total pressure [image: Please upload the image or provide a URL so I can help create the alt text for it.], and then further according to the needs in each individual sector interval Divide, solve the average total pressure value in each independent unit separately and then perform global sorting to obtain [image: Mathematical expression showing "P sub i of sixty" with a subscript i and argument sixty in parentheses.]. Use Eq. 3 to find the total pressure distortion.
[image: The formula shown is: DP equals open bracket P-bar minus P-subscript-t-subscript-(60)-min close bracket over P. It is labeled as equation 3.]
2.4 Ω criterion
In 2016, Liu et al. proposed the Ω criterion vortex identification method based on the second-generation vortex identification method (Q criterion, etc.). This method decomposes vorticity using the concepts of rotating and non-rotating parts for the first time. Choosing a reasonable threshold Ω within the range of 0–1 can effectively identify the vortex structure in the flow field. In the calculation process, the velocity gradient tensor is decomposed into a symmetric tensor A representing fluid deformation and an antisymmetric tensor B representing fluid rotation. Determine the vortex structure based on the proportion of rotation effect in the entire velocity gradient tensor. The calculation formula is as follows:
[image: Equation \( \Omega = \frac{{\| \mathbf{B} \|_F^2 }}{{\| \mathbf{A} \|_F^2 + \| \mathbf{B} \|_F^2 + \varepsilon }} \), labeled as equation (4). Here, \( \| \cdot \|_F^2 \) denotes the squared Frobenius norm, and \( \varepsilon \) is a small constant.]
During the calculation process of Eq. 4, there may be situations where the values of A and B are small, leading to calculation errors. Therefore, a small positive number [image: It seems there might be an issue with the image upload. Please try uploading the image again, or provide a URL or description for it.] is added to the denominator.
[image: Equation showing \( e = 0.02Q_{\text{max}} = 0.01((\lVert B \rVert_F^2 - \lVert A \rVert_F^2)_{\text{max}} \) labeled as equation (5).]
A large number of related experiments have shown that when Ω is greater than 0.52, the main vortex structures in the flow can be clearly identified.
[image: It seems there's an issue with the image upload. Please try uploading the image file again, and I'll be happy to help with the alt text.]
2.5 Modeling and simulation validation
The simulation domain is shown in Figure 2A, which corresponds to the labeled area in Figure 1. The calculation domain includes the test section, plugboard replacement device, air inlet cowl, and measurement section. Figure 2B is a schematic diagram of unstructured grid partitioning of the computational domain using the Fluent Meshing tool module. Due to the complexity of the model’s structure, the grid is densified in the key survey section and the smaller parts of the structure. To ensure computational accuracy, the boundary layer was refined to ensure that is y+ less than 100, meeting the requirements of the turbulence model. The mainstream within the computational domain is characterized by subsonic, compressible, and ordinary temperature, with a Reynolds number exceeding 10,000, thereby indicating fully developed turbulence. Choose Fluent software for numerical solution based on the research object. The gradient discretization scheme utilized the Least Squares Cell-Based approach, while the pressure discretization employed the Second Order scheme. Discretization for density, momentum, energy, and other parameters followed the Second Order Upwind method, and calculations are conducted using the k-ε turbulence model. The inlet of the computational domain is configured as pressure boundary, specifying total pressure of 101,325 Pa and temperature of 288.15 K. The outlet of the computational domain is set as pressure outlet, with a target mass flow rate specified as 7.5 kg/s. Grid independence verification is performed for five different mesh distribution schemes to ensure the effectiveness of the grid generation method (Kan et al., 2021a; Kan et al., 2021b). As observed in Figure 2D, it can be noted that the total pressure loss and the relative variation in pressure parameters remain essentially constant when the grid count exceeds 1.1 million. Consequently, considering the achievable maximum accuracy and the available computational resources, a grid scheme consisting of 1.1 million cells is selected to simulate the flow characteristics downstream of the plugboard.
2.6 Test verification
Use Eq. 7 to process the data of 90 measuring points of the AIP section, calculate the measured total pressure and static pressure according to the local temperature, atmospheric pressure and other data, and convert them into the velocity value of the measured section.
[image: Equation showing the relationship between kinetic energy and thermodynamic properties: one-half v squared equals kRT over k minus one, times one minus Pi over PT raised to the power of k minus one over k.]
In the above formula, v represents the velocity value at this point, Ps represents the static pressure value, and PT represents the total pressure value. After performing calculations, the velocity nephogram of the AIP cross-section experiment and simulation comparison is shown in Figure 3. After processing the simulation results obtain the average velocity of the AIP surface [image: The expression shows "V sub AIP" with an overline above the entire expression.] = 60.83 m/s, δ = 10.38%; the experimental result is [image: Mathematical expression showing the variable \( \overline{V}_{AIP} \), indicating a vector or value \(\overline{V}\) associated with the subscript \(AIP\).] = 61.73 m/s, δ = 10.10%. The comparison between the simulated and experimental values indicates that the error between the two falls less than 3% within an acceptable range. In Figure 3C, an error bar, representing a 5% margin of error, is incorporated based on the velocity values at measurement points in the circumferential direction of the measurement section. It is evident that the simulation results for all comparison points errors of less than 5% when compared to the experimental values, and the distribution pattern of total pressure aligns. The accuracy of the numerical simulation has been substantiated through the aforementioned comparative analysis.
[image: Three-part illustration comparing CFD and experimental data. Part A shows a CFD simulation ring with velocity gradients in a color scale from red to blue. Part B depicts a similar ring for experimental data (EXP). Part C is a graph plotting circumferential speed against circumferential angle, comparing CFD and EXP results with error bars, showing a dip at around 180 degrees.]FIGURE 3 | Verification of simulation results.
3 RESULTS AND DISCUSSION
Using the rated operating state of a ship compressor with 7.5 kg/s (n1r = 100%) as an example, the flow structure variation of the flow field after the plugboard is analyzed. Figure 4 shows the velocity distribution and three-dimensional streamline of five cross sections with an interval of 250 mm along the flow direction after the plugboard. It can be observed that the blocking effect of the plugboard on the mainstream causes it to be divided into two strands. The airflow that is not affected by the plugboard increased in speed due to a decrease in the flow area. And some of the airflow bypasses the plugboard, forming a large range of strong eddies due to the blockage of the plugboard, forming a low-pressure and low-speed zone. Under the influence of the plugboard, there is a significant non-uniformity in the flow. Although the continuous mixing of the airflow and the rectification effect of the inlet cowl effectively weaken the non-uniformity of the flow, there is still a clear low-pressure and low-speed zone at the inlet section of the compressor.
[image: Flow visualization with colored contours and streamlines represents varying velocities from 16 to 160 meters per second, indicated by a color scale from blue to red.]FIGURE 4 | Velocity nephogram and streamline of each section.
In order to study the flow structure of the plugboard in detail, the total pressure, Mach number, and velocity vector of the Y and Z direction cross-section are analyzed (as shown in Figure 5). The analysis revealed that the large area reflux zone after plugboard has a relatively high flow velocity in the external and whereas the flow velocity inside the reflux zone remains at only 0.05 Ma. This process leads to substantial flow losses, resulting in a significant decrease in total pressure compared to the inlet pressure. Meanwhile, when the airflow bypasses the plugboard, the flow area decreases, and radial velocity is generated due to shear force, creating a high-speed flow area behind the board. The high-speed region experiences a decrease followed by an increase in the flow area under the influence of shear forces. Downstream of the plugboard, the airflow accelerates to the max 0.35 Ma. A transition zone forms between the low-speed reflux area and the high-speed area behind the board. The momentum transfer and continuous mixing of the airflow behind the plate, along with the wall viscous effect, blur the boundary between the high and low-pressure zones. This leads to a reduction in flow non-uniformity. The shape of the inlet cowl has a rectifying effect on the airflow, which can further reduce the non-uniformity of the flow, but cannot completely eliminate the distortion of total pressure and velocity.
[image: Three panels labeled A, B, and C display fluid dynamics simulations in a channel. Panel A shows pressure distribution with a spectrum from blue to red. Panel B illustrates Mach number contours with colors ranging from blue to red. Panel C presents velocity distribution, with high velocity areas marked in blue. Each panel includes directional axes.]FIGURE 5 | Total pressure Ma and streamline diagram.
Figure 6 and Figure 7 show the distribution of AIP cross-sectional flow field parameters. The section pressure of AIP is 99.3 kPa. The area where the pressure is lower than this value constitutes the low-pressure area, with an average pressure of 97.7 kPa. From the figure, it can be observed that the low-pressure area occupies a significant portion of the entire AIP section. By using linear difference analysis, it has been determined that the low-pressure area spans from 120° to 240°, amounting to a range of 120° which accounts for 33% of the compressor inlet plane.
[image: Two circular heat maps displaying simulation data. The left map shows total pressure with colors ranging from blue to red, indicating low to high pressure. The right map shows velocity changes using similar color gradients. Both maps illustrate circular patterns and gradients.]FIGURE 6 | Total pressure and Ma contour of AIP section.
[image: Graph showing pressure measurements against the angle in degrees. The solid line represents point-averaged pressure, while dotted and dashed lines indicate area-averaged pressures of different sections. A shaded blue region highlights a lower pressure area from approximately 130 to 235 degrees. The total pressure measured is around 100 pascals.]FIGURE 7 | Identification of the low pressure area in AIP section.
In order to investigate the impact of plugboard depth on the flow field, the plugboard is operated at the rated flow rate. Figure 8 shows the changes in the flow field behind the plugboard as the depth of the plugboard changes. To assess the influence of h, record the total pressure of the cross section every 250 mm after the plugboard and display the streamline in the entire flow area. With an increase in the depth of the plugboard, the area of backflow behind the board also increases. During the analysis of the plugboard’s flow field, it is concluded that a high and low pressure zone will form behind the plate. As the relative depth h of the plugboard increases, the area ratio of the plugboard to the inlet section increases, and its blocking effect on the airflow increases, leading to a further decrease in the total pressure value in the low-pressure zone. Additionally, an increase in h will result in more flow blockage. When h = 0.22, the reflux area accounts for 30% of the flow area, and when h = 0.36, the counter current area accounts for 80% of the flow area, resulting in increased flow loss, a wider range of low-pressure areas, and greater flow non-uniformity.
[image: Flow visualization showing pressure contours on tandem cylinders with varying spacing ratios (h=0.36, h=0.28, h=0.22) and streamlines. Colors indicate pressure levels, with red representing the highest and dark blue the lowest pressure, according to the scale.]FIGURE 8 | The flow fields behind the baffle under different baffle depths.
Figure 9 illustrates the changes in the total pressure nephogram of the AIP section under the condition of n1r = 100%. The total pressure distribution of the AIP section changes as the depth of the plugboard increases. The low-pressure area continuously expands, causing throttling of the airflow and consequently an increase in total pressure for the parts not covered by the plugboard. This leads to an enhancement in the overall total pressure non-uniformity of the AIP section. The average total pressure of the AIP section at five different insertion depths is as follows: 98.3kPa, 99.3kPa, 99.8kPa, 100.3kPa, and 100.5 kPa. Additionally, the average total pressure of the low-pressure area is 95.0, 96.7, 97.5, 98.2, and 98.1 kPa, respectively. The increase in plugboard depth results in a wider range of the low-pressure zone and a continuous increase in the total pressure loss of the AIP section.
[image: Line graph showing total pressure (P_t/P_0) against angle (θ) for different β values: 0.08, 0.16, 0.22, and 0.28. Pressure decreases around 180° for all β values, with varying depths.]FIGURE 9 | AIP section (n1r = 100%) under different plugboard depths.
Figures 10, 11 depict the variation in total pressure and DP counter of the AIP section under the condition of n1r = 100%. The starting and ending positions of the plugboards with different parameters in the circumferential direction of the flow path are identical, resulting in a nearly identical area of the low-pressure region in the AIP cross-section. However, when the straight plate is substituted with a circular arc plate or a concave-convex plate, the area of blockage by the plugboard alters. Consequently, the larger the blockage area, the greater the total pressure loss, leading to lower average total pressure across the AIP section and increased total pressure distortion. When compared with the straight plate, the arc plate affects the flow blockage to a greater extent than the concave-convex plate under the same h condition. Upon comparing the data in Figure 11, it becomes apparent that when the plugboard possesses a concave shape, the total pressure non-uniformity of the AIP section using the circular plate is less than that of the concave-convex plate. Conversely, when the plugboard has a convex shape, the total pressure non-uniformity of the AIP section using the circular plate is greater than that of the concave-convex plate. Through analysis, it is evident that changing the shape parameters of the plugboard can modify the total pressure distortion and yield expected distortion equivalent simulation results without altering the circumferential area of the low-pressure region in the AIP section.
[image: Graph showing yield strength in kilopascals versus angle phi in degrees, ranging from 0 to 360. Four curves represent different η values: 0.08 (blue squares), 0.36 (black circles), 0.56 (red octagons), and 0.22 (black diamonds). All curves dip between 90 and 270 degrees, indicating reduced yield strength in this range.]FIGURE 10 | Total pressure of AIP section (n1r = 100%) under different plugboard parameters.
[image: Line graph showing three data sets with x-axis labeled "Airnet" and y-axis labeled with values from 2.4 to 3.0. Black and red lines represent "Base plane" and "Coarse and access plane" respectively, both gradually increasing, while a blue dashed line labeled "2.75 weld pressure (baseline)" remains constant.]FIGURE 11 | DP of AIP section (n1r = 100%) under different plugboard parameters.
The total pressure distortion DP of the AIP section under five working conditions of n1r = 20%–100% (inlet mass flow of 1.5–7.5 kg/s) and different plugboard heights is summarized in Figure 12. Increasing the working flow at the same plugboard height leads to higher flow velocity in the flow channel, greater difference between the low pressure and low-speed zone formed after the airflow is blocked by the plugboard and the main flow, increased flow non-uniformity after the plugboard, and greater distortion in the AIP section. Similarly, increasing the height of the plugboard at the same working flow rate also results in higher flow non-uniformity and distortion. The influence of plugboard height on total pressure distortion becomes stronger with increasing working flow. The working flow and plugboard height are positively correlated with the total pressure distortion of the AIP section. The relationship between h and DP under various working conditions is summarized in Figure 13, which also analyzes the relationship between h, DP, and n1r. Flow simulation is conducted under the conditions of n1r = 100%, h = 0.29, and under all operating conditions h = 0.21. The comparison error between the results and the relationship is less than 1.5%, confirming the accuracy of the relationship for predicting the total pressure distortion DP of the AIP section. Using this formula, the necessary plugboard parameters for the required distortion test conditions can be quickly obtained before conducting the compressor distortion test.
[image: Three-dimensional graph depicting a surface plot with color gradient representing DP values. Axes labeled as AZ, SR, and Fr. The plot peaks at lighter colors and slopes to darker shades, indicating variations in the data.]FIGURE 12 | AIP section under different plugboard depths and n1r.
[image: Line graph showing the relationship between \( \beta_t \) and \( DP^* \). Five lines, each with different colors and equations, represent pressure distortion. Predicted and CFD data points are marked. The x-axis is \( \beta_t \), and the y-axis is \( DP^* \).]FIGURE 13 | AIP section under different plugboard depths and n1r.
Figure 14 displays the results obtained from the implementation of the Ω criterion vortex identification method to examine the flow characteristics after the plugboard. The visualization indicates the formation of a stagnant vortex in the upstream region of the plugboard. As the airflow proceeds past the plugboard, a portion deviates towards the flow channel wall, leading to the creation of an angled vortex at the intersection between the plugboard and the wall. This corner vortex maintains relative independence and gradually dissipates along the flow direction, exhibiting a positive correlation with the plugboard’s height. Simultaneously, the bypassing airflow generates a separation vortex due to shear forces. A comparative analysis reveals similarities in the position and extent of the low-speed reflux zone and the separation vortex. Upon entering the inlet cowl, contributing to a more uniform flow field through airflow mixing and momentum transfer, consequently diminishing its spatial extent.
[image: Illustration of fluid dynamics in a hypersonic inlet duct shows an angular vortex and a separation vortex. The diagram highlights airflow patterns and vortices within the duct.]FIGURE 14 | Ω-criterion vortex analysis.
Figure 15 shows the distribution of Ω at different positions in the X direction. As can be seen from the figure, the upstream vortices of the plugboard are mainly concentrated near the wall in front of the plugboard, with a small influence range of vortices, but a large value of central vortex Ω.
[image: Series of circular diagrams showing color-coded sections from X equals zero meters to X equals 1.2 meters. Each section displays variations in data values, indicated by a color gradient from blue to red. The gradient represents data values ranging from 100 to 600, shown at various cross-sections.]FIGURE 15 | AIP section (n1r = 100%) Ω vortex distribution.
The intensity of vortices in the 0.35–0.4 and 0.8–0.9 m regions behind the plugboard is larger, while the intensity and velocity of vortices in the middle region are smaller. The range and intensity of the rectification vortex caused by the intake rectifying cap during the process of air flow passing through X = 1–1.1 m are significantly smaller. However, it cannot completely eliminate the non-uniformity of the airflow. The area with a large Ω value at X = 1.1 m is essentially the same as the low-pressure area. By comparing the Ω criterion values with the changes in fluid along the flow, it can be observed that regions with large Ω values are basically the same as the low-speed regions of the flow. The Ω value may be suitable for correlating eddy currents with flow parameters. It is important to note that due to the complexity of geometric characteristics, the Ω value cannot be directly equated to the flow velocity. Non-etheless, the Ω criterion still can be used as an auxiliary method for analyzing the flow field non-uniformity caused by the plugboard.
4 CONCLUSION
This article selects the distortion of ship inlet as the research object and conducts distortion equivalent tests and simulation calculations on plugboard devices of different heights and shapes. By analyzing the changes in the flow field structure of the computational domain and compressor inlet, the relationship between the insertion plate parameters and total pressure distortion is summarized. The following conclusions are summarized:
	1. On the premise that the height of the plugboard h is constant, change the shape of the plugboard to arc plugboard or concave and convex plugboard, the total pressure distortion DP can be adjusted while the area of the circumferential low-pressure zone remains unchanged. The distortion DP of Total pressure is positively correlated with the blocking area of the plug plate.
	2. The increase in work flow and plugboard height leads to an increase in flow non-uniformity, resulting in an increase in total pressure distortion of the AIP section. Based on the summary of the research results, the relationship between the plugboard height h and the total pressure distortion DP is obtained. This relationship can realize the rapid prediction of the total pressure distortion DP of the AIP section under different working conditions.
	3. The analysis of the equivalent simulated flow field through the Ω criterion can reflect the change of the range and intensity of vortices in the flow process. The augmentation of vortex range and intensity within the flow field leads to an increase in flow losses, and further decreases in total pressure and velocity, resulting in an enhancement of flow non-uniformity. This indicates that the Ω criterion may serve as an auxiliary method for analyzing flow distortion caused by the plugboard.
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Pumped storage is an important component of electrified wire netting. The safe and stable operation of pump turbines is extremely important. Among them, pressure pulsation is one of the main causes of pump turbine vibration. The characteristics of pressure pulsation are relatively complex, and it is difficult to directly observe their temporal changes using commonly used FFT methods. The division of frequency characteristics is often vague. Meanwhile, it is difficult to explain some phenomena such as frequency doubling. This article focuses on a certain model of pump turbine and uses SST model to numerically simulate the runaway condition of the pump turbine. And the Hilbert Huang transform method is used to analyze the pressure pulsation in the vaneless region and draft tube. The results show that the main characteristic frequencies of the vaneless region are blade passing frequency 112.5 Hz and rotational frequency 12.5 Hz. The main characteristic frequencies of the draft tube are vortex rope frequency near 3 Hz which energy ratio is up to 50%, rotational frequency, and blade passing frequency. The pressure pulsation characteristics in the vaneless region have changed from a complex composition of double blade passing frequency and rotational frequency to a distribution dominated by blade passing frequency. In the passage of the guide vane, the pressure pulsation is almost only characterized by blade passing frequency. The frequency characteristics of the vaneless region between the runner and the guide vane become complex again. Meanwhile, the results show that the characteristic frequencies of the vaneless region and the draft tube propagate upstream and downstream.
Keywords: pump turbine, pressure pulsation, hilbert huang transform, runaway, rotor stator interaction

1 INTRODUCTION
Due to environmental damage, traditional energy is gradually transitioning towards new energy. New energy sources such as solar energy, wind energy, and nuclear energy have been vigorously developed (Carlson and Davidson, 2021; Ji et al., 2022; Kong et al., 2022). However, it poses a huge burden on the safe and stable operation of the electrified wire netting (Quaranta et al., 2021). Therefore, pumped storage units, as a typical energy storage system, have been widely used in electrified systems (Li et al., 2019; Bahzad et al., 2022). The vibration problem of pumped storage power plants has always been an inevitable important problem. Unit vibration can reduce the operating efficiency of the unit, causing vibrations in the volute, inflow pipeline, and plant structure (Pei et al., 2014). The causes of typical hydraulic machinery vibration are divided into mechanical vibration, hydraulic vibration, and electromechanical vibration. During the operation of the “Anapo” pumped storage power plant in Sicily, Italy, there was significant vibration in the guide vanes, and the vibration mainly came from the vaneless region (Mauro et al., 2019). Egusquiza et al. (2012). Reported an investigation into a malfunction of a large pump turbine runner caused by rotor stator interaction. Further research has shown that the pressure pulsation in the vaneless region is the main cause of failure. The powerhouse structure of pumped storage power stations is mainly located underground. With the advancement of technology, pump turbines are required to develop towards the direction of high efficiency, high flow rate, and high operating range. The diverse operating conditions have made it easier for the unit to operate at deviations from the design point, resulting in increasingly severe harm caused by hydraulic vibration. Therefore, for the safety and economic considerations of personnel and equipment, vibration urgently need to be reduced.
At the turbine conditions of pump turbines, the stability problem of the transition process is mainly caused by the S characteristic (Trivedi et al., 2017; Suh et al., 2021). Due to the fact that reversible water pump turbines often have lower specific speeds, larger runner diameters, and stronger centrifugal effects. The inflow of the runner will quickly decrease due to inertia when passing through the runaway condition. Because of the obstruction of liquid, the runner rotation speed will decrease. When at the reverse pump condition, the runner rotation speed will increase again. The characteristic forming a curve shaped like “S", named as “S" characteristic. “S" characteristic may cause pump turbines into different condition, leading to significant instability. For example, Zeng et al. (2017) found that the water hammer pressure during load rejection of a pump turbine is highly correlated with the S characteristic. Zhang et al. (2020) found that the strong radial force on the runner may cause the shaft oscillation of the generator set at runaway condition.
In order to clarify the pressure pulsation and vibration characteristics, a large number of scholars have conducted relevant experimental and numerical simulation studies. The pressure pulsation in the vaneless region is mainly caused by the interaction between the runner blades and guide vanes, which is also known as rotor stator interaction. The phenomenon of rotor stator interaction is mainly caused by two factors. One is that the blades of the runner rotate periodically and interfere with the inviscid flow field in the vaneless region, resulting in periodic changes in the flow field. Secondly, the viscous effect of the fluid leads to unstable flow phenomena (Agnalt et al., 2019). Therefore, rotor stator interaction can be considered as inviscid interaction and viscous interaction (Zuo et al., 2015). Trivedi et al. (2013) found that the rotor stator interaction leads to unstable pressure pulsations, which are high-frequency pressure pulsations through experiments and numerical simulations. KC et al. (2014) and Goyal et al. (2016), Goyal et al. (2018) found that the pressure pulsation in the vaneless region is mainly caused by rotor stator interaction with a frequency several times number of the guide vanesSome scholars at home and abroad have studied the influence conditions of rotor stator interaction to control its amplitude. Trivedi (Chirag et al., 2014; Trivedi et al., 2014; Trivedi et al., 2016; Trivedi et al., 2018a; Trivedi et al., 2018b) has conducted long-term research on the transient process of mixed flow hydraulic turbines. During the research process, it was found that during the transient process, the amplitude of pressure pulsation in the vaneless region showed a significant increase, and there was a certain functional relationship between the amplitude of pressure pulsation and the opening of the guide vanes. When the transient process ends, the amplitude of pressure pulsation will sharply increase by 30 times. Laouari and Ghenaiet, (2019) demonstrated that the amplitude of pressure pulsation caused by rotor stator interaction increases with the increase of guide vane opening. And the pressure pulsation generated varies with the angle of rotation. Wallimann and Neubauer (2015) found comparison that found that the radial distance of the vaneless region affects its amplitude through three-dimensional unsteady calculations and experimental results.
As one of the typical characteristics of pressure pulsation, the vortex rope mainly appears in the draft tube at partial load conditions. Due to its generally low frequency, resonance is prone to occur. Baya et al. (2010) found that the frequency of the vortex rope in the draft tube is 0.2–0.4 times the rotational frequency at partial load conditions caused vibration. Yexiang et al. (2010) indicated that as the load increases from small to large, the pressure pulsation in the draft tube first increases, then decreases, and then increases again. Nicolet et al. (2010), Nicolet et al. (2011) and Kuznetsov et al. (2014) found that the vortex rope in the draft tube is the excitation source of resonance phenomenon, and due to the comprehensive excitation of rotation, cavitation, and fluid structure coupling effects of the vortex rope in the draft tube, a typical pressure pulsation characteristic of 1–3 times the rotational frequency was generated. Favrel et al. (2014) found that the resonance phenomenon is mainly caused by the precession frequency of the vortex rope in the draft tube. Duparchy et al. (2015) found that the synchronous component signal of vortex rope was amplified, causing severe vibration of the unit. Pasche et al. (2019) found that the synchronous component signal is the coupling between the draft tube vortex rope and the draft tube wall, which propagates upstream and downstream. Its source may be located at the impact of the draft tube wall and vortex rope. Favrel et al. (2016) also observed three forms of vortex rope in the draft tube through PIV technology and found that there is a sudden change in the vortex rope during the flow state change process, exacerbating instability.
This article focuses on the model machine of a certain model of water pump turbine. By using the Hilbert Huang transform method, analyze the pressure pulsation in the vaneless region and draft tube under runaway conditions. To explain and analyze the pressure pulsations in the vaneless region and draft tube under runaway conditions and the reasons for their formation. The innovation of this article is to use the HHT method to analyze the pressure pulsation characteristics under runaway conditions, clarify the main sources of pressure pulsation in each region, and prove its propagation characteristics towards upstream and downstream as the flow direction changes.
2 RESEARCH OBJECTIVE
2.1 Reversible pump-turbine model
In this study, the research objective is a reversible pump-turbine in model scale. The model is 1:9 times that of the prototype. As shown in Figure 1, the reversible pump-turbine has five components as follows: volute, stay vane, guide vane, runner and draft tube. The runner rotates around Z-axis. In turbine mode, the flow is from volute to draft tube and the runner rotates counterclockwise. In pump mode, the flow is from draft tube to volute and the runner rotates clockwise. The high-pressure side and low-pressure side diameters of runner are 560 mm and 300 mm, respectively. The width of runner high pressure side is 57.2 mm. The numbers of runner blade, guide vane blade and stay vane blade are 9, 20 and 20, respectively. The maximum angle of guide vane opening is 38°.
[image: Diagram of a hydraulic turbine assembly labeled with key components: guide vane, stay vane, runner, volute, and draft tube. A 3D coordinate system is shown in the bottom left corner.]FIGURE 1 | Components of the reversible pump-turbine model.
Unit speed n11 and unit discharge Q11 are defined as:
[image: Equation showing \( Q_{11} = \frac{Q}{D^2 \times H^{0.5}} \), with the equation labeled as (1).]
[image: The equation represents the variable n sub one equals n multiplied by D, divided by H raised to the power of 0.5, with the expression labeled as equation two.]
where [image: It appears there was an issue with uploading the image. Please try uploading it again, and I would be happy to help with the alt text.] is the flow rate (m3/s), [image: Please upload the image or provide a URL so I can help create the alt text for it.] is the head (m), D is the high pressure side diameter of the runner (m).
2.2 Model test rig and apparatus
The experimental study was conducted on the test rig shown in Figure 2. The components of test rig are as follows: test pump-turbine model, reservation tank, motor, cavitation tank, flow stabilization tank, flow meter, supply pump, pipe and valve. The test rig is designed for the experiment of pump-turbine. Based on the IEC-60193–1999, ‘S’ shape characteristics were measured. The maximum test head of test rig is 120 m. The maximum flow rate of test rig is 1.2 m3/s. The dynamometer output of test rig is 600 kw. The dynamometer maximum rotating speed of test rig is 1900rpm. The tailwater pressure of test rig is -85-250kpa.
[image: Diagram of a fluid system featuring a reservation tank, valve, pressure gauge, and vacuum pump. It includes a test pump, load sensor, rotary encoder, motor, and cavitation tank. The system also has a flow meter, supply pump, and piped connections throughout.]FIGURE 2 | Schematic of the test rig.
Data acquisition is based on PXI (Peripheral Component Interconnection extensions for Instrumentation) system. The test parameters are measured by corresponding sensors. The apparatuses used for pump-turbine testing and the corresponding uncertainties are shown in Table 1. The flow rate is measured by using electromagnetic flowmeter with the uncertainty of ± 0.18%. The rotation speed is measured by using rotary encoder with the uncertainty of ± 0.02%. The head is measured by using differential pressure sensor with the uncertainty of ±0.05%. The Torque is measured by using load sensor with the uncertainty of ±0.05% and excitation amplifier with the uncertainty of ± 0.02%. The tailwater pressure is measured by using static pressure sensor with the uncertainty of ± 0.10%. The guide vane opening angle is measured by using angular displacement sensor with the uncertainty of ± 0.10°. The shaft power is calculated by torque and rotational speed. The efficient is calculated by the flow rate, head and shaft power, with uncertainty within ± 0.25%.
TABLE 1 | Test apparatus and uncertainty.
[image: Table listing quantities, apparatus, and associated uncertainties. Quantities include flow rate, rotation speed, head, torque, tailwater pressure, and guide vane opening angle. Apparatus used are electromagnetic flow meter, rotary encoder, differential pressure sensor, load sensor, excitation amplifier, static pressure sensor, and angular displacement sensor. Uncertainties range from ±0.02% to ±0.18% for percentages, and ±0.10 degrees for the angle.]3 NUMERICAL METHOD AND SETUP
3.1 Numerical method for turbulent flow and energy dissipation
In this study, the numerical simulation is based on the CFD. The three-dimensional incompressible flow is simulated based on the Reynolds average Navier-Stokes (RANS) method. Because of the turbulent pulsation term, the equations are not closed. Therefore, it is necessary to construct a turbulence model to close the equations. In this paper, the SST k-ω model (Menter, 1994) is chosen to close by establishing the relationship between Reynold’s stress and eddy viscosity. This model has good simulation results for large curvature flow and separated flow. A large number of researches show that this model can be used in CFD simulation of engineering problems. The kinetic energy [image: Please upload the image or provide a URL, and I will create the alt text for you.] equation and specific dissipation rate [image: Please upload the image or provide a URL so I can help create the alt text for it.] equation are as follows:
[image: Partial differential equation representing fluid dynamics, showing the rate of change of kinetic energy (rho k) over time and space. Terms include pressure (P_k), density (rho), velocity (u_i), and viscosity (mu, sigma_mu), with derivatives indicating spatial changes and diffusion effects.]
[image: Equation for the time rate change and spatial variation of density times specific dissipation rate, involving terms for squared strain S, beta times squared dissipation rate, and spatial derivatives of viscosity and auxiliary functions.]
where [image: The mathematical expression "P" with a subscript "k" in italics.] is the production term of turbulent kinetic energy, [image: It seems like there's an issue with the image upload. Please try uploading the image again or provide a URL. If you have any additional context or details for the image, feel free to include that as well.] is the invariant measure of the strain rate, Parameters [image: Please upload the image, and I'll help create the alt text for it. If you have any additional context or a caption, feel free to include that as well.], [image: The image displays the Greek letter beta with an asterisk superscript, representing a mathematical or statistical variable, often used in equations or formulas.], [image: The image shows the Greek letter sigma, denoted by the symbol “σ,” followed by a subscript “k.”], and [image: Mathematical symbol representing sigma with a subscript omega.] are constants of the turbulence model, [image: Please upload the image or provide a URL so I can help create the alt text for it.] is the dynamic viscosity, and F1 is the blending function, [image: It seems like you are referring to a Greek letter, specifically "mu" with a subscript "t". If you have an image you want to describe, please upload it or provide a URL.] is turbulent eddy viscosity.
The analysis method of Fourier transform is mainly based on the assumption of linearity and stationarity, but in most systems, the data is closer to including both nonlinearity and non-stationary. The signal of pressure pulsation is often complex and non-sinusoidal. Therefore, FFT often presents many fallacies or incorrect information. Meanwhile, non-periodic, time-varying or impulsive features are often hidden. HHT has effectively solved the above problems. Therefore, new methods are needed to address this type of data analysis. Hilbert Huang Transform (HHT) is an empirical data analysis method with adaptive expansion basis, which can obtain physically meaningful representations of nonlinear non-stationary data (Huang et al., 1998). HHT is divided into two parts: empirical mode decomposition (EMD) and Hilbert transform (HT). This method was proposed by Huang in 1998. Huang believes that any complex signal can be decomposed into a finite number of intrinsic mode functions (IMF), and then HT is performed on each IMF component to obtain physically meaningful instantaneous frequencies, Hilbert spectra, and energy distributions, in order to intuitively represent the time-frequency characteristics of each component of the original signal.
The IMF has two conditions:
	1) In the entire data, the number of extreme points and zero crossing points is either equal or at most 1 difference.
	2) The mean of the envelope defined by the local maximum and the envelope defined by the local minimum at any point is equal to 0.

Each IMF represents a simple oscillation mode, corresponding to a simple harmonic function, but it is more general: it replaces the constant amplitude and frequency in a simple harmonic function, and the IMF can have varying amplitude and frequency as a function of time. Usually, the original signal cannot meet the conditions of IMF, so Huang obtained IMF through empirical mode decomposition. According to the definition of the IMF, decomposition is carried out by identifying all local extremum values, obtaining the upper and lower envelopes using a cubic spline function. The upper and lower envelopes should cover all data, and then taking the mean of the envelopes to obtain the IMF. Subtract the obtained IMF from the original signal to obtain the intermediate signal, and then repeat the above steps. Stop decomposition until the requirements are met. In this way, the raw data can be decomposed into several IMF and one residual term Rn.
For a given IMF, the Cauchy principal value of the convolutional integral can be obtained through Hilbert transform to obtain the HT result:
[image: Equation showing the Hilbert transform: \( Hf(t) = \frac{1}{\pi} \, p.v. \int_{-\infty}^{\infty} \frac{f(\tau)}{t-\tau} \, d\tau \). It is labeled as equation (5).]
Where t is the integral variable of HT, and p. v is the Cauchy principal value integral. By using the Hilbert transform, the analytical signal can be obtained as follows:
[image: The equation depicts \( f_A(t) = f(t) + iHf(t) = A(t)e^{i\theta(t)} \) marked as equation (6).]
In the formula, ÅÅ t Å is the instantaneous phase, A (t) is the instantaneous amplitude, and their functional relationship with the original signal is as follows:
[image: The image shows the mathematical equation: \( A(t) = \sqrt{f(t)^2 + \mathcal{H}f(t)^2} \), labeled as equation \( (7) \).]
[image: The formula shows \(\phi(t) = \text{arctan}\left(\frac{\mathcal{H}f(t)}{f(t)}\right)\), labeled as equation (8).]
The instantaneous frequency ω(t) is the derivative of the instantaneous phase:
[image: Mathematical equation showing omega as a function of time, represented by \(\omega(t) = \dot{\phi}(t)\), with equation number (9).]
After obtaining the IMF and its HT results and corresponding analytical signals, correlation analysis of the Hilbert spectrum can be performed on them. After using the Hilbert transform, the obtained Hilbert amplitude spectrum H (ω,t) can be represented in the real part of the analytical signal:
[image: The image shows a mathematical equation: \( H(\omega, t) = \Re \left\{ \sum_{k=1}^{K} A_k(t) e^{j \phi_k(t)} \right\} \). It is labeled as equation (10).]
Where K is the number of IMF. In order to further clarify the importance and proportion of each IMF in the signal, the energy ratio Ep is defined as follows
[image: Mathematical formula showing \( E_p = \frac{\sum A_k^2(t)}{\sum_{k=1}^{K} \sum A_k^2(t)} \). Equation number eleven is indicated on the right.]
3.2 Setup of CFD
The CFD simulation was based on ANSYS CFX. In this study, the analyzed working condition is the runaway condition of the pump turbine. The multiple reference frame is adopted to analyze the rotating model. The impeller was defined as a rotating domain by 750 r/min and others were defined as stationary. General grid interface (GGI) is used for the data transfer between the two adjacent domains. In this case, environment variables are set as follows. The reference pressure is set as 101.325 kPa. The fluid medium is water under the reference temperature of 20°C, which is continuous fluid. The simulation con-siders the heat transfer. The turbulence model is chosen SST k-ω model. The steady simulation finishes in 1000 iterations.
The boundary conditions of steady RANS simulation are as follows. In pump mode, the draft tube inflow is set as mass flow rate inlet boundary. The value depends on the flow rate. Turbulence intensity on the inlet boundary is 5%. The draft tube outflow is set as the average static pressure outlet boundary, which relative pressure is 0 Pa. All the wall boundaries are set as no-slip wall where velocity on the wall is zero. The volute inflow is set as flow rate inlet boundary which values are based on the experiment. All the wall boundaries are set as no-slip wall where velocity on the wall is zero.
Because of the need of pressure pulsation analysis, the unsteady RANS simulation is conducted. The steady CFD result is set as the initial condition. The unsteady simulation conducts totally 10 runner revolutions which 1 revolution is divided for 360 steps. The one steps need 20 iterations. The convergence criterion was the root mean square residual (RMS) of the momentum equation and the continuity equation less than 5 × 10−5. Considering the stability of unsteady calculations, the last five cycles were selected as the results for analysis.
In this study, the arrangement of discrete monitoring points was used to study pressure pulsation as shown in the Figure 3. Due to the pressure pulsation of the pump turbine, the main sources are the vaneless region and the draft tube, seven monitoring points were selected in the draft tube and vaneless region. Five monitoring points are located in the middle of the flow streamline in the middle of the crown and ring of guide vane and stay vane. And two monitoring points are located 0.1 m away from the runner low pressure side in the draft tube.
[image: Illustration of a turbine blade interaction detailing positions labeled P01 to P07. Arrows indicate airflow from the curved surfaces, labeled P01 to P05, towards a flat surface, labeled P06 and P07. The image emphasizes airflow dynamics and pressure points on the blade.]FIGURE 3 | Schematic of monitoring points.
3.3 Grid preparation for CFD
To carry out CFD simulation, it is necessary to discretizes the convective domain, which is based on finite volume method. The number of grid elements has an obvious influence on the result. The type of grid has an obvious influence on the convergence and efficiency of calculation. Hence, the Hexahedral grid is selected to improve computational efficiency. The grid convergence index (GCI) (Celik and Karatekin, 1997)is used to check the three different grid schemes.
The fine, medium and coarse grids have 11056456, 5185591 and 2376580 elements based on refinement ratio of 1.3. The index is the pressure of the monitoring points in the vaneless, guide vane and stay vane. As shown in Table 2, [image: Greek letter phi subscript one (ϕ₁) in italic font, commonly used in mathematics and physics to denote a specific variable or parameter.] to [image: The Greek letter phi with a subscript number three.] are evaluated variables. P is observation accuracy order. [image: The image shows the mathematical expression phi subscript ext superscript twenty-one.] are extrapolated values. [image: Exponential expression showing e to the power of twenty-one times t subscript ext.] are the relative error of extrapolated value. [image: Text reads "GCI two one fine" in stylized font, with "21" in superscript next to "GCI" and "fine" below.] are the convergence index of the grid. For the different key parameters between M1 and M2, the relative errors of extrapolated values are under 1%. The grid convergence index is between 0.0002% and 1.0793%. Obviously, the mesh scheme meets the requirement of convergence criteria and the accuracy of simulation can be well guaranteed. However, there is a high computational cost for the fine grid scheme, which should be considered. Hence, the medium scheme is selected used to simulate finally.
TABLE 2 | Evaluation results of discretization error.
[image: A table with columns labeled P01 to P05 and rows containing various parameters: \( \phi_1, \phi_2, \phi_3, p, \phi_{ext}^{21}, e_{ext}^{21}, \) and \( GCI_{fine}^{21} \). Each cell contains numerical data corresponding to these parameters for each column.]The detailed information of mesh nodes and elements of medium scheme is shown in Figure 4 and Table 3. In this study, the values of [image: Mathematical expression showing "y" with a superscript plus sign, denoted as "y plus."] are about 10–100 for most of the areas on the surface of the flow domain. The maximum values of [image: The expression depicts "y" with a superscript plus sign.] on the surface of draft tube, runner, guide vane, stay vane and volute are approximately 75, 120, 150, 200 and 75.
[image: Complex illustration of a helical fan housing showing swirling blades and a detailed cutaway segment. A pipe extends from the housing, demonstrating airflow direction and design intricacies.]FIGURE 4 | Schematic map of grid using in CFD simulation.
TABLE 3 | Mesh number details of the computational domain.
[image: Table listing components of a system with their element types and quantities. Parts include Draft Tube, Runner, Guide Vane, Stay Vane, and Volute. All except Volute are Hexahedral, while Volute is Tetrahedral. Respective element counts are 661,010; 1,417,500; 1,272,960; 1,157,856; and 676,265. Total elements are 5,185,591.]4 RESULTS AND ANALYSES
4.1 Experimental-numerical accuracy
For the accuracy of the numerical simulation results, a validation is necessary to compare CFD and experimental data. The ‘S’ shape characteristic curve of the pump turbine is shown in Figure 5. The figure shows the relationship between torque N and unit speed n11, as well as the relationship between unit discharge Q11 and unit speed n11. It can be observed that at the runaway point position (N = 0), the experimental and CFD results are in good agreement, with a unit speed error of approximately 0.4%. The overall curve trend is relatively matched, with a clear ‘S’ shape. Explain that the numerical simulation results are relatively accurate.
[image: Two graphs depict experimental (EXP) and computational fluid dynamics (CFD) data. The top graph shows volumetric flow rate \(Q_{11}\) in cubic meters per second versus rotational speed \(n_{11}\) in revolutions per minute, with both data sets aligning but diverging above 84 r/min. The bottom graph plots torque \(N\) in Newton-meters against \(n_{11}\), exhibiting similar divergence above 84 r/min. CFD data is marked with circles, EXP with squares.]FIGURE 5 | Comparison between CFD and experimental of ‘S’ shape characteristic.
4.2 Pressure pulsation analysis in the vaneless region
In this study, the direction of flow is from the volute to the draft tube. Figure 6, Figure 7, Figure 8, Figure 9, Figure 10 show the empirical mode decomposition results of monitoring points in the vaneless region. Table 4 shows the energy ratios of each IMF at this point. Table 5 shows the center frequencies of each IMF after monitoring point decomposition. Point P01 is located near the volute in the stay vane flow channel. There are five main modes of pressure pulsation at this point, among which the energy proportion of IMF1 is the highest, accounting for 31.36%. And IMF2 is the second highest, accounting for 22.93%. It can be observed that overall, the energy share of the five IMF’s is relatively close. According to Figure 6 and Table 4, it can be observed that the center frequency of IMF1 is 261.22, and the overall time signal of IMF1 shows a discontinuous pattern. After Fourier transform, the double blade passing frequency is the main high amplitude frequency. The center frequency of IMF2 is 166.54. The time signal of IMF2 is relatively continuous, and after Fourier transform, it contains blade passing frequency components and double blade passing frequency components. The center frequency of IMF3 is 68.56, and after Fourier transform, the main frequency of the components is similar to the center frequency. The center frequency of IMF4 is 13.79, and after Fourier transform, its main component is rotational frequency. The center frequency of IMF5 is 6.62, which is a typical low frequency. It can be observed that at point P01, except for IMF5, all other components account for a considerable proportion, indicating that the frequency component at this point is relatively complex. According to Figure 11, it can be observed that there is a significant periodic signal present at the double blade passing frequency position, and the components at this position also occupy the main position. But the corresponding instantaneous frequency changes quickly. In contrast, the instantaneous frequency of low-frequency components is relatively stable. From the marginal spectrum, it can also be seen that compared to high-frequency components, low-frequency components have a strong influence. This indicates that in this region, the influence of blade passing frequency is relatively discontinuous and varies greatly, while the influence of rotational frequency components is more stable and sustained.
[image: Time-domain and frequency-domain analysis of vibration signals using various features. Left column shows time-domain graphs for features including variance, skewness, and RMS. Right column displays corresponding frequency-domain amplitude spectra, with frequency in hertz. Each feature is analyzed over a time interval of 0 to 0.4 seconds and frequencies up to 2500 hertz.]FIGURE 6 | Empirical mode decomposition of pressure pulsation signal at P01.
[image: A vertical set of plots illustrating the time and frequency domain characteristics of six different signals. The left column shows each signal's amplitude over time in seconds, with varying waveform patterns for each signal. The right column displays corresponding frequency spectrums in Hertz, showing amplitude distribution over frequencies. Some signals exhibit distinct frequencies, while others appear more random. Each row corresponds to one signal, detailing both time and frequency domains.]FIGURE 7 | Empirical mode decomposition of pressure pulsation signal at P02.
[image: Graphs show time-domain signals on the left and their corresponding frequency-domain representations on the right. Each row presents a signal with varying amplitudes and patterns over time, and its frequency spectrum indicating amplitude versus frequency in hertz. Different patterns in each signal imply varying characteristics and transformations.]FIGURE 8 | Empirical mode decomposition of pressure pulsation signal at P03.
[image: Graphs showing time-domain (left) and frequency-domain (right) plots of various signals labeled \(u_1\) to \(u_5\) and RMS, measured over time intervals up to 0.4 seconds and frequency up to 2500 Hz. Each plot shows amplitude versus time or frequency.]FIGURE 9 | Empirical mode decomposition of pressure pulsation signal at P04.
[image: A series of graphs depict varying amplitude over time and frequency. The left column shows waveforms with different shapes, while the right column presents corresponding frequency spectra. Time is denoted in seconds on the x-axis of the left column, while frequency in hertz is on the x-axis of the right column. The y-axis in both columns represents amplitude. Each waveform displays different patterns, including sinusoidal, damped, and square-like shapes, with corresponding spectra showcasing distinct frequency components.]FIGURE 10 | Empirical mode decomposition of pressure pulsation signal at P05.
TABLE 4 | Energy ratio of each IMF.
[image: Table showing percentage values of IMF1 to IMF6 for types P01 to P05. The values vary across types, with several entries missing in the IMF6 column. Example: P01 shows 31.36% for IMF1, 22.93% for IMF2, and so on.]TABLE 5 | Center frequency of each IMF.
[image: Table displaying values for six types labeled P01 to P05 across six IMF categories. Values include numbers like 261.22 for P01 IMF1, 135.28 for P02 IMF2, 18.38 for P03 IMF3, with some entries missing.][image: On the left, a spectrogram shows sound pressure levels over time with a color scale indicating intensity, from blue (low) to red (high). On the right, a power spectral density graph plots amplitude against frequency, with high values at lower frequencies.]FIGURE 11 | Hilbert spectrum (right) and marginal spectrum (left) of pressure pulsation signal at P01.
Point P02 should be located in the middle of the stay vane flow channel. It can be observed that the energy proportion of IMF1 at this position is the highest, accounting for 38.33%, while IMF4 is the second highest, accounting for 29.04%. According to Figure 7 and Table 4, it can be observed that the center frequency of IMF1 is 194.23, and after Fourier transform, the double blade passing frequency is the main high amplitude frequency. Compared to point P01, the discontinuity of IMF1 significantly weakens. The center frequency of IMF2 is 135.28, and after Fourier transform, the blade passing frequency is the main frequency component. The center frequency of IMF3 is 62.37, and after Fourier transform, the main frequency of the components is similar to the center frequency. The center frequency of IMF4 is 10.56, and after Fourier transform, its main component is rotational frequency. The center frequencies of IMF5 and IMF6 are 6.84 and 3.02, which are low-frequency components. It can be observed that the frequency components of this point are still relatively complex, but compared to point P01, the amplitudes of IMF2 and IMF4 are significantly enhanced. This indicates a significant increase in the intensity of blade passing frequency and rotation frequency. According to Figure 12, it can be observed that the Hilbert spectrum and marginal spectrum of P02 are similar to those of P01, but it is evident that at the double blade passing frequency position, the instantaneous frequency is more stable, while the originally occurring high-frequency instantaneous frequency is significantly reduced. This indicates that in this region, the double blade passing frequency and blade passing frequency gradually tend to be stable and continuous, but the rotational frequency is still the most stable and has the longest impact duration.
[image: Two graphs show pressure (A in Pascals) and frequency (f in Hertz). The left graph displays a colorful plot with varying pressures over time (t in seconds) from 0 to 0.3. The right graph shows a frequency plot with low pressure levels up to 100 Hertz.]FIGURE 12 | Hilbert spectrum (right) and marginal spectrum (left) of pressure pulsation signal at P02.
Point P03 is located in the vaneless region between the stay vane and the guide vane. It can be observed that the energy ratio of IMF1 at this position dominates, accounting for 88.04%. The proportion of other IMF components is extremely low. According to Figure 8 and Table 4, it can be observed that the center frequency of IMF1 is 115.39, and the time signal waveform of IMF1 is relatively continuous. After Fourier transform, the blade passing frequency is the main high amplitude frequency. The center frequency of IMF2 is 49.04. After Fourier transform, it can be found that the frequency component of IMF2 is similar to the IMF3 component of P01 and P02. The center frequencies of IMF4 and IMF5 are 7.61 and 2.77, which are obvious low-frequency components. It can be observed that at point P03, the frequency component becomes clearly defined, and the blade passing frequency becomes the dominant signal. Compared to P01 and P02, the component of blade passing frequency is greatly enhanced, and through Fourier transform, it can be observed that the amplitude of other components has not changed significantly. Double the blade passing frequency becomes the harmonic of the blade passing frequency and is divided into IMF1. According to Figure 13, it can be observed that the instantaneous frequency of high frequency almost disappears, and the instantaneous frequency of blade passing frequency becomes dominant, and is more stable compared to P01 and P02. However, overall, the low-frequency components are the most stable and have the most sustained impact.
[image: Two graphs are presented. The left graph shows a heat map with vertical axis labeled \( f/f_n \) and horizontal axis labeled \( t \) in seconds. Colors range from blue to red representing amplitude \( A \) in pascals, from one thousand to three thousand. The right graph is a line chart with vertical axis labeled amplitude \( A \) in pascals and horizontal axis labeled \( f/f_n \). The line fluctuates but generally trends downward.]FIGURE 13 | Hilbert spectrum (right) and marginal spectrum (left) of pressure pulsation signal at P03.
Point P04 is located in the middle of the guide vane channel, and it can be observed that the energy proportion of IMF1 at this position is the highest, accounting for 38.33%, while IMF4 is the second highest, accounting for 94.29%. According to Figure 9 and Table 4, it can be observed that the signal characteristics of P04 and P03 are very similar. But compared to P03, the original features of IMF2 have disappeared, and IMF1 is almost entirely composed of blade passing frequency components. At the same time, rotational frequency is further enhanced. This indicates that at this location, the characteristics of the signal are relatively pure, mainly composed of blade passing frequency and rotation frequency. According to Figure 14, it can be observed that there are only two frequency features, one near the rotation frequency and the other near the blade passing frequency. Both marginal spectrum and Hilbert spectrum prove that these two frequency features are relatively stable and have the greatest impact.
[image: Left graph shows a plot of \(u_{y}\) over time from \(0\) to \(0.3\) seconds, with values mostly under \(80\). A color bar indicates amplitude \(A\) in pascals from \(0\) to \(30000\). Right graph displays a frequency distribution of \(\hat{u}_{y}\) with a peak around \(10\) and diminishing frequency up to \(100\).]FIGURE 14 | Hilbert spectrum (right) and marginal spectrum (left) of pressure pulsation signal at P04.
Point P05 should be located in the vaneless region between the guide vanes and the runner. It can be observed that the energy proportion of IMF1 at this position is the highest, accounting for 88.78%. According to Figure 10 and Table 4, it can be observed that the center frequency of IMF1 is 115.36, and the overall time signal of IMF1 is continuous. After Fourier transform, it is found that it is composed of blade passing frequency and its harmonics. This indicates that in this region, the frequency caused by the rotation of the runner blades is more pronounced, and due to other factors interfering, harmonics occur. The center frequency of IMF2 is 50.37. After Fourier transform, the frequency component of IMF2 is similar to that of IMF2 in P03. It can be observed that at point P05, the IMF components representing blade passing frequency become more complex, while the rotational frequency still has a certain impact. At the same time, specific frequency components between blade passing frequency and rotational frequency have reappeared. According to Figure 15, it can be observed that although the instantaneous frequency near the blade passing frequency still occupies the highest instantaneous amplitude, it becomes unstable again. The low-frequency components have also become relatively unstable. The marginal spectrum also fully proves this point. The effect of rotor stator interaction in the vaneless region between the runner and the guide vane leads to the complexity of pressure pulsation. Overall, in the vaneless and guide vane regions, the blade passing frequency and rotor frequency components are the main sources of pressure pulsations in this region. As water flows from the volute to the runner, the intensity of pressure pulsation gradually increases. The pressure pulsation initially consists of blade passing frequency, double blade passing frequency, rotational frequency, and specific frequency. This specific frequency may be caused by flow separation. Subsequently, as the flow towards the runner increases, the intensity of blade passing frequency and double blade passing frequency significantly increases, and the stability of each IMF under pressure pulsation significantly improves. As the flow reaches the vaneless region of the fixed and guide vanes, the blade passing frequency suddenly increases sharply and becomes more stable. The characteristics of the specific frequency also change, which may be caused by the chaotic flow pattern inside the vaneless region. As the flow reaches the middle of the guide vane, due to the small opening, the flow is constrained, which also leads to the most stable frequency change of the flow in this region, consisting only of blade passing frequency and rotor frequency, and the intensity of blade passing frequency and rotor frequency is improved. Afterwards, in the vaneless region between the runner and the guide vane, due to the effect of rotor stator interaction, harmonics appeared in the blade passing frequency, making the frequency related to the blade passing frequency unstable and greatly enhancing its strength. The frequency also slightly increased, while a specific frequency appeared in the vaneless region between the stay vanes and the guide vanes, further indicating that this frequency may be caused by the chaotic flow pattern inside the vaneless region. At this location, the composition of the pressure pulsation signal becomes extremely complex.
[image: Left graph shows a density plot with axes labeled \(t\) in seconds and \(f_n\), with a color gradient from blue to red representing pressure \(A\) in Pascals. Right graph displays a line chart with axes \(f_n\) and \(A\) in Pascals, showing declining trend.]FIGURE 15 | Hilbert spectrum (right) and marginal spectrum (left) of pressure pulsation signal at P05.
4.3 Pressure pulsation analysis in the draft tube
Figure 16, Figure 17 show the empirical mode decomposition results of monitoring points in the draft tube. Table 6 shows the energy ratios of each IMF at this point. Table 7 shows the center frequencies of each IMF. P06 and P07 are located symmetrically on the straight cone section of the draft tube. From Table 7, it can be observed that the energy proportion of IMF6 in P06 and P07 is the highest, at 49.44% and 51.51%, with center frequencies of 3.83 and 7.44. It can be seen that in the draft tube, low-frequency components occupy the main energy of pressure pulsation. This indicates that the pressure pulsation caused by the vortex rope in the draft tube has a significant impact on it. Among other IMF, IMF5 accounts for the second largest amount of energy. From the center frequency and Fourier transform of IMF5, it can be seen that this corresponds to rotational frequency. Meanwhile, it can be observed that the third highest energy ratio is IMF3, which corresponds to the blade passing frequency component. As shown in Figures 18, 19, in the Hilbert spectrum and marginal spectrum, it can be found that low-frequency plays an absolute dominant role and is also the main source of pressure pulsation, while other IMF components play a very low role in the entire pressure pulsation. At the same time, there are extremely unstable frequency characteristics at high frequencies, which are speculated to be influenced by fine vortex ropes. Through analysis, it can be found that the pressure pulsations in the vaneless region and the draft tube interact and influence each other. The obvious low-frequency components, rotation frequency, and blade passing frequency can be observed at different monitoring points. At the same time, it indicates that the low-frequency frequency in the vaneless region comes from the action and propagation of the vortex rope in the draft tube. This indicates the characteristic of pressure pulsation propagating upstream and downstream. Overall, under the runaway condition, the pressure pulsation of the draft tube is significantly weaker than that in the vaneless region.
[image: Ten graphs in two columns, left showing signals over time in seconds and right showing corresponding frequency spectra in hertz for five indices from zero to four, and RMS. Each graph depicts changes in amplitude, with distinct patterns and peaks across different measured indices and RMS.]FIGURE 16 | Empirical mode decomposition of pressure pulsation signal at P06.
[image: Time-domain and frequency-domain plots showcasing various signal components. The left column displays time-domain signals over 0.4 seconds for different parameters like \( A_p \), \( A_e \), \( A_w \), and more. The right column shows corresponding frequency-domain signals ranging from 0 to 2500 Hz. Each row contrasts the time and frequency representations, showing various amplitudes and patterns, such as noise, sine waves, and linear trends.]FIGURE 17 | Empirical mode decomposition of pressure pulsation signal at P07.
TABLE 6 | Energy ratio of each IMF in draft tube.
[image: Table displaying data for types P06 and P07 across seven columns labeled IMF1 to IMF7. Percentages for P06: 1.19, 6.50, 13.21, 5.69, 23.05, 49.44, 0.92, and for P07: 0.92, 4.29, 7.97, 5.45, 22.04, 51.51, 7.83.]TABLE 7 | Center frequency of each IMF in draft tube.
[image: Table comparing data across IMF1 to IMF7 for types P06 and P07. For P06: 1006.26, 290.62, 113.29, 37.64, 12.43, 3.83, 2.19. For P07: 975.17, 275.24, 118.84, 35.82, 17.81, 7.44, 2.42.][image: Two graphs are presented. The left graph shows pressure \(f_r\) in pascals (Pa) over time \(t\) in seconds, with data exhibiting a repeating pattern. A vertical color gradient represents amplitude \(A\) from blue (low) to red (high). The right graph illustrates amplitude \(A\) in pascals against frequency \(f_f\), showing data concentrated at lower frequencies.]FIGURE 18 | Hilbert spectrum (right) and marginal spectrum (left) of pressure pulsation signal at P06.
[image: Left graph shows a time-frequency plot, with frequency on the y-axis from 0 to 200 Hz and time on the x-axis from 0 to 0.3 seconds. Color bar indicates amplitude from 0 to 200 Pascals. Right graph is a frequency-amplitude plot, showing amplitude from 0 to 50 Pascals on the y-axis and frequency from 0 to 100 Hz on the x-axis. Both graphs are color-coded by amplitude.]FIGURE 19 | Hilbert spectrum (right) and marginal spectrum (left) of pressure pulsation signal at P07.
5 CONCLUSION
This article adopts the Hilbert Huang transform method to study the pressure pulsation in the vaneless region and draft tube of the runaway condition of the pump turbine. Through research, the following conclusions were obtained:
	1) The main components of pressure pulsation in the vaneless region are blade passing frequency, rotational frequency, double blade passing frequency, vortex rope frequency, and specific frequency. The overall composition is relatively complex. The main components of pressure pulsation in the draft tube are vortex rope frequency and rotational frequency. The pressure pulsations in the vaneless region and the draft tube interact and interact with each other. The obvious low-frequency vortex rope characteristics, rotation frequency, and blade passing frequency can be observed at different monitoring points.
	2) Through the Hilbert Huang transform, the characteristics of each IMF can be clearly observed, making the signal composition more clear. In stay vanes, the energy of double blade passing frequency and rotational frequency plays a dominant role in pressure pulsation. In the vaneless region of fixed and guide vanes, the blade passing frequency and its harmonics occupy the highest energy. In the guide vane channel, the blade passing frequency occupies almost all of the energy. In the vaneless region of the guide vanes and runners, blade passing frequency and its harmonics play a dominant role, but the overall composition is very complex. At the same time, special frequency characteristics caused by channel separation in stay vanes and chaotic flow patterns in vaneless region were discovered. They have different frequency characteristics.
	3) In the vaneless region, as water flows from the volute to the runner, the intensity of pressure pulsation gradually increases. The initial frequency composition of pressure pulsation is caused by blade passing frequency, double blade passing frequency, rotation frequency, and flow separation. Subsequently, as the flow towards the runner increases, the intensity of blade passing frequency and double blade passing frequency significantly increases, and the stability of each IMF under pressure pulsation significantly improves. As the flow reaches the vaneless region of the fixed and guide vanes, the blade passing frequency suddenly increases sharply and becomes more stable. The characteristic frequency caused by the chaotic flow pattern inside the vaneless region has occurred. As the flow reaches the middle of the guide vane, due to the small opening, the flow is constrained, resulting in the most stable frequency variation of the flow in this region, consisting only of blade passing frequency and rotor frequency. Afterwards, in the vaneless region between the runner and the guide vane, due to the effect of rotor stator interaction, harmonics appeared in the blade passing frequency, making the frequency related to the blade passing frequency unstable and greatly enhancing its strength.

Through the research in this article, it has been proven that the Hilbert Huang transform can be effectively applied to the analysis of pressure pulsations in pump turbines. The composition and specificity of pressure pulsation can be observed more effectively and intuitively. It provides a more powerful tool and intuitive display for pressure pulsation analysis. This study provides a reference for the pressure pulsation characteristics generated during the actual operation of pump turbines. Subsequently, based on this research, further research can be conducted on the variation law of pressure pulsation over time under the S-characteristic, and corresponding time-varying analysis can be carried out.
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The hydrogen circulation pump (HCP) is an important power component of the hydrogen fuel system, used to recover the unconsumed hydrogen from the anode and transport it back to the inlet of the battery stack to improve the hydrogen utilization efficiency. In this paper, to determine the optimal parameter configuration of the HCP, a multifactor and multi-objective optimization design method is proposed, and the influences of various design parameters on the performance of the HCP are analyzed based on the verified overset grid simulation method. The research results show that the proposed coupling design method can effectively achieve the optimal parameter configuration of the HCP, with diameter-to-pitch ratio κ = 1.47, rotor blade number Z = 3, and helix angle φ = 60°, which is validated using another model with significant performance advantages. In the process of studying the influence of design parameters, it is found that the average flow rate of the HCP is directly proportional to the diameter-to-pitch ratio and the blade number, gradually decreases in the range of helix angle from 0° to 22.5°, and increases in the range of helix angle from 22.5° to 60°. The flow pulsation value and pressure pulsation value of the HCP are less affected by the diameter-to-pitch ratio, decrease with the increase of the blade number, and show a trend of first increasing and then decreasing with the increase of the helix angle.
Keywords: hydrogen circulation pump (HCP), optimal parameter configuration, flow pulsation, pressure pulsation, overset mesh

1 INTRODUCTION
The hydrogen fuel cell system can meet the demand of society for clean energy and renewable energy. It has the advantages of high efficiency, zero emissions, quiet operation, quick start-up, low operating temperature, and high energy density, and has become one of the best choices for automotive power sources in the 21st century (Liu et al., 2018). When the fuel cell system is in operating mode, the high content of water generated by the combination of hydrogen ions and oxygen ions will hinder the gas diffusion, resulting in performance deterioration of fuel cells during long-term operation (Liu et al., 2021a). Using exhaust gas recirculation devices (ejector/pump) in the fuel cell stack can help in effectively mitigating water flooding and chemical degradation of the membrane electrode assembly (Liu et al., 2023a). The ejector-based exhaust gas recirculation can greatly improve the water balance of fuel cells, but the performance of the ejector is seriously affected by the flow characteristics of water vapor in the secondary flow (Liu et al., 2021b). The hydrogen circulation pump (HCP) is an important power component of the hydrogen fuel system (Zhou et al., 2022). Its role is to recover the unconsumed hydrogen from the anode and transport it back to the inlet of the battery stack to improve the hydrogen utilization efficiency and optimize the life and performance of the fuel cell stack (Wiebe et al., 2020). Research has shown that when the rotating speed of recirculation pump reaches 5,000 revolutions per minute, it can increase the gas flow rate inside the stack channel to 0.44 ms-1, which facilitates the removal of liquid water inside the stack (Liu et al., 2023b). The HCP includes three structural forms: claw type, Roots type, and vortex type (Zhang et al., 2019). Among them, Roots-type HCP has the advantages of simple structure, high reliability, and low cost, which is suitable for high-flow application environments and has become the current mainstream research direction (Wang et al., 2019). The performance of Roots type HCP is affected not only by the shape of the profile (Zhou et al., 2021), but also by design parameters such as working clearance diameter-to-pitch ratio, blade number, and helix angle (Singh et al., 2019; Li et al., 2021; Rao and Zhong, 2021).
Analyze the impact of the diameter-to-pitch ratio on the performance of the HCP. Yang (2022); Yang et al. (2022) studied the influence of diameter-to-pitch ratio on the performance of a Roots-type HCP. Six HCP models with different diameter-to-pitch ratios (from 1.34 to 1.45) were established for numerical calculation and comparative analysis. It was found that the average flow rate and instantaneous flow pulsation amplitude at the pump outlet showed an upward trend with the increase of diameter-to-pitch ratio, and were more obvious in the range of 1.38–1.40. When the rotor diameter-to-pitch ratio is 1.40, the vortex distribution in the pump cavity is small, indicating that the gas return flow rate is the smallest at this time. Zhang (2018). and Li et al. (2020) established six models with different diameter-to-pitch ratios for a Roots-type rotor. The results showed that the average flow rate at the cam pump outlet showed a trend of first increasing and then decreasing as the diameter-to-pitch ratio increased, while the instantaneous flow pulsation amplitude showed a continuous downward trend. Summarizing the above research, it can be concluded that changes in the diameter-to-pitch ratio have a significant impact on the flow characteristics of HCPs, but the relationship between the two may vary due to different models.
Analyze the impact of helical angle on the performance of the HCP. Xing et al. (2023) calculated and compared the flow characteristics of gear pumps with helical angles of 23.74°, 28.11°, 32.14°, and 39.24°, respectively. The results showed that as the helical angle increased, the outlet flow of the gear pump showed a trend of first increasing and then decreasing, and the pulsation coefficient showed a continuous downward trend. The pressure distribution between adjacent cavities of the gears gradually became uniform. Li et al. (2018) conducted simulation calculations on three-blade pendulum pumps with nine different helical angles (0°–60° range). As the helical angle gradually increased from 0° to 60°, the average flow rate at the pump outlet first decreased and then increased, reaching a minimum value at a helical angle of 20°, reaching a peak point at a helical angle of 60°, and the average flow peak was 97% of the straight blade rotor. The instantaneous flow pulsation amplitude showed a decreasing trend with the increase of the helical angle. Zhang (2018) conducted a study on the three-blade pendulum rotor pumps with a larger helix angle range (0°–120°) and found that as the helix angle increased, the average flow rate at the pump outlet experienced a decreasing-increasing-decreasing trend. It also reached its maximum value at a helix angle of 60° and showed a continuous downward trend of the flow pulsation amplitude. To summarize the above research, the flow rate of the HCP showed a phenomenon of first increasing and then decreasing with the increase of the helix angle, rather than a linear relationship.
Analyze the impact of blade number on the performance of the HCP. Chen and Zou (2019) established three models of two-blade, three-blade, and four-blade for the circular arc rotor and carried out numerical calculations and comparisons. In the low-speed operation state, the increase of the blade number can increase the volumetric efficiency, reduce the speed fluctuation at the outlet, and improve the stability of the flow field inside the pump body. In the high-speed operation state, the increase of the blade number can increase the number of pulsations at the outlet in unit time, which leads to a decrease in the volumetric efficiency. Zhang (2018) conducted research on multi-blade pendulum rotors and believed that as the number of rotor blades increased, the pump outlet flow showed a downward trend, but the flow inside the pump cavity was more stable. Li et al. (2022) found that when the number of rotor blades increased from 2 to 4, the average flow rate at the pump outlet decreased, and the diversity of pressure changes in the cavity increased. Li et al. (2021b) conducted simulation calculations on four HCP models with different blade numbers (3-6 blades). As the number of rotor blades increased, the average flow rate and total outlet pressure at the pump outlet decreased, and the intensity of outlet flow and pressure pulsation was effectively weakened. The main reason was that the increase in the number of rotor blades led to an increase in the transition chamber, resulting in an increase in the number of pressurization stages and a more stable pressurization effect. Summarizing the above research, some results indicated that the number of rotor blades was directly proportional to the flow rate of the hydrogen circulation pump, while others indicated an inverse relationship between the two, without forming a unified conclusion.
Analyze the influence law under the coupling effect of multiple design parameters. Li (2021) studied the coupling effect of design parameters such as rotor blade number, helix angle, and diameter-to-pitch ratio using the three-dimensional unsteady numerical calculation method. It was found that as the blade number increased, the average flow rate at the pump outlet showed a downward trend, and the intensity of flow and pressure pulsation also decreased. As the helix angle gradually increased from 0° to 120°, the average flow rate and volumetric efficiency showed a declining trend, and the more rotor blades, the greater the decline. However, the pressure fluctuation coefficient gradually decreased with the increase of the helix angle. When the diameter-to-pitch ratio of the rotor decreased from 1.29 to 1.20, the outlet volumetric efficiency decreased by 14.61%, and the pressure fluctuation coefficient decreased by 44.37%. Gu et al. (2021) used the Taguchi method to study the influence of six factors on the performance of claw-shaped HCP, including speed, pressure ratio, inlet pressure, radial clearance between rotor and shell, radial clearance between rotors, and axial clearance. The quantitative contribution of these six factors to volumetric efficiency and shaft power was obtained by the ANOVA method, and it was found that the pressure ratio (36.2%), axial clearance (29.4%), and rotating speed (21.5%) have a greater impact on volumetric efficiency, while pressure ratio (64.6%), rotating speed (23.0%) and inlet pressure (5.2%) have a greater impact on shaft power. Gao (2022) used the quadratic regression orthogonal combination experimental method to study the influence of main structural parameters such as rotor length, rotor radial clearance, rotor blade number, and pipe diameter on the performance of HCP. Taking the structural parameters as the influencing factors, and taking the volumetric efficiency and flow non-uniformity coefficient as the evaluation factors, the optimal combination of the structural parameters of the HCP was determined through orthogonal tests and variance analysis. The research results showed that the influence on the volumetric efficiency was in descending order of rotor clearance, rotor length, rotor blade number, and pipe diameter, while the influence on the non-uniform coefficient of flow rate was in descending order of rotor blade number, rotor length, and radial clearance.
It can be found that there is relatively little research on the parameter optimization of HCP currently, and more research is focused on rotor pumps with similar structures in other industries. In different application environments, there are also certain differences in the research conclusions on the influence of design parameters such as diameter-to-pitch ratio, blade number, and helix angle, which cannot be directly referenced. At the same time, although some scholars have analyzed the coupling effect of multiple parameters, the research conclusion is discretization and the optimal parameter configuration of the HCP cannot be determined because a unified objective function has not been established for multiple optimization objectives. Therefore, this article will establish a multi-objective optimization method that covers performance parameters such as average flow rate, flow pulsation, and pressure pulsation, using diameter-to-pitch ratio, blade number, and helix angle as design variables, and ultimately achieve the optimal parameter configuration of the HCP.
2 SIMULATION METHOD AND EXPERIMENTAL VERIFICATION
The overset mesh method for simulation calculation using STAR-CCM software is adopted in this paper, which can well analyze the model with a motion clearance of only 0.1 mm. Using the pump cavity grid model as the background region and the rotor grid model as the overlapping region, the overset mesh method couples the two regions by exchanging data between the acceptor grid cells in the background region and the donor grid cells in the overlapping region. Compared with conventional dynamic grids, this method reduces the difficulty of generating computational grids by dividing the computational model into blocks, avoiding problems such as mesh entanglement, distortion, and negative volume, thus ensuring the accuracy of the calculation results. The model is divided into hexahedral grids, with the grid edge length dimensions of the background area and overlapping area at the clearance position both 0.025 mm to meet the accuracy of the data exchange.
Establish the HCP testing system to verify the reliability of the simulation method, as shown in Figure 1. The HCP testing system uses high-frequency pressure sensors to test the real-time pressure pulsation curve and uses the indirect flow measurement method (Zhai et al., 2023) to test the real-time flow pulsation curve. Figure 2 shows the comparison of the simulation and testing results of the HCP prototype under air medium. The results show that the pressure waveforms of the two have a high degree of agreement, with an average pressure error of 2.1%, and the measured flow waveform is lower than the simulated flow waveform, with an average flow rate error of 6.2%. The reason for the large flow rate error is that the simulation calculation did not consider the axial clearance. Overall, the simulation results are relatively close to the experimental results, indicating that using the overset mesh method to optimize the design of HCP is feasible.
[image: A labeled diagram of a flow measurement system shows components including a data acquisition card, controller, high-pressure pump (HCP), inlet, outlet, vortex flow meter, valve, and temperature transmitter (T Tra.). Pressure transmitters (P Tra.-A and P Tra.-B) are also highlighted. Arrows connect labels to the corresponding parts, illustrating the setup of the system.]FIGURE 1 | Test system physical picture.
[image: Graph A shows pressure over time with test data in orange and simulation data in blue, exhibiting a cyclical pattern between 7 and 11 kilopascals across 0 to 12 milliseconds. Graph B shows mass flow rate over time with indirect test data in green and simulation data in blue, following a cyclical pattern between 13 and 18 grams per second over the same time frame. Both graphs display a strong correlation between test and simulation data.]FIGURE 2 | Comparison of test data and simulation data. (A) Pressure (B) Mass flow rate.
3 MULTIFACTOR AND MULTI-OBJECTIVE COUPLING DESIGN METHOD
3.1 Multifactor design condition
The design parameters of the HCP labeled in Figure 3 are divided into two categories: invariant parameters and variable parameters, as shown in Table 1. The invariant parameters include the width W and the height H of the pump cavity, the radial clearance δ1 between the rotor and the pump casing, and the radial clearance δ2 between rotors. The variable parameters include the diameter-to-pitch ratio κ, the blade number Z, and the helix angle φ. Design the elliptical profile of the HCP based on the design formula proposed in the reference (Zhai et al., 2022). It can be found that there is a certain correlation between the diameter-to-pitch ratio κ and the blade number Z. The smaller the κ value, the higher the maximum number of rotor blades Z that can be designed. When the value of κ is large, the rotor profile will experience the self-crossing phenomenon. For example, when κ = 1.47, only 2-blade and 3-blade rotors can be designed, and the conjugate curve will undergo a self-crossing phenomenon while designing 4-blade rotors. Similarly, the maximum number of rotor blades that can be designed is 4 when κ = 1.39, and 5 when κ = 1.32. After the blade number Z is determined, the rotor helix angle φ can be changed to obtain different HCP models. Considering the symmetry of the left and right rotors, the maximum helix angle is taken as 180°/Z. Therefore, the three variable parameters of the diameter-to-pitch ratio κ, the blade number Z, and the helix angle φ are used as design factors for the hydrogen circulation pump, with each design factor containing a series of numerical values. Therefore, three variable parameters are considered multiple factors in the design of the HCP, with each design factor containing a series of numerical values.
[image: Cutaway illustration of a three-lobed cam rotor inside an elliptical chamber. Red arrows and labels indicate dimensions and angles, such as width (W), height (H), and specific diameters. The image highlights mechanical components and measurements.]FIGURE 3 | Marking of design parameters for the HCP.
TABLE 1 | Invariant and variable parameters of the HCP.
[image: Table showing design factors and values. Invariant parameters include the width of the pump cavity (66 mm), the height of the pump cavity (60 mm), radial clearance between rotor and pump casing (0.1 mm), and radial clearance between rotors (0.1 mm). Variant parameters include diameter-to-pitch ratio (1.47, 1.39, 1.32), blade number (2/3, 2/3/4, 2/3/4/5), and helix angle (0°–180°/Z).]3.2 Definition of the multi-objective optimization function
The average flow rate is the main indicator to measure the delivery capacity of the HCP, which directly affects the efficiency of the fuel cell system. As a positive displacement pump, the output flow rate and pressure of the HCP have periodically fluctuated. The flow and pressure pulsation characteristics will have a certain impact on the stability of the fuel cell system and are also important indicators to measure the performance of HCP. Therefore, optimizing the design of multi-objective parameters such as average flow rate, flow pulsation, and pressure pulsation can develop HCP products with the best comprehensive performance.
Take the average flow rate actually output as the target parameter to measure the flow rate. Record the ratio of the real-time flow fluctuation amplitude to the average flow rate as the flow fluctuation factor KQ, which is the target parameter to measure the amplitude of flow fluctuation. Record the ratio of the real-time pressure fluctuation amplitude to the average outlet relative pressure as the pressure fluctuation factor KP, as the target parameter to measure the pressure fluctuation amplitude.
Define the multi-objective optimization function, see Eq. 1:
[image: The equation shown is \( f(k, Z, \varphi) = Q_{\text{avg}} + \frac{k_1}{K_Q} + \frac{k_2}{K_p} \) labeled as equation (1).]
In the equation, [image: Mathematical expression showing the product of matrices labeled \(K\), \(Q\), and resolution values 17 and 23, followed by indices 0 and 0.] is the flow pulsation value, [image: Equation showing \( K_Q = \frac{Q_{\text{max}} - Q_{\text{min}}}{Q_{\text{avg}}} \).]; k1 is the weight factor of flow pulsation value, with a value of 1; [image: Mathematical notation with the letter "K" followed by a subscript "p", usually representing a constant or coefficient in scientific equations.] is the pressure pulsation value, [image: Equation showing \( K_p = \frac{P_{max} - P_{min}}{P_{avg}} \), where \( K_p \) is the performance ratio, \( P_{max} \) is maximum performance, \( P_{min} \) is minimum performance, and \( P_{avg} \) is average performance.]; k2 is the weight factor of pressure pulsation value, with a value of 0.001, since the pressure value is of a larger order of magnitude compared to the flow rate value. The values of the three weight factors can be adjusted based on the importance attached to each parameter in the actual application environment.
3.3 Multifactor and multi-objective coupling design process
Considering that there are a series of values available for selection in terms of the diameter-to-pitch ratio κ, the blade number Z, and the helix angle φ. Any combination of parameters will correspond to different multi-objective optimization function values. If all combinations are calculated to obtain the maximum value of the multi-objective optimization function, the computational workload is very large, and a reasonable multi-objective optimization process needs to be designed to quickly achieve the optimal assignment of parameters.
Figure 4 shows the multifactor and multi-objective coupling design process. Firstly, under the condition of a certain number of blades Z0, design straight blade rotor models with different diameter-to-pitch ratios κ and conduct simulation, calculate the value of the multi-objective optimization function [image: Mathematical notation showing an equation: \( f(\kappa, Z_0, 0) \).], and determine the maximum value [image: Mathematical expression showing the function \( f(\kappa_a, Z_0, 0) \).] and corresponding diameter-to-pitch ratio [image: Greek letter kappa with subscript 'a' in italic font.], the minimum value [image: Mathematical notation displaying the function \(f(\kappa_b, Z_0, 0)\), with arguments \(\kappa_b\), \(Z_0\), and zero.] and corresponding diameter-to-pitch ratio [image: Greek letter kappa subscript b, indicating a specific form or constant related to kappa, often used in mathematical or scientific contexts.]. Secondly, under the condition of the minimum diameter-to-pitch ratio [image: Stylized text showing the Greek letter kappa followed by the subscript "min".], design straight blade rotor models with different blade numbers Z and conduct simulation, calculate the value of the multi-objective optimization function [image: Mathematical expression showing a function: f with variables kappa sub min, Z, and zero in parentheses.] and determine the maximum value [image: The formula displays a mathematical function: \( f(\kappa_{\text{min}}, Z_i, 0) \).] and corresponding blade number [image: I'm sorry, but I can't provide alt text for the image since I can't see it. Please upload an image or provide a URL, and I'll be happy to help with the alt text.], the minimum value [image: Mathematical expression showing the function f with parameters kappa sub min, Z sub j, and 0 in parentheses.] and corresponding blade number [image: It appears there was no image uploaded. Please try uploading the image again, or provide a URL. You can also add a caption for additional context if needed.]. Afterward, a series of comparisons will be conducted, where [image: Mathematical expression showing the letter "V" subscripted with "f" and followed by an argument in parentheses, kappa.] represents the influence factor of the diameter-to-pitch ratio on the objective function, and [image: The mathematical expression "V subscript f of z" is shown, representing a function or variable with parameters f and z.] represents the influence factor of the blade number on the objective function, expressed using Eqs 2, 3 respectively.
[image: Mathematical equation showing the variance of a function \( V_{f(x)} \), expressed as the sum of the difference between \( f(k_{n_k}, Z_{0}, 0) \) and \( f(k_{b}, Z_{0}, 0) \), divided by the product of \( (N_{k} - 1) \) and \( f(k_{n_k}, Z_{0}, 0) \).]
[image: Mathematical formula showing V subscript f(Z) equals the summation of the fraction with numerator f(k subscript m, Z subscript i, 0) minus f(k subscript m, Z subscript j, 0), and denominator (N subscript Z minus 1) times f(k subscript m, Z subscript i, 0). The equation is labeled as equation three.]
[image: Flowchart illustrating a process of calculating and comparing values. It begins with calculating \( f(x, Z_0, 0) \), followed by determining maximum and minimum values for various calculations. The process includes decision points for comparing \( V(x_0) \) to \( F_{\text{max}} \), with arrows leading to calculations of \( f(x, Z, 0) \) and \( f(x, Z, \varphi) \). The flow is structured with boxes and diamonds, indicating process steps and decision points respectively, with arrows showing the direction of flow.]FIGURE 4 | Flow chart of multi-objective optimization method.
In the two equations, [image: Mathematical notation showing the symbol "N" with a subscript letter "k".] represents the number of different diameter-to-pitch ratios κ, [image: Text depiction of the letters "N" and "Z" in a stylized font, overlapping, with a shadow effect.] represents the number of different blade numbers Z.
Based on the comparison results, choose to design the rotor profile with the maximum number of blades [image: For symbols like "Z subscript i", no alt text is necessary as they are typically represented in surrounding text. However, if context is needed, you could describe it as: "The symbol Z with a subscript i, commonly used in mathematical or statistical expressions."] under the condition of [image: The equation shows k equals k subscript b.], or with the maximum number of blades [image: The symbol \(Z_k\) in italicized font, often used in mathematical or scientific contexts to represent a variable or value indexed by \(k\).] under the condition of [image: The image shows the mathematical expression \( \kappa = \kappa_a \).], and simulate and calculate rotor models with different helix angles [image: It seems there's no image uploaded. Please try uploading the image again or provide a URL so I can help you create the alt text.], and ultimately obtain the maximum value of the multi-objective optimization function and the corresponding helix angle.
4 ANALYSIS OF THE INFLUENCE OF DESIGN FACTORS
Define the expression of the HCP to reflect its parameter configuration, such as expressing the HCP with diameter-to-pitch ratio [image: Mathematical expression showing the Greek letter kappa, equals, one point four seven.], rotor blade number [image: It seems there is an issue with the image upload. Please try uploading the image again or provide a URL. If you want, you can also add a caption for additional context.], and helix angle [image: φ equals thirty degrees.] as HCP147-3-30. Determine the optimal parameter configuration of the HCP based on the multifactor and multi-objective coupling design process. The pressure ratio for the working condition is 1.1.
4.1 The influence of diameter-to-pitch ratio on the performance of HCP
The influence analysis of the diameter-to-pitch ratio is conducted under the condition of 3 rotor blades. Figure 5 shows the comparison of the flow rate and the pressure of HCP under different diameter-to-pitch ratios. Firstly, analyze the impact of diameter-to-pitch ratio on the average flow rate of HCP: the average flow rate of the HCP147-3-0 model is 45.0 Nm3/h, the HCP139-3-0 model is 37.0 Nm3/h, the HCP132-3-0 model is 33.6 Nm3/h, indicating a directly proportional relationship between the diameter-to-pitch ratio and the average flow rate. Secondly, analyze the impact of diameter-to-pitch ratio on the real-time flow pulsation characteristics of HCP: on the one hand, when the diameter-to-pitch ratio changes, the pulsation frequency of the flow rate waveform, the positions of the peaks and valleys do not change, and the similarity of the waveform is high; on the other hand, the flow pulsation value of the HCP147-3-0 model is [image: Mathematical expression showing \( K_Q = 0.914 \).], the HCP139-3-0 model [image: Mathematical expression showing \( K_Q = 1.194 \).], the HCP132-3-0 model [image: The mathematical expression shows \(K_Q = 1.098\).]. The difference in flow pulsation among the three models is small and there is no obvious change pattern, indicating that the diameter-to-pitch ratio has a small impact on the flow pulsation characteristics. Thirdly, analyze the impact of diameter-to-pitch ratio on the real-time pressure pulsation characteristics of HCP: the pressure pulsation value of the HCP147-3-0 model is [image: \( K_p = 1.01 \times 10^{-3} \)], the HCP139-3-0 model [image: \( K_p = 1.08 \times 10^{-3} \)], the HCP132-3-0 model [image: K subscript p equals one point zero two times ten to the power of negative three.], and their values are close, indicating that the influence of the diameter-to-pitch ratio on the pressure fluctuation characteristics is relatively small.
[image: Graph A depicts the real-time flow rates of three HCP models over operating angles. Graph B shows the real-time pressure of the same models. Each model is represented with different colors: red, blue, and yellow lines. Both graphs indicate fluctuating patterns across the axes.]FIGURE 5 | Performance of HCP models with different diameter-to-pitch ratios. (A) Output flow rate (B) Output pressure.
Figure 6 shows the back-flow at the radial clearance of different diameter-to-pitch ratio models. The back-flow velocity at the clearance of the HCP147-3-0 model is 728 m/s, the HCP139-3-0 model is 720 m/s, and the HCP132-3-0 model is 641 m/s. From this, it can be concluded that the back-flow rates at the clearance of the HCP147-3-0 model and the HCP139-3-0 model are similar, and the HCP132-3-0 model is relatively low. Analyzing the absolute decrease of the average output flow rate of the three models relative to the theoretical flow rate, the theoretical flow rate of the HCP147-3-0 model is 75.1 Nm3/h, which decreases by 30.1 Nm3/h under the 1.1 pressure ratio condition, the HCP139-3-0 model is 67.2 Nm3/h, which decreased by 30.2 Nm3/h under the 1.1 pressure ratio condition, and the HCP132-3-0 model is 59.4 Nm3/h, which decreased by 25.8 Nm3/h under the 1.1 pressure ratio condition. The absolute decrease value results are consistent with the analysis results of the back-flow rate at the clearance, indicating that the decrease in leakage caused by a decrease in the diameter-to-pitch ratio of the HCP is weaker than the decrease in delivery capacity caused by a decrease in the area utilization coefficient, resulting in a decrease in the final output flow rate.
[image: Flow velocity simulations at the radial clearance of three models: A, HCP174-3-0; B, HCP193-3-0; C, HCP132-3-0. Each panel shows velocity vectors with a corresponding color scale indicating speed.]FIGURE 6 | Radial clearance flow velocity comparison of HCPs with different diameter-to-pitch ratios. (A) Flow velocity at the radial clearance of HCP147-3-0 model (B) Flow velocity at the radial clearance of HCP139-3-0 model (C) Flow velocity at the radial clearance of HCP132-3-0 model.
Figure 7 shows the comparison of the internal pressure distribution of HCP models under different diameter-to-pitch ratios. It can be found that in the first two states, the maximum pressure of the HCP132-3-0 model is basically the same as that of the HCP147-3-0 model, but in the third state, the maximum pressure of the HCP132-3-0 model is significantly lower than that of the HCP147-3-0 model, which is consistent with the trend of the pressure fluctuation factor of each model in Figure 5B.
[image: Six-panel diagram showing pressure distribution in a fluid simulation. Each panel has a color-coded pressure map ranging from blue (low pressure) to red (high pressure). The diagrams represent two different scenarios, HCP132-3-0 and HCP147-3-0, over three solution times: 0.01814, 0.01932, and 0.01959 seconds.]FIGURE 7 | Pressure distribution comparison of HCP models with different diameter-to-pitch ratios.
4.2 The influence of blade number on the performance of HCP
Design HCP models with different blade numbers at the lowest diameter-to-pitch ratio for simulation calculations. Figure 8 shows the comparison of the flow rate and the pressure of HCP under different blade numbers. Firstly, analyze the impact of blade number on the average flow rate of HCP: the average flow rate of the HCP132-2-0 model is 32.4 Nm3/h, the HCP132-3-0 model 33.6 Nm3/h, the HCP132-4-0 model 36.1 Nm3/h, and the HCP132-5-0 model 38.0 Nm3/h, indicating a directly proportional relationship between the blade number and the average flow rate. Secondly, analyze the impact of blade number on the real-time flow pulsation characteristics of HCP: on the one hand, when the rotor operates for one cycle (360°), the number of periodic flow pulsation waveforms output by the HCP132-2-0 model is 4, the HCP132-3-0 model is 6, the HCP132-4-0 model is 8, and the HCP132-5-0 model is 10, indicating that the number of pulsation waveforms output by the HCP during one operating cycle is twice the number of rotor blades; on the other hand, the flow pulsation value of the HCP132-2-0 model is [image: \( K_Q = 2.412 \) is displayed, showing a mathematical expression where \( K_Q \) is equal to 2.412.], the HCP132-3-0 model [image: Equation displaying \(K_Q = 1.097\).], the HCP132-4-0 model [image: Mathematical equation displaying \( K_Q = 0.909 \).], and the HCP132-5-0 model [image: The image shows the equation \( K_Q = 0.656 \).], indicating an inverse relationship between the blade number and the flow pulsation value. Thirdly, analyze the impact of blade number on the real-time pressure pulsation characteristics of HCP: the output pressure of all four models shows pulsating changes, but their periodic pulsation pattern is not as obvious as the real-time flow rate curve; the pressure pulsation value of the HCP132-2-0 model is [image: \( K_p = 1.65 \times 10^{-3} \)], the HCP132-3-0 model [image: \( K_p = 1.01 \times 10^{-3} \)], the HCP132-4-0 model [image: \( K_p = 0.74 \times 10^{-3} \).], and the HCP132-5-0 model [image: \( K_p = 0.63 \times 10^{-3} \).], indicating an inverse relationship between the blade number and the pressure pulsation value.
[image: Two line graphs show real-time flow rates and pressures of HCP132 models. Graph A displays flow rate versus operating angle with distinct lines for models 0 to 4. Graph B illustrates pressure versus operating pressure with similar distinctions. Both graphs use color-coded lines for model differentiation.]FIGURE 8 | Performance of HCP models with different blade numbers. (A) Output flow rate (B) Output pressure.
Figure 9 shows the back-flow at the radial clearance of different blade number models. The back-flow velocity at the clearance of the HCP132-2-0 model is 677 m/s, the HCP132-3-0 model is 561 m/s, the HCP132-4-0 model is 453 m/s, and the HCP132-5-0 model is 441 m/s, indicating that the back-flow rate at the clearance of the HCP model decreases as the number of rotor blades increases. Analyze the absolute decrease of the average output flow rate relative to the theoretical flow rate, while the theoretical flow rates of the four models are not significantly different. The HCP132-2-0 model decreased by 26.6 Nm3/h under 1.1 pressure ratio conditions, the HCP132-3-0 model decreased by 25.8 Nm3/h, the HCP132-4-0 model decreased by 24.0 Nm3/h, and the HCP132-5-0 model decreased by 23.0 Nm3/h. This result is consistent with the analysis results of the back-flow rate at the clearance.
[image: Four diagrams labeled A to D show flow velocity at the radial clearance of HCP132 models. Each diagram includes a main image with a highlighted section and an inset close-up. Color gradients from blue to red indicate varying flow velocities. Diagrams illustrate changes in flow patterns and velocities between models HCP132-2-0, HCP132-3-0, HCP132-4-0, and HCP132-5-0.]FIGURE 9 | Variation of flow velocity at the radial clearance in HCP models with different blade numbers. (A) Flow velocity at the radial clearance of HCP132-2-0 model (B) Flow velocity at the radial clearance of HCP132-3-0 model (C) Flow velocity at the radial clearance of HCP132-4-0 model (D) Flow velocity at the radial clearance of HCP132-5-0 model.
Figure 10 shows the comparison of the internal pressure distribution of HCP models under different blade numbers. It can be found that in any state, the maximum pressure of the HCP132-2.0 model is the highest, followed by the HCP132-4-0 model, and the HCP132-5-0 model is the lowest. The maximum pressure fluctuation amplitude of the HCP132-2.0 model is 1.2 kPa, the HCP132-4-0 model is 0.6 kPa, and the HCP132-5-0 model is 0.4 kPa. The results show that the more blades the rotor has, the smaller the pressure fluctuation inside the pump chamber, and the lower the amplitude of the output pressure fluctuation, which is consistent with the trend of the pressure fluctuation factor of each model in Figure 8B.
[image: Nine contour plots display pressure distribution with varying parameters HCP132-2-0, HCP132-4-0, and HCP132-5-0. Each plot contains a color bar indicating pressure levels from low (blue) to high (red) in pascals. Solution times are noted below certain plots, illustrating fluid dynamics at specific intervals.]FIGURE 10 | Pressure distribution comparison of HCP models with different blade numbers.
4.3 Phase comparison of the models
According to the multifactor and multi-objective coupling design method, the optimal stage selection of the HCP model is carried out in the following stages.
(1) Based on the simulation calculation results, calculate the objective functions [image: Mathematical expression representing a function of three variables: kappa, Z, and phi, denoted as \( f(\kappa, Z, \phi) \).] of the different diameter-to-pitch ratio models and the different rotor blade number models, the influence factor of diameter-to-pitch ratio on the objective functions [image: Mathematical expression displaying an italicized capital V subscript f of kappa in parentheses.], and the influence factor of the blade number on the objective functions [image: I'm sorry, I cannot process the alternate text request as it seems there is no image attached. Please upload the image or provide a URL, and optionally add a caption for context.], as shown in Tables 2, 3.
	(2) Based on the calculation results, [image: Mathematical expression showing kappa sub a equals one point four seven.], [image: Equation displaying the symbol kappa sub b equals 1.32.], [image: The formula displayed shows \( Z_i = 5 \), where "Z" has a subscript "i" and is equal to five.], and [image: Mathematical expression showing \( Z_j = 2 \).] are determined. Due to [image: The image shows the mathematical expression "κ sub a is greater than κ sub b".] and [image: Mathematical expression showing \(Z_i > Z_j\), indicating that the variable \(Z_i\) is greater than the variable \(Z_j\).], the comparison process between influencing factors [image: The mathematical expression shows \( V_{f(\kappa)} \), indicating a function or variable related to \( \kappa \).] and [image: Mathematical expression showing "V sub f of z," in which V is a variable, f is a function of z, and z is an argument.] is activated
	(3) As [image: Equation with a capital "V", subscript "f of k", equals twelve point three percent.] and [image: Mathematical expression showing V subscript f of n equals six point two percent.], it can be found that [image: Mathematical expression showing \( V_{f(\kappa)} > V_{f(n)} \).]. It is necessary to design the rotor profile with the maximum number of blades [image: Equation representing Z is equal to Z subscript k.] under the condition [image: Equation showing kappa equals kappa sub a.], that is, [image: The mathematical expression shows the Greek letter kappa equals one point four seven.], [image: Text shows the equation "Z equals 3" in a mathematical font.]. Based on this profile, analyze the influence of the helix angle on the flow characteristics of the HCP.

TABLE 2 | Calculation of HCP models under different diameter-to-pitch ratios.
[image: Table showing data for three models: HCP147-3-0, HCP139-3-0, and HCP132-3-0. Columns include \( Q_{\text{avg}} \), \( K_Q \), \( K_P \), \( f (\kappa, Z, \phi) \), and \( V_f (k) \% \). For HCP147-3-0: 45.0, 0.914, 1.01e-3, 47.1, 12.3%. For HCP139-3-0: 37.0, 1.194, 1.08e-3, 38.8. For HCP132-3-0: 33.6, 1.098, 1.02e-3, 35.5.]TABLE 3 | Calculation of HCP models with different blade numbers.
[image: Table comparing models HCP132-2-0, HCP132-3-0, HCP132-4-0, and HCP132-5-0 with columns: \(Q_{avg}\), \(K_{Q}\), \(K_{P}\), \(f (\kappa, Z, \phi)\), and \(V_{f} (Z)\). Values range from 32.4 to 41.1. \(V_{f} (Z)\) has one value: 6.2%.]4.4 The influence of helix angle on the performance of HCP
Figure 11 shows the average flow rate, flow pulsation value, and pressure pulsation value changes of different helix angle models, used to summarize the influence of helix angle on the flow characteristics of the HCP. Firstly, analyze the impact of the helix angle on the average flow rate of HCP: as the helix angle increases, the average flow rate of the HCP gradually decreases within the range of 0°–22.5°, and increases within the range of 22.5°–60°; the HCP147-3-22.5 model with a helix angle of 22.5° has the smallest average flow rate of 33.6 Nm3/h, and the HCP147-3-60 model with a helix angle of 60° has the highest average flow rate of 45.1 Nm3/h, which is equivalent to the flow rate of the straight blade rotor model. Secondly, analyze the impact of the helix angle on the real-time flow pulsation characteristics of HCP: as the helix angle increases, the average flow rate of the HCP gradually increases within the range of 0°–15°, and decreases within the range of 15°–60°; the model with a helix angle of 15° has the maximum flow pulsation value of [image: \( K_Q = 1.28 \)], and the model with a helix angle of 60° has the minimum flow pulsation value of [image: Mathematical expression showing \( K_Q = 0.41 \).]. Thirdly, analyze the impact of helix angle on the real-time pressure pulsation characteristics of HCP: the pressure pulsation value of the HCP shows a decreasing trend as the helix angle increases, with a small declining rate within the range of 0°–30°, and even an increase at the helix angle of 7.5°; the declining rate is significant within the range of 30°–60°, and the pressure pulsation reaches its minimum value of [image: \( K_p = 0.27 \times 10^{-3} \).] when the helix angle is 60°.
[image: Chart A shows the relationship between helix angle and flow characteristics, with lines for average flow rate and flow pulsation value. Chart B illustrates the pressure characteristic versus helix angle, with a declining blue line representing pressure pulsation value.]FIGURE 11 | Changes in fluid characteristics of HCP models with different helix angles. (A) Flow characteristic (B) Pressure characteristic.
The change in helix angle does not change the theoretical flow rate of the HCP model but causes a change in the actual output flow rate, which is because the change in helix angle can cause a change in the back-flow rate at the clearance. Figure 12 shows the flow velocity vectors of the horizontal and vertical sections at the middle position of the HCP models under different helix angles, used for in-depth analysis of the influence of helix angles on the back-flow at the clearance. Analyzing the flow velocity at the clearance, it is found that the maximum flow velocity decreases with the increase of the helix angle. However, an increase in helix angle will result in an extension of the length of the meshing clearance, which in turn leads to an increase in the cross-sectional area of the back-flow. Under the combined effect of reduced back-flow velocity and increased clearance cross-sectional area, the average flow rate at a 22.5° helix angle is minimized.
[image: Flow velocity diagrams labeled A, B, C, and D show variations at the radial clearance of a model. Each panel includes a main diagram and a zoomed-in section indicating velocity changes with color gradients, employing a scale from blue to red. Velocity differences are visualized at different model clearances, labeled 3.7-3.5, 3.7-3.2.5, 4.7-4.5, and 4.7-4.3-6.0, respectively.]FIGURE 12 | Variation of flow velocity at the radial clearance in HCP models with different helix angles. (A) Flow velocity at the radial clearance of HCP147-3-7.5 model (B) Flow velocity at the radial clearance of HCP147-3-22.5 model (C) Flow velocity at the radial clearance of HCP147-3-45 model (D) Flow velocity at the radial clearance of HCP147-3-60 model.
Figure 13 shows the comparison of the internal pressure distribution of HCP models under different helix angles. It can be found that the average pressure difference between the high-pressure and low-pressure areas inside the HCP147-3-22.5 model is 16.7 kPa, while the HCP147-3-45 model is 15.2 kPa and the HCP147-3-60 model is 15.0 kPa. This indicates that the larger the helix angle, the smaller the internal pressure difference, which is consistent with the trend of the pressure fluctuation factor of each model in Figure 11B. Analyzing its internal mechanism, as the helix angle increases and the volume of the high-pressure zone also increases, the longer the high pressure can be maintained, the smoother the output pressure curve.
[image: Diagram illustrating pressure distributions across top, middle, and bottom planes for three different scenarios: HCP147-3-22.5, HCP147-3-45, and HCP147-3-60. Each plane shows color-coded pressure regions in brown, yellow, and blue. Pressure values are noted in MPa, with specific metrics for each region.]FIGURE 13 | Pressure distribution comparison of HCP models with different helix angles.
5 DETERMINATION AND VERIFICATION OF THE OPTIMAL PARAMETER CONFIGURATION
5.1 Determination of the optimal parameter configuration
According to the multi-objective optimization design method, the effects of two parameters, namely, the diameter-to-pitch ratio and the blade number, on the flow characteristics of the HCP are first analyzed, and the optimal stage model HCP147-3-0 is obtained through comparison. Afterward, rotor models with different helix angles are designed based on the stage optimal model, and the relationship between helix angles and flow characteristics is analyzed.
Table 4 shows the multi-objective optimization function values for different helix angle models. It can be found that the HCP147-3-60 model has the highest value of the multi-objective optimization function [image: Mathematical equation displaying \( f(\kappa, Z, \phi) = 51.3 \).], which determines the optimal parameter configuration of the HCP: diameter-to-pitch ratio [image: The mathematical expression shows the Greek letter kappa followed by an equals sign and the number 1.47.], rotor blade number [image: The expression "Z equals 3" written in a mathematical font, indicating a value assignment to the variable Z.], and helix angle [image: The image displays the mathematical expression \(\varphi = 60^\circ\).].
TABLE 4 | Calculation of multi-objective optimization functions under different helix angles.
[image: Table with six rows and five columns. Columns are labeled: Models, \( Q_{\text{avg}} \), \( K_{Q} \), \( K_{P} \), \( f (\kappa, Z, \phi) \). Models range from HCP147-3-0 to HCP147-3-60. Values vary, for example, \( Q_{\text{avg}} \) ranges from 33.6 to 45.1, and \( f (\kappa, Z, \phi) \) ranges from 35.5 to 51.3.]5.2 Verification of the optimal parameter configuration
Select some examples with relatively obvious performance advantages to compare with the optimal model HCP147-3-60. Figure 14 shows the performance comparison between the HCP132-5-36 model, the HCP132-5-0 model, and the optimal configuration model. Comparing the flow curves of the HCP132-5-36 model with the HCP132-5-0 model, the average flow rate increased from 37.9 Nm3/h to 42.5 Nm3/h after the straight blade rotor became a spiral rotor, the flow fluctuation value decreased from 0.657 to 0.454, and the pressure fluctuation value decreased from 0.63 × 10−3 to 0.33 × 10−3, indicating that the overall performance of the HCP132-5-36 model is better than that of the HCP132-5-0 model. However, compared with the HCP147-3-60 model, the average flow rate of the HCP132-5-36 model is relatively low, and the flow fluctuation value and pressure fluctuation value are relatively high, resulting in relatively poor overall performance. After calculation, the multi-objective optimization function value of the HCP132-5-36 model is slightly smaller than that of the HCP147-3-60 model, verifying that the HCP147-3-60 model is the optimal configuration model.
[image: Two graphs comparing models HCP147-3-60, HCP132-5-36, and HCP132-5-0. Graph A shows real-time flow rate against operating angle, with flow rate fluctuating between 0 and 70 Nm³/h. Graph B depicts real-time pressure with relative pressure variations mostly between 9.5 and 10 kPa. Each graph uses distinct colors for each model.]FIGURE 14 | Performance comparison between the optimal configuration model and the example model. (A) Output flow rate (B) Output pressure.
6 CONCLUSION
This article proposes a multifactor and multi-objective coupling design method based on the elliptical profile. By calculating and analyzing the effects of factors such as diameter-to-pitch ratio, blade number, and helix angle on the performance of HCPs based on the verified overset grid simulation method, the optimal configuration of the HCP model is determined, and the optimal results are verified through examples. The main conclusions formed are as follows:
	(1) A multifactor and multi-objective coupling design method is proposed. A multi-objective optimization function has been defined, which can adapt to different needs by adjusting the weight factor of the flow pulsation value and the pressure pulsation value. A multifactor and multi-objective coupling design process has been established, and the optimal stage model is determined by comparing the influence factors of the diameter-to-pitch ratio and the blade number on the objective function. Based on this, the influence of the helix angle is considered to determine the optimal model. The proposed coupling design method can effectively achieve the optimal parameter configuration of the HCP, which is beneficial for improving the overall performance.
	(2) The effects of design parameters such as diameter-to-pitch ratio, blade number, and helix angle on the flow characteristics of HCP are studied. It is found that the average flow rate of the HCP is directly proportional to the diameter-to-pitch ratio and the blade number, gradually decreases in the range of helix angle from 0° to 22.5°, and increases in the range of helix angle from 22.5° to 60°. The flow pulsation value and pressure pulsation value of the HCP are less affected by the diameter-to-pitch ratio, decrease with the increase of the blade number, and show a trend of first increasing and then decreasing with the increase of the helix angle, and both reach their minimum values when the helix angle is 60°.
	(3) The optimal parameter configuration of the HCP model has been completed, and the optimal model is determined as HCP147-3-60, with a diameter-to-pitch ratio κ = 1.47, rotor blade number Z = 3, helix angle φ = 60°. The average flow rate of the optimal model is 45.1 Nm3/h, the flow pulsation value KQ = 0.405, the pressure pulsation value KP = 0.27 × 10−3, and the multi-objective optimization function value is 51.3. The design result is validated using another model HCP132-5-36 with significant performance advantages, the multi-objective optimization function value of which is slightly lower than the optimal model HCP147-3-60. The comparison results verified the feasibility of the multifactor and multi-objective coupling design method.

7 RECENT DEVELOPMENTS AND FUTURE DIRECTIONS
HCP has gradually become a hot spot in the development of the fuel cell industry, which is significant to the advancement of fuel cell industrialization in the future. In recent years, numerous researches have been conducted on the internal flow characteristics of the HCP. However, there are still some knowledge gaps, especially, the HCP generates significant noise during operation due to the high-speed rotation of the rotor and gas compression, which reduces user comfort and is of great research significance and difficulty. It has become an important research direction in the future.
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‘ ILBA-Elman 962 59.8
‘ BA-Elman 90.1 624

‘ PSO-Elman 95.8 86.7
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Function name Function number Function expressi Range Minimum value
Schwefels2.2 Fl Fe9= Sl ﬁ"‘vl [-10, 10] 0
i
Schwefel's1.2 F2 =5 )'f’x/)z (~100, 100] 0
=
Schwefel’s2.21 " f(x) = max;{lx|,1<i<n} [~100, 100] 0
Rosenbrock F4 fi= E[lﬂﬂ(x,.. e (] [-30, 30] 0
=
Noise F5 f= z a0 (-1.28, 1.28] 0
Rastrigin ¥6 f= i[x?—mcos(Zﬂx.)ﬂﬂ] [-5.12,5.12] 0
=
Ackley F7 (-32,32) 0
Shekel’s Foxholes F8 [-65, 65] 1
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Value PSO BA ILBA

F1 Average Value L54E-01  331E+01 | 6.15E-02
Maximum Value 599E-01 | L69E+02 | 2.53E-01

Minimum Value 6A7E-03  7.80E+00 = 113E-03

Standard Deviation | 1.50E-01  3.75E+01 = 7.01E-02

F2 Average Value 794E+01 | 5.11E+01 | 5.82E-02
Maximum Value 140E+02  8.16E+01  4.10E-01

Minimum Value 315E+01 | 228E+01 | 127E-06

Standard Deviation | 3.56E+01  1.47E+01 | 9.90E-02

B3 Average Value LISE+00  117E+01 = 187E-02
Maximum Value L80E+00  2.32E+01 | 636E-02

Minimum Value 781E-01 | 224E+00 | 622E-05

Standard Deviation | 223E-01  5.20E+00 = 176E-02

F4 Average Value LOSE+02  8.78E+02  291E+01
Maximum Value 477E+02  1.49E+03 | 2.94E+01

Minimum Value 266E+01 | 230E+02 | 2.90E+01

Standard Deviation | 8.54E+01  3.33E+02  L03E-01

5 Average Value L97E-01  4.22E+01 | 381E-03
Maximum Value 403E-01 = 557E+01 | 8.84E-03

Minimum Value LOIE-01  240E+01  7.79E-04

Standard Deviation | 7.13E-02  8.70E+00 = 2.08E-03

F6 Average Value 553E+01 | 279E+02 | 8.52E-03
Maximum Value 886E+01 | 329E+02 | 6.63E-02

Minimum Value 317E+01 | 224E+02 | 6.72E-07

Standard Deviation | 1.33E+01  2.41E+01 = 159E-02

F7 Average Value 363E-01 | LO2E+01 | 223E-02
Maximum Value 150E+00  1.92E+01  109E-01

Minimum Value 400E-03  3.12E+00 = 178E-04

Standard Deviation | 565E-01  7.26E+00 = 2.12E-02

F8 Average Value 333E+00  293E+00 | LI3E+00
Maximum Value LOSE+01  1OSE+01  495E+00

Minimum Value 998E-01 | 9.98E-01 | 9.98E-01

Standard Deviation | 2.33E+00  2.11E+00 = 7.09E-01
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Algorithm name Parameter settings Parameter description

ILBA NP=30,A0=1,A0= 1, 70= 0, oo = L, Fnax = 1, Fruin = 0, B

Experimental Value

BA NP=30,a=

9, Fax = 1, Frin =09,1,=07 Reference Value

PSO NP = 30, Winax = 09, Wi = 02, ¢, = 2, ;= 2 Reference Value
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by Impeller outlet width, mm

by Volute inlet width, mm

C, Pressure specific heat capacity, J/kg/K

4 Impeller inlet diameter, mm

d, Impeller outlet diameter, mm

d, Volute inlet diameter, mm

n Rotating speed of the impeller, r/min

ny Specific speed for pumps (p, pressure, Pa)

Input power for the rotor, W

Q Flow rate, L/min

s Heat source, W

T Temperature, K

t Time, s

u Velocity, m/s

x Coordinate, m

EN Number of blades

Greek letters

AP Design pressure rise, Pa

n Efficiency, -

A Thermal conductivity, W/m/K
Aer Effective thermal conductivity, W/m/K
u Viscosity, Pass

Hep Effective viscosity, Pa-s

p Density, kg/m’

® Dissipation, W/m®
Superscripts

- Time-averaged component

Fluctuating component

Subscripts

d At design condition

i Free index

ji k Dummy index
Abbreviations

ECP Electric coolant pump
Exp Experimental

PCB Printed circuit board

CFD Computational fluid dynamics
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Type IMF1 IMF2 IMF3 [IMF4 [IMF5 IMF6 IMF7

P06 | 100626 | 290.62 = 11329 | 3764 1243 ‘ 383 219 ‘

P07 97517 | 27524 | 11884 | 3582 1781 ‘ 744 2.42}
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Type IMF1 (%) IMF2 (%) IMF3 (%) IMF4 (%) IMF5 (%) IMF6 (%)

P06 119 650 1321 569 23.05 49.44 ‘ 092

P07 092 429 797 545 2204 5151 ‘ 783
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Type IMF2  IMF3  IMF4 IMF5 IMF6
PO1 26122 16654 6856 1379 662 -
P02 19423 | 13528 | 6237 1056 684 302
P03 11539 4904 18.38 7.61 277 -
P04 11255 2005 808 456 224 -
P05 11536 5037 3070 13.06 406 205
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IMF1 (%) IMF2 (%) IMF3 (%) IMF4 (%) IMF5 (%)
PO1 3136 2293 15.27 1951 10.93 -
P02 3833 15.85 9.63 29.04 577 1.38%
P03 88.04 539 407 217 033 -
Po4 9429 388 147 0.16 020 -
P05 88.78 7.76 152 097 044 0.53%
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Element type Elements

Draft Tube Hexahedral 661010
Runner Hexahedral 1417500
Guide Vane Hexahedral 1272960
Stay Vane Hexahedral | 1157856
Volute [ Tetrahedral 676265

Total - 5185591
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P01 P02 PO. P04 P05

9 1625638 | 2096442 | 2125373 | 2129111 | 2129675
9, 1625479 | 206980 2101095 | 2105957 | 2106833
9 1614776 | 2000848 | 2033031 | 2035773 | 2037467

P 1617965 | 3585788 | 3896462 | 4199812 | 4206775
¢ 162564 2114544 | 2139881 | 2141386 | 2141752
&l 168E-06 | 0.00856 000678 | 0005732 | 0.005639
GCI, | 00002% | 1.0793%  08532% | 07207% | 0.7089%
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Quantity

tus

App:

Uncertainty

Flow Rate Electromagnetic Flow Meter £0.18%
Rotation Speed Rotary Encoder £0.02%
Head Differential Pressure Sensor £0.05%

Torque Load Sensor £0.05%

Torque Excitation Amplifier £0.02%
Tailwater Pressure Static Pressure Sensor £0.10%
Guide Vane Opening Angle | Angular Displacement Sensor £0.10°
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2481821 18 16

Number of grids (*10°) 29 | 48 | 57 | 70 ‘
Predicting head (m) 1968 | 1897 | 1857 | 1846 1842‘

Predicting efficiency (%) 7721 | 7688 | 7602 7598 7596
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ysical property Fitting formula

p (kg/m*) =3.569 x 10°°T* + 1.56 x 10> - 0.377T? + 47.183T - 1256.518
| 4 (kg/mls) 1,554 x 10772 = 1.266 x 10T +0.026375

G, (1/kglk) ~7.669 x 10°°T" +3.929 x 10T - 1.14314 7% + 187.3563 T - 10743.206
7 A (Wim/k) 3259 x 10T* ~ 1.569 x 10°T* +4.242 x 10772 — 0.06047T + 3.868
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Impeller Bridge radius of hub ry (mm)

Number of blade Z; Leading-edge radius of case 1 r; (mm)
Diameter of the shroud D (mm) 50 Leading-edge radius of case 3 r; (mm) 155
Diameter of the hub Dy; (mm) 216 Diffuser
Diameter of the outlet Doy, (mm) 79.19 Number of vane Z, 7
Width of the outlet by (mm) | 13 Diameter of outlet outer Douy (mm) 216
Impeller diameter D, (mm) 70 Diameter of outlet inner Doy, (mm) 50
Bridge radius of the shroud ry (mm) 875
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Parameter Symbol
Impeller inlet diameter d, 34 mm
Impeller outlet diameter d, 57 mm
Impeller outlet width by 75 mm
Number of blades 2 7
Volute inlet diameter ds 58 mm
Volute inlet width by 11 mm
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Flow domain

leading edge (WO)
trailing-edge region (W1)
near-wake region (W2)

far-field region (W3)

Non-cavitation model AS;, (W/K)

168 x 10
584 % 107
438 x 10

872x 10

SS cavitation model ASp, (W/K) (0 = 2
155 x 107
204 x 10
133 x 10°

114 x 107
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Particle properties

Wall properties

Parameter name Unit umerical calibration
Density kg/m’ 2650
Particle size mm 1
Volume concentration % 3
Flow rate m/s 3
Poisson’s ratio - 0.17 (Uzi and Levy, 2018)
Young's modulus pa 107
Restitution coefficient - 095 (Uzi and Levy, 2018)
Static friction coefficient - 0,005 (Uzi and Levy, 2018)
Coefficient of rolling friction - 04 (Uzi and Levy, 2018)
Density kg/m’ 7800
Poisson’s ratio - 03 (Uzi and Levy, 2018)
Young's modulus pa 2x10" (Uzi and Levy, 2018)

Restitution coefficient

0.737 (Uzi and Levy, 2018)

Static friction coefficient

Cocfficient of rolling friction

0.2 (Uzi and Levy, 2018)

0.3 (Uzi and Levy, 2018)
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Particle properties

Wall properties

Parameter name Unit
Density kg/m®
Particle size mm 05
Mass flow kgls 0235
Flow rate m/s 4
Poisson’s ratio - 023
Young’s modulus pa 5.9%10"
Restitution coefficient - 09
Density kg/m’ 8200
Poisson’s ratio - 03
Young’s modulus pa 207x10"
Restitution coefficient - 08
Static friction coefficient - 02
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Parameter Numerical

name calibration
Particle Density kg/m® 2450
properties
Particle size mm 232
Volume % 233
concentration
Flow rate mls 1888
Poisson’s ratio - 03
Young’s modulus pa 1x107
‘Wall properties density kg/m® 2150
Poisson’s ratio - 03
Young's modulus pa 26x10°
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alysis step L} 1]} v
Analysis type Steady state Steady state Steady state ‘ Transient
Interface model Stage Stage Stage ‘ Transient rotor-stator

Cavitation model None None Rayleigh-Plesset ‘ Rayleigh-Plesset
Turbulence model ssT ssT ssT ‘ SBES
Advection scheme Upwind High resolution High resolution ‘ High resolution

Time step le-3s Auto timescale Auto timescale ‘ Auto timescale
Convergence target RMS 1e-4 RMS 1e5 | RMS le5 ‘ RMS le5

Fluid properties
Vapor properties

Pump status

Puater = 970 kKgM™, fyqier = 8.9¢-4 Pas
Prapor = 2.3e-2 kgm™, fiyapor = 9.8e-6 Pas

Fixed at 1475 rpm

Turbine status

Boundary details
Heat transfer model

Saturation pressure

Varied from 0 to 1465.2 rpm
No slip and smooth wall
50 C isothermal

1233343 Pa
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Number of grids in pump flow field Global size Time Pump wheel

setting (mm) consumption (min) torque (N-m)

83,036 35 6 286,377

121512 3 10 277.062 32
163,254 25 16 [ 269.734 296
248,045 2 30 261.862 266
364,704 17 50 | 258.997 159
679,386 | 13 89 | 257.700 089
1,406,380 1 140 | 256.837 034






OPS/images/fenrg-11-1235277/fenrg-11-1235277-t001.jpg
Parameters Valu

Circular circle outer diameter, D (mm) 575
Circular circle inner diameter, d (mm) 276
Baffle diameter, dy (mm) 320
Baffle thickness, s (mm) 5
Impeller material ZL101 A
Rotation speed of pump, np (r/min) 1475
Number of pump blades, BNy 46
Number of turbine blades, BNy 45
Minimum blade thickness,  (mm) 3
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