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Editorial on the Research Topic

Neuroinflammation, neurodegeneration and metabolic disease: from

molecular mechanisms to therapeutic innovation

The nervous system dynamically communicates and interacts with each tissue and

organ system to regulate various critical physiological processes. The cellular components

of these systems require a tightly functional and adaptable metabolism to meet their

physiological needs. Inflammation, and more specifically neuroinflammation, is common

in the development and progression of neurological and metabolic diseases.

This Research Topic features recent studies that span the domains of

neuroinflammation, neurodegeneration, and metabolic disease. We navigate through

research at multiple levels, from longitudinal cohorts to clinical trials, bibliometric

analyses, basic science, and reviews, to further our understanding of the intersection of

neurological and metabolic diseases through the topic’s focus areas. As we highlight novel

genetic markers, predictive indicators, and the influence of diet on neuronal integrity, we

have set a theme for current and future priority research areas in neurology. We aimed

to highlight the breadth of manifestations of neuroinflammation in neurodegenerative

and metabolic diseases. The summary schematic in Figure 1 illustrates the focus of the

contributed articles.

Zhu et al. carried out a study based on data from the Parkinson’s Progression Markers

Initiative (PPMI) (1), to assess impulse control behavior (ICB) in early Parkinson’s disease

(PD). They reported that ICBs increase during the early stages of PD and that anxiety,

rapid eye movement sleep behavior disorder, and p-tau levels in cerebrospinal fluid are

predictors of the incident development of ICBs in early PD (Zhu et al.).

Further in the context of PD, another PPMI-based study by Kulski et al. investigated

genetic and transcriptomic features in 1,521 individuals to assess the genotypes of eight

classical HLA class I and II genes and the DRB3/4/5 haplotypes. They identified significant

differences in HLA alleles and SVA (SINE-VNTR-Alu) retrotransposon insertions
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between PD patients and healthy controls, highlighting the

influence of these genetic elements on PD progression and the

immune response.

Moving to traumatic brain injury (TBI), Deng et al.

conducted a bibliometric analysis of the role of stem cells

in TBI recovery. Analyzing literature from the past 24

years, including 459 articles from 45 countries, the authors

suggested that “immunomodulation” and “cellular therapy”

are among the research hotspots in TBI, and that “exosomes,”

“neuroinflammation,” and “microglia” are essential future

research directions (Deng et al.).

Katchur and Notterman provided a topical review of non-

mammalian models for studying the long-term effects of TBI

and repetitive TBIs. These include sea lamprey, zebrafish and

others, which are advantageous for their genetic tractability,

reduced cost, and ethical considerations. These models are

useful for mechanistic investigations of neurodegeneration

associated with TBI, offering viable alternatives (Katchur

and Notterman).

FIGURE 1

Schematic summary of the subjects covered by the articles contributing to this Frontiers in Neurology Research Topic “Neuroinflammation,

neurodegeneration and metabolic disease: from molecular mechanisms to therapeutic innovation.” PD, Parkinson’s disease; TBI, traumatic brain

injury; NMOSD, neuromyelitis optica spectrum disorder; MS, multiple sclerosis; HAND, HIV-associated neurocognitive disorders; GEO, gene

expression omnibus. Created with Biorender.com.

In autoimmune conditions, Osborne et al. carried out

a retrospective study of patients with neuromyelitis optica

spectrum disorder (NMOSD) who transitioned from rituximab to

inebilizumab. Remarkably, 71.4% of patients experienced relapses

during rituximab therapy, whereas no relapses were observed

with inebilizumab for an average of 19.3 months. This suggests

the effectiveness and safety of inebilizumab for NMOSD patients

(Osborne et al.).

Matusik’s work on multiple sclerosis (MS) assessed body

mass index (BMI) and bioelectrical impedance analysis (BIA) in

176MS patients. The BIA found a higher prevalence of overfatness

compared to overweight by BMI, and BMI underestimated fat

mass, especially in those with moderate disability. BIA correlated

better with abdominal obesity and disability status. BIA has been

shown to be superior for assessing nutritional status in MS

patients (Matusik).

Moving further into the realm of immunity, Long et al.

investigated circulating inflammatory factors in autism

spectrum disorders (ASD). Two-sample bidirectional Mendelian
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randomization (MR) revealed that certain inflammatory factors

(e.g., natural killer cell receptor 2B4) are positively associated with

ASD, while others, like interleukin-7, are inversely associated.

The authors suggested that inflammatory factors may indicate

immunologic dysfunction in ASD.

In a mechanistic study of HIV-associated neurocognitive

disorders (HAND), League et al. explored the potential of the

monoacylglycerol lipase (MAGL) inhibitor MJN110 to mitigate

Tat-induced neuroinflammation. In female Tat transgenic mice,

MJN110 protected against neuroinflammatory hallmarks (e.g.,

dendritic injury) without altering behavior. The findings also

show the neuroprotection by MJN110 is achieved without

cannabimimetic behavioral effects (League et al.).

Next, Lin et al. investigated the mechanisms of sleep disorder

(SD) by analyzing public datasets with advanced bioinformatics

tools (e.g., LASSO, PPI networks). Differentially expressed genes

were enriched in immune activity, stress response, and neural

regulation, with elevated T cell levels found in SD patients. Hub

genes were identified (e.g., IPO9, RAP2A), and then validated, and

a diagnostic model using these genes demonstrated high accuracy.

Finally, and at the heart of this Research Topic, Ting provided

a mini-review of a relevant area of nutrition and neurological

health. Studies suggest that fructose may alter microglial function

in the brain throughmetabolic reprogramming. This may influence

activation and inflammation, increasing the risk of neurological

dysfunction. Ting’s review summarized the current findings and

suggested directions for future research.

In conclusion, the collection of articles presented in this

Research Topic not only underscores the multifaceted nature of

neuroinflammation at the crossroads of neurological andmetabolic

diseases, but also provides insights into its understanding. From

genetic landscapes to the metabolic triggers of neuroinflammatory

responses, the insights offered represent a leap toward precision

medicine. The therapeutic potential unlocked by the transition

from rituximab to inebilizumab in treating NOMSD further

exemplifies the advancements possible when innovative research

converges with clinical application. By continuing along the path of

converging biological domains and regrouping research at multiple

levels, from clinical trials to bibliometrics, we hope to expand the

range of promising areas for future research.
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Assessing impulse control 
behaviors in early Parkinson’s 
disease: a longitudinal study
Xiaobo Zhu , Jing Gan , Na Wu , Ying Wan , Lu Song , Zhenguo Liu *† 
and Yu Zhang *†

Department of Neurology, Xinhua Hospital Affiliated to Shanghai Jiao Tong University School of 
Medicine, Shanghai, China

Objective: Impulse control behaviors (ICBs) frequently coexist with Parkinson’s 
disease (PD). However, the predictors of ICBs in PD remain unclear, and there is 
limited data on the biological correlates of ICBs in PD. In this study, we examined 
clinical, imaging, and biological variables to identify factors associated with 
longitudinal changes in ICBs in early-stage PD.

Methods: The data for this study were obtained from the Parkinson’s Progression 
Markers Initiative, an international prospective cohort study that evaluates markers 
of disease progression in PD. We  examined clinical, imaging, and biological 
variables to determine their associations with ICBs over a period of up to 5  years. 
Cox regression models were employed to investigate the predictors of ICBs in 
early-stage, untreated PD.

Results: The study enrolled 401 individuals with PD and 185 healthy controls (HC). 
At baseline, 83 PD subjects (20.7%) and 36 HC (19.5%) exhibited ICBs. Over the 
course of 5 years, the prevalence of ICBs increased in PD (from 20.7% to 27.3%, 
p < 0.001), while it decreased in HC (from 19.5% to 15.2%, p < 0.001). Longitudinally, 
the presence of ICBs in PD was associated with depression, anxiety, autonomic 
dysfunction, and excessive daytime sleepiness (EDS). However, there was no 
significant association observed with cognitive dysfunction or motor severity. 
Treatment with dopamine agonists was linked to ICBs at years 3 and 4. Conversely, 
there was no association found between ICBs and presynaptic dopaminergic 
dysfunction. Additionally, biofluid markers in baseline and the first year did not 
show a significant association with ICBs. A predictive index for ICBs was generated, 
incorporating three baseline characteristics: anxiety, rapid eye movement sleep 
behavior disorder (RBD), and p-tau levels in cerebrospinal fluid (CSF).

Conclusion: During the early stages of PD, there is a notable increase in ICBs over 
time. These ICBs are associated with depression, anxiety, autonomic dysfunction, 
EDS, and the use of dopaminergic medications, particularly dopamine agonists. 
Anxiety, RBD, and p-tau levels in CSF are identified as predictors for the incident 
development of ICBs in early PD. Further longitudinal analyses will provide a more 
comprehensive understanding of the associations between ICBs and imaging 
findings, as well as biomarkers. These analyses will help to better characterize the 
relationships and implications of these factors in the context of ICBs in early PD.

KEYWORDS

Parkinson’s disease, impulse control behaviours, longitudinal assessment, dopamine 
transporter imaging, biomarkers
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1. Introduction

While Parkinson’s disease (PD) is primarily defined by its motor 
manifestations, it is important to note that non-motor symptoms 
(NMS) are also prevalent and can significantly impact an individual’s 
quality of life. These non-motor symptoms include impulse control 
behaviors (ICBs), which can be particularly detrimental (1). ICBs are 
characterized as repetitive, excessive, and compulsive abnormal 
behaviors that are driven by a strong desire and prove challenging to 
self-control (2, 3). Impulse Control Disorders (ICDs) represent the 
more severe manifestations of ICBs and encompass four specific types: 
pathological gambling (PG), hypersexuality (HS), compulsive buying 
(CB), and binge eating (BE). Furthermore, ICBs encompass additional 
related behaviors such as excessive hobbyism, punding, walkabout, 
and dopamine dysregulation syndrome (DDS) (3–5). Furthermore, as 
research progresses, the clinical spectrum of ICBs is expected to 
expand further. Recent studies have reported that newly relevant 
behaviors, such as over-donation and over-indulgence in mobile 
devices, may be included within the scope of ICBs (6–8).

Several studies have reported a wide variation in the prevalence 
of PD-ICBs, ranging from 3.5% to 59.0%. However, it is important to 
note that the majority of these studies were conducted on patients 
with intermediate to advanced stages of the disease who were already 
undergoing drug treatment (9–15). The mechanisms underlying 
PD-ICBs are currently unknown, and multiple factors have been 
implicated. These factors include being male, unmarried, younger age 
at the onset of PD, longer disease duration, certain medications (such 
as dopaminergic agonists, levodopa, amantadine, and rasagiline), 
personal or family history of smoking, drug or alcohol abuse, cultural 
factors (specifically residing in the United States), depression, anxiety, 
cognitive impairment, rapid eye movement sleep behavior disorder 
(RBD), restless legs syndrome (RLS), and genetic factors (3, 5, 15–19).

While numerous cross-sectional studies have investigated ICBs in 
PD, there is a limited number of studies that have examined their 
longitudinal incidence and prevalence. Furthermore, only a few 
studies have followed ICBs longitudinally for more than 5 years. The 
ICARUS study aimed to address this gap by examining longitudinal 
changes in the occurrence of ICBs over a 2-year period. The findings 
from this study indicated that the presence of ICBs remained relatively 
stable between the initial visit and the 2-year follow-up visit (20). 
However, several studies have reported a higher incidence of ICBs in 
early PD populations, and this incidence tends to increase over time 
(11, 14, 21). In a longitudinal study, the prevalence of ICDs was found 
to increase from 19.7% at baseline to 32.8% after a period of 5 years 
(21). Additionally, a study reported that ICBs were observed in 21 
(19.8%) patients with PD and this prevalence increased to 29.2% at 
year 5 (11). In another study, ICBs were found in 38 (30.6%) patients 
with PD, and this prevalence significantly increased to 46.8% after a 
4-year period (14). The variations in these findings can be attributed 
to the differences in the studied populations and the assessment 
methods employed. However, it is worth noting that previous studies 
have seldom reported the impact of biomarkers, such as cerebrospinal 
fluid (CSF) markers, on the prevalence of ICBs in newly diagnosed 
and untreated individuals with PD. Considering the potential 
association between PD-ICBs and biomarkers, investigating this 
aspect could hold substantial significance (2, 5, 20).

Given the existing knowledge gaps, our objective was to conduct 
a systematic investigation to provide a more comprehensive 

understanding of the prevalence, clinical spectrum, longitudinal 
evolution over a 5-year period, and biological correlates of ICBs in 
PD. To accomplish this, we  utilized the Parkinson’s Progression 
Markers Initiative (PPMI) cohort. Additionally, we sought to assess 
the baseline biological factors that could potentially predict the 
development of ICBs in PD. By addressing these research objectives, 
we aimed to contribute valuable insights into the understanding and 
characterization of ICBs in PD, ultimately enhancing our knowledge 
of this important aspect of the disease.

2. Methods

2.1. Study design and participants

All the data utilized in this study were obtained from the PPMI 
database, which has been previously published and is accessible on the 
PPMI website1 (22). The PPMI study received approval from the 
institutional review board at each study center, and all participants 
provided signed written informed consent. The data utilized in this 
paper were derived from the baseline and 5-year follow-up dataset, 
which was downloaded on August 29, 2021.

During the screening process, individuals with PD were required 
to meet the following criteria: (1) exhibit at least two of the following: 
resting tremor, bradykinesia, and rigidity, or have an asymmetric 
resting tremor or asymmetric bradykinesia; (2) have received an 
idiopathic PD diagnosis within the past 2 years and remain untreated; 
(3) be  aged 30 years or older; (4) undergo a screening dopamine 
transporter SPECT scan that demonstrates a dopamine transporter 
deficit. Regarding the healthy controls (HC), the following criteria 
were applied: (1) match PD participants in terms of age, gender, and 
education; (2) exhibit no significant neurological dysfunction; (3) 
demonstrate no cognitive impairment, as assessed by a Montreal 
Cognitive Assessment (MoCA) score of greater than 26; (4) have no 
family history of PD.

2.2. Study outcomes

To evaluate PD-ICBs, we employed the validated short version of 
the Questionnaire for Impulsive-Compulsive Disorders in Parkinson’s 
Disease (QUIP-S), a widely recognized and extensively validated tool 
recommended for screening ICBs in individuals with PD. The QUIP-S 
has been proven effective over time and is considered a reliable 
assessment instrument for this purpose (23). The scale comprises eight 
items that pertain to ICDs such as PG, HS, CB, and BE, as well as other 
behaviors including excessive hobbyism, punding, walkabout, and 
DDS. Consistent with previous studies, the presence of symptoms 
related to ICBs was defined as a score of ≥1 on any of the eight items. 
If a patient exhibits a combination of multiple symptoms 
simultaneously, it is considered as having multiple ICBs (24).

Furthermore, demographic and clinical data were collected for all 
subjects. Motor symptoms and disease severity were assessed using 
the Movement Disorders Society Unified Parkinson’s Disease Rating 

1 http://www.ppmi-info.org
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Scale (MDS-UPDRS) (25) and Hoehn and Yahr stage (H&Y) (26) 
respectively. These measures provide a comprehensive evaluation of 
motor symptoms and the overall severity of the disease in Parkinson’s 
patients. The MDS-UPDRS was used to calculate both the tremor 
score and the Postural Instability Gait Disorder (PIGD) score 
simultaneously. Additionally, the ratio of these scores was utilized to 
classify patients as having tremor-dominant (TD) or non-tremor-
dominant (non-TD) subtypes (27). Additional assessments of NMS 
included the use of the Modified Schwab and England Activities of 
Daily Living Scale (S&E) (28), MoCA (29), the 15-item Geriatric 
Depression Scale (GDS) (30), the State–Trait Anxiety Inventory 
(STAI) state and trait subscores (31), the Epworth Sleepiness Scale 
(ESS) (32), the REM Sleep Behaviour Disorder Screening 
Questionnaire (RBDSQ) (33), the Scales for Outcomes in Parkinson’s 
Disease-Autonomic (SCOPA-AUT) (34). In this study, participants 
were considered to have a positive screening for RBD if they scored 
≥5 on the RBDSQ (35). Dopaminergic therapy usage was quantified 
using the levodopa equivalent daily dose (LEDD), calculated 
according to a previously described method. The LEDD provides a 
standardized measure for comparing the dosage of different 
dopaminergic medications by converting them to an equivalent dose 
of levodopa (36).

We also conducted 123-I Ioflupane dopamine transporter 
(DaTscan) imaging to assess the dopamine transporter in all subjects. 
The analysis of the DaTscan images was performed according to the 
relevant manuals available at http://ppmi-info.org/ (22). Biological 
sample tests included measurements of serum urate, neurofilament 
light chain (NfL), and CSF analysis of A-beta 1–42, total tau (T-tau), 
tau phosphorylated at threonine 181 (P-tau181), and alpha-synuclein. 
Detailed information regarding sample collection, processing, and 
analysis can be found in the previously published reports related to 
this study (37).

2.3. Statistical analysis

All statistical analyses were conducted using SPSS 26. The t-test 
or chi-square test was used to compare baseline demographics and 
clinical characteristics between PD subjects and controls, as well as to 
compare demographics, clinical characteristics, DaTscan measures, 
and medication use at each time point between patients with PD with 
and without ICBs. Mann–Whitney U tests were employed to compare 
biologics between patients with PD with and without ICBs. T-test for 
normally distributed data, Mann–Whitney U tests for non-normally 
distributed data, and chi-square for categorical variables.

Logistic mixed models were employed to examine changes in 
ICB-related characteristics over time in patients with PD and HC 
separately. These models were also used to assess differences in ICBs 
between the two groups over time. In the latter models, an interaction 
term between visit and groups was initially tested to evaluate potential 
differential effects over time. If the interaction test did not reach 
statistical significance at the 0.10 level, the interaction term was 
removed from the model, and the overall group differences 
were reported.

In addition, Cox regression models were utilized to explore the 
univariate and multivariable relationships between baseline 
demographic, clinical, biological, imaging, and sedative use predictors 
and the prevalence of ICBs in PD, as well as their predictive value for 

changes over a 5-year period. To account for covariance, a specific 
scheme was adopted. For the DaTscan variables, if either the 
contralateral or ipsilateral side of the putamen or caudate measure 
exhibited statistical significance in univariate analysis, the contralateral 
side of the measure was prioritized for inclusion in the multivariate 
model. Likewise, for CSF biomarkers and the CSF ratios, only the 
biomarker was included in the multivariate model if both the specific 
biomarker and its associated ratio were found to be significant. CSF 
ratios were considered in the multivariate model only if there were 
instances where neither of the two biomarkers reached significance, 
but the CSF ratio showed significant associations. Lastly, plot 
Nomogram based on Cox result for better representation.

3. Results

3.1. Impulse control behaviours over time 
in PD and HC

Figure 1 presents an overview of the sample selection process. 
Initially, data was obtained from 423 PD subjects and 196 
HC. However, after thorough assessment, it was determined that only 
401 PD subjects and 185 HC possessed all the required data. 
Consequently, for PD participants, data was accessible for 401 
individuals at baseline, 362 individuals at year 1, 362 individuals at 
year 2, 360 individuals at year 3, 340 individuals at year 4, and 311 
individuals at year 5. As for HC, data was available for 185 participants 
at baseline, 182 participants at year 1, 170 participants at year 2, 164 
participants at year 3, 159 participants at year 4, and 151 participants 
at year 5.

Table 1 provides an overview of the baseline demographics of the 
cohort. It indicates that there were no significant differences observed 
between PD and HC groups in terms of demographics, including 
gender, age, and education.

Figure 2 and Table 2 illustrate the longitudinal changes in the 
occurrence of ICBs among PD and HC participants. The results show 
a significant increase in the proportion of PD participants classified as 
having ICBs over time (p  < 0.001). In contrast, HC participants 
demonstrated a significant decrease in the proportion classified as 
having ICBs (p  = 0.005). Furthermore, there was a significant 
difference in the rates of change in ICBs over time between the PD and 
HC groups (group × visit interaction, p = 0.001).

Furthermore, the proportion of PD participants with ICDs 
(p < 0.001), any other behavior (p < 0.001), or DDS (p < 0.001) also 
showed a significant increase over time. On the other hand, HC 
participants with ICDs (p < 0.001) or any other behavior (p = 0.014) 
demonstrated a significant longitudinal decrease in the proportion 
(Table 2). However, there were too few HC participants with DDS to 
perform a longitudinal analysis on this group. Additionally, the rates 
of change in ICDs or any other behavior over time differed significantly 
between the PD and HC groups.

Regarding specific symptoms, the proportion of PD participants 
with PG (p < 0.001), HS (p < 0.001), CB (p < 0.001), BE (p < 0.001), or 
excessive hobbyism (p < 0.001) also significantly increased over time. 
Conversely, HC participants with HS (p  = 0.003), CB (p  = 0.012), 
BE (p < 0.001), or excessive hobbyism (p = 0.038) demonstrated a 
significant longitudinal decrease in the proportion (Table  2). 
Additionally, the rates of change in PG, HS, CB, BE, excessive 
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hobbyism, or punding over time differed significantly between the PD 
and HC groups.

Regarding clinical subtypes, the proportion of PD participants 
with one ICB (p = 0.033) or multiple ICBs (p < 0.001) significantly 
increased over time. Conversely, HC participants with one ICB 
(p = 0.019) or multiple ICBs (p = 0.024) demonstrated a significant 
longitudinal decrease in the proportion (Table 2). Additionally, the 
rates of change in the percentage of one ICB or multiple ICBs over 
time differed significantly between the PD and HC groups.

3.2. Longitudinal assessment of impulse 
control behaviours in PD

The demographic characteristics and PD characteristics of 
participants with PD who had ICBs at baseline (n = 83) and those 
without ICBs (n  = 318) are presented in Table  1. There were no 
significant differences in terms of demographics between the PD 
participants with and without ICBs.

The motor and non-motor characteristics of participants with PD 
with and without ICBs over the 5-year follow-up period are presented 
in Table 3. At each time point, subjects with ICBs had higher scores 
on part I of the MDS-UPDRS, which assesses neuropsychiatric and 
non-motor symptoms. They were also more likely to have worse scores 
on part II, which evaluates patient-completed experiences of daily 
living. However, there were no significant differences in part III of the 
MDS-UPDRS, which measures motor symptoms, or in the Hoehn and 
Yahr stage between the two groups.

At year 1 only, subjects with ICBs had worse scores on part IV of 
the MDS-UPDRS, which assesses motor complications. They also had 
higher tremor scores and were more likely to be affected on the left 
side. There were no significant differences in clinical subtype or PIGD 
scores between the two groups.

Regarding the association of ICBs with other NMS, there were no 
significant differences in activities of daily living, cognition, or RBD 

between the groups at any time point. However, similar to the baseline 
findings in this cohort, ICBs were associated with depression, 
autonomic dysfunction, and anxiety at each time point (Table 3). 
Although there was no statistical difference in the ESS at baseline, 
subjects with ICBs had worse ESS scores over the next 5 years 
(Table 3).

Regarding dopaminergic therapy, subjects with ICBs had 
higher total LEDD at year 3 only, but there were no significant 
differences in the LEDD subtotal for dopamine agonists or 
non-dopamine agonists between the groups at any time point 
(Table 4). Regarding the use of specific drug types, subjects with 
ICBs had a higher frequency of Dopamine agonist use at year 3 and 
4, as well as a higher frequency of MAO-B inhibitor use at year 3. 
However, there were no significant differences in the use of 
Levodopa, entacapone, amantadine, or anticholinergic drugs 
between the groups at any time point (Table 4).

Regarding presynaptic dopaminergic dysfunction as measured by 
DaT scan in relation to clinical symptoms, there were no significant 
differences in terms of contralateral caudate, ipsilateral caudate, 
contralateral putamen, or ipsilateral putamen at baseline, year 1, 2, 
and 4 (Table 5). However, data for year 3 and 5 were not yet available 
at the time of data access.

Regarding biological data, there were also no significant 
differences between groups in CSF biomarkers, serum urate, or 
neurofilament light (NfL) at baseline and year 1 (Table 6). However, 
data for year 2–5 were not yet available at the time of data access.

3.3. Cox regression analysis of individual 
risk factors of ICBs in PD subjects from 
baseline to year 5

To determine the baseline demographic, clinical, biological, 
imaging, and pharmacological variables that predict the incident 
development of ICBs over time, we evaluated the 318 participants with 

FIGURE 1

Flowchart of the participant selection. ICBs, impulse control behaviours; PD, Parkinson disease; HC, healthy controls; PPMI, Parkinson’s Progression 
Markers Initiative.
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TABLE 1 Baseline demographics and PD characteristic.

Variable PD subjects HCs subjects p Value p Value

n =  423 PD ICBs+
n =  87

PD ICBs−
n =  335

n =  196 (PDvs HC) (ICBs  + vs −)

QUIP-S 0.616 N/A

  Positive (≥1) 87 (20.62%) N/A N/A 37 (18.88%)

  Negative (<1) 335 (79.38%) N/A N/A 159 (81.12%)

  Missing 1 N/A N/A 0

Gender 0.771 0.779

  Male 277 (65.48%) 56 (64.37%) 221 (65.97%) 126 (64.29%)

  Female 146 (34.52%) 31 (35.63%) 114 (34.03%) 70 (35.71%)

  Missing 0 0 0 0

Age (years) 0.319 0.284

  Mean (SD) 61.69 (9.72) 60.66 (10.33) 61.91 (9.52) 60.81 (11.23)

  (Min, Max) (34.00, 85.00) (36.00, 83.00) (34.00, 85.00) (31.00, 84.00)

  Missing 0 0 0 0

Age at PD onset (years) N/A 0.225

  Mean (SD) 59.70 (9.98) 58.51 (10.94) 59.96 (9.68) N/A

  (Min, Max) (25.00, 83.00) (25.00, 81.00) (30.00, 83.00) N/A

  Missing 0 0 0 N/A

Disease duration (month) N/A 0.602

  Mean (SD) 6.57 (6.49) 6.85 (7.01) 6.44 (6.31) N/A

  (Min, Max) (0.00, 36.00) (1.00, 36.00) (0.00, 35.00) N/A

  Missing 0 0 0 N/A

Education (years) 0.057 0.480

  Mean (SD) 15.56 (2.97) 15.36 (2.79) 15.61 (3.02) 16.04 (2.89)

  (Min, Max) (5.00, 26.00) (5.00, 20.00) (5.00, 26.00) (8.00, 24.00)

  Missing 0 0 0 0

Family history of PD <0.001 0.522

  Family members w/PD 103 (24.41%) 19 (21.84%) 84 (25.15%) 10 (5.10%)

  No family members w/PD 319 (75.59%) 68 (78.16%) 250 (74.85%) 186 (94.90%)

  Missing 1 0 1 0

MDS-UDPRS part I <0.001 <0.001

  Mean (SD) 5.57 (4.07) 7.38 (4.09) 5.10 (3.93) 2.95 (2.96)

  (Min, Max) (0.00, 24.00) (1.00, 18.00) (0.00, 24.00) (0.00, 17.00)

  Missing 1 0 0 1

MDS-UDPRS part II <0.001 0.043

  Mean (SD) 5.90 (4.19) 6.71 (4.23) 5.69 (4.16) 0.46 (1.02)

  (Min, Max) (0.00, 22.00) (1.00, 18.00) (0.00, 22.00) (0.00, 6.00)

  Missing 1 0 0 1

MDS-UDPRS part III <0.001 0.105

  Mean (SD) 20.89 (8.85) 19.51 (7.65) 21.24 (9.12) 1.21 (2.20)

  (Min, Max) (4.00, 51.00) (6.00, 41.00) (4.00, 51.00) (0.00, 13.00)

  Missing 0 0 0 2

H&Y <0.001 0.620

  Stage 0 0 (0.00%) 0 (0.00%) 0 (0.00%) 193 (98.97%)

(Continued)
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PD in this cohort who did not have ICBs at baseline. Among them, 
116 participants (36.5%) subsequently developed ICBs. Results based 
on in-sample concordance and cross-validated prediction accuracy 
revealed that the best model included three variables: STAI-state 
subscore, RBD, and p-tau (Table  7; Supplementary Table S1). 
Additionally, estimated survival probabilities from the multivariate 
Cox regression models were obtained and are presented in Figures 3, 4.

4. Discussion

This international, multicenter study represents the largest 
reported longitudinal investigation of the incidence of ICBs and its 
associated clinical, imaging, and biological characteristics in patients 
with de novo, untreated PD at baseline. Furthermore, to our 
knowledge, this is the only study that has examined the association 
between biologics and ICBs in patients with PD. At baseline, there 
were no differences in the prevalence of ICBs between untreated 
patients with PD and HC. However, over time, the occurrence of ICBs 
increased among patients with PD while decreasing among HC. These 

findings are consistent with previous longitudinal studies that have 
examined ICBs in PD (11, 14, 21). In the PD cohort, there were 
notable differences in symptoms, particularly in non-motor 
symptoms, between patients with and without ICBs. This finding 
indicates that, in early untreated PD, the development of ICBs is 
influenced by factors beyond the presence of PD-related pathology 
alone. These factors may encompass various biological variables that 
affect neurochemical, neural network, and psychological systems as 
the disease advances, as well as clinical variables that impact disease 
progression, particularly the use of dopaminergic medications (2). In 
this study, we provide a thorough and systematic examination of the 
longitudinal changes in clinical and biological factors associated with 
PD-ICBs over a 5-year period. Additionally, we analyze the baseline 
clinical and biological predictors of ICB development in PD. The 
results obtained yield several intriguing insights into the 
pathophysiology of ICBs in PD.

Given that there are dynamic changes in ICBs in PD patients over 
the course of the observation, this is similar to other nonmotor 
symptoms of PD, which may disappear or recur. 
Supplementary Table S2 shows the data on the fluctuation of ICBs that 

TABLE 1 (Continued)

Variable PD subjects HCs subjects p Value p Value

n =  423 PD ICBs+
n =  87

PD ICBs−
n =  335

n =  196 (PDvs HC) (ICBs  + vs −)

  Stage 1 185 (43.74%) 42 (48.28%) 143 (42.69%) 2 (1.03%)

  Stage 2 236 (55.79%) 45 (51.72%) 190 (56.72%) 0 (0.00%)

  Stage 3–5 2 (0.47%) 0 (0.00%) 2 (0.60%) 0 (0.00%)

  Missing 0 0 0 1

PD clinical subtype N/A 0.484

  TD 299 (70.85%) 59 (67.82%) 240 (71.64%) N/A

  Non-TD 123 (29.85%) 28 (32.18%) 95 (28.36%) N/A

  Missing 1 0 0 N/A

Tremor score <0.001 0.915

  Mean (SD) 0.49 (0.32) 0.49 (0.29) 0.49 (0.32) 0.03 (0.08)

  (Min, Max) (0.00, 1.82) (0.00, 1.64) (0.00, 1.82) (0.00, 0.64)

  Missing 1 0 0 2

PIGD score <0.001 0.921

  Mean (SD) 0.23 (0.22) 0.22 (0.21) 0.23 (0.23) 0.02 (0.09)

  (Min, Max) (0.00, 1.40) (0.00, 1.00) (0.00, 1.40) (0.00, 0.08)

  Missing 1 0 0 1

Side most affected N/A 0.252

  Left 179 (42.32%) 32 (36.78%) 146 (43.58%) N/A

  Non-Left 244 (57.68%) 55 (63.22%) 189 (56.42%) N/A

  Missing 0 0 0 N/A

 MoCA <0.001 0.341

  Mean (SD) 27.14 (2.32) 26.89 (2.33) 27.16 (2.31) 28.23 (1.11)

  (Min, Max) (17.00, 30.00) (20.00, 30.00) (17.00, 30.00) (26.00, 30.00)

  Missing 0 0 0 0

PD, Parkinson disease; HC, healthy controls; MDS-UPDRS, Movement Disorders Society-Unified Parkinson’s Disease Rating Scale; H&Y, Hoehn and Yahr; PIGD, Postural instability Gait 
Disorder; TD, tremor dominant; S&E, Modified Schwab and England Activities of Daily Living Scale; MoCA, Montreal Cognitive Assessment.
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we observed. We could find that the percentage of persistent ICBs+ 
ranged from 52.9% to 84.7% from the first to the fifth year, accounting 
for more than half of the cases. We  recognize that therapeutic 
interventions and changes in a patient’s clinical course can affect their 
ICBs status over time.

In our cohort, demographic factors such as age, sex, education, 
and family history of PD, as well as disease characteristics including 
age of PD onset, disease duration, and severity of motor disability, 
were not found to be significant predictors of ICBs at baseline. This 
is in contrast to a previous cross-sectional study that identified 
male gender and younger age at onset of PD as risk factors for 
ICBs. The discrepancy in findings could be attributed to differences 
in study design, sample size, or other factors that may influence the 
development of ICBs in PD. Given this, we revisited the role of 
gender in our analysis after categorizing the dataset according to 
the classification of early-onset Parkinson’s disease (EOPD). That 
is, we performed a subgroup analysis of the dataset, taking into 
account the EOPD± classification. Interestingly, we observed no 
significant gender differences from baseline to year 5 in the EOPD+ 
subgroup, whether patients had ICBs or not. In contrast, within the 
EOPD− subgroup, it was only in the fifth year that the proportion 
of men in the ICBs+ group surpassed that in the ICBs− group 
(Supplementary Table S3). This suggests that the impact of gender 
on the occurrence of ICBs in non-EOPD patients may become 
more pronounced in the later stages of the disease, although 
further validation is required. Further research is needed to better 
understand the complex interplay of these factors in relation to 
ICBs in PD (15).

We speculate that the lack of significant association between ICBs 
and motor impairment measured in Part III of the MDS-UPDRS or 
other disease characteristics (such as H&Y stage, motor 
complications, clinical subtype, tremor score, PIGD score, and side 
most affected) may be due to the early stage of PD in our cohort and 
the possibility of interactions arising during disease progression or 
drug interventions. These factors were also not reported as significant 
predictors of ICBs in previous studies. However, we  observed 
significant associations between ICBs and the neuro-psychiatric and 
non-motor symptoms assessed in Part I and the patient-reported 
experiences of daily living assessed in Part II of the MDS-UPDRS. This 
is not surprising, as previous studies have identified numerous 
non-motor symptoms as risk factors for ICBs in PD. These findings 
suggest that non-motor symptoms captured in Part I and Part II of 
the MDS-UPDRS may play a more prominent role in the development 
of ICBs in early-stage PD patients (3, 15, 16, 38). Considering that 
patients with EOPD may be  more prone to the development of 
dyskinesia (39), we  made the necessary distinction between two 
further distinct categories: EOPD+ (age at PD onset ≤50) and 
EOPD− (age at PD onset >50) (Supplementary Table S4). Our 
analysis revealed a higher percentage of EOPD+ individuals in the 
first year among patients with ICB+, whereas no significant difference 
was observed in the subsequent 4 years. This observation may also 
explain why the MDS-UPDRS Part IV scores were higher in the first 
year for patients with ICBs+ and then declined in the subsequent 
4 years.

Our findings, in line with previous research, support the 
association between ICBs and anxiety in PD (38). This result is 

FIGURE 2

Frequency of impulse control behaviours in PD and HC at baseline and during the 5-years follow up. PD, Parkinson disease; HC, healthy controls; ICBs, 
Impulse control behaviours; ICD, impulse control disorders; BL, baseline; Y1, year 1; Y2, year 2; Y3, year 3; Y4, year 4; Y5, year 5. Each instance of ICB 
consists of a single ICB as well as cases where it coexists with other ICBs. For example, as long as that patient has gambling that patient is in the 
Gambling group, whether or not that patient combines other ICBs.
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TABLE 2 Impulse control behaviours over time in PD and HC.

Variable Patients with PD HC p Values

BL

n =  401

Year 1

n =  362

Year 2

n =  362

Year 3

n =  360

Year 4

n =  340

Year 5

n =  311

p Value 

(change 

over time)

BL

n =  185

Year 1

n =  182

Year 2

n =  170

Year 3

n =  164

Year 4

n =  159

Year 5

n =  151

p Value 

(change 

over time)

Group × visit 

interaction

PD 

vs 

HC

ICBs <0.001 0.005 <0.001 N/Aa

Positive 83

(20.7%)

51

(14.1%)

76

(21.0%)

86

(23.9%)

92

(27.1%)

85

(27.3%)

36

(19.5%)

36

(19.8%)

29

(17.1%)

26

(15.9%)

23

(14.5%)

23

(15.2%)

Negative 318

(79.3%)

311

(85.9%)

286

(79.0%)

274

(76.1%)

248

(72.9%)

226

(72.7%)

149

(80.5%)

146

(80.2%)

141

(82.9%)

138

(84.1%)

136

(85.5%)

128

(84.8%)

ICDs <0.001 <0.001 <0.001 N/Aa

Positive 48

(12.0%)

35

(9.7%)

49

(13.5%)

53

(14.7%)

53

(15.6%)

59

(19.0%)

24

(13.0%)

22

(12.1%)

17

(10.0%)

15

(9.1%)

13

(8.2%)

13

(8.6%)

Negative 353

(88.0%)

327

(90.3%)

313

(86.5%)

307

(85.3%)

287

(84.4%)

252

(81.0%)

161

(87.0%)

160

(87.9%)

153

(90.0%)

149

(90.9%)

146

(91.8%)

138

(91.4%)

Other behaivors <0.001 0.014 <0.001 N/Aa

Positive 46

(11.5%)

20

(5.5%)

39

(10.8%)

47

(13.1%)

49

(14.4%)

42

(13.5%)

21

(11.4%)

20

(11.0%)

19

(11.2%)

14

(8.5%)

13

(8.2%)

15

(9.9%)

Negative 355

(88.5%)

342

(94.5%)

323

(89.2%)

313

(86.9%)

291

(85.6%)

269

(86.5%)

164

(88.6%)

162

(89.0%)

151

(88.8%)

150

(91.5%)

146

(91.8%)

136

(90.1%)

DDS <0.001 NAb NAb NAb

Positive 1

(0.2%)

1

(0.3%)

2

(0.6%)

5

(1.4%)

9

(2.6%)

9

(2.9%)

0

(0.0%)

0

(0.0%)

0

(0.0%)

0

(0.0%)

0

(0.0%)

0

(0.0%)

Negative 400

(99.8%)

361

(99.7%)

360

(99.4%)

355

(98.6%)

331

(97.4%)

302

(97.1%)

185

(100.0%)

182

(100.0%)

170

(100.0%)

164

(100.0%)

159

(100.0%)

151

(100.0%)

Pathological 

gambling
<0.001 0.861 <0.001 N/Aa

Positive 3

(0.7%)

3

(0.8%)

5

(1.4%)

5

(1.4%)

6

(1.8%)

4

(1.3%)

1

(0.5%)

1

(0.5%)

1

(0.6%)

1

(0.6%)

1

(0.6%)

1

(0.7%)

Negative 398

(99.3%)

359

(99.2%)

357

(98.6%)

355

(98.6%)

334

(98.2%)

307

(98.7%)

184

(99.5%)

181

(99.5%)

169

(99.4%)

163

(99.4%)

158

(99.4%)

150

(99.3%)

Hypersexuality <0.001 0.003 <0.001 N/Aa

Positive 10

(2.5%)

12

(3.3%)

20

(5.5%)

14

(3.9%)

16

(4.7%)

22

(7.1%)

5

(2.7%)

4

(2.2%)

4

(2.4%)

1

(0.6%)

4

(2.5%)

3

(2.0%)

Negative 391

(97.5%)

350

(96.7%)

342

(94.5%)

346

(96.1%)

324

(95.3%)

289

(92.9%)

180

(97.3%)

178

(97.8%)

166

(97.6%)

163

(99.4%)

155

(97.5%)

148

(98.0%)

Compulsive 

buying

<0.001 0.012 <0.001 N/Aa

(Continued)
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Variable Patients with PD HC p Values

BL

n =  401

Year 1

n =  362

Year 2

n =  362

Year 3

n =  360

Year 4

n =  340

Year 5

n =  311

p Value 

(change 

over time)

BL

n =  185

Year 1

n =  182

Year 2

n =  170

Year 3

n =  164

Year 4

n =  159

Year 5

n =  151

p Value 

(change 

over time)

Group × visit 

interaction

PD 

vs 

HC

Positive 9

(2.2%)

6

(1.7%)

12

(3.3%)

15

(4.2%)

17

(5.0%)

17

(5.5%)

4

(2.2%)

6

(3.3%)

4

(2.4%)

4

(2.4%)

2

(1.3%)

3

(2.0%)

Negative 392

(97.8%)

356

(98.3%)

350

(96.7%)

345

(95.8%)

323

(95.0%)

294

(94.5%)

181

(97.8%)

176

(96.7%)

166

(97.6%)

160

(97.6%)

157

(98.7%)

148

(98.0%)

Binge eating <0.001 <0.001 <0.001 N/Aa

Positive 36

(9.0%)

19

(5.2%)

24

(6.6%)

31

(8.6%)

30

(8.8%)

35

(11.3%)

19

(10.3%)

17

(9.3%)

10

(5.9%)

11

(6.7%)

6

(3.8%)

9

(6.0%)

Negative 365

(91.0%)

343

(94.8%)

338

(93.4%)

329

(91.4%)

310

(91.2%)

276

(88.7%)

166

(89.7%)

165

(90.7%)

160

(94.1%)

153

(93.3%)

153

(96.2%)

142

(94.0%)

Excessive 

hobbyism

<0.001 0.038 <0.001 N/Aa

Positive 30

(7.5%)

15

(4.1%)

29

(8.0%)

36

(10.0%)

43

(12.6%)

33

(10.6%)

18

(9.7%)

17

(9.3%)

14

(8.2%)

11

(6.7%)

11

(6.9%)

14

(9.3%)

Negative 371

(92.5%)

347

(95.9%)

333

(92.0%)

324

(90.0%)

297

(87.4%)

278

(89.4%)

167

(90.3%)

165

(90.7%)

156

(91.8%)

153

(93.3%)

148

(93.1%)

137

(90.7%)

Punding 0.069 0.073 0.030 N/Aa

Positive 20

(5.0%)

6

(1.7%)

15

(4.1%)

15

(4.2%)

16

(4.7%)

14

(4.5%)

4(2.2%) 4(2.2%) 6(3.5%) 4(2.4%) 4(2.5%) 3(2.0%)

Negative 381

(95.0%)

356

(98.3%)

347

(95.9%)

345

(95.8%)

324

(95.3%)

297

(95.5%)

181(97.8%) 178(97.8%) 164(96.5%) 160(97.6%) 155(97.5%) 148(98.0%)

Walkabout 0.595 1.000 0.400 0.212

Positive 4

(1.0%)

1

(0.3%)

2

(0.6%)

8

(2.2%)

4

(1.2%)

2

(0.6%)

1

(0.5%)

1

(0.5%)

2

(1.2%)

0

(0.0%)

1

(0.6%)

0

(0.0%)

Negative 397

(99.0%)

361

(99.7%)

360

(99.4%)

352

(97.8%)

336

(98.8%)

309

(99.4%)

184

(99.5%)

181

(99.5%)

168

(98.8%)

164

(100.0%)

158

(99.4%)

151

(100.0%)

Clinical subtypes

One ICB 59

(14.7%)

42

(11.6%)

54

(14.9%)

57

(15.8%)

66

(19.4%)

49

(15.8%)

0.033 27

(14.6%)

26

(14.3%)

18

(10.6%)

22

(13.4%)

18

(11.3%)

14

(9.3%)

0.019 0.003 N/Aa

Multiple ICBs 24

(6.0%)

9

(2.5%)

22

(6.1%)

29

(8.1%)

26

(7.6%)

36

(11.6%)

<0.001 9

(4.9%)

10

(5.5%)

11

(6.5%)

4

(2.4%)

5

(3.1%)

9

(6.0%)

0.024 <0.001 N/Aa

Negative 318

(79.3%)

311

(85.9%)

286

(79.0%)

274

(76.1%)

248

(72.9%)

226

(72.7%)

149

(80.5%)

146

(80.2%)

141

(82.9%)

138

(84.1%)

136

(85.5%)

128

(84.8%)

PD, Parkinson disease; HC, healthy controls; ICBs, Impulse control behaviours; ICD, impulse control disorders; DDS, dopamine dysregulation syndrome.
aPD versus HC comparison is not applicable if test of interaction was significant.
bThere were not enough positive results in the HC group to run analysis.

TABLE 2 (Continued)
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TABLE 3 PD motor and non-motor characteristics over time by ICBs status.

Variable Baseline Year 1 Year 2 Year 3 Year 4 Year 5

PD 
ICBs+
n =  83

PD 
ICBs−

n =  318

p 
Value

PD 
ICBs+
n =  51

PD 
ICBs−
n =  311

p 
Value

PD ICBs+
n =  76

PD 
ICBs−

n =  286

p 
Value

PD 
ICBs+
n =  86

PD 
ICBs−

n =  274

p 
Value

PD 
ICBs+
n =  92

PD 
ICBs−

n =  248

p 
Value

PD 
ICBs+
n =  85

PD 
ICBs−

n =  226

p 
Value

MDS-UDPRS 

part I
<0.001 0.014 0.006 0.001 0.004 0.001

Mean (SD)
7.16

(3.93)

5.03

(3.94)

8.29

(5.33)

6.56

(4.54)

9.07

(4.69)

7.29

(5.09)

10.35

(6.96)

7.68

(4.72)

10.50

(6.29)

8.49

(5.49)

11.34

(6.59)

8.47

(5.62)

(Min, Max)
(1.00,

18.00)

(0.00,

24.00)

(0.00,

29.00)

(0.00,

27.00)

(0.00,

26.00)

(0.00,

25.00)

(0.00,

36.00)

(0.00,

25.00)

(0.00,

29.00)

(0.00,

30.00)

(1.00,

34.00)

(0.00,

31.00)

Missing 0 0 0 0 0 0 0 0 0 0 0 0

MDS-UDPRS 

part II
0.032 0.021 0.104 0.011 0.020 0.004

Mean (SD)
6.70

(4.27)

5.60

(4.12)

8.86

(5.81)

7.14

(4.74)

8.91

(5.58)

7.79

(5.20)

10.24

(5.86)

8.47

(5.55)

11.15

(7.40)

9.29

(6.14)

11.76

(6.38)

9.36

(6.54)

(Min, Max)
(1.00,

18.00)

(0.00,

22.00)

(0.00,

30.00)

(0.00,

25.00)

(0.00,

23.00)

(0.00,

27.00)

(0.00,

29.00)

(0.00,

29.00)

(1.00,

37.00)

(0.00,

35.00)

(1.00,

31.00)

(0.00,

40.00)

Missing 0 0 0 1 1 1 0 0 1 0 0 0

MDS-UDPRS 

part III
0.197 0.444 0.792 0.841 0.709 0.820

Mean (SD)
19.70

(7.73)

21.11

(9.10)

25.53

(12.13)

24.12

(9.97)

27.41

(13.28)

26.96

(10.84)

28.74

(11.46)

28.43

(12.37)

31.11

(12.58)

30.51

(12.38)

30.10

(12.49)

30.49

(13.77)

(Min, Max)
(6.00,

41.00)

(4.00,

51.00)

(4.00,

56.00)

(2.00,

60.00)

(6.00,

68.00)

(3.00,

59.00)

(4.00,

57.00)

(4.00,

80.00)

(6.00,

63.00)

(6.00,

80.00)

(7.00,

66.00)

(3.00,

90.00)

Missing 0 0 2 24 6 29 5 29 8 27 1 16

MDS-UDPRS 

part IV

NA 0.029 0.423 0.516 0.577 0.282

Mean (SD) NA NA 0.94

(1.69)

0.25

(0.97)

0.52

(1.34)

0.72

(1.85)

0.87

(1.77)

1.04

(2.00)

1.42

(2.54)

1.61

(2.66)

1.83

(3.02)

2.24

(2.93)

(Min, Max) (0.00,

5.00)

(0.00,

7.00)

(0.00,

6.00)

(0.00,

11.00)

(0.00,

6.00)

(0.00,

11.00)

(0.00,

13.00)

(0.00,

12.00)

(0.00,

16.00)

(0.00,

17.00)

Missing 18 127 14 42 9 19 7 10 2 12

H&Y 0.762 0.874 0.169 0.660 0.888 0.969

Stage 0 0

(0.00%)

0

(0.00%)

0

(0.00%)

1

(0.35%)

1

(1.43%)

0

(0.00%)

0

(0.00%)

1

(0.41%)

0

(0.00%)

1

(0.45%)

0

(0.00%)

0

(0.00%)

(Continued)
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TABLE 3 (Continued)

Variable Baseline Year 1 Year 2 Year 3 Year 4 Year 5

PD 
ICBs+
n =  83

PD 
ICBs−

n =  318

p 
Value

PD 
ICBs+
n =  51

PD 
ICBs−
n =  311

p 
Value

PD ICBs+
n =  76

PD 
ICBs−

n =  286

p 
Value

PD 
ICBs+
n =  86

PD 
ICBs−

n =  274

p 
Value

PD 
ICBs+
n =  92

PD 
ICBs−

n =  248

p 
Value

PD 
ICBs+
n =  85

PD 
ICBs−

n =  226

p 
Value

Stage 1 39

(46.99%)

138

(43.40%)

14

(28.57%)

83

(28.72%)

13

(18.57%)

65

(25.19%)

13

(16.05%)

48

(19.59%)

13

(15.29%)

32

(14.48%)

9

(10.72%)

22

(10.38%)

Stage 2 44

(53.01%)

178

(55.97%)

34

(69.39%)

193

(66.78%)

51

(72.86%)

181

(70.16%)

64

(79.01%)

177

(72.24%)

64

(75.29%)

163

(73.76%)

68

(80.95%)

174

(82.07%)

Stage 3–5 0

(0.00%)

2

(0.63%)

1

(2.04%)

12

(4.15%)

5

(7.14%)

12

(4.65%)

4

(4.94%)

19

(7.76%)

8(9.41%) 25

(11.31%)

7

(8.33%)

16

(7.55%)

Missing 0 0 2 22 6 28 5 29 7 27 1 14

PD clinical 

subtype

0.523 0.328 0.062 0.132 0.334 0.207

TD 56

(67.47%)

226

(71.07%)

35

(71.43%)

185

(64.24%)

39

(55.71%)

174

(67.70%)

42

(55.56%)

159

(64.90%)

54

(63.53%)

127

(57.47%)

42

(50.00%)

122

(58.10%)

non-TD 27

(32.53%)

92

(28.93%)

14

(28.57%)

103

(35.76%)

31

(44.29%)

83

(32.30%)

36

(45.44%)

86

(35.10%)

31

(36.47%)

94

(42.53%)

42

(50.00%)

88

(41.90%)

Missing 0 0 2 23 6 29 5 29 7 27 1 16

Tremor score 0.981 0.043 0.611 0.418 0.540 0.449

Mean (SD) 0.49

(0.29)

0.49

(0.32)

0.65

(0.43)

0.53

(0.37)

0.56

(0.46)

0.59

(0.42)

0.57

(0.42)

0.62

(0.45)

0.68

(0.48)

0.65

(0.47)

0.59

(0.45)

0.63

(0.46)

(Min, Max) (0.00,

1.64)

(0.00,

1.82)

(0.00,

2.00)

(0.00,

1.55)

(0.00,

2.18)

(0.00,

2.45)

(0.00,

1.82)

(0.00,

2.27)

(0.00,

1.73)

(0.00,

2.09)

(0.00,

1.82)

(0.00,

2.09)

Missing 0 0 2 20 6 28 5 29 7 27 1 14

PIGD score 0.985 0.781 0.220 0.551 0.726 0.357

Mean (SD) 0.23

(0.22)

0.23

(0.23)

0.32

(0.25)

0.31

(0.31)

0.40

(0.46)

0.34

(0.36)

0.43

(0.36)

0.40

(0.45)

0.47

(0.41)

0.49

(0.52)

0.51

(0.49)

0.52

(0.56)

(Min, Max) (0.00,

1.00)

(0.00,

1.40)

(0.00,

1.00)

(0.00,

1.80)

(0.00,

3.00)

(0.00,

2.60)

(0.00,

2.40)

(0.00,

3.00)

(0.00,

1.80)

(0.00,

3.40)

(0.00,

4.00)

(0.00,

3.60)

Missing 0 0 2 23 6 29 5 29 7 27 1 14

Side most 

affected

0.488 0.021 0.148 0.308 0.179 0.243

Left 32

(38.55%)

136

(42.77%)

14

(27.45%)

139

(44.69%)

27

(35.53%)

128

(44.76%)

32

(37.21%)

119

(43.43%)

33

(35.87%)

109

(43.95%)

31

(36.47%)

99

(43.81%)

(Continued)

17

https://doi.org/10.3389/fneur.2023.1275170
https://www.frontiersin.org/journals/neurology
https://www.frontiersin.org


Z
h

u
 et al. 

10
.3

3
8

9
/fn

eu
r.2

0
2

3.12
75170

Fro
n

tie
rs in

 N
e

u
ro

lo
g

y
fro

n
tie

rsin
.o

rg

Variable Baseline Year 1 Year 2 Year 3 Year 4 Year 5

PD 
ICBs+
n =  83

PD 
ICBs−

n =  318

p 
Value

PD 
ICBs+
n =  51

PD 
ICBs−
n =  311

p 
Value

PD ICBs+
n =  76

PD 
ICBs−

n =  286

p 
Value

PD 
ICBs+
n =  86

PD 
ICBs−

n =  274

p 
Value

PD 
ICBs+
n =  92

PD 
ICBs−

n =  248

p 
Value

PD 
ICBs+
n =  85

PD 
ICBs−

n =  226

p 
Value

non-Left 51

(61.45%)

182

(57.23%)

37

(72.55%)

172

(55.31%)

49

(64.47%)

158

(55.24%)

54

(62.79%)

155

(56.57%)

59

(64.13%)

139

(56.05%)

54

(63.53%)

127

(56.19%)

Missing 0 0 0 0 0 0 0 0 0 0 0 0

S&E 0.557 0.700 0.150 0.821 0.480 0.141

Mean (SD) 93.55

(5.50)

93.13

(5.96)

91.00

(5.35)

90.61

(6.81)

87.53

(6.70)

89.04

(8.35)

87.53

(8.08)

87.76

(8.02)

86.41

(9.03)

85.57

(10.03)

83.35

(11.94)

85.51

(11.29)

(Min, Max) (70.00,

100.00)

(75.00,

100.00)

(80.00,

100.00)

(70.00,

100.00)

(70.00,100.00) (60.00,

100.00)

(50.00,

100.00)

(60.00,

100.00)

(50.00,

100.00)

(30.00,

100.00)

(20.00,

100.00)

(20.00,

100.00)

Missing 0 0 1 0 1 0 1 0 0 2 0 0

MoCA 0.341 0.804 0.785 0.981 0.980 0.337

Mean (SD) 26.89

(2.33)

27.16

(2.31)

26.47

(2.66)

26.31

(2.84)

26.13

(3.05)

26.24

(3.19)

26.36

(3.20)

26.36

(3.07)

26.45

(3.78)

26.46

(3.39)

26.89

(2.79)

26.47

(3.69)

(Min, Max) (20.00,

30.00)

(17.00,

30.00)

(20.00,

30.00)

(15.00,

30.00)

(16.00,

30.00)

(9.00,

30.00)

(15.00,

30.00)

(13.00,

30.00)

(11.00,

30.00)

(11.00,

30.00)

(17.00,

30.00)

(2.00,

30.00)

Missing 0 0 0 1 0 2 1 1 1 3 1 1

GDS <0.001 0.010 0.004 0.001 0.003 <0.001

Mean (SD) 3.23

(2.53)

2.08

(2.40)

3.55

(3.20)

2.42

(2.85)

3.53

(2.98)

2.44

(2.84)

3.49

(2.97)

2.36

(2.75)

3.47

(3.25)

2.32

(2.61)

3.74

(3.02)

2.39

(2.52)

(Min, Max) (0.00,

11.00)

(0.00,

14.00)

(0.00,

15.00)

(0.00,

14.00)

(0.00,

14.00)

(0.00,

15.00)

(0.00,

13.00)

(0.00,

14.00)

(0.00,

15.00)

(0.00,

15.00)

(0.00,

11.00)

(0.00,

13.00)

Missing 0 0 0 1 0 2 0 0 0 0 0 0

STAI—state 

subscore

0.005 0.429 0.005 0.016 0.002 <0.001

Mean (SD) 35.77

(10.25)

32.20

(10.17)

33.48

(9.07)

32.28

(10.06)

35.54

(9.61)

31.87

(10.16)

34.38

(10.05)

31.41

(9.83)

34.90

(10.49)

31.21

(9.49)

35.88

(10.49)

30.55

(9.26)

(Min, Max) (20.00,

64.00)

(20.00,

76.00)

(20.00,

53.00)

(20.00,

69.00)

(20.00,

60.00)

(20.00,

76.00)

(20.00,

68.00)

(20.00,

71.00)

(20.00,

63.00)

(20.00,

73.00)

(20.00,

70.00)

(20.00,

75.00)

Missing 0 2 1 0 0 2 0 3 0 1 0 1

STAI—trait 

subscore

<0.001 0.004 <0.001 0.001 <0.001 <0.001

(Continued)

TABLE 3 (Continued)
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TABLE 3 (Continued)

Variable Baseline Year 1 Year 2 Year 3 Year 4 Year 5

PD 
ICBs+
n =  83

PD 
ICBs−

n =  318

p 
Value

PD 
ICBs+
n =  51

PD 
ICBs−
n =  311

p 
Value

PD ICBs+
n =  76

PD 
ICBs−

n =  286

p 
Value

PD 
ICBs+
n =  86

PD 
ICBs−

n =  274

p 
Value

PD 
ICBs+
n =  92

PD 
ICBs−

n =  248

p 
Value

PD 
ICBs+
n =  85

PD 
ICBs−

n =  226

p 
Value

Mean (SD) 36.96

(8.91)

31.18

(9.27)

36.34

(9.81)

32.18

(9.44)

36.29

(9.35)

31.69

(9.44)

35.88

(9.31)

31.82

(9.81)

36.89

(10.49)

31.21

(9.28)

37.82

(11.30)

30.78

(8.99)

(Min, Max) (23.00,

55.00)

(20.00,

63.00)

(21.00,

58.00)

(20.00,

73.00)

(21.00,

66.00)

(20.00,

66.00)

(22.00,

59.00)

(20.00,

64.00)

(20.00,

62.00)

(20.00,

69.00)

(20.00,

68.00)

(20.00,

75.00)

Missing 0 1 1 1 1 5 0 3 0 4 0 1

RBD 0.104 0.091 0.340 0.798 0.458 0.207

Positive (≥5) 36

(44.44%)

110

(34.70%)

11

(21.57%)

104

(33.44%)

32

(42.11%)

103

(36.14%)

36

(41.86%)

119

(43.43%)

44

(47.82%)

107

(43.32%)

34

(40.00%)

108

(48.00%)

Negative (<5) 45

(55.56%)

207

(65.30%)

40

(78.43%)

207

(66.56%)

44

(57.89%)

182

(63.86%)

50

(58.14%)

155

(56.57%)

48

(52.18%)

140

(56.68%)

51

(60.00%)

117

(52.00%)

Missing 2 1 0 0 0 0 0 0 0 1 0 1

ESS 0.057 0.039 0.007 <0.001 0.002 <0.001

Mean (SD) 6.32

(3.31)

5.52

(3.37)

7.27

(4.69)

6.03

(3.87)

7.87

(4.23)

6.42

(4.12)

9.06

(5.12)

6.80

(4.16)

8.75

(5.11)

6.96

(4.41)

9.58

(5.08)

7.06

(4.40)

(Min, Max) (1.00,

15.00)

(0.00,

20.00)

(0.00,

21.00)

(0.00,

18.00)

(0.00,

22.00)

(0.00,

23.00)

(2.00,

24.00)

(0.00,

19.00)

(0.00,

24.00)

(0.00,

22.00)

(1.00,

24.00)

(0.00,

24.00)

Missing 1 0 0 0 0 1 0 3 0 0 0 0

SCOPA-AUT <0.001 0.026 <0.001 <0.001 0.003 <0.001

Mean (SD) 12.51

(7.10)

8.53

(5.43)

12.86

(7.95)

10.65

(6.20)

13.96

(7.48)

10.83

(6.13)

15.40

(7.36)

11.50

(6.73)

15.07

(8.65)

12.01

(6.89)

16.92

(9.91)

12.31

(6.86)

(Min, Max) (2.00,

39.00)

(0.00,

32.00)

(0.00,

45.00)

(0.00,

39.00)

(3.00,

42.00)

(0.00,

37.00)

(2.00,

30.00)

(0.00,

34.00)

(2.00,

42.00)

(0.00,

39.00)

(1.00,

45.00)

(0.00,

41.00)

Missing 0 6 1 4 0 3 1 2 0 0 0 0

PD, Parkinson disease; ICBs, Impulse control behaviours; MDS-UPDRS, Movement Disorders Society-Unified Parkinson’s Disease Rating Scale; H&Y, Hoehn and Yahr; PIGD, Postural instability Gait Disorder; TD, tremor dominant; S&E, Modified Schwab and 
England Activities of Daily Living Scale; MoCA, Montreal Cognitive Assessment; GDS, Geriatric Depression Scale; STAI, State–Trait Anxiety Inventory; ESS, Epworth Sleepiness Scale; RBD, rapid eye movement sleep behaviour disorder; SCOPA-AUT, Scales for 
Outcomes in Parkinson’s Disease-Autonomic; NA, not applicable.
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TABLE 4 Medication use over time by ICBs status.

Variable Treated at Year 1 Treated at Year 2 Treated at Year 3 Treated at Year 4 Treated at Year 5

PD ICBs+

n =  51

PD ICBs−
n =  311

p Value PD ICBs+

n =  76

PD ICBs−
n =  286

p Value PD ICBs+

n =  86

PD ICBs−
n =  274

p Value PD ICBs+

n =  92

PD ICBs−
n =  248

p Value PD ICBs+

n =  85

PD ICBs−
n =  226

p Value

Total LEDD 0.480 0.803 0.040 0.899 0.067

Mean (SD)
177.39

(185.24)

203.48

(252.30)

357.42

(265.83)

347.15

(330.90)

563.22

(629.12)

439.30

(433.89)

539.56

(293.67)

532.94

(467.45)

792.68

(1139.88)

622.97

(487.83)

(Min, Max)
(0.00,

750.00)

(0.00,

1740.00)

(0.00,

1140.00)

(0.00,

2314.20)

(0.00,

5300.00)

(0.00,

5000.00)

(0.00,

1670.00)

(0.00,

5360.00)

(0.00,

10300.00)

(0.00,

5460.00)

Missing 0 0 0 0 0 0 0 0 0 0

LEDD subtotal—dopamine 

agonists
0.348 0.578 0.133 0.726 0.644

Mean (SD)
56.81

(107.55)

41.92

(80.94)

66.43

(86.95)

76.64

(153.40)

129.69

(269.70)

87.83

(209.24)

95.27

(114.06)

104.90

(253.33)

104.52

(176.04)

93.53

(187.17)

(Min, Max)
(0.00,

450.00)

(0.00,

391.80)

(0.00,

320.00)

(0.00,

1638.00)

(0.00,

2058.00)

(0.00,

2880.00)

(0.00,

450.00)

(0.00,

2880.00)

(0.00,

1460.40)

(0.00,

1396.50)

Missing 0 0 0 0 0 0 0 0 0 0

LEDD subtotal—non-

dopamine agonists
0.104 0.603 0.152 0.738 0.086

Mean (SD)
120.59

(148.38)

161.56

(244.33)

290.99

(255.30)

270.51

(316.87)

433.53

(600.81)

351.47

(410.54)

444.29

(296.16)

428.05

(427.70)

688.16

(1142.50)

529.44

(481.01)

(Min, Max)
(0.00,

600.00)

(0.00,

1740.00)

(0.00,

1140.00)

(0.00,

2314.20)

(0.00,

5300.00)

(0.00,

5000.00)

(0.00,

1670.00)

(0.00,

5360.00)

(0.00,

10300.00)

(0.00,

5300.00)

Missing 0 0 0 0 0 0 0 0 0 0

classes of PD medications

Levodopa
14

(27.45%)

82

(26.37%)
0.871

40

(52.63%)

128

(44.76%)
0.221

55

(63.95%)

169

(61.68%)
0.704

71

(77.17%)

170

(68.55%)
0.120

74

(87.06%)

1764

(77.88%)
0.069

Entacapone
0

(0.00%)

0

(0.00%)
NAa

0

(0.00%)

3

(1.05%)
NAa

3

(3.49%)

5

(1.828%)
0.403

2

(2.17%)

11

(4.44%)

0.526 5

(5.88%)

10

(4.42%)

0.564

MAO-B inhibitors 12

(23.53%)

96

(30.87%)

0.288 37

(48.68%)

108

(37.76%)

0.084 45

(52.33%)

107

(39.05%)

0.030 41

(44.57%)

102

(41.13%)

0.569 40

(47.06%)

92

(40.70%)

0.313

Dopamine agonists 16

(31.37%)

84

(27.01%)

0.518 34

(44.73%)

104

(36.36%)

0.182 45

(52.33%)

107

(39.05%)

0.030 51

(55.43%)

98

(39.52%)

0.009 42

(49.41%)

88

(38.94%)

0.095

Amantadine 6

(11.76%)

21

(6.75%)

0.245 9

(11.84%)

34(11.89%) 0.991 18

(20.93%)

35

(12.77%)

0.063 12

(13.04%)

41

(16.53%)

0.431 13

(15.29%)

39

(17.26%)

0.679

Anticholinergics 1

(1.96%)

4

(1.27%)

0.534 0

(0.00%)

6(2.10%) 0.350 3

(3.49%)

8

(2.92%)

0.728 1

(1.09%)

7

(2.82%)

0.688 3

(3.53%)

7

(3.10%)

1.000

PD, Parkinson disease; ICBs, Impulse control behaviours; LEDD, levodopa equivalent daily dose; MAO-B, Monoamine oxidase-B.
aThere were not enough positive results to run analysis.
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TABLE 5 Presynaptic dopaminergic dysfunction over time as measured by DaTscan.

Variable Baseline Year 1 Year 2 Year 3 Year 4

PD 
ICBs+
n =  83

PD 
ICBs−

n =  318

p 
Value

PD 
ICBs+
n =  51

PD 
ICBs−
n =  311

p Value PD 
ICBs+
n =  76

PD 
ICBs−

n =  286

p Value PD 
ICBs+
n =  86

PD 
ICBs−

n =  274

p Value PD 
ICBs+
n =  92

PD 
ICBs−

n =  248

p Value

Contralateral 

caudate
0.685 0.986 0.741 NA 0.223

Mean (SD)
1.83

(0.63)

1.81

(0.51)

1.64

(0.49)

1.64

(0.50)

1.51

(0.56)

1.53

(0.51)
NA NA

1.29

(0.43)

1.37

(0.52)

(Min, Max)
(0.57,

3.70)

(0.35,

3.57)

(0.63,

3.01)

(0.26,

3.58)

(0.06,

3.02)

(0.48,

3.52)

(0.20,

2.61)

(0.13,

3.09)

Missing 5 12 4 18 10 18 12 38

Ipsilateral 

caudate
0.183 0.227 0.666 NA 0.679

Mean (SD)
2.21

(0.66)

2.11

(0.56)

2.02

(0.62)

1.92

(0.54)

1.84

(0.64)

1.80

(0.56)
NA NA

1.59

(0.55)

1.62

(0.55)

(Min, Max)
(0.68,

3.75)

(0.42,

3.98)

(0.60,

3.25)

(0.31,

3.81)

(0.27,

3.48)

(0.25,

3.72)

(0.40,

3.24)

(0.33,

3.75)

Missing 5 12 4 18 10 18 12 38

Contralateral 

putamen
0.112 0.610 0.803 NA 0.172

Mean (SD)
0.72

(0.27)

0.67

(0.25)

0.59

(0.17)

0.61

(0.24)

0.56

(0.22)

0.56

(0.21)
NA NA

0.47

(0.19)

0.51

(0.21)

(Min, Max)
(0.27,

2.16)

(0.12,

1.74)

(0.03,

1.01)

(0.07,

1.93)

(0.07,

1.36)

(0.03,

1.52)

(0.07,

0.99)

(0.05,

1.61)

Missing 5 12 4 18 10 18 12 38

Ipsilateral 

putamen
0.767 0.579 0.849 NA 0.874

Mean (SD)
0.94

(0.39)

0.95

(0.37)

0.82

(0.36)

0.79

(0.32)

0.72

(0.34)

0.73

(0.30)
NA NA

0.61

(0.25)

0.61

(0.25)

(Min, Max)
(0.25,

2.18)

(0.22,

2.60)

(0.24,

2.21)

(0.03,

2.70)

(0.01,

2.12)

(0.07,

1.91)

(0.16,

1.73)

(0.01,

1.60)

Missing 5 12 4 18 10 18 12 38

DaTscan data of year 3 and year 5 are not yet available. PD, Parkinson disease; ICBs, Impulse control behaviours; DaT scan, dopamine transporter deficit on 123I ioflupane imaging.

21

https://doi.org/10.3389/fneur.2023.1275170
https://www.frontiersin.org/journals/neurology
https://www.frontiersin.org


Zhu et al. 10.3389/fneur.2023.1275170

Frontiers in Neurology 16 frontiersin.org

supported by a large number of neuroimaging studies with altered 
striatum and amygdala-orbital frontal cortex (OFC) circuits in 
patients with ICDs and anxiety (40–42). This association may 
suggest a biological basis, potentially involving noradrenergic and 
serotonergic structures that regulate mood. These neurochemical 
systems could play a role in the onset of ICBs. Additionally, it is 

possible that neuropsychological mechanisms are also involved in 
this association. Further investigation is needed to elucidate the 
specific pathways and mechanisms underlying the relationship 
between ICBs, anxiety, and the neurobiological and 
neuropsychological factors in PD (2). The diagnostic process of PD 
can indeed induce anxiety in patients, leading to possible excessive 

TABLE 6 Biologics at baseline and year 1 in participants with PD by ICBs status.

Variable Baseline Year 1

PD ICBs+
n =  83

PD ICBs−
n =  318

p Value PD ICBs+
n =  51

PD ICBs−
n =  311

p Value

A-beta (pg/mL) 0.787 0.708

  Mean (SD) 369.24 (105.61) 372.10 (100.29) 370.53 (106.44) 377.51 (104.11)

  (Min, Max) (155.60, 669.20) (129.20, 796.50) (184.40, 578.90) (144.10, 732.50)

  Missing 3 8 26 172

T-tau (pg/mL) 0.435 0.823

  Mean (SD) 42.86 (17.60) 44.67 (17.99) 41.98 (12.80) 42.97 (18.42)

  (Min, Max) (15.60, 99.30) (14.40, 121.00) (25.40, 70.10) (16.60, 128.80)

  Missing 3 12 26 173

p-tau (pg/mL) 0.764 0.446

  Mean (SD) 16.07 (10.62) 15.56 (9.99) 17.36 (11.76) 18.66 (11.88)

  (Min, Max) (4.70, 67.00) (5.70, 94.10) (6.60, 47.50) (5.40, 61.80)

  Missing 3 10 26 173

Alpha-synuclein (pg/mL) 0.999 0.509

  Mean (SD) 1826.88 (765.21) 1857.83 (802.35) 1741.05 (621.56) 1889.30 (827.64)

  (Min, Max) (363.12, 4709.78) (332.93, 6694.55) (797.87, 3438.47) (352.36, 5157.08)

  Missing 3 8 26 172

T-tau/A-beta 0.316 0.402

  Mean (SD) 0.12 (0.06) 0.13 (0.06) 0.12 (0.06) 0.12 (0.07)

  (Min, Max) (0.06, 0.49) (0.04, 0.52) (0.08, 0.36) (0.06, 0.51)

  Missing 3 12 26 173

p-tau/A-beta 0.781 0.619

  Mean (SD) 0.05 (0.03) 0.04 (0.04) 0.05 (0.05) 0.05 (0.04)

  (Min, Max) (0.02, 0.26) (0.01, 0.51) (0.02, 0.26) (0.01, 0.28)

  Missing 3 10 26 173

p-tau/T-tau 0.301 0.570

  Mean (SD) 0.39 (0.21) 0.37 (0.23) 0.41 (0.22) 0.48 (0.36)

  (Min, Max) (0.12, 1.04) (0.14, 2.14) (0.18, 1.00) (0.07, 2.48)

  Missing 3 14 26 174

Urate (umol/L) 0.915 0.879

  Mean (SD) 317.60 (82.60) 317.93 (77.64) 312.34 (93.41) 312.13 (74.12)

  (Min, Max) (167.00, 523.00) (167.00, 541.00) (172.00, 529.00) (161.00, 500.00)

  Missing 1 4 4 24

NfL (pg/mL) 0.107 0.537

  Mean (SD) 11.84 (5.80) 13.17 (7.33) 12.84 (5.88) 14.60 (11.18)

  (Min, Max) (2.76, 28.00) (1.80, 76.60) (3.67, 34.80) (2.18, 131.00)

  Missing 10 18 8 40

Cerebrospinal fluid biomarkers data of year 2–5 are not yet available. PD, Parkinson disease; ICBs, Impulse control behaviours; A-beta, A-beta 1–42; T-tau, total tau; P-tau181, tau 
phosphorylated at threonine 181; NfL, neurofilament light chain.
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TABLE 7 Cox regression analysis of individual risk factors of ICBs in PD subjects from baseline to year 5.

Variable Univariate analysis Multivariable analysis

HR (95% CI) p-Value HR(95% CI) p-Value

Gender (male) 1.369 (0.914–2.048) 0.127 NS NS

Age (years) 0.983 (0.965–1.001) 0.071 Not included Not included

Age at PD onset (years) 0.983 (0.965–1.001) 0.067 NS NS

Disease duration (month) 0.949 (0.915–0.984) 0.004 Not included Not included

Education (years) 0.950 (0.892–1.011) 0.109 NS NS

Family members with PD 1.306 (0.876–1.947) 0.190 NS NS

MDS-UDPRS Part I 1.050 (1.006–1.095) 0.026 Not included Not included

MDS-UDPRS Part II 1.015 (0.972–1.060) 0.506 – –

MDS-UDPRS Part III 1.003 (0.983–1.023) 0.773 – –

H&Y (stage > 1) 1.010 (0.702–1.455) 0.955 – –

TD/non-TD classification 0.837 (0.565–1.241) 0.376 – –

Tremor score 0.826 (0.460–1.486) 0.524 – –

PIGD score 1.475 (0.648–3.359) 0.355 – –

Side most affected (Left) 0.783 (0.537–1.140) 0.201 – –

S&E 0.973 (0.944–1.002) 0.064 NS NS

MoCA 1.005 (0.928–1.089) 0.903 – –

GDS 1.064 (0.993–1.139) 0.077 NS NS

STAI—state subscore 1.030 (1.013–1.047) <0.001 1.027 (1.010–1.044) 0.002

STAI—trait subscore 1.030 (1.013–1.048) 0.001 NS NS

RBD 1.641 (1.137–2.368) 0.008 1.555 (1.053–2.297) 0.027

ESS 1.045 (0.993–1.100) 0.089 NS NS

SCOPA-AUT 1.018 (0.985–1.051) 0.290 – –

Contralateral caudate 1.119 (0.784–1.598) 0.536 – –

Ipsilateral caudate 1.185 (0.851–1.652) 0.315 – –

Contralateral putamen 1.096 (0.522–2.303) 0.808 – –

Ipsilateral putamen 1.298 (0.800–2.106) 0.291 – –

A-beta (pg/mL) 0.999 (0.997–1.001) 0.262 – –

T-tau (pg/mL) 1.000 (0.989–1.011) 0.959 – –

p-tau (pg/mL) 1.016 (0.998–1.034) 0.076 1.021 (1.003–1.039) 0.021

Alpha-synuclein (pg/mL) 1.000 (1.000–1.000) 0.379 – –

T-tau/A-beta 1.943 (0.093–40.751) 0.669 – –

p-tau/A-beta 102.613 (2.548–4132.103) 0.014 Not included Not included

p-tau/T-tau 1.690 (0.815–3.503) 0.158 Not included Not included

Urate (umol/L) 1.001 (0.999–1.004) 0.301 – –

NfL (pg/mL) 1.002 (0.976–1.028) 0.894 – –

LEDD at DRT initiation

(perΔ10 pts)
0.989 (0.974–1.005) 0.180 NS NS

DRT delay from PD onset evaluations 

(month)
0.980 (0.965–0.996) 0.013 NS NS

PD, Parkinson disease; ICBs, Impulse control behaviours; MDS-UPDRS, Movement Disorders Society-Unified Parkinson’s Disease Rating Scale; H&Y, Hoehn and Yahr; PIGD, Postural 
instability Gait Disorder; TD, tremor dominant; S&E, Modified Schwab and England Activities of Daily Living Scale; MoCA, Montreal Cognitive Assessment; GDS, Geriatric Depression Scale; 
STAI, State–Trait Anxiety Inventory; ESS, Epworth Sleepiness Scale; RBD, rapid eye movement sleep behaviour disorder; SCOPA-AUT, Scales for Outcomes in Parkinson’s Disease-Autonomic; 
QUIP, Questionnaire for Impulsive-Compulsive Disorders in Parkinson’s Disease; UPSIT, University of Pennsylvania Smell Identification Test; A-beta, A-beta 1–42; T-tau, total tau; P-tau181, 
tau phosphorylated at threonine 181; NfL, neurofilament light chain; LEDD, levodopa equivalent daily dose; DRT, dopamine replacement therapy; NS, not significant; ICBs, Impulse control 
behaviours; RBD, rapid eye movement sleep behaviour disorder. Age was not included in the multivariable model because Age at PD onset was already being considered. And p-tau/t-tau and 
p-tau/A-beta were not included in the multivariable model because p-tau was already being considered. Similarly, Total initial LEDD was not included in the multivariable model because 
Initial LEDD subtotal—non-dopamine agonists was already being considered.
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psychological distress. These psychological stresses may further 
increase patients’ susceptibility to developing ICBs. This 
association between anxiety and ICBs has been supported by 
previous research (38). However, in contrast to anxiety, our study 
did not find baseline depression levels to be a significant risk factor 
for the development of ICBs in early PD patients. It is important 
to note that the relationship between depression and ICBs may 
vary at different stages of the disease. While our study did not find 
a significant association between baseline depression and ICBs, 
there was a strong significant relationship between the two at the 
5-year follow-up. This finding is inconsistent with a longitudinal 
study that reported an increased risk of ICBs later in the disease 
for individuals diagnosed with depression shortly after PD 

diagnosis (16). Indeed, the inconsistent result regarding the 
association between depression and the risk of developing ICBs in 
PD could be attributed to several factors. One possible explanation 
is the variation in the definition and assessment of depression used 
in different studies. Differences in the diagnostic criteria, 
assessment tools, and time points of assessment may contribute to 
the inconsistent findings. Additionally, the population 
characteristics and disease stage of the included participants could 
also play a role in the disparate results. In our study, we focused on 
early PD patients, whereas the longitudinal study that showed an 
association between depression and increased ICBs risk later in the 
disease may have included individuals with more advanced PD. It 
is possible that the impact of depression on ICBs risk varies 

FIGURE 3

Survival curves of PD-ICBs. (A) Survival curves of PD-ICBs. (B) Survival curves of PD-ICBs with or without RBD. PD, Parkinson disease; ICBs, Impulse 
control behaviours; RBD, rapid eye movement sleep behaviour disorder.

FIGURE 4

Nomogram for predicting prognosis of PD-ICBs. PD, Parkinson disease; ICBs, Impulse control behaviours; RBD, rapid eye movement sleep behaviour 
disorder.
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throughout the course of the disease, with depression representing 
a greater risk factor in advanced stages of PD. Furthermore, it is 
noteworthy that neuroimaging studies have also provided evidence 
for a relationship. Namely, the dorsolateral prefrontal cortex 
(DLPFC) is altered in patients with ICDs, and this region is 
important as a key neural locus for depression (40, 41, 43). While 
these factors may partially explain the conflicting results, it is clear 
that further investigation is needed to fully understand the 
relationship between depression and ICBs in PD. Considering the 
potential significance of depression as a risk factor, it is important 
to incorporate the assessment of depression when screening for 
risk factors associated with the development of ICBs in patients 
with PD. By doing so, we  can gain a more comprehensive 
understanding of the factors contributing to the occurrence of 
ICBs and potentially identify individuals at higher risk who may 
benefit from early interventions or tailored management strategies.

The relationship between EDS and ICBs in early PD is intriguing 
and has not been systematically explored. A study found associations 
between poor sleep efficiency, restless legs symptoms, and increased 
daytime sleepiness with impulsivity in PD (44). The study suggested 
that daytime sleepiness may disrupt the prefrontal cortex, which is 
responsible for inhibitory control of impulsive behavior, or that it may 
amplify the reactivity of brain reward networks (45). In our study, EDS 
was not found to be a significant risk factor for the development of 
ICBs. However, there was a significant difference between EDS and 
ICBs at the 5-year follow-up. Our results suggest that EDS may not 
facilitate the occurrence of ICBs but rather that ICBs lead to the 
emergence of EDS, which needs further validation in subsequent 
studies. Furthermore, PD patients with ICBs had higher rates of mood 
disturbance, which could potentially impact sleep quality directly (46). 
However, the result regarding RBD was different. In our study, RBD 
was not clearly associated with the development of ICBs in early PD, 
whereas multivariable analysis suggested RBD as a risk factor for ICBs 
development. RBD emerged as the strongest predictor of incident 
ICBs, with a hazard ratio (HR) of 1.555 (95% confidence interval: 
1.053–2.297). Another study based on the PPMI found a significant 
association between RBD and ICBs in cross-sectional analyses, as well 
as an increased risk for ICBs symptoms in RBD patients in longitudinal 
univariate analysis. However, after adjustment for covariates, only a 
trend toward an increased risk was observed (47). Therefore, patients 
with PD who have RBD should be alerted to the potential development 
of ICBs.

The association between ICBs and autonomic dysfunction has not 
been systematically explored in early PD. Similar to EDS, our study 
did not identify autonomic dysfunction as an independent risk factor 
for the development of ICBs, although a significant difference was 
observed between autonomic dysfunction and ICBs at the 5-year 
follow-up. We  speculate that autonomic damage may contribute 
further to the development of ICBs in patients. Interestingly, a study 
found that autonomic dysfunction is associated with reduced 
amygdala grey matter volume (48), which is considered part of the 
anatomical substrate of ICBs (49). This could suggest a common 
underlying mechanism between ICBs and autonomic dysfunction. 
However, this finding is inconsistent with the data from Ricciardi et al. 
(50) which indicated that autonomic dysfunction was a predictor of 
ICBs. The disparity in results may be attributed to differences in the 
study population and methodology. While there appears to be some 
association between autonomic dysfunction and ICBs, further 

investigations are necessary to confirm the intrinsic relationship 
between the two factors.

Many previous studies have indicated that drugs, particularly 
dopaminergic agonists, play a significant role in the development 
of ICBs in PD. However, limited research has focused on ICBs in 
early PD patients without medication use. A previous study 
proposed that PD itself may not increase the risk of developing 
ICBs, suggesting that the higher prevalence of ICBs in the PD 
population is driven by PD medications or other treatments such 
as deep brain stimulation. They suggested that certain clinical and 
demographic variables, such as younger age and family or personal 
history of similar behaviors, might simply moderate the risk of ICB 
development (51). However, we  remain skeptical about this 
conclusion and question whether there are biological factors 
associated with PD itself that directly or indirectly influence the 
occurrence of ICBs. To address these hypotheses and explore 
potentially relevant factors, we conducted a systematic analysis of 
the demographic, clinical, dopamine transporter (DaT) scan 
imaging, and biological characteristics of the PD cohort. In the 
third and fourth years of follow-up, we observed a higher usage of 
dopamine agonists in patients with ICBs. Although the difference 
decreased in the fifth year compared to the previous year, this may 
be  attributed to result bias caused by patient dropout during 
follow-up and delayed initiation of medication in early-stage 
patients. Therefore, the conclusion regarding the association 
between dopamine agonist use and ICBs does not contradict 
previous studies. As our baseline study population was not yet on 
medication and patients were not consistently taking medications, 
we  included evaluations of LEDD at dopamine replacement 
therapy (DRT) initiation and the delay of DRT initiation from PD 
onset for correction. These factors did not contribute to the 
occurrence of ICBs in early PD patients in our study.

The novelty of our current study lies in the analysis of the 
association between biomarkers and ICBs in early PD patients. 
Unfortunately, we did not find a significant link between presynaptic 
dopaminergic dysfunction, as measured by DaTscan, and the 
occurrence of ICBs. However, a previous study based on pilot data 
from the PPMI suggested that the availability of dopamine receptors 
in the right striatum consistently decreased in PD patients with ICBs 
(52). The discrepancy in findings may be attributed to differences in 
study design, evaluation criteria, and the selection of laterality. The 
precise biological relationship between presynaptic dopaminergic 
dysfunction and ICBs remains unclear.

Impulsivity and reward-based decision-making are mediated by 
a complex neural network involving interconnected mesocortical and 
mesolimbic circuits. One hypothesis is that a combination of 
pre-existing biological and genetic risk factors contributes to the 
relative preservation of dopamine receptor functions. An alternative 
hypothesis is that the relative preservation of dopamine receptors may 
lead to impaired inhibition of impulsivity, potentially contributing to 
the development of ICBs in PD patients. However, in our study 
conducted in early PD patients, we did not find evidence supporting 
these hypotheses. Further exploration of these relationships in 
advanced-stage PD patients is warranted.

Although no significant association was found between ICBs and 
CSF biomarkers, such as NfL or urate, at baseline and year 1, our 
multifactorial analysis suggested that levels of p-tau in CSF may serve 
as an independent risk factor for the development of ICBs. This 
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finding is novel and has not been proposed before. However, it’s 
important to note that the CSF data in our study were limited to the 
first year, and further confirmation of this association in patients with 
longer disease duration is necessary. Given the role of p-tau as a 
biomarker of neurodegeneration, it will be  of great interest to 
investigate in future analyses whether CSF p-tau values increase at 
higher rates in individuals with ICBs. This could provide insights into 
the potential relationship between ICBs and the progression of 
neurodegenerative processes. Further studies with longer-term 
follow-up and more comprehensive CSF biomarker assessments are 
warranted to explore this potential link.

5. Limitations

Despite the comprehensive exploration of factors associated 
with ICBs in early PD, there are several limitations to acknowledge 
in our study. Firstly, the assessment of ICBs relied on a short 
version of the QUIP, which primarily screened for the presence of 
ICBs but did not provide a detailed evaluation of the severity of 
symptoms. This limited our ability to capture the full spectrum of 
ICB-related symptoms and their impact on patients. Additionally, 
we acknowledge that there are pending longitudinal data analyses 
for CSF and imaging data beyond the initial years of follow-up. The 
analysis of CSF data from years 2 to 5 and imaging data from years 
3 and 5 on this cohort is still underway. These data could provide 
valuable insights into the long-term associations between these 
factors and the development of ICBs in early PD. These limitations 
highlight the need for further studies that employ more 
comprehensive and detailed assessment methods for ICBs and 
include longer-term follow-up to better understand the complexity 
of ICBs in PD.

6. Conclusion

In conclusion, our study, which included the largest 
longitudinal case–control cohort of de novo unmedicated PD 
patients, provides valuable insights into the clinical and biological 
factors associated with ICBs in PD. We  observed that the 
prevalence of ICBs increases over time in PD patients, while it 
decreases over time in the healthy control group. Our findings 
support previous research indicating that ICBs are associated with 
comorbid conditions such as depression and anxiety, as well as 
autonomic dysfunction, EDS, and the use of dopaminergic 
medications, particularly dopamine agonists. Moreover, our study 
identified several predictors of the incident development of ICBs 
in early PD. These predictors include anxiety, RBD, and elevated 
levels of p-tau in CSF. These findings suggest that these factors may 
play a role in the pathogenesis of ICBs in PD and could potentially 
be used as indicators for the development of preventive strategies 
or targeted interventions. Overall, our study contributes to the 
understanding of ICBs in PD and highlights the importance of 
considering both clinical and biological factors in assessing the risk 
and progression of ICBs in early PD patients. Further research is 
needed to validate these findings and to explore potential 
mechanisms underlying the observed associations.
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Mapping knowledge of the stem 
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People’s Armed Police Force, Tianjin, China

Background: Traumatic brain injury (TBI) is a brain function injury caused by 
external mechanical injury. Primary and secondary injuries cause neurological 
deficits that mature brain tissue cannot repair itself. Stem cells can self-renewal 
and differentiate, the research of stem cells in the pathogenesis and treatment 
of TBI has made significant progress in recent years. However, numerous articles 
must be summarized to analyze hot spots and predict trends. This study aims to 
provide a panorama of knowledge and research hotspots through bibliometrics.

Method: We searched in the Web of Science Core Collection (WoSCC) database 
to identify articles pertaining to TBI and stem cells published between 2000 and 
2022. Visualization knowledge maps, including co-authorship, co-citation, and 
co-occurrence analysis were generated by VOSviewer, CiteSpace, and the R 
package “bibliometrix.”

Results: We retrieved a total of 459 articles from 45 countries. The United States 
and China contributed the majority of publications. The number of publications 
related to TBI and stem cells is increasing yearly. Tianjin Medical University was 
the most prolific institution, and Professor Charles S. Cox, Jr. from the University 
of Texas Health Science Center at Houston was the most influential author. The 
Journal of Neurotrauma has published the most research articles on TBI and stem 
cells. Based on the burst references, “immunomodulation,” “TBI,” and “cellular 
therapy” have been regarded as research hotspots in the field. The keywords 
co-occurrence analysis revealed that “exosomes,” “neuroinflammation,” and 
“microglia” were essential research directions in the future.

Conclusion: Research on TBI and stem cells has shown a rapid growth trend 
in recent years. Existing studies mainly focus on the activation mechanism of 
endogenous neural stem cells and how to make exogenous stem cell therapy 
more effective. The combination with bioengineering technology is the trend in 
this field. Topics related to exosomes and immune regulation may be the future 
focus of TBI and stem cell research.
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1 Introduction

Traumatic brain injury (TBI) is an intracranial injury caused by 
external mechanical damage, it is a significant health and socioeconomic 
problem around the world, with 50–60 million people suffering from TBI 
annually, and costing the global economy around $400 billion each year 
(1). The pathogenesis is a complex and dynamic process, with primary 
and secondary injuries that lead to impermanent or permanent 
neurological deficits (2, 3). The primary deficit is directly related to the 
external impact of the brain, and the secondary injury consists of a 
chemical, molecular, and inflammatory cascade responsible for further 
cerebral damage (4). Unlike other organs, mature brain tissue cannot self-
repair after damage (5, 6). About half of the TBI patients could not return 
to their previous work after 1 year, and ~ 28% never returned to work in 
any form (7). Numerous monitoring, drug treatments, and operations of 
TBI exist to reduce neurological damage, unfortunately, there is no 
effective clinical treatment to improve neural repair and functional 
recovery of patients (8–11).

Stem cells possess the capacity for differentiation and self-
renewal, enabling them to differentiate into specialized cell types 
necessary for tissue repair (12). Stem cell therapy exerts beneficial 
effects on neurodegeneration and functional recovery through 
diverse mechanisms, including the secretion of chemokines and 
growth factors, the promotion of neurogenesis and angiogenesis, and 
the regulation of neuroinflammation (13–15). In recent decades, 
researchers have extensively investigated exogenous stem/progenitor 
cells for promoting recovery from TBI, spinal cord injury (SCI), 
Alzheimer’s disease, and stroke (14, 16–20). A growing body of 
evidence supports the use of different types of stem cells to treat TBI, 
both mesenchymal stem cells (MSCs), neural stem cells (adult or 
embryonic), and multipotent adult progenitor cells (MAPCs) have all 
shown efficacy in preclinical models of TBI (21). Furthermore, 
scholars observed the activation and proliferation of endogenous 
neural stem cells after TBI (22, 23). Despite unresolved issues in 
recent years, it is evident that new research offers promising prospects 
for treating TBI (24).

Given the severity of TBI and the unique characteristics of stem 
cells, an increasing number of scholars have directed their attention 
toward exploring TBI and stem cells (25), resulting in a substantial 
body of literature on this subject. However, while meta-analyses and 
reviews can provide credible, evidence-based medical findings, these 
studies often lack comprehensive coverage as they focus on specific 
aspects. Moreover, they may have integrity and quantitative analysis 
limitations, which hinder a holistic understanding for researchers in 
this field (26). In order to overcome these limitations and gain insights 
into the research landscape, future trends, and dynamic evolution 
within this domain, we aim to employ bibliometric methodologies in 
our present study to investigate the current status and frontiers of stem 
cell applications in traumatic brain injury. Bibliometrics is a 
quantitative approach for synthesizing multidimensional information 
within a specific field, utilizing visualization and network technologies 
to facilitate researchers in rapidly comprehending the research 
landscape, predicting future research trends, and exploring the 
dynamic evolution within that particular domain (27, 28). With the 
development of information technologies, researchers have extensively 
applied bibliometric tools such as CiteSpace (29), VoSviewer (30), and 
R package “bibliometrix” (31) in neurology-related fields, including 
stroke (32), spinal trauma (33), neuro-oncology (34), and seizures (35).

2 Methods

2.1 Data source

The Web of Science Core Collection (WoSCC, Clarivate Analytics, 
Philadelphia, PA, USA) has been extensively employed in bibliometric 
studies due to its highly comprehensive and authoritative database 
platform for accessing global academic information. It provides basic 
information such as title, country/region, institution, author, and 
author keywords and includes references. Therefore, it is considered 
the optimal database for bibliometric research. Journal information, 
including impact factor (IF) and quartile in category (Q1-Q4), was 
obtained from the 2022 Journal Citation Reports (Clarivate Analytics, 
Philadelphia, PA, USA).

2.2 Search strategy and data extraction

Two authors (TD and RD) conducted a comprehensive online 
search to avoid bias due to potential daily updates in the running 
database. Based on the title (TI) and author keyword (AK), 
we identified potentially relevant publications using the following 
search formula: #1: TI = (traumatic brain injury*) OR AK = (traumatic 
brain injury*); #2: TI = (stem cell* OR progenitor cell*) OR 
AK = (stem cell* OR progenitor cell*); Final dataset: [#1 AND #2]. 
Only English-language literature classified as “articles” or “reviews” 
from January 1st, 2000, to December 31st, 2022, was included. A total 
of 478 articles were initially acquired as potential candidates. 
Subsequently, to check the relevance of the literature, two 
independent researchers (YW and YC) manually examined the paper 
titles, abstracts, and full text to exclude any irrelevant content related 
to the study topic (including disease type, research purposes, animal 
models, interventions, cell types, outcome indexes). Any divergent 
viewpoints were resolved through discussions with a third 
investigator (TD or RD). Eighteen invalid records were excluded, 
including irrelevant literature, meeting abstracts, and advance access. 
We obtained 459 valid documents (Supplementary Data 1), exported 
in TXT format as ‘full record and cited references’ for further analysis 
(Figure 1).

2.3 Validation

The search query was validated using three criteria. The first criterion 
was the top 100 cited documents, which were reviewed by checking the 
titles and abstracts and consulting two external colleagues in the field of 
health sciences in case of doubt. The reviewers had to judge the presence 
of false-positive results. The absence of false-positive results was used as 
an indicator of validity. The second validity criterion was the relevancy of 
the top 20 journals to TBI and stem cells. In the final search query, the 
top 20 active journals were in neurology, molecular, and biology. The third 
criterion was to investigate two of the most active authors obtained by the 
search strategy. In the present study, Cox Charles S. Jr. and Zhang Jianning 
were among the top active authors, with 21 and 15 publications, 
respectively. To confirm that the research strategy was comprehensive and 
retrieved all possible data, the research activity of the two researchers was 
investigated and counted using author search methodology in 
WoSCC. The result of this approach showed that the two researchers have 
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research output similar to that produced by the search strategy, which 
indicates the high validity of the search strategy (36).

2.4 Statistical analysis

We conducted statistical analysis and curve fitting procedures using 
Microsoft Office Excel 2021 (Microsoft, Redmond, Washington, USA) 
software. Excel was also used to calculate the annual number of 
publications and citations. Various functions, including exponential, 
linear, logarithmic, and polynomial, were employed for curve-fitting 
purposes. We chose the best-fit model based on correlation coefficient 
value (R2). Applying a specific formula determined the growth rate of 
publications over time: Growth rate = [(number of publications in the last 
year ÷ number of publications in the first year)1/(last year − first year) − 1] × 100%.

2.5 Bibliometric analysis and visualization

VOSviewer (version 1.6.19) is a bibliometric software published 
by Professor van Eck and Waltman that was used to explore 
collaboration networks (30, 37). Different nodes indicated different 
items, such as authors, countries, institutions, journals, and keywords, 
with the node size reflecting the corresponding number of 
publications, citations, or occurrences. The links between nodes 
represented the co-authorship, co-citation, or co-occurrence 
associations between nodes. The color of the nodes and lines indicated 
different clusters or corresponding average appearing year (AAY). 
Line thickness between nodes reflects the level of collaboration or 
co-citation among them (38).

CiteSpace (version 6.1.R4) was published by Professor Chen 
Chaomei for bibliometric analysis and visualization (29). In our study, 
we used Citespace to perform a cooperation analysis of institutions, 
analyze the co-citation relationship of authors, conduct a dual-map 
overlay of scientific journals, perform a co-citation analysis of references, 
identify the top 20 references and 15 keywords with the most robust 
citation bursts. In the network maps, the nodes represent various items 
such as institutions, authors, and references. The node size and color 
rings indicate the number of these items and different years, respectively. 
The lines between the nodes reflect the co-citation relationships of 
items. CiteSpace parameters included were as follows: time span (2001–
2020), years per slice (1), selection criteria (g-index: k = 25), and pruning 
(minimum spanning tree, pruning sliced networkshttps://www.
bibliometrix.org).

For thematic evolution analysis and construction of a global 
distribution network, the R package “bibliometrix” (version 3.2.1)1 
was employed (31).

3 Results

3.1 Publication volume and trends

From 2001 to 2022, 459 TBI and stem cell articles were published, 
including 375 articles (81.7%) and 84 reviews (18.3%). Figure 2 shows 
the gradual growth trend of annual publications, from 4 papers in 

1 https://www.bibliometrix.org

FIGURE 1

Publications screening flowchart.
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2000 to 51  in 2022. The average growth rate of the number of 
publications is 12.9%, the index function Y = 1.2469*X2–
7.3008*X + 18.961 (Y is the annual cumulative publications, X is the 
year minus 2000, R2 = 0.9987) is derived to evaluate further the 
changing trend of the cumulative number of publications. According 
to the fitting curve, the number of papers published in 2030 is 
expected to be close to 100, and the cumulative number of publications 
will exceed 1,000.

3.2 Country/region and institutional 
analysis

Forty-five countries/regions contributed to the literature. 
Figure 3A shows a world map depicting countries’ collaboration and 
contribution. According to the color gradient and the top 10 countries/
regions in Table 1 (Part A), researchers from North America, Eastern 
Asia, and Europe published most articles. Specifically, The 
United States has the largest number of publications (n = 172, 37.5%), 
followed by China (n = 158, 34.4%). Subsequently, a co-authorship 
network among countries/regions over time is visualized using 
VOSviewer (Figure 3B), we also observed close cooperation between 
many countries/regions, especially between China and the 
United States, Canada, Japan, England, and Taiwan. Different colors 
marked nodes representing countries/regions based on the average 
appearing year (AAY). According to the color gradient in the lower 
right corner, The United States was given the bluish color, indicating 
that most researchers in the country were relatively early players. In 

contrast, China and many countries labeled in green are relatively new 
participants in TBI and stem cell research.

Regarding the analysis of organizations, 637 institutions 
contributed to this area. Table  1 (Part B) lists the top  10 
institutions with the most publications, they are located in the 
United  States (n = 6), China (n = 3), and Sweden (n = 1), these 
institutions collectively published 125 articles, accounting for 
27.2% of all articles. Specifically, Tianjin Medical University 
emerged as the most prolific institution (22, 4.8%), followed by 
the University of South Florida (17, 3.70%), University of Miami 
(13, 2.8%), University of Texas Houston (13, 2.8%), and Henry 
Ford Hospital (11, 2.4%). We analyzed institutional cooperation 
networks based on co-authorship using VOSviewer (Figure 4A), 
49 institutions with more than five publications were identified. 
According to the color gradient in the lower right corner, 
institutions such as Sichuan University, Mashhad University of 
Medical Sciences, University of Michigan, etc., were given a 
yellow color with the later AAY values. Conversely, the University 
of Texas Houston, the University of Pennsylvania, and Kinki 
University were given a bluish color with the prior AAY values. 
However, co-citation analysis revealed that despite the high 
publication volume of the institutions mentioned above, their 
collaboration with other institutions was relatively limited. 
CiteSpace analyzed institutional cooperation based on citation 
relationships (Figure  4B). Harvard University has the highest 
centrality with a betweenness centrality (BC) value of 0.32, 
followed closely by Veterans Health Administration (BC = 0.30), 
indicating their significant influence in this field (institutions 

FIGURE 2

Trends in the annual publication of TBI and stem cells were analyzed. The blue line depicts the developmental trend of the yearly publication count, 
while the orange columns represent the cumulative number of publications. An orange dashed line depicts a fitting curve for the cumulative number 
of publications.
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with a purple outer circle represent having a larger BC). The 
top 10 institutions based on betweenness centrality are listed in 
Supplementary Table 1.

3.3 Most prolific and cited journals

One hundred eighty-seven journals published articles related to 
stem cells and TBI. We summarized the journal information of the 
top 15 most prolific and cited (Table 2). The Journal of Neurotrauma 
published the most papers (n = 36, 7.8%), followed by Neural 
Regeneration Research (n = 24, 5.2%), Cell Transplantation (n = 15, 
3.3%), and Brain Research (n = 13, 2.8%). Among the top 15 journals, 
Acta Biomaterialia (IF = 10.633) is the journal with the highest 
impact factor, followed by the Journal of Neuroinflammation 
(IF = 9.587) and Stem Cell Research & Therapy (IF = 8.079). From 
Table 2, more than half of the journals belong to Q1. Six publishers 
were from the USA, three from the UK, and the others from 
Switzerland, the Netherlands, and India. Subsequently, we screened 
46 journals with more than three publications and created the 
journal coupling map using VOSviewer. The Journal of Neurotrauma 

(IF = 4.869) has active coupling relationships with Neural 
Regeneration Research (IF = 6.058), Journal of Neurosurgery 
(IF = 5.526), and Stem Cells (IF = 5.845), etc. (Figure 5A), according 
to the nodes that represent journals marked by different colors, 
we can also find the AAY of each periodical.

As for the analysis of cited journals, two-thirds of the journals 
belong to Q1, five journals have been cited more than 500 times, and 
the Journal of Neurotrauma (n = 1,665) was the most cited, followed by 
the Journal of Neuroinflammation (n = 630), Neurosurgery (n = 601), 
and Journal of Neuroscience Research (n = 600). Furthermore, the 
journal with the highest impact factor is Biomaterials (IF = 15.304), 
followed by the Journal of Neuroinflammation (IF = 9.587) and Stem 
Cell Research & Therapy (IF = 8.079). The network visualization map 
of the journal citation analysis was created by filtering journals with 
less than 50 citations (Figure  5B). Journal of Neurotrauma has 
close citation relationships with Experimental Neurology, Cell 
transplantation, Neurol regeneration research, and Neurosurgery.

In the WoSCC database, each article was categorized with one or 
more subject categories. The dual-map overlay of journals represented 
the disciplinary distribution of journals related to stem cell and TBI 
research. As depicted in Figure  5C, the citing trajectories were 

FIGURE 3

(A) A geographical distribution map illustrating the global research contributions in the field. The intensity of the blue color indicates the number of 
publications published in each country, while gray represents countries with no publications. (B) A co-authorship network among countries/regions 
over time is visualized using VOSviewer. Each node represents a country/region, and the connecting lines between nodes indicate their collaborative 
relationships. The thickness of the line reflects the strength of cooperation. At the same time, each node’s color corresponds to its position on the 
timeline and indicates when it engaged in cooperative activities with other nodes.

TABLE 1 The top 10 countries and institutions with the most publications in the field on TBI and stem cells.

Rank Part A Part B

Country/Region Count Percent Institutions Count

1 United States 172 37.5% Tianjin Med Univ (China) 22

2 China 158 34.4% Univ S Florida (United States) 17

3 Japan 13 2.8% Univ Miami (United States) 13

4 Korea 13 2.8% Univ Texas Houston (United States) 13

5 Germany 12 2.6% henry ford hosp (United States) 11

6 Sweden 12 2.6% Zhengzhou Univ (China) 10

7 Russia 11 2.4% Uppsala Univ (Sweden) 10

8 Iran 8 1.7% Virginia Commonwealth Univ (United States) 10

9 Canada 5 1.1% Sichuan Univ (China) 10

10 Italy 5 1.1% Univ Calif San Francisco (United States) 10
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constructed within the dual-map overlay module, where the left side 
represents clusters of citing journals and the right side represents 
clusters of cited journals. The yellow and pink lines indicate that 

literature published in molecular/biology/immunology and neurology/
sports/ophthalmology journals often cite literature published in 
molecular/biology/genetics journals.

FIGURE 4

(A) The overlay visualization map of Institution co-authorship analysis conducted by VOSviewer. (B) Network visualization map of institutional 
collaborations generated by CiteSpace. A node represents an institution, each line represents the strength of the cooperation relationship between two 
institutions, Generally, nodes with a BC value of more than 0.1 occupy pivotal positions connecting many nodes and are identified as hubs of nodes 
displayed in purple rings.

TABLE 2 The top 15 most prolific journals and cited journals.

Rank Journal Articles
(percent)

IF JCR Country Cited Journal Citation IF JCR

1
Journal of 

Neurotrauma
36 (7.84) 4.869 Q2 United States Journal of Neurotrauma 1,665 4.869 Q2

2
Neural Regeneration 

Research
24 (5.23) 6.058 Q2 China

Journal of 

Neuroinflammation
630 9.587 Q1

3 Cell Transplantation 15 (3.27) 4.139 Q3 United States Neurosurgery 601 5.315 Q1

4 Brain Research 13 (2.83) 3.61 Q4 Netherlands
Journal of Neuroscience 

Research
600 4.433 Q2

5
Experimental 

Neurology
11 (2.40) 5.62 Q1 United States Experimental Neurology 515 5.62 Q1

6 Stem Cells 11 (2.40) 5.845 Q1 United States Journal of Neurosurgery 496 5.526 Q1

7
Stem Cell Research & 

Therapy
9 (1.96) 8.079 Q1 England Brain Research 437 3.61 Q4

8
International Journal 

of Molecular Sciences
8 (1.74) 6.208 Q3 Switzerland Stem Cells 427 5.845 Q1

9
Journal of 

Neuroinflammation
7 (1.53) 9.587 Q1 England Cell Transplantation 385 4.139 Q1

10
Restorative Neurology 

and Neuroscience
7 (1.53) 2.976 Q2 Netherlands

Neural Regeneration 

Research
368 4.433 Q3

11
Frontiers in Cellular 

Neuroscience
6 (1.31) 6.147 Q1 Switzerland

Frontiers in Cellular 

Neuroscience
324 6.147 Q1

12 Frontiers in Neurology 6 (1.31) 4.086 Q2 Switzerland
Stem Cell Research & 

Therapy
316 8.079 Q1

13
Molecular 

Neurobiology
6 (1.31) 5.682 Q2 United States Journal of Neuroscience 260 6.709 Q1

14 Neurosurgery 6 (1.31) 5.315 Q1 United States
Neurochemistry 

International
238 4.297 Q2

15 Acta Biomaterialia 5 (1.09) 10.633 Q1 England Biomaterials 219 15.304 Q1
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3.4 Analysis of the influential authors

More than 2,500 authors participated in research on stem cells and 
TBI. Charles S. Cox, Jr. from The University of Texas Health Science 
Center at Houston was the author with the most published literature 
(n = 21), followed by Zhang Jianning (n = 15), and Zhang Sai (n = 8), 
Zhang Jianning and Zhang Sai came from the same university (Tianjin 
Medical University) (Table 3).

In Figure 6A, we generated an overlay visualization map of author 
co-authorship analysis by VOSviewer software. Several researcher 
clusters have been produced, and each cluster is radiated by a core 
author such as Cox Charles s. jr., Zhang Jianning, and Zhang Sai. 
There are only a few connections between different clusters, which 
indicates that cooperation and communication have not been well 
developed in this area. In addition, we can also know the AAY of each 
author based on the color in the lower right corner, we can find that 
clusters centered around Zhang Sai seem to be  relatively young 
researchers in this field.

The co-citation relationship refers to two authors/works of 
literature appearing together in the reference list of a third 
document, the author co-citation analysis is often used to reveal the 
key authors in a co-citation network of a particular field. Generally, 
frequently cited authors are thought to have a more significant 
influence than those less cited. Authors who are co-cited are likely 
to focus on similar research areas. As shown in Table 3 five authors 

were co-cited more than 100 times. Asim Mahmood is the most 
co-cited author (n = 297), followed by Sharma Hari Shanker 
(n = 151) and Xiong Ye (n = 139). As we can see in Figure 6B, highly 
co-cited authors occupied key locations connecting many nodes, 
the hubs of nodes marked with purple rings.

3.5 Cited references and co-cited 
references

Although there remains some controversy on the value of citation 
rates (39, 40), the number of citations remains a crucial indicator of 
scholarly impact (41), as highly cited papers typically reflect a high 
degree of academic attention and represent the research hotspots in a 
field. Table 4 lists the top 10 most cited papers, over half were cited at 
least 200 times. These studies were published from 2001 to 2017, and 
the majority of articles were published in neurosurgery journals such 
as the Journal of Neuroscience Research, Journal of Neuroinflammation, 
Journal of Neurotrauma, and Neurosurgery. Nine of them are original 
articles, and one is a systematic review. Specifically, the most cited 
paper in this area is the article “Enhanced Neurogenesis in the Rodent 
Hippocampus Following Traumatic Brain Injury” published by 
P.K. Dash (42), cited 344 times. The second and third most cited 
papers were published by Run Zhang et al. (43) and Steven G. Kernie 
et  al. (44), which were animal model studies about the 

FIGURE 5

The visualization of journal coupling map (A) and citation map (B) generated by Vosviewer. (C) The dual-map overlay of academic journals in the field 
of TBI and stem cell research generated by CiteSpace.
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immunomodulatory effect of MSC transplantation and proliferation 
of neuron and astrocytic after TBI. In summary, the predominant 
topics covered by these 10 publications include the pharmacologic 
studies of stem cell or cell-derived exosomes after TBI (43, 45–49), 
molecular mechanism research underlying TBI-associated 
neurogenesis (42, 44, 50), and review regarding stem cell therapy for 
the immune response after TBI (51).

In addition, co-citation analysis of reference is a practical 
approach for evaluating research hotspots and tracking advancements 
in the field. The literature network of co-citation was divided into 9 
clusters using CiteSpace (Figure 7A), with each cluster focusing on 
similar research topics. To assess the significance of the cluster 
structure, we evaluated two parameters: modularity value (Q-value) 
and mean silhouette value (S-value). Our findings indicate that the 
Q-value (0.7127) exceeds 0.3, suggesting a reasonable network, while 
the S-value (0.9042) exceeds 0.7, indicating high homogeneity within 
clusters (52). The largest cluster identified was labeled as “#0 
neurogenic niche,” followed by “#1immunomodulation,” “#2 TBI,” and 
“#3 cellular therapy.”

Additionally, we employed a timeline view of co-cited references to 
conduct a visual analysis by integrating clustering and time-slicing 
techniques (Figure 7B). The arrangement of cluster labels is based on 

their appearance order after clustering, providing insights into topic 
distribution, trends, and correlation over time. Each horizontal line 
represents a collection of clustered references to which they belong. The 
closest clusters on the timeline were “#0 neurogenic niche,” “#1 
immunomodulation,” “#6 endothelial progenitor cells,” and “#8 collagen.”

Moreover, CiteSpace can identify burst detection for highly cited 
references, a widely employed method for discerning actively researched 
hotspots or topics over time. Figure 7C shows the top 20 references with 
significant citation bursts highlighted in red, corresponding to specific 
time intervals denoted by blue lines. Notably, “Das M, 2019, REV 
NEUROSCIENCE, V30, P839, DOI 10.1515/revenue-2019-0002” (2019-
2022, strength = 7.39), “Taylor CA, 2017, MMWR SURVEILL SUMM, 
V66, P1, DOI 10.15585/mmwr. ss6609a1” (2019-2022, strength = 6.07), 
and “Ni HQ, 2019, FRONT NEUROSCI-SWITZ, V13, P0, DOI 10.3389/
fnins.2019.00014” (2019-2022, strength = 5.11) represent recently 
published highly influential literature.

3.6 Analysis of keywords

Besides references, keywords can also represent a specific topic’s 
core themes and primary content (53). After aggregating keywords 

TABLE 3 The top 10 authors and co-cited authors involved in research on TBI and stem cell.

Rank Highly published 
authors

Count Highly cited 
authors

Citations Co-cited 
authors

Citations

1 Cox Charles S. Jr. 21 Cox Charles S. Jr. 1,190 Asim Mahmood 297

2 Zhang Jianning 15 Mcintosh Tk 674 Sharma Hari Shanker 151

3 Zhang Sai 8 Jimenez Fernando 655 Xiong, Ye 139

4 Jimenez Fernando 8 Harting Matthew T. 575 Lu, Dunyue 115

5 Xue Hasen 8 dash pramod k. 569 Harting Matthew T. 100

6 Mcintosh Tk 8 Xue Hasen 490 Sun, Dong 99

7 Walker Peter a. 7 Walker Peter a. 448 Walker, Peter a. 98

8 Harting Matthew t. 7 shah shinil k. 439 borlongan cesar v. 79

9 borlongan cesar v. 7 pati shibani 407 Riess, Peter 75

10 shah shinil k. 7 Zhang Jianning 274 Cox Charles s. jr. 75

FIGURE 6

(A) Overlay visualization map of author co-authorship analysis generated by VOSviewer. (B) Visualization map of author co-citation analysis by using 
CiteSpace software.
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with the same connotation, we analyzed the keywords that appeared 
more than five times in all literature using VOSviewer (Figure 8A). A 
total of 70 keywords were identified, and the top five most frequently 
occurring keywords were traumatic brain injury (349 times), stem cell 
(86 times), neural stem cell (84 times), mesenchymal stem cell (52 
times), and transplantation (43 times).

Meanwhile, we employed CiteSpace’s burst detection algorithm to 
identify keyword bursts. Figure 8B presents the top 15 keywords with 
the most vigorous bursts. The most prominent keyword was “central 
nervous system” (strength 8.72), followed by “progenitor cell” 
(strength 7.17). After 2019, “extracellular vesicles,” “inflammation,” 
“activation,” and “repair” were keywords with citation bursts.

4 Discussion

4.1 General information

For this study, we conducted a comprehensive search of articles 
on TBI and stem cells in the Web of Science databases from 2000 to 
2022. Our analysis included 459 English papers affiliated with 637 
institutions across 45 countries/regions. While there was some 
variation in publication numbers over the years, an overall upward 
trend was observed, reaching its peak in 2022, with 51 publications 

accounting for approximately 11.11% of the total corpus. These 
findings indicate a growing research interest in investigating the 
relationship between TBI and stem cells (54).

China and the United  States have emerged as significant 
contributors to these publications, collectively accounting for over 
70% of the total publications. The distribution of institutions mirrors 
this pattern, with six out of the top  10 institutions based in the 
United States and three in China. Despite the significant contributions 
made by researchers from Asian countries to paper publications, 
collaborative networks have yet to be  established among research 
institutions in these regions (Figure 4). It is imperative to remove 
academic barriers and enhance cooperation and communication 
between diverse research institutions or groups.

The Journal of Neurotrauma (n = 36, 7.8%) ranked first in total 
publications, focusing on the traumatic injury of the central and 
peripheral nervous system and encompassing fundamental biology 
and clinical trials. It was followed by Neural Regeneration Research 
(n = 24, 5.2%) and Cell Transplantation (n = 15, 3.3%), indicating 
their interest in TBI and stem cell research articles. These findings 
will assist future scholars in selecting appropriate journals for 
submitting their contributions. Notably, the top  10 journals 
published only 141 papers, accounting for merely 30.72% of all 
papers, this suggests further potential for the impact of papers. 
Furthermore, most of these influential journals are located in 

TABLE 4 Top 10 cited references of publications in TBI and stem cells.

Rank Title Journal First author Publication year Citations

1
Enhanced neurogenesis in the rodent hippocampus 

following traumatic brain injury

Journal of Neuroscience 

Research
P.K. Dash 2001 344

2

Anti-inflammatory and immunomodulatory 

mechanisms of mesenchymal stem cell transplantation 

in experimental traumatic brain injury

Journal of 

Neuroinflammation
Run Zhang 2013 263

3
Brain Remodeling Due to Neuronal and Astrocytic 

Proliferation After Controlled Cortical Injury in Mice

Journal of Neuroscience 

Research
Steven G. Kernie 2001 248

4
Traumatic Brain Injury Induced Cell Proliferation in the 

Adult Mammalian Central Nervous System
Journal of Neurotrauma S. Chirumamilla 2002 238

5

Systemic administration of cell-free exosomes generated 

by human bone marrow derived mesenchymal stem 

cells cultured under 2D and 3D conditions improves 

functional recovery in rats after traumatic brain injury

Neurochemistry 

Internationa
Yanlu Zhang 2017 220

6

Treatment of Traumatic Brain Injury in Female Rats 

with Intravenous Administration of Bone Marrow 

Stromal Cells

Neurosurgery Asim Mahmood 2001 203

7
Intravenous mesenchymal stem cell therapy for 

traumatic brain injury
Journal of Neurosurgery Matthew T. Harting 2009 199

8

Hypoxic preconditioning enhances the therapeutic 

potential of the secretome from cultured human 

mesenchymal stem cells in experimental traumatic brain 

injury

Clinical Science Ching-Ping Chang 2013 194

9

Transplanted Neural Stem Cells Survive, Differentiate, 

and Improve Neurological Motor Function after 

Experimental Traumatic Brain Injury

Neurosurgery Peter Riess 2002 190

10
New perspectives on central and peripheral immune 

responses to acute traumatic brain injury

Journal of 

Neuroinflammation
Mahasweta Das 2012 170
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FIGURE 7

The cluster view map (A) and timeline view map (B) of reference co-citation analysis were generated by CiteSpace. (C) Top 20 references with the 
most robust citation bursts.

Western Europe and North America; China is represented by only 
one journal, with no representation from Japan or Korea. This 
situation highlights the need for Asian countries to enhance the 
development of international journals and augment their academic 
influence further, particularly in China, where the number of 
individuals affected by TBI surpasses that of most nations, resulting 
in a substantial burden on society and families (55). It is 
commendable that the Chinese government has invested 
considerable resources in the construction of international journals, 
with multiple incentive measures in recent years (56).

Charles S. Cox Jr. has published 21 papers and been cited 1,190 
times, establishing himself as one of the most prolific scholars with 
noteworthy achievements. Through a comprehensive analysis of 
publication frequency, citation impact, and co-citation patterns, 
we identified that Charles S. Cox Jr., Walker Peter A., and Harting 
Matthew T. were the scholars who appeared in all three indicators 
simultaneously, suggesting that they are accomplished authors in this 
field. Notably, three researchers are all from the University of Texas 
Health Science Center Houston, this team is known for its essential 
contribution to the research field (57), particularly concerning cell 
therapy safety for individuals affected by TBI or SCI (58). They would 
make excellent potential collaborators for researchers.

Furthermore, it is worth highlighting the lack of close cooperation 
among scholars in this domain. Out of 78 researchers who have 
published more than four papers, only approximately 30% could 
establish co-authorship networks (Figure  6A), indicating that 
collaboration was primarily confined to specific teams. Scholars from 
various institutions should strive for technological innovation and 
breakthroughs within research activities by strengthening cooperation, 

including personnel exchange and study, research progress 
communication, and sharing platforms and data.

4.2 Development of stem cell research in 
TBI

The study of TBI and stem cells continuously evolves, with 
discoveries and insights emerging regularly. We  have created a 
knowledge map of the research in this field through citation and 
co-citation analysis. In general, research can be categorized into two 
main areas. The first area focuses on the endogenous stem cells 
activated by TBI. This research aims to investigate the mechanisms 
underlying their activation and enhance their efficiency in 
differentiating into mature neurons. The second area involves using 
exogenous stem cells for treating TBI, which stems from the overall 
advancements in cell therapy. Investigating diverse cell types, 
identifying specific components that facilitate recovery, and employing 
novel techniques to enhance cell retention and prognosis constitute 
the primary focus of studies. Ongoing studies continue to shed new 
light on the potential of both endogenous and exogenous stem cells in 
improving outcomes for TBI patients.

4.2.1 Endogenous stem cells
In 2001, P.K. Ash demonstrated that TBI induces a significant 

upregulation in neurogenesis within the dentate gyrus region, with 
peak production observed between days 3 and 7 post-injury, returning 
to baseline levels by day 14 (42), as a result of this groundbreaking 
study, Ash has received the highest number of citations in the field. In 
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parallel, Steven G. Kernie discovered that neural proliferation plays a 
crucial role in remodeling after TBI and proposed a mechanism for 
explaining how functional recovery can be sustained over an extended 
period following such injuries (44). One year later, Chirumamilla, 
S. observed a significant rise in the overall number of proliferating 
cells within both the subventricular zone (SVZ) and hippocampus just 
48 h after TBI; however, differentiation had not yet commenced 
among these proliferating cells within SVZ. Additionally, notable 
growth was explicitly seen in immature astrocytes and activated 
microglia but not neurons within the hippocampus region (50). These 
three articles are cornerstones in the research field of endogenous 
nerve regeneration after TBI, based on these articles’ findings, scholars 
aim to promote outcomes of TBI. Given the inherent limitations of 
innate recovery capacity, it is necessary to enhance this endogenous 
process through exogenous means, diverse categories of growth 
factors and pharmaceutical agents can potentially augment 
neurogenesis (59). Brain-derived neurotrophic factor (BDNF), bFGF, 
and EGF can enhance TBI-induced cell proliferation in the 
hippocampus and the SVZ (60–62). Neurotrophic factors have been 
widely investigated for their role in promoting NSC survival, 
proliferation, and differentiation, these findings suggest that 
neurotrophic factors hold promise as potential therapeutic agents for 
enhancing endogenous NSC regeneration after TBI.

Additionally, neuroinflammation plays a crucial role in the 
pathophysiology of TBI, and emerging evidence suggests its 
modulation of endogenous repair mechanisms (63). Suppression of 
inflammation through progranulin administration protects 
hippocampal neurogenesis (64), while hyperbaric oxygen therapy may 
enhance outcomes of TBI in rats by inhibiting inflammation and 
gliosis (65). The extracellular matrix (ECM) also regulates the 
behavior of NSC, where chondroitin sulfate proteoglycans (CSPGs) 
facilitate endogenous NSC repair following injury through ECM 
manipulation (66). Furthermore, electrical stimulation promoted anti-
inflammatory phenotypes of microglia and increased the population 
of NSCs, thereby regulating neuroinflammation and enhancing 
neuroregeneration (67). These findings present a novel opportunity to 
facilitate endogenous NSC regeneration. Future research should 
prioritize elucidating the underlying mechanisms governing 
endogenous NSC behavior and identifying innovative targets for 
therapeutic intervention.

4.2.2 Exogenous stem cells
While endogenous NSC regeneration holds promise, 

transplantation strategies involving exogenous NSCs have also been 
explored. Exogenous stem cells exert their therapeutic effects through 
various mechanisms. Transplanted stem cells not only can directly 
differentiate into neuronal and glial cell types, thereby replacing 
damaged cells within the injured brain (49), but also secrete trophic 
factors, such as growth factors and cytokines, which promote 
endogenous repair mechanisms, enhance neuroplasticity, and reduce 
inflammation (68).

In 2001, Asim Mahmood and colleagues experimented with using 
marrow stromal cells to treat TBI, they injected cells through the tail 
vein of rats, resulting in a significant reduction in motor and 
neurological deficits; the transplanted cells exhibited a preference for 
implanting themselves into the damaged brain tissue and expressed 
markers indicative of neurons (NeuN) and astrocytes (GFAP) (46). One 
year later, Peter Riess and colleagues utilized stereotactic injection to 
transplant murine neural stem cells (NSCs) into mice with CCI-induced 
brain injuries; the study demonstrated that the transplanted NSCs were 
capable of surviving within the injured brain, differentiating into either 
neurons or glial cells, and subsequent a reduction in motor dysfunction 
caused by TBI. These pioneering studies signify the inception of 
exogenous stem cell therapy for TBI. Inspired researchers were 
dedicated to further stem cell research as a potential therapeutic 
strategy for various diseases (69, 70). In numerous preclinical studies 
and early clinical trials, intravenous infusion is a cell delivery method 
(71). However, Charles S. Cox Jr. and colleagues observed that the 
majority of MSCs localized primarily in the lungs within 48 h after 
infusion, only 0.0005% reached the cerebral parenchyma and remained 
there over time (47), MSCs were largely undetectable in brain tissue 
after 2 weeks, they described this phenomenon as the “pulmonary first-
pass effect,” which may impede therapeutic efficacy significantly. 
Further optimization of strategies for stem cell transplantation is 
imperative to ensure successful clinical translation. Considerations 
encompass the timing and delivery routes of transplantation, optimal 
cell dosage, and immunological compatibility.

Scholars have conducted additional studies to gain deeper 
insights into the beneficial effects of cell therapy for traumatic brain 
injury (TBI). In 2012, Mahasweta Das et  al. published a review 
focusing on various effector cells, cytokines, and signaling pathways 

FIGURE 8

(A) Overlay visualization map of keywords analysis based on the VOSviewer. The node size is proportional to the sum of occurrence times. The color of 
each node implies the average appearing year according to the color gradient in the lower right corner. Bluish represents the keywords that appeared 
relatively earlier, and yellow reflects the recent occurrence. (B) Top 15 keywords with the strongest citation bursts.
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involved in the pathophysiology of TBI (51); they also discussed the 
immunoreaction observed after stem cell transplantation. One year 
later, Run Zhang and Yi Liu discovered that MSCs can regulate 
inflammation-related immune cells and cytokines during brain 
inflammatory responses caused by TBI (43). During this period, 
researchers have discovered a paracrine mechanism mediated by 
stem cell releasing factor that plays a crucial role in repairing brain 
injuries following stem cell mobilization (72). Ching-Ping Chang 
and colleagues found that MSCs secrete bioactive factors such as 
HGF and VEGF, which stimulate neurogenesis and improve the 
prognosis in rat models of TBI (48). However, MSC therapy has a 
few drawbacks, including tumor formation, which can be avoided 
using MSC-derived exosomes (73). Yanlu Zhang demonstrated the 
efficacy of MSC-generated exosomes in enhancing functional 
recovery by stimulating angiogenesis and neurogenesis (74). 
Exosomes derived from bone marrow mesenchymal stem cells also 
potentially mitigate early inflammatory response after TBI (75). 
Combining exosome therapy with hydrogels for traumatic brain 
injury repair by promoting angiogenesis and neurogenesis (76), this 
combination therapy approach holds promise for optimizing 
exosome delivery and creating a conducive microenvironment for 
tissue repair in TBI.

Collectively, these highly cited and co-cited articles provide 
valuable insights into the current understanding of neuroregeneration, 
the exploration and advancement of cell therapy, and the therapeutic 
potential of stem cell-derived exosomes. Investigating the 
pathophysiological changes occurring in stem cells following TBI can 
enhance our comprehension of factors influencing nerve regeneration. 
Compared to conventional drugs or surgery, both stem cells and their 
derived exosomes offer significant advantages for treatment. Therefore, 
studying strategies involving stem cells for TBI treatment holds 
immense practical value in promoting nerve regeneration.

4.3 Research hotspots and keywords

To investigate and elucidate the hotspots of TBI and stem cell 
research further, we did a citation clustering analysis using CiteSpace. 
As depicted in Figures 7A,B, initial studies focused on understanding 
the pathophysiology, mechanism underlying neuroregeneration, and 
experimental stem cell therapy after TBI, including labels “#4 head 
injury,” “#7 neurodegeneration,” “#5 neural progenitor cell,” and “#3 
cellular therapy.” However, current research is centered around 
exploring immunomodulatory aspects, microenvironments associated 
with stem cells, and enhancing therapeutic efficacy through 
combination with biomaterials, such as “#1 immunomodulation,” “#0 
neurogenic niche,” and “#8 collagen.” Additionally, VOSviewer was 
employed to generate a visualization map (Figure 8A), which effectively 
integrates frequently occurring keywords with their corresponding 
average appearing year (AAY). The AAY for keywords such as 
“exosomes,” “neuroinflammation,” and “microglia” indicates that these 
topics have recently gained attention and hold the potential to become 
prominent areas of research. Furthermore, utilizing CiteSpace’s burst 
keyword analysis (Figure 8B), we identified emerging hotspots in the 
field, revealing an upsurge in citations related to “extracellular vesicles” 
and “inflammation” during the period from 2019 to 2022. As we all 
know, exosomes are a specific type of extracellular vesicle (77), while 
microglia play a crucial role in neuroinflammation (78, 79). Therefore, 

both methods highlight “exosomes” and “neuroinflammation” as 
candidates with significant potential to emerge as research hotspots.

In recent decades, significant progress has been made in the 
research of TBI and the potential application of stem cells in the 
therapeutic intervention (80). Stem cell-based therapy has emerged as 
a promising approach for addressing injuries and disorders associated 
with the central nervous system. Investigations into the utilization of 
stem/progenitor cells for the treatment of brain injury (47, 73), spinal 
cord injury (81, 82), and stroke (83, 84) have yielded positive outcomes 
in facilitating rehabilitation.

Researchers have been investigating the impact of 
neurodegeneration after traumatic brain injury (TBI), which can 
result in enduring cognitive impairments (85) and chronic 
neurological deficits, including Alzheimer’s and Parkinson’s disease 
(86). Stem cell therapy is currently receiving attention due to its 
potential to delay or halt the progression of neurodegenerative 
disorders following TBI (87). Moreover, stem cells may contribute to 
immunomodulation by mitigating inflammation (4) and promoting 
neural repair in response to the inflammatory cascade triggered after 
TBI (88, 89). The stem cell niche, also known as the microenvironment 
surrounding stem cells, plays a crucial role in regulating cell fate 
within specific anatomical locations where stem cells reside (90). The 
term ‘niche’ denotes the stem-cell microenvironment in vivo or in 
vitro. By modulating the neurogenic niche, stem cells can promote 
neurogenesis and enhance the brain’s regenerative capacity following 
injury (91). Researchers have explored the potential of collagen-based 
scaffolds to create a conducive environment for the survival and 
integration of stem cells within damaged brain tissues (92, 93). This 
approach holds promise for augmenting the efficacy of TBI treatment 
using stem cell therapy (94). In summary, the research on TBI and 
stem cells is rapidly advancing, demonstrating significant progress in 
applying neural stem cells, immunomodulation techniques, regulating 
the neurogenic niche, and collagen-based scaffolds. These emerging 
areas hold immense potential for improving the prognosis of patients 
with brain injuries and neurodegenerative disorders.

Bibliometric research serves as a method for elucidating the 
structure and dynamics of scientific knowledge, facilitating the 
visualization of intricate relationships among knowledge clusters (95). 
Consequently, comprehending these intricate knowledge connections 
enables researchers to gain valuable insights into domain-specific 
trends in knowledge. Our studies suggest that immune regulation and 
inflammatory responses after TBI and exploring strategies to enhance 
exosome or biomaterial combinations could significantly contribute 
to future studies in this field.

4.4 Limitations

This study provides an overview of current research, analyzes hot 
areas of concern, and predicts future trends. However, certain 
limitations should be acknowledged. Firstly, the literature searches 
were limited to the WoSCC database, excluding non-English language 
publications and other databases, which may introduce selection bias. 
However, as mentioned in previous bibliometric studies, WoSCC is 
widely used as a reliable database due to its extensive data coverage. 
Additionally, slight output variations may occur when software applies 
different parameter settings since no standardized setting is available. 
Lastly, due to their low citation counts, recent studies published in 
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high-quality journals might not have been included or fully considered 
during citation and co-citation analyses.

5 Conclusion

This study represents the first comprehensive bibliometric analysis 
of literature on TBI and stem cells from 2000 to 2022. The involvement 
of stem cells in TBI has gradually gained attention among researchers, 
as evidenced by an increasing number of annual publications and 
citations. The United  States and China have become leading 
contributors in this field, however, cooperation and exchanges 
between countries and institutions still need strengthening. Notably, 
The Journal of Neurotrauma has significant influence within this 
domain, along with Tianjin Medical University and Charles S. Cox Jr., 
influential organizations and authors, respectively. According to the 
burst references, “neurogenic niche” and “immunomodulation” have 
been identified as research hotspots within this field; further 
investigation is warranted to explore the potential of “exosomes” and 
“neuroinflammation.” The research on TBI and stem cells has entered 
a new stage. Based on the neurogenesis mechanism of endogenous 
NSC and the treatment of exogenous stem cells, the development of 
therapeutic strategies for nerve function recovery is expected. 
Particularly, addressing the urgent issue of combining bioengineering 
technology with advancements in immune regulation after TBI will 
pave the way for future directions in post-TBI stem cell therapy.
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Traumatic brain injury (TBI) is a major global health concern and is increasingly 
recognized as a risk factor for neurodegenerative diseases including Alzheimer’s 
disease (AD) and chronic traumatic encephalopathy (CTE). Repetitive TBIs 
(rTBIs), commonly observed in contact sports, military service, and intimate 
partner violence (IPV), pose a significant risk for long-term sequelae. To 
study the long-term consequences of TBI and rTBI, researchers have typically 
used mammalian models to recapitulate brain injury and neurodegenerative 
phenotypes. However, there are several limitations to these models, including: 
(1) lengthy observation periods, (2) high cost, (3) difficult genetic manipulations, 
and (4) ethical concerns regarding prolonged and repeated injury of a 
large number of mammals. Aquatic vertebrate model organisms, including 
Petromyzon marinus (sea lampreys), zebrafish (Danio rerio), and invertebrates, 
Caenorhabditis elegans (C. elegans), and Drosophila melanogaster (Drosophila), 
are emerging as valuable tools for investigating the mechanisms of rTBI and 
tauopathy. These non-mammalian models offer unique advantages, including 
genetic tractability, simpler nervous systems, cost-effectiveness, and quick 
discovery-based approaches and high-throughput screens for therapeutics, 
which facilitate the study of rTBI-induced neurodegeneration and tau-related 
pathology. Here, we explore the use of non-vertebrate and aquatic vertebrate 
models to study TBI and neurodegeneration. Drosophila, in particular, provides 
an opportunity to explore the longitudinal effects of mild rTBI and its impact on 
endogenous tau, thereby offering valuable insights into the complex interplay 
between rTBI, tauopathy, and neurodegeneration. These models provide a 
platform for mechanistic studies and therapeutic interventions, ultimately 
advancing our understanding of the long-term consequences associated with 
rTBI and potential avenues for intervention.

KEYWORDS

repetitive brain injury, non-mammalian models, neurodegeneration, tauopathy, 
traumatic brain injury

1 Introduction

Traumatic brain injury (TBI) affects an estimated 69 million people each year (1) and 
impose an economic burden on the world economy of over $400 billion (2). In the 
United States, more than 472,000 military service members sustained at least one brain injury 
between 2000 and 2022, with many reporting head injuries before service (3). Studies have 
shown that TBI is an environmental risk factor for neurodegenerative diseases including 
Alzheimer’s disease (AD) and other dementias (4, 5) while those with repeated head trauma 
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are at risk of developing chronic traumatic encephalopathy (CTE) (6). 
A previous head injury increases the risk for a subsequent head 
injury; thus, greater than 260 per 10,0000 military service members 
experience subsequent head injury within 1 year of an initial TBI (7). 
Athletes participating in high-contact sports are at risk for repeated 
head trauma, and exposure to repetitive TBIs (rTBIs) is common in 
professional athletes (8, 9). Some American football linemen 
experience nearly 2,000 impacts over the course of their career (8, 9). 
While repeated head trauma is commonly linked to contact sports 
such as football and boxing, it is also evident in the context of 
intimate partner violence (IPV). Thirty to 94% of women 
experiencing IPV report at least a single brain injury, with an 
estimated 80–90% of women sustaining injuries to the head and neck 
(10, 11). Those who experience brain injuries from IPV may report 
chronic cognitive impairments in memory and learning (12). Over 
time, the accumulation of these traumatic events may lead to the 
development of CTE, a progressive, neurodegenerative disease 
induced by repeated blows to or rapid displacement of the head, 
producing chronic changes in cognition, memory, and mood (6). 
Emerging literature suggests that neurodegenerative changes may 
occur in women who have experienced IPV, including a recent case 
study where CTE-like pathology was reported (13, 14). The link 
between CTE and repeated trauma in athletes is well-established. In 
a convenience sample of 202 deceased American football players, 
87% were diagnosed post-mortem with CTE; the affected percentage 
was higher (99%) when the sample was restricted to NFL players (15). 
In a post-mortem study of rugby and soccer players, eleven 
experienced repeated head trauma, and CTE pathology was found in 
eight of eleven (16). Despite attempts to use neuroimaging as a 
mechanism to identify and diagnose CTE before death, the formal 
diagnosis of CTE occurs only upon autopsy and no effective 
therapeutic interventions exist to prevent or mitigate 
neurodegeneration following rTBI.

Mammalian species, such as rats, mice, and pigs, have been used 
to model TBI and other neurodegenerative diseases including CTE 
to elucidate long-term outcomes. Although they have provided key 
insight into numerous secondary injury mechanisms and therapy 
development (17–19), there are several limitations to the existing 
literature: (1) lengthy observation periods of the model organism, (2) 
high cost for experimentation and associated costs, (3) relatively 
difficult and lengthy genetic manipulations, and (4) ethical concerns 
regarding a large number of mammals experiencing pain and 
debilitating injury. For these reasons and others, over the past several 
decades, researchers have initiated non-mammalian models such as 
fruit flies (Drosophila melanogaster; Drosophila), nematodes 
(Caenorhabditis elegans; C. elegans), zebrafish (Danio rerio) and sea 
lampreys (Petromyzon marinus) to model human neurodegenerative 
diseases and to map the etiopathogenesis of aberrant tau formation 
after TBI (20). Lower-order vertebrate and invertebrate models offer 
important potential benefits to studying TBI-induced 
neurodegeneration, including shorter lifespans to study endpoints, 
vast genetic tools to manipulate the expression of genes of interest, 
high-throughput analysis to identify genetic and biochemical 
networks, screening techniques to identify potential therapeutics, and 
reduced cost. Here, we  highlight the use of non-vertebrate and 
aquatic vertebrate organisms to define the basic mechanisms 
underlying repeated TBI and to model rTBI-
induced neurodegeneration.

2 Mechanisms of acute and repeated 
traumatic brain injury

2.1 Primary injury

As a result of TBI, two separate injuries occur on impact, a 
primary injury which causes a secondary injury to unfold in the 
minutes to hours after the initial impact. Blast injury, penetrating 
injuries, direct impact, and rapid acceleration and deceleration forces 
can injure the brain, producing a primary injury (21, 22). Within 
milliseconds, the primary impact produces TBI causing brain tissue 
to undergo rapid movement and tissue deformation (23). The primary 
injury leads to the shearing of white matter tracts, resulting in the 
formation of focal contusions as well as intra-and extracerebral 
hematomas (22).

In closed-head trauma, mechanical force transmits energy to 
neurons and glia, which may cause traumatic disruption of CNS 
structures, disturbances in circulatory autoregulation, impairment of 
the blood–brain barrier (BBB), and acute cellular dysfunction (23–
25). The brain is particularly vulnerable to mechanical force because 
of its viscoelastic nature and lack of structural support; therefore it is 
ineffective in withstanding the mechanical forces from a blow to the 
head (26). Linear acceleration forces exerted during traumatic events 
can lead to the formation of superficial brain lesions, whereas 
rotational forces rotate the brain around a fixed axis (27, 28). These 
rotational forces impart damage to deeper cortical structures (26, 29). 
Translational forces, specifically linear acceleration forces, impart 
damage to superficial gray matter, generating cerebral hemorrhages 
and cortical contusions (27, 30). In contrast, rotational forces 
mechanically and physiologically damage the deep cerebral white 
matter axons, resulting in diffuse axonal injury (27, 28). It is 
hypothesized that axons are further damaged when rapid acceleration 
and deceleration forces promote the dissociation of tau from 
microtubules by altering microtubule dynamics, leading to subsequent 
tau hyperphosphorylation and aggregation (31, 32). However, others 
suggest that tau hyperphosphorylation occurs first, altering 
microtubule dynamics, and affecting its association to microtubules 
(33, 34). Multiple exposures to blast force also result in an 
accumulation of pathological tau aggregates in the brain (35). Rapid 
distortion of neuron shape may also induce tau hyperphosphorylation, 
resulting in tau mislocalization (36). Collectively, these studies suggest 
that force from a primary injury, at least in part, contributes to the 
development of neurodegenerative tauopathies.

2.2 Secondary injury

The biochemical and cellular responses to the initial impact 
produce additional damage to the brain, resulting in a secondary 
injury. Following a primary injury, massive disturbances in brain 
metabolism, neuroinflammatory responses, microstructural changes, 
and behavioral changes occur reviewed in (37). Often a consequence 
of injury, disruption of neuronal and glia osmotic control drives 
cellular edema, the predominant form of brain edema immediately 
following TBI (38). Brain edema likely exacerbates injury by increasing 
cytotoxicity and promoting cell death (39). It is hypothesized that 
following trauma, extracellular glutamate rises, initiating activation of 
N-methyl-D-aspartate (NMDA) receptors which promotes the influx 
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of intracellular calcium ions (40). The large influx of calcium activates 
proteases, endonucleases, and other degradative enzymes and initiates 
cell death and apoptosis (41).

Oxidative stress damages brain tissue by supplying an excess of 
reactive oxygen species (ROS) and reactive nitrogen species (RNS) 
(42). These free radicals disrupt cellular function and preferentially 
lyse the hydrophobic portion of the lipid bilayer (42). Oxidative stress 
can oxidize amino acids, resulting in protein modification and loss of 
catalytic function (43). Protein modifications lead to severe protein 
aggregation within hours of post-ischemic injury (44). Endogenous 
antioxidants such as glutathione (GSH) play a vital role in protection 
against ROS and RNS. Depletion of GSH exacerbates brain infarction 
following cerebral ischemia (45, 46). After TBI in rodents, GSH 
decreases in the hippocampus, potentially leading to apoptotic 
neuronal death (46).

Neuroinflammation, while it can promote recovery during a limited 
period, also contributes to the pathophysiology of secondary injury by 
exacerbating damage. The normal BBB prevents the entry of hydrophilic 
molecules through tight and adherens junctions between endothelial 
cells (47, 48). Following TBI, the BBB can be  disrupted, recruiting 
leukocytes (49). The damage also activates resident microglial cells, 
which can remain in an activated state for years following TBI (50, 51). 
Chronic inflammation following traumatic brain injury increases axonal 
degeneration and neuronal loss (52, 53), and the resulting injury and 
brain dysfunction may have a delayed onset and persist long-term, 
leading to dementia or CTE. Microglia, along with astrocytes, participate 
in “reactive gliosis,” an aggressive response to neurotrauma involving 
enlarged glial cells in damaged brain areas (54). Microglial cells function 
like peripheral macrophages and secrete proinflammatory cytokines and 
chemokines (55). In both post-brain injury and neurodegenerative 
disease such as AD, resident immune cells like astrocytes and microglia 
are elevated (53), implicating inflammation as a potential link between 
the two phenomena.

Recent evidence suggests that activated microglia can have 
detrimental effects as they directly correlate with the extent of tau 
pathology (55, 56) and can increase amyloidogenic amyloid precursor 
protein (APP) production (57). Cherry and colleagues investigated the 
relationship between neuroinflammation and CTE and found that the 
duration of repeated head injury exposure predicted the activated 
microglial cell density and subsequent greater hyperphosphorylated tau 
pathology (58). The increase in aberrant APP proliferation eventually 
leads to the amyloid beta (Aβ) plaques that have been previously 
associated with AD (59), emphasizing the role of neuroinflammation in 
the development of continuing injury long after TBI occurs. However, 
several models of TBI in rodents demonstrate a reduction in amyloid 
beta plaques following TBI (60, 61), and one study showed that mice 
overexpressing amyloid precursor protein had a rise in unaggregated Aβ 
in the hippocampus with extensive hippocampal neuronal death, thereby 
suggesting that the plaques may be protective against unaggregated (Aβ) 
toxicity unclear (62), though it remains. Therefore, a more thorough 
understanding of the complex mechanistic underpinnings of 
amyloidogenesis and tauopathies must be explored.

2.3 Acute and repeated brain trauma

Several studies highlight the different responses to single as 
opposed to multiple or repeated head injuries by characterizing the 
immediate and delayed effects on brain metabolism, 

neuroinflammatory responses, microstructural changes, and 
behavioral changes. Following a single mild TBI in mice, glucose 
utilization in the hippocampus and sensorimotor cortex increased in 
the first 3 days following injury, while rTBI (a second injury 3 days 
following the first injury) failed to elicit the same immediate response 
(63). However, after 20 days, rTBI mirrored single head injury with 
respect to glucose utilization (63), indicating a delayed effect on brain 
metabolism after rTBI. Moreover, axonal degeneration, increased glial 
activation and proinflammatory cytokine gene expression were 
detected 40 days after initial repeated injuries, highlighting the 
prolonged neuroinflammatory responses present after repeated but 
not single injuries (63). Studies in mammals demonstrate that a single 
TBI is associated with transient increases in hyperphosphorylated tau 
(64), while depositions of hyperphosphorylated tau aggregates were 
associated with rTBI (58, 65). Additionally, chronic mild rTBI 
increased tau abundance within the gray matter up to 3 months 
following injury (66), and rTBI led to increased phosphorylated tau 
than a single mild TBI (67). This evidence suggests that acute and 
repeated injuries have distinct temporal patterns of glucose utilization, 
neuroinflammatory responses, and tau hyperphosphorylation. Since 
prolonged neuroinflammatory responses are associated with an 
increased risk of neurodegenerative disease (68), this evidence 
suggests particular mechanisms that might be  invoked to explain 
neurodegeneration following repeated, non-disabling head trauma.

Microstructural and behavioral changes also occur after 
rTBI. Multiple head injuries resulted in more severe microstructural 
changes, cortical volume loss, behavioral deficits, and histopathological 
alterations compared to single injuries (69). Jamnia et  al. (70) 
demonstrated persistent memory deficits and structural changes in 
the cortex and corpus callosum in rats exposed to repeated 
concussions--three injuries, 48 h apart (70). These rats also 
experienced deficits in behavior, exhibited anxiety and increased 
corticosterone levels following rTBI (70). When piglets experienced 
one high-level rotational injury versus one high-level rotational injury 
with four subsequent mid-level rotational injuries administered 8 min 
apart, the multiple rotation injury group experienced greater gait 
times 1 day post after injury (71). Overall, gait patterns were normal 
in the single rotation group but were abnormal following the 
additional rotations (71), suggesting the long-term effect of repeated 
rotational brain injury on locomotor behavior. Recent studies 
underscored the accumulating nature of symptoms in adolescents 
with repeated concussions, with higher symptom scores observed after 
the second concussion compared to the initial one (72). Following a 
second concussion, patients reported an increased burden of 
neuropsychiatric symptoms, particularly in cognitive, sleep, and 
neuropsychiatric domains (73). Collectively, these studies emphasize the 
importance of considering the cumulative effects of repeated head 
injuries, with potential long-term consequences on brain structure, 
function, and behavior.

3 Tau’s role in neurodegenerative 
disease

A recent NINDS consensus document indicated that CTE is likely 
to occur in the years to decades following rTBI; pathognomonic 
lesions of tau hyperphosphorylation occur in the cortical sulci 
surrounding small blood vessels (74). While many areas of the brain 
may be affected by rTBI, the hippocampus, an important structure for 
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memory and cognition, may be particularly vulnerable to subsequent 
injuries following a concussion-like injury, leading to changes in 
mood, memory, and anxiety regulation (75–78). The exact 
mechanisms by which these cognitive changes are triggered by 
repeated concussion (rather than physical disruption of neural tissue) 
remain unclear, though several studies have suggested that 
neurotoxicity, functional impairment of neuronal synapses, and 
axonal stabilization by aberrant microtubule-associated protein 
(MAP) tau may contribute to memory impairment and loss (79, 80) 
(Figures 1A,B). Tau is a crucial protein in the central nervous system 
(CNS) involved in the stabilization of microtubules and regulation of 
axonal transport (81, 82), and its accumulation, hyperphosphorylation, 
and aberrant localization are recognized as hallmarks of CTE (74). In 
humans, six different isoforms of tau are produced in the adult brain. 
These arise via alternative splicing at its amino-and carboxy-terminal 
ends (Figure 2). Once phosphorylated on multiple sites (e.g., Ser356, 
Ser396, Thr231), tau loses the ability to bind microtubules (33, 83, 84), 
thereby promoting microtubule depolymerization and instability.

Abnormal phosphorylation of human tau (hTau) by both 
non-proline and proline kinases results in insoluble and misfolded tau, 
leading to the aberrant accumulation and aggregation of filamentous 
tau polymers, known as paired helical filaments (PHFs) and 
neurofibrillary tangles (NFTs), two features of CTE (74). Following 
and perhaps due to the formation of NFTs, neuronal degeneration and 
death result in release of tau into the extracellular space (90). In turn, 
this promotes tau uptake into astroglia (91). Some studies have even 
suggested that the spread of tau through glia cells mirrors a prion-like 

spread, though whether the misfolded tau actually promotes 
subsequent local misfolding of the normal trans isomer of tau has not 
been investigated (84, 92).

As noted, the configuration of tau in the trans form is the 
physiological conformation. In contrast, the cis conformation of 
aberrantly phosphorylated tau (p-tau) has been linked to pathogenesis 
in neurodegenerative disease and of cognitive symptoms (65, 93, 94). 
In a rodent study of impact and blast injury, the appearance of the cis 
configuration of hyperphosphorylated tau was associated with 
neurotoxic effects and spread to regions contralateral to the injury, 
associated with cognitive impairment (65, 94). When targeted with a 
monoclonal antibody against cis p-tau, neuronal apoptosis was 
prevented, suggesting that accumulation of cis p-tau is very early in 
the pathogenic sequence of post-TBI neurodegeneration (94). PIN1, 
a peptidyl-prolyl isomerase, plays a role in isomerizing threonine 
proline bonds at multiple sites (95–97) including those in tau. 
However, only the isomerization at the phosphorylated Thr231-Pro232 
bond in tau is associated with a biological phenotype (98). The 
isomerization of p-tau at Thr231-Pro232 from cis to trans, promotes both 
dephosphorylation of tau by PP2A and microtubule stabilization (99). 
Depletion of Pin1 results in apoptosis and mitotic arrest (100). In an 
AD model, paired helical filaments contribute to neuronal death 
(101). Several studies demonstrate that upon restoring the prolyl 
isomerase in a cell model, Pin1 promotes microtubule binding and 
stability in vitro as well as dephosphorylation at amino acid site Thr231 
(101, 102). The specific anatomic sites of where tau 
hyperphosphorylation is found and the pattern of neuronal spread can 

FIGURE 1

The function of tau in neurons and its role in brain injury. (A) In a healthy neuron, tau plays a vital role in stabilizing and supporting axonal transport by 
binding to microtubules and suppressing microtubule depolymerization (81, 82). The phosphorylation state of tau influences its binding affinity to the 
microtubule with hypophosphorylation supporting a tighter bind (33, 83, 84). (B) Brain injury triggers various cascades, leading to the 
hyperphosphorylation of tau by protein kinases (85). This hyperphosphorylated state disrupts the binding of tau to microtubules, causing microtubule 
instability and depolymerization (33, 83, 84). Consequently, tau undergoes filamentous aggregation, forming pathognomonic lesions characteristic of 
chronic traumatic encephalopathy (CTE), such as neurofibrillary tangles (86). Image created using BioRender.com.
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differentiate between different tauopathic neurodegenerative diseases. 
In AD, NFTs arise in the brainstem and entorhinal cortex before 
spreading to the medial temporal lobe and evenly distributing in the 
neocortex layers III and V (65, 103, 104). In contrast, CTE develops 
in the deep sulci of the superficial neocortical layers II and III of the 
cerebral cortex, focally and perivascularly (86). The spread continues 
irregularly to the neocortex, medial temporal lobe, diencephalon, 
basal ganglia, and brainstem (65, 105). Though the pathologic spread 
of tau differs, AD and CTE share at least two of the same tau 
phosphorylation sites including Thr231 and Ser199 which have been 
implicated in neurotoxicity and neuronal dysfunction (65). These 
common phosphorylation sites, in addition to patterns of deposition, 
allow AD models of tauopathy to inform CTE tauopathy studies. 
Throughout this review, “CTE-like” will be used to describe models 
that recapitulate the phosphorylation and aggregation profile of tau in 
human CTE, but for which meeting the criterion that tau aggregates 
occur in the sulci is not possible because the brain is lissencephalic.

Since there is currently no treatment to prevent or mitigate CTE 
or other forms of neurodegeneration after TBI, researchers have 
focused on two main drivers of injury-induced sequelae, Pin1 and tau. 
Lu et  al. (101) have produced anti-Pin1 antibodies to restore the 
function of phosphorylated tau (101) in vitro but have not yet 
extended the studies to in vivo CTE-like models. In recent years, the 
literature has turned its focus to anti-cis tau antibodies that work to 
clear phosphorylated tau plaques in AD, CTE, and severe TBI animal 
models (93, 94, 106) and have reported improved outcomes in vivo. 
Albayram and colleagues found that repetitive mild injuries led to 
more severe phosphorylated cis tau and tangle-like structures which 
resemble CTE-like pathology. Treatment with anti-cis phosphorylated 

tau led to the elimination of cis phosphorylated tau and total tau 
accumulation (93). A clinical trial for the use of antibodies targeting 
cis-hyperphosphorylated tau at Thr231 is currently underway (107). 
Perhaps these promising developments in antibody-based therapies 
will result in effective treatments for CTE and other related tauopathies.

4 Non-mammalian models of 
neurodegenerative disease

For decades, researchers have used rodent models to recapitulate 
traumatic brain injury and its subsequent sequelae. Difficulties in 
modeling acceleration and deceleration forces limited the rodent 
models to specific features of TBI and led to the creation of contusion 
injury models, namely controlled cortical impact and fluid percussion 
models (108). The rapid increase in molecular and genetic techniques, 
in addition to the commercial availability of transgenic rodents and 
materials, make rodents an attractive substitute for large animal 
models of brain injury (109). However, large animal models of 
traumatic brain injury can model a more dynamic range of TBI, 
namely replicating features of acceleration/deceleration forces (110), 
which are limited in rodent models. Additionally, rodents have 
lissencephalic brains with no rigid tentorium cerebelli (109), which 
restrict the modeling of neurodegenerative diseases with pathology 
localized to the sulci in the brain. In particular, the pathognomonic 
lesions of human CTE are found in the sulci near perivascular regions, 
regions that are particularly vulnerable to mechanical stress from 
injury (86). Large animal models like primates, have gyrencephalic 
brains, increasing the translatability of this model to humans (109, 

FIGURE 2

Splicing variants of tau. Tau undergoes alternative splicing involving exons 2, 3, and 10, resulting in six different isoforms of the protein containing the 
presence or absence of exons containing microtubule-binding domains (R) and N-terminal insertions (N) (87). The ratio of the different tau isoforms 
varies in different regions of the brain and during different stages of development (88). Tau isoform composition also varies in tauopathic diseases, 
such as CTE and Alzheimer’s disease, which may impact aggregation and pathology (89). Image created using BioRender.
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110). Like rodent models, primate models have drawbacks. However, 
primate models are limited by cost, lack of established post-TBI 
functional assays, are technically difficult, and raise ethical concerns 
(109, 110). Therefore, the use of non-mammalian models may be an 
attractive substitute for large animal and rodent models.

4.1 Petromyzon marinus (sea lampreys)

Harnessing lower vertebrates for the study of proteins implicated 
in human disease enables mechanistic studies in a large, identifiable 
neuron population while extending studies from invertebrates. The 
robust neuroregenerative capabilities and functional recuperation 
exhibited by the CNS in lower-order vertebrates make them an 
attractive experimental model for investigating the role and behavior 
of abnormal tau following TBI and neurodegeneration. In particular, 
the biochemical properties of tau have been studied in the lamprey. 
Hall et al. (111) utilized sea lamprey anterior bulbar cells (ABC) to 
demonstrate that chronic, full-length human tau overexpression 
resulted in fibrillary tangles reminiscent of the tau tangles present in 
neurodegenerative disease, particularly AD (111). They also 
demonstrated that proprietary small molecules prevented 
neurodegeneration in cells containing an accumulation of tau 
filaments (112) while Honson et al. (113) provided evidence for a 
small molecule inhibitor, N3 (a benzothiazole derivative) to arrest tau 
aggregate formation in sea lamprey neurons (113). Sea lampreys have 
also been used to study the movement and deposition of tau and its 
subsequent role in neurodegeneration. One study demonstrated that 
mutated tau, particularly the P301L form, migrates in a transneuronal 
manner, while wild-type tau does not (114, 115). Another study 
showed that extracellular human tau moves both synaptically and 
non-synaptically (116). Additionally, exonic mutations in human tau 
accelerated degeneration in lamprey ABCs (117). Interestingly, Le 
et al. (116) noted similarities between tau patterns in lampreys and tau 
patterns in humans. Over time, extracellular tau deposits in the 
lamprey mirrored the deposits indicative of human CTE and even 
resembled the perivascular halos that are pathognomonic of CTE in 
humans. (116). When taken together, these studies suggest that 
lampreys serve as an excellent model of some features of 
neurodegenerative disease, highlight its use as a rapid screening tool, 
and may be used to further investigate the mechanisms driving the 
formation of aberrant tau after TBI.

4.2 Danio rerio (zebrafish)

The zebrafish (Danio rerio) proteome exhibits a notable degree of 
homology with the human and they have similar anatomical structures 
and functions of the brain, thereby making it a suitable organism for 
investigating TBIs. There are several models that recapitulate closed-
headed TBI in the zebrafish. McCutcheon et  al. (118) employed a 
targeted, pulsed, high-intensity focused ultrasound (pHIFU) to induce 
damage to the brain by mechanical force (118). Zebrafish injured by 
pHIFU demonstrated increased expression of β-APP and β-III tubulin, 
a microtubule protein (118), suggesting that this model may be used to 
investigate the pathophysiology of TBI. Additionally, a non-invasive 
mild TBI model was developed in adult zebrafish using a laser to induce 
damage to neural tissue (119). Laser-induced damage to the brain 

resulted in dilated vessels, hemorrhage and edema, 1 day post-injury 
(119). These signs suggest that the laser-induced brain injury reproduces 
features of the pathophysiology associated with mild TBI (119). In the 
most recent study of zebrafish TBI models, Gill et al. (120) developed a 
method to model blast injury without the use of anesthetics by dropping 
a weight onto a fluid-filled plunger (120, 121). This method of injury 
produced cell death, hemorrhage, blood flow abnormalities, and 
tauopathy, consistent with TBI (121). The homology between zebrafish 
and humans in terms of TBI pathophysiology make zebrafish an 
excellent tool to advance our understanding of TBI and its 
underlying mechanisms.

In addition to modeling TBI pathophysiology, zebrafish have been 
used as a biosensor to investigate tauopathies. One study conducted a 
high-throughput screen for herbal extracts to reduce neuronal death 
initiated by aberrant tau. Of the 400 herbal extracts screened in the 
zebrafish, 45 were identified as having the potential to reduce 
tau-induced neuronal death (122). Additionally, Lopez et  al. (123) 
investigated the clearance kinetics of an aberrant tau protein variant, 
p.A152T, and applied both pharmacological and genetic approaches to 
reduce the burden of p.A152T tau in zebrafish by upregulating 
autophagy (123). Reduction of p.A152T by upregulation of autophagy 
ameliorated morphological abnormalities and reduced 
hyperphosphorylated tau (123). In another study, Cosacak et al. (124) 
created a transgenic zebrafish to explore the aberrant human tau variant, 
P301L. P301L generates neurofibrillary tangles in mammalian models 
of tauopathies (125, 126), though did not produce neurofibrillary 
tangles in the zebrafish nor exacerbate Aβ42 toxicity (124), suggesting 
a protective mechanism in the zebrafish that may be exploited. These 
therapies aimed at reducing aberrant tau burden may serve as a strategy 
for treating tauopathies.

While aquatic vertebrates are useful models to study 
neurodegeneration and the mechanisms driving aberrant formation of 
tau, their inherent ability to regenerate neurons (127) following injury 
may confound the consequences of the secondary injury. However, 
understanding regeneration may provide key insights into pathways 
provoked by TBI and may lead to the development of therapeutics to 
mitigate the effects or potentially reverse TBI-induced pathology. 
Furthermore, these models provide a way to screen various interventions 
at relatively low cost while examining histological and biochemical 
correlates of TBI.

5 Invertebrate model organisms

5.1 Caenorhabditis elegans (roundworms)

In C. elegans, researchers have utilized blast injuries to model mild 
TBI. However, the existing blast methods have yielded heterogeneous 
outcomes. Angstman et al. developed a shock wave injury model that 
produces a consistent and quantifiable injury, but its predictive ability 
for individual outcomes remains limited. However, in 2019, Miansari 
et al. (128) demonstrated that high-frequency surface acoustic waves 
(SAW) in a C. elegans model of blast-induced mild TBI, confined within 
a narrow range of the substrate surface, induced mobility and short-
term memory deficits in a more homogenous manner than previous 
models in the literature, suggesting that SAW may be an improved early-
stage model for human TBI. Additionally, Angstman et al. have shown 
that their blast-related model of mild TBI in C. elegans recapitulates 
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essential characteristics of human TBI, including loss of consciousness 
and subsequent recovery (129, 130). This compelling evidence further 
strengthens the suitability of C. elegans as a viable non-mammalian 
model for TBI and a suitable alternative model organism for mitigating 
ethical concerns when using mammalian models to explore 
repetitive trauma.

Beyond inducing injuries, researchers have employed C. elegans as 
a model organism to investigate the effects of TBI-modified tau. Brain 
homogenates from mice with chronic TBI and or intracerebral 
inoculation of tauTBI, a form of tau that aggregates after chronic TBI, 
impaired motility, and neuromuscular synaptic transmission in 
C. elegans (131, 132). Surprisingly, when naive mice were intracerebrally 
inoculated with tauTBI, a prion-like spread of tauTBI occurred, resulting 
in memory deficits and synaptic toxicity (131, 132). Moreover, Diomede 
et al. established the therapeutic potential of Aβ1-6A2V(D), an all-D-
isomer synthetic peptide, to promote tau degradation by proteases and 
impede tau aggregation in a C. elegans model (114). Additionally, the 
average lifespan of C. elegans ranges from 9 to 23 days depending on the 
rearing temperature (133), highlighting the ability to track tau 
aggregation through the entire lifespan of the organism. Collectively, 
these studies demonstrate the potential of using C. elegans as biosensors 
to investigate and manipulate the biochemical properties of tau and its 
interactions with potential therapeutic peptides in a faster and less 
complex manner than mammalian models. Overall, C. elegans is a 
valuable alternative to mammalian models for studying 
neurodegenerative diseases, providing an array of genetic tools and 
simple mechanistic studies to understand tau in the context of 
dysfunction, such as TBI.

5.2 Drosophila melanogaster (fruit flies)

Drosophila melanogaster is an excellent model system to study the 
longitudinal effects of rTBI and its effect on endogenous tau protein. 
Using Drosophila, it is possible to study post-injury behavior, while 
interrogating histological features of injury and correlating these 
responses to proteomic and transcriptomic changes (e.g., mass 
spectroscopy and RNA seq) responses. While tau has been linked to 
neurodegeneration and neurotoxicity, there is only a rudimentary 
understanding of the upstream biochemical mediators of tau in the 
context of rTBI and CTE. Several studies have expressed wild-type and 
mutant human tau proteins in Drosophila melanogaster to model AD, 
although, hTau transgene expression in Drosophila is not an ideal 
functional model, in part because of poor binding to Drosophila 
microtubules. This, as well as differences in phosphorylation sites and 
uncertainty about whether hTau protein models endogenous NFT 
formation, limits the applicability of this model. Drosophila tau (dTau) 
contains five putative microtubule-binding repeats and lacks the 
N-terminal repeats seen in human tau, despite sharing 66% homology 
with hTau protein (134, 135). At least six CTE-associated 
phosphorylation sites are observed in human tau, and four of those, 
Thr231, Ser202, Thr205, Ser199 are conserved in dTau, as Thr151, Ser106, Thr123, 
Ser103, respectively. While many studies express hTau in Drosophila to 
model tauopathic diseases, some have shown that dTau can confer the 
same neurotoxic and neurodegenerative effects as hTau (135). Thus, by 
investigating dTau in Drosophila, its endogenous properties can 
be readily understood and may represent an informative window into 

TBI-induced tauopathy (CTE-like) pathogenesis. Overexpression of 
dTau in Drosophila leads to neurotoxicity and eventual 
neurodegeneration similar to that observed with overexpression of hTau 
in Drosophila (135), though these overexpression models have not been 
studied in terms of the upstream and downstream mediators of 
tau-associated neurotoxicity. Neither dTau nor exogenous expression of 
hTau has been examined with respect to their roles in CTE in Drosophila, 
perhaps due to the lack of sulci and perivascular regions in Drosophila 
that are associated with human CTE pathogenesis. Instead, 
characterizing and exploring the vulnerable regions in the Drosophila 
brain in the context of repetitive TBI may help to establish a model of 
chronic traumatic encephalopathy, and evaluating endogenous dTau 
will provide valuable insights on the progression of tauopathy 
dysfunction after injury.

The current Drosophila models of head-specific TBI study acute 
changes (136, 137), while current models of rTBI are not head-specific. 
Traditional methods of TBI in flies utilize high-impact devices (138) or 
Omni-Bead Ruptor homogenizing platforms (139) that may be used for 
high-throughput injuries. The high-impact devices utilize a spring 
attached to a fly vial that, when stretched and released, generates an 
impact against a tabletop while the Omni-Bead Ruptor freely shakes a 
small screw cap tube in which the flies are placed. While these methods 
generate high-throughput injuries, the uncontrolled, full-body injury 
potentially results in confounding effects on climbing and walking 
assays, two paradigms commonly used to assess behavioral sequelae 
after TBI (136). To overcome this limitation, Sun and Chen developed 
a head-specific model that uses carbon dioxide to propel an impactor 
against the head (137). They explored walking distance and lifespan as 
potential markers of injury resulting from repeated head impacts in 
Drosophila (137). Despite this advancement, the use of a manual 
FlyBuddy switch system introduces variability in the timing of the 
impacts and the duration in which carbon dioxide propels the impactor. 
In addition, the underlying neurobiological changes that occur after 
multiple injuries have not been explored. The Bonini lab developed a fly 
impactor model using a piezoelectric striker to compress the fly head 
against a metal fly collar that fixes the head in place and demonstrated 
acute injury markers that progressed with increasing severity, 
establishing a more realistic single TBI model in Drosophila (136, 140).

6 Discussion and conclusion

In this review, we  discuss the use of non-vertebrate animal 
models and vertebrate aquatic animals to explore the mechanisms 
driving tauopathies and other changes post-TBI. We highlight that 
these model organisms offer several advantages to research and will 
allow for cost-effective, rapid, discovery-based approaches and 
potential high-throughput screens for therapeutics, in addition to 
reviewing differences in behavioral and physiological response to 
acute and repeated brain injuries. It is important to note that while 
acute and repeated injuries differ in effects on glucose metabolism 
and even in temporal patterns of tau expression, several studies have 
shown that acute injuries may result in non-transient tau expression 
(141, 142). In rodents, exposure to a blast injury at 10.8 psi once per 
day for 3 days resulted in an accumulation of pathological tau 
aggregates in the brain (35). CTE pathology is also observed in some 
American football players with multiple concussive and 
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subconcussive blows to the head (143). However, CTE pathology was 
also found in military personnel who underwent a single IED blast 
injury (143), and a single moderate to severe brain injury resulted in 
tauopathic lesions in the brain (85). These studies suggest that the 
total mechanical force accumulated by the brain over time may 
represent one factor influencing the development of CTE, 
independent of the number of brain injuries. Severity of the injury, 
an indirect measure of the mechanical force sustained from a TBI, 
may also play a role in the development of CTE, with evidence of 
neuroinflammation in the brain 17 years after the initial injury (50). 
Several studies demonstrate that chronic neuroinflammation 
following an acute injury may serve as a contributing factor to 
neurodegeneration. Given the important role of neuroinflammation 
in TBI previously discussed and the recent studies that have revealed 
the powerful effects of microglial depletion strategies on modulating 
neuroinflammation after TBI, it will be critical to fully characterize 
the acute and chronic neuroinflammatory responses in a model 
organism that allows for rapid longitudinal and genetic studies (144–
148). The emerging key role of age-related microglial phenotypes, 
recently described by (145), in this regard, and their link to 
neurodegeneration could represent a perfect opportunity for 
exploration in TBI models in Drosophila, given the relative ease and 
efficiency to study long-term effects and outcomes.
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Introduction: Parkinson’s disease (PD) is a neurodegenerative and polygenic

disorder characterised by the progressive loss of neural dopamine and onset of

movement disorders. We previously described eight SINE-VNTR-Alu (SVA)

retrotransposon-insertion-polymorphisms (RIPs) located and expressed within

the Human Leucocyte Antigen (HLA) genomic region of chromosome 6 that

modulate the differential co-expression of 71 different genes including the HLA

classical class I and class II genes in a Parkinson’s Progression Markers Initiative

(PPMI) cohort.

Aims andmethods: In the present study, we (1) reanalysed the PPMI genomic and

transcriptomic sequencing data obtained from whole blood of 1521 individuals

(867 cases and 654 controls) to infer the genotypes of the transcripts expressed

by eight classical HLA class I and class II genes as well as DRA and the DRB3/4/5

haplotypes, and (2) examined the statistical differences between three different

PD subgroups (cases) and healthy controls (HC) for the HLA and SVA transcribed

genotypes and inferred haplotypes.

Results: Significant differences for 57 expressed HLA alleles (21 HLA class I and 36

HLA class II alleles) up to the three-field resolution and four of eight expressed

SVA were detected at p<0.05 by the Fisher’s exact test within one or other of

three different PD subgroups (750 individuals with PD, 57 prodromes, 60

individuals who had scans without evidence of dopamine deficits [SWEDD]),

when compared against a group of 654 HCs within the PPMI cohort and when

not corrected by the Bonferroni test for multiple comparisons. Fourteen of 20

significant alleles were unique to the PD-HC comparison, whereas 31 of the 57

alleles overlapped between two or more different subgroup comparisons. Only

the expressed HLA-DRA*01:01:01 and -DQA1*03:01:01 protective alleles (PD v

HC), the -DQA1*03:03:01 risk (HC v Prodrome) or protective allele (PD v

Prodrome), the -DRA*01:01:02 and -DRB4*01:03:02 risk alleles (SWEDD v HC),

and the NR_SVA_381 present genotype (PD v HC) at a 5% homozygous insertion

frequency nearHLA-DPA1, were significant (Pc<0.1) after Bonferroni corrections.

The homologous NR_SVA_381 insertion significantly decreased the transcription

levels of HLA-DPA1 and HLA-DPB1 in the PPMI cohort and its presence as a

homozygous genotype is a risk factor (Pc=0.012) for PD. The most frequent
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NR_SVA_381 insertion haplotype in the PPMI cohort wasNR_SVA_381/DPA1*02/

DPB1*01 (3.7%). Although HLA C*07/B*07/DRB5*01/DRB1*15/DQB1*06 was the

most frequent HLA 5-loci phased-haplotype (n, 76) in the PPMI cohort, the

NR_SVA_381 insertion was present in only six of them (8%).

Conclusions: These data suggest that expressed SVA and HLA gene alleles in

circulating white blood cells are coordinated differentially in the regulation of

immune responses and the long-term onset and progression of PD, the

mechanisms of which have yet to be elucidated.
KEYWORDS

major histocompatibility complex (MHC), human leucocyte antigen (HLA), SINE-VNTR-
Alu (SVA), expression quantitative trait loci (eQTL), Parkinson’s disease (PD), Parkinson’s
progression markers initiative (PPMI)
1 Introduction

Parkinson’s disease (PD), familial and sporadic, is the second

most common human neurodegenerative disease after Alzheimer’s

disease with almost 90,000 people in the USA diagnosed each year,

and a 2019 world-wide prevalence rate of 8.5 million individuals

that is increasing (1). PD pathology is age-related and characterised

by progressive degeneration of dopaminergic neurons in the

substantia nigra and other brainstem nuclei, with accumulation of

tau and alpha-synuclein deposits (Lewy body inclusions)

throughout the peripheral and central nervous systems (2–5).

Essential differential observations accompanying PD subtypes

include loss of dopamine, bradykinesia (movement disorders),

rigidity, tremor and a range of non-motor symptoms such as

cognitive impairment and sleep disturbance (6, 7). The primary

and secondary causes of PD may involve genetic, environmental,

metabolic and immunological factors with various non-

neurological features and varying overlap with age-related

autoimmune diseases such as multiple sclerosis, amyotrophic

lateral sclerosis, thyroid diseases and rheumatoid myalgia (3, 8–

11). In regard to the effect of the environment and immunogenetics,

Braak et al. (12) postulated that an unknown viral or bacterial

infection in the neurons of the gut and/or nasal cavity initiated the

onset of sporadic PD with specific alpha-synuclein spreading and

eventual Lewy body formation and glial neuroinflammatory

activation. Considerable preclinical, clinical and laboratory

evidence supports Braak’s hypothesis of PD progression, although

the specific mechanisms, stages and pathways still have to be

elucidated (13, 14). Recent animal in vitro studies and human

neuropathological examinations suggest that neuronal antigen

presentation may have a role in PD and other neurodegenerative

disorders (15).

Although the aetiology of sporadic PD remains unknown, the

immune system has an important role in this disease (3, 8–11). The

protective effect of nonsteroidal anti-inflammatory drugs in animal
0256
models and epidemiological studies underscores the role of

neuroinflammation in PD (16). Large numbers of microglia

expressing human leucocyte antigen (HLA)-DR have been

detected in the brain of PD patients, particularly in areas of

maximal neurodegeneration (15, 17). Leucine-rich repeat kinase 2

(LRRK2), a risk gene of PD, is highly expressed in microglia,

monocytes and other immune cells (18), and has been reported to

be associated with an increasing risk of Crohn’s disease, an

inflammatory bowel disease and other autoimmune diseases (19–

21). Alpha-synuclein specific T cell reactivity is associated with

HLA-DRB1*15:01 and -DRB5*01:01 (22, 23), and with preclinical

and early PD (24, 25), and the infiltration of CD4+ lymphocytes

into the brain contributes to neurodegeneration in a mouse model

of PD (15, 26). At least 90 genetic loci have been associated with PD

risk in genome-wide association studies (GWAS), including the

HLA-DRA , -DRB , and -DQ genes wi th in the Major

Histocompatibility Complex (MHC) class II region on the short

arm of chromosome 6 at 6p21.3 (27, 28).

HLA class I and class II molecules are polymorphic cell-

membrane-bound glycoproteins that present antigens to

circulating CD8+ and CD4+ T-lymphocytes, and regulate the

innate and adaptive immune responses including autoimmunity,

infectious diseases and transplantation outcomes (29–31). The

MHC or HLA genomic region encodes at least 160 genes

within ~ 3 to 4 MB including three distinct structural regions

designated as class I, class II and class III. Of the 32 HLA genes, the

classical HLA class I genes, HLA-A, -B and -C, and the classical

HLA class II genes, HLA-DR, -DQ and -DP, are characterised by an

extraordinary large number of polymorphisms, whereas the non-

classical HLA class I genes, such as HLA-E, -F and -G, are

differentiated by their tissue-specific expression and limited

polymorphism (32, 33). Several GWASs have shown an

association between the HLA locus and the risk of PD especially

involving the HLA class II gene SNPs of HLA-DQA1, -DQA2,

-DQB1, -DRB1, and -DRB5 (27, 34–36).
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Most studies of PD association with HLA class I and class II

alleles are limited in scope and power mainly because of small

sample numbers and limited resolution of HLA typing methods.

Studies with more than 500 PD cases suggest that HLA genes have

a role in risk or protection in PD progression. The study by Saiki

et al. (37) of a UK study group (528 PD cases and 3430 controls)

revealed that HLA-DRB1*03 and -DQB1*05 allele groups were

possible PD risk alleles whereas HLA-DRB1*04 and -DQB1*03

might be protective. Wissemann et al. (35) in an analysis of 2843

European PD cases from two separate cohorts including healthy

controls found that the HLA class II risk alleles were HLA-

DRB1*15:01, -DQA1*01:02 and -DQB1*06:02, and the protective

alleles were -DRB1*04:04, -DQA1*03:01, and -DQA1*03:02. They

also suggested that HLA-B*07:02 and -C*07:02 are part of an HLA

risk haplotype, whereas HLA-B*40:01 and -C*03:04 are protective

alleles. Hollenbach et al. (38) in a sequencing and typing analysis

of 11 classical HLA loci using 1597 PD and 1606 controls

found strong protective effects of HLA-DRB1*04:01 and HLA-

DQB1*03:02, but no significant differences between cases and

controls for alleles of any class I locus (HLA-A, -B, and -C) or

class II loci HLA-DPA1, -DPB1, -DRB3, -DRB4, and -DRB5. They

also proposed that HLA susceptibility to PD can be explained by a

specific combination of amino acids at positions 70–74 on the

HLA-DRB1 molecule referred to as the ‘shared epitope’ (SE) and

that the SE in combination with valine at position 11 (11-V) is

highly protective in PD, but a risk with the absence of 11-V. More

recently, Yu et al. (34) used 13,770 European PD patients in a

meta-analysis of multiple cohorts from eight independent sources

to confirm that HLA-DRB1*04:01, -DRB1*04:04, -DQA1*03:01

and -DQB1*03:02 were protective. They concluded that the

effect of the HLA-DRB1 gene in susceptibility for PD is small

and does not merit routine HLA typing in PD. An earlier study of

Chinese Han (567 PD cases and 746 controls) indicated that HLA-

DRB1*03:01 was a risk allele, whereas HLA-DRB1*04:06 was a

protective allele in their study of only HLA-DRB1 alleles (39).

More studies of the association between HLA genotypes and PD

are needed to understand the role of HLA in the disease processes

of PD and how HLA genes and alleles might be interlinked with

accompanying autoimmune diseases, especially those that show

non-neurological symptoms associated with PD such as sleep

disorder and a decrease in HLA-DR expression (40).

Apart from protein coding genes, numerous repeat elements

(REs) within the human genome have been associated with PD

including SINE-R-VNTR-Alu (SVA) retrotransposon insertion

polymorphisms (RIPs), such as a SVA that is inserted in the TAF1

gene that has been associated with the disease X-linked dystonia-

parkinsonism, and at least five other SVA inserted within the PD

(PARK) gene loci of different chromosomes (41, 42). Recently,

expression quantitative trait loci (eQTL) of different SVAs and

their effect on the regulation of gene expression were identified and

described for a Parkinson’s Progression Markers Initiative (PPMI)

cohort using whole genome sequence and transcriptome data

obtained from the blood of more than a thousand individuals (43).

Also, there are SVAs within the MHC genomic region that are

expressed and can regulate the expression of HLA genes (44). At least

eighteen SVA polymorphic insertions were mapped previously
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within the MHC class I, II and III regions, and some were found to

be haplotypic or haplospecific for particular HLA gene alleles that

varied in frequency between European, Japanese and African

American populations (45). For example, the SVA-HF, SVA-HA,

and SVA-HC were inserted at a relatively low frequency (<0.2) in

European populations and strongly associated with the HLA 7.1

ancestral haplotype, but not with the 8.1 haplotype (46, 47).

A PPMI clinical protocol was established in 2010 to acquire

comprehensive longitudinal within-participant clinical, imaging,

genomic, transcriptomic and biomarker data for three main

cohorts, (1) PD with and without genetic risk variants, (2)

prodromes (nonmotor features) at risk of PD, and (3) healthy

controls with no neurological disorder and no first degree relative,

currently aimed at enrolling 4000 participants at about 50 sites

worldwide (48). We associated the regulatory properties of 8 SVA

RIPs located within the class I and class II MHC regions of the

PPMI cohort with the differential co-expression of 71 genes within

and 75 genes outside of the MHC region, including all the classical

class I and class II genes (44). A limitation of this SVA-HLA eQTL

study was the absence of HLA allelic data to associate with the SVA

genotypes and for stratifying the statistical differences between PD,

prodromes and healthy controls within the PPMI cohort.

The purpose of our current study was to undertake an analysis of

the expression of ten classical class I (HLA-A, -B, -C) and class II

(HLA-DRA, -DRB3/4/5 -DRB1, -DQB1, -DQA1, -DPA1, -DPB1) gene

alleles in the context of the eight regulatory SVA RIPs expressed

within the MHC genomic region (Figure 1) that we had previously

studied (44). The main aims of this study were to determine:
(a) the prevalence of the expressed HLA classical alleles and

inferred haplotypes for the entire PPMI cohort, cases

and controls.

(b) the HLA allelic and haplotypic statistical differences

between PD, healthy controls (HC), prodromal PD and

scans without evidence of dopamine deficits (SWEDD).

(c) the inferred SVA haplotypes and their association with

HLA gene alleles.

(d) statistical differences between HLA & SVA alleles and PD,

HC, prodromes and SWEDD.
Our RNA data analysis confirms that SVAs are eQTLs for

classical HLA class I and class II alleles, and suggests that

coordinated SVA and HLA gene expression might influence PD

onset or progression via the adaptive immune system.
2 Materials and methods

2.1 Parkinson’s progression markers
initiative datasets

The PPMI and database is an ongoing longitudinal,

observational, multicentre study of PD with an overall goal to

identify biological and genetic markers of disease progression,

accelerate therapeutic trials and reduce progression of PD
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disability (48). The PPMI cohort data were downloaded from http://

www.ppmi-info.org/data (accessed on 19 January 2021) as

previously described by Koks et al. (41). Transcriptome (RNAseq)

data obtained from whole blood samples together with genetic and

clinical data of 1521 individuals reported as mostly white

Americans within the PPMI cohort consist of four subgroups, (1)

750 individuals with Parkinson disease (PD), (2) 57 with prodromal

PD (Prodrome), (3) 60 individuals who had scans without evidence

of dopamine deficits (SWEDD), and (4) 654 healthy controls (HC).

The entire PPMI cohort with the four subgroups were analysed to

determine the association between the transcribed SVA and

classical HLA genes, each at eight loci, within the class I and class

II regions of the human MHC (Figure 1).
2.2 SVA and HLA genotypes

Regulatory effects of SVA on HLA transcription levels were

inferred statistically by eQTL analysis using the Matrix eQTL

software (49) and described previously (44). Fastq files of whole-

blood RNAseq were downloaded from the PPMI database and the

referenced SVA (R_SVA) and non-referenced SVA (NR_SVA)

(Figure 1) were located, genotyped and identified within or
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outside the MHC genomic region with the assistance of the

software tools, Delly2 structural variant caller and the transcript

counters Salmon and DESeq2, as previously described (41, 44). All

the transcripts’ of 1521 individuals downloaded as PPMI blood

RNAseq.bam files were used to identify the genotypes of ten

classical class I and class II HLA genes using the arcasHLA

software tool described by Orenbach et al. (50). DRB3, DRB4 and

DRB5 were counted as a single locus or gene, including the

designated ‘DRB3DRB4DRB5 absent’, which is the haplotype with

no DRB3, DRB4, DRB5 locus. The HLA transcripts were

‘genotyped’ at least to the three-field resolution (eg., A*02:01:01)

whereby the first field represents the ancestral allele group (e.g.,

A*02), the second field represents protein type and the third field

represents synonymous changes in coding regions.
2.3 Statistical analysis

The p-values, odds ratios (OR), and 95% confidence intervals

(CI) were calculated using Fisher’s exact test using R software (R

version 4.1.3). For multiple testing, the Bonferroni correction was

applied, and the observed p-values were adjusted by multiplying

them by the number of alleles at each HLA locus to obtain Pc values
A

B

FIGURE 1

Location map of the SVA and classical HLA class I and class II genes on chromosome 6 that were transcribed in blood cells in this study. (A) is the
HLA class I region showing the relative SVA and the three classical class I HLA gene loci above the horizontal line investigated in this study. The
relative position of HLA nonclassical gene (capital letter) and pseudogene (lower case letters) loci are shown below the horizontal line. (B) is the
classical class II region showing the relative SVA and five classical class II HLA gene loci above the horizontal line investigated in this study. The
relative position of the HLA nonclassical class II genes and pseudogene loci are shown below the horizontal line. The region between HLA-DRB9
and -DRB1 that harbours the structural variants for the HLA-DRB3, -DRB4, -DRB5, and -DRB6 genes and deletion are indicated by the dashed lines
as an added horizontal extension. The Class III region that is located between the class I and class II regions is not shown in the figure. The location
of all genes, pseudogenes and SVA are not shown to exact genomic scale.
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(Bonferroni-corrected Pc-values). The estimation of haplotypes was

performed using the PHASE program v2.1.1 (51) and are referred to

in this study as phased-haplotypes.
3 Results

3.1 Common medical disorders associated
between PD and HC

The aetiology of PD appears to be multifactorial involving

aging, genetics, environmental factors (9), reflected by other

inflammation-related disorders or autoimmune diseases (20, 52,

53). Table 1 shows a list of common diseases or disorders in 318 PD

patients and 264 healthy controls (free of PD) in a subset of the

PPMI cohort. The most significant risk factors (Pc<0.1) associated

with PD in this subset of PD patients (average age of 61 years) is

scoliosis (n, 9 v 0), and sleep disturbances (n, 72 v 33). Thyroid

disease including hyperthyroidism is a risk factor in 75 of the PD

patients by the Fisher’s exact test with a p-value of 0.012.
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3.2 HLA genotyped transcripts and
statistical associations within case-
control comparisons

The HLA genotypes of ten classical class I and class II genes of

1521 individuals within the PPMI cohort inferred from the

transcription data are presented in Supplementary Table 1, and

their overall frequencies are shown in Supplementary Table 2. The

top six HLA-A, -B, -C, -DRB1, -DQB1, -DQA1, -DPA1, -DPB1 allele

frequencies in the PPMI cohort are shown in Table 2, confirming

that the PPMI cohort consists mostly of white European or North

American ancestry (33).

The significant differences at p<0.05 detected by the Fisher’s

exact test for 20 different HLA alleles (7 HLA class I and 13 HLA

class II alleles) up to the three-field resolution in the statistical

comparison between HC (n, 654) and PD (n, 750) are shown in

Table 3. There are 8 risk alleles (3 HLA class I and 5 HLA class II

alleles) and 12 protective alleles (4 HLA class I and 8 class II alleles)

within this comparison. The protective alleles, HLA-DRA*01:01:01

and -DQA1*03:01:01, are the only two significant (Pc<0.1) alleles
TABLE 1 Common medical diagnoses in 318 PD patients and 264 healthy controls (free of PD).

Common medical diagnoses n %

OR

95% CI

Available medical reports PD HC PD HC Lower Upper P-value Pc-value PD risk

allergy 6 68 1.9% 25.8% 0.06 0.02 0.13 < 2.20E-16 <7.26E-15 protective

arthritis 58 81 18.2% 30.7% 0.50 0.34 0.76 0.00060 0.01992 protective

asthma 12 14 3.8% 5.3% 0.70 0.29 1.67 0.42320 1

atrial fibrillation 14 9 4.4% 3.4% 1.30 0.52 3.48 0.67030 1

basal cell carcinoma 12 12 3.8% 4.5% 0.82 0.33 2.04 0.67940 1

breast cancer 2 6 0.6% 2.3% 0.27 0.03 1.54 0.14980 1

coronary artery disease 11 6 3.5% 2.3% 1.54 0.51 5.14 0.46500 1

dermatitis 8 4 2.5% 1.5% 1.68 0.44 7.69 0.56050 1

diabetes 29 34 9.1% 12.9% 0.68 0.39 1.19 0.17990 1

Erectile Dysfunction 25 8 7.9% 3.0% 2.73 1.17 7.12 0.01197 0.39501 risk

fibromyalgia 3 6 0.9% 2.3% 0.41 0.07 1.94 0.31210 1

genital herpes 5 3 1.6% 1.1% 1.39 0.27 9.03 0.73410 1

gout 5 0 1.6% 0% Inf 0.76 Inf 0.06681 1

hypercholesterolemia 58 44 18.2% 16.7% 1.12 0.71 1.76 0.66200 1

hyperlipidemia 45 57 14.2% 21.6% 0.60 0.38 0.94 0.02142 0.70686 protective

hypertension 109 88 34.3% 33.3% 1.04 0.73 1.50 0.86040 1 association

melanoma 8 5 2.5% 1.9% 1.34 0.38 5.26 0.78020 1

Myasthenia Gravis 3 0 0.9% 0% Inf 0.34 Inf 0.25520 1

neck disorder or pain 5 13 1.6% 4.9% 0.31 0.09 0.94 0.02835 0.93555 protective

neuropathy 21 14 6.6% 5.3% 1.26 0.60 2.74 0.60050 1

osteoporosis 26 23 8.2% 8.7% 0.93 0.50 1.76 0.88120 1

prostate carcinoma 13 9 4.1% 3.4% 1.21 0.47 3.26 0.82790 1

(Continued)
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TABLE 1 Continued

Common medical diagnoses n %

OR

95% CI

Available medical reports PD HC PD HC Lower Upper P-value Pc-value PD risk

psoriasis 10 14 3.1% 5.3% 0.58 0.23 1.43 0.21350 1

restless leg syndrome 8 9 2.5% 3.4% 0.73 0.24 2.17 0.62350 1

scoliosis 9 0 2.8% 0% Inf 1.67 Inf 0.00487 0.16084 risk

shingles herpes 1 3 0.3% 1.1% 0.28 0.01 3.45 0.33390 1

sleep disturbances, insomnia, sleep apnea 72 33 22.6% 12.5% 2.05 1.28 3.32 0.00164 0.05415 risk

squamous cell carcinoma 4 0 1.3% 0% Inf 0.55 Inf 0.13020 1

thyroid disease and hyperthyroidism 75 40 23.6% 15.2% 1.73 1.11 2.72 0.01205 0.39765 risk

urinary tract infection 8 8 2.5% 3.0% 0.83 0.27 2.56 0.80110 1
F
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665 listed diseases in 262 individuals (82.4%) with PD (average age of 61).
611 listed diseases 234 individuals (88.6%) without PD (average age of 60).
‘Inf’ is an infinite value due to a zero value in HC.
TABLE 2 Top six inferred allele frequencies for HLA-A, -B, -C, -DRB1, DQA1, -DQB1, -DPA1 and -DPB1 transcripts.

Locus Allele name

Number of genotypes

PD PRODROME SWEDD HC % Total

HLA-A A*02:01:01 308 35 28 250 20.41

HLA-A A*01:01:01 237 13 19 183 14.86

HLA-A A*03:01:01 170 11 18 139 11.11

HLA-A A*24:02:01 119 9 12 136 9.07

HLA-A A*26:01:01 80 7 4 93 6.05

HLA-A A*11:01:01 64 4 2 55 4.11

HLA-B B*08:01:01 136 8 15 100 8.51

HLA-B B*07:02:01 108 5 17 97 7.46

HLA-B B*38:01:01 81 8 5 102 6.44

HLA-B B*14:02:01 94 1 2 96 6.34

HLA-B B*44:02:01 90 11 10 78 6.21

HLA-B B*35:01:01 90 5 6 69 5.59

HLA-C C*04:01:01 204 12 10 190 13.68

HLA-C C*07:01:01 203 14 20 140 12.39

HLA-C C*06:02:01 147 12 7 134 9.86

HLA-C C*12:03:01 130 9 8 134 9.24

HLA-C C*07:02:01 130 7 19 108 8.68

HLA-C C*08:02:01 100 3 2 98 6.67

HLA-DRB1 DRB1*07:01:01 207 14 16 192 14.10

HLA-DRB1 DRB1*03:01:01 145 13 15 107 9.20

HLA-DRB1 DRB1*15:01:01 131 11 14 91 8.12

HLA-DRB1 DRB1*11:04:01 118 6 5 108 7.79

HLA-DRB1 DRB1*01:01:01 100 7 6 90 6.67

(Continued)
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after Bonferroni correction for multiple testing. Some notable allelic

differences between PD and HC at the p<0.05 level are HLA-

B*40:02:01, -DRB1*11:02:01 and -DPA1*02:02:02 with relatively

high OR l eve ls (3 .68 , 4 .38 and 2, respect ive ly) and

-DRB1*04 : 02 : 01 , -DRB1*04 : 04 : 0 1 , -DQA1*03 : 01 : 01 ,

-DQB1*03:02:01, -DPA1*01:03:01 and -DPB1*16:01:01 with

relatively low OR levels (0.64, 0.56, 0.68, 0.72, 0.82, and 0.17).

The HLA alleles frequencies in the PD group (n, 750) compared

statistically against those in the Prodrome (n, 57) and SWEDD (n,

60) groups are shown in Table 4. There are 11 and 17 allelic

differences at p<0.05 in the PD-Prodrome, and PD-SWEDD

comparisons respectively, but only the protective HLA-

DQA1*03:03:01 in the PD-Prodrome comparison is significant

(Pc=0.066) after the Bonferroni correction. Although the

expressed HLA-DRA*01:01:01 and -DQA1*03:01:01 are protective

alleles in the PD-HC comparison at Pc<0.1 (Table 3), HLA-
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DQA1*03:01:01 is significant only at the p<0.05 level and HLA-

DRA*01:01:01 is not significant (p>0.05) in the SWEDD-HC

comparison (Table 4). Neither HLA-DRA*01:01:01 nor

-DQA1*03:01:01 is significant (p>0.05) in the PD-Prodrome

comparison (Table 4).

The significant differences at p<0.05 for 43 HLA alleles (25 HLA

class I and 38 HLA class II alleles) up to the three-field resolution in

two comparisons between HC and the two PD subgroups,

Prodrome (A) and SWEDD (B), are shown in Table 5. There are

20 different alleles (18 risk and 2 protective) in the Prodrome-HC,

and 23 (18 risk and five protective) in the SWEDD-HC

comparisons, with five alleles (HLA-A*02:844, -B*14:02:01,

-B*40:01:02, -C*03:04:01, -DRB1*04:01:01) overlapping between

the two comparisons, (A) and (B). Only three alleles were

significant (Pc<0.1) after Bonferroni correction, the HLA-

DQA1*03:03:01 risk allele in the Prodrome-HC comparison, and
TABLE 2 Continued

Locus Allele name

Number of genotypes

PD PRODROME SWEDD HC % Total

HLA-DRB1 DRB1*13:01:01 80 9 3 78 5.59

HLA-DQA1 DQA1*05:05:01 270 12 13 208 16.54

HLA-DQA1 DQA1*02:01:01 206 14 16 193 14.10

HLA-DQA1 DQA1*01:02:01 197 18 22 140 12.39

HLA-DQA1 DQA1*03:01:01 128 6 18 157 10.16

HLA-DQA1 DQA1*05:01:01 148 11 16 111 9.40

HLA-DQA1 DQA1*01:03:01 110 10 4 116 7.89

HLA-DQB1 DQB1*03:01:01 259 18 19 207 16.54

HLA-DQB1 DQB1*05:01:01 191 15 10 195 13.51

HLA-DQB1 DQB1*02:02:01 148 8 8 151 10.36

HLA-DQB1 DQB1*06:02:01 145 11 18 110 9.34

HLA-DQB1 DQB1*03:02:01 117 7 18 137 9.17

HLA-DQB1 DQB1*02:01:01 138 13 15 102 8.81

HLA-DPA1 DPA1*01:03:01 1151 83 92 1047 78.01

HLA-DPA1 DPA1*02:01:01 215 18 12 174 13.77

HLA-DPA1 DPA1*02:01:02 48 1 7 28 2.76

HLA-DPA1 DPA1*02:02:02 34 3 4 15 1.84

HLA-DPA1 DPA1*02:07:01 16 0 2 12 0.99

HLA-DPA1 DPA1*01:04:01 9 2 2 16 0.95

HLA-DPB1 DPB1*04:01:01 577 42 46 545 39.78

HLA-DPB1 DPB1*02:01:02 225 14 13 226 15.71

HLA-DPB1 DPB1*04:02:01 182 6 12 135 11.01

HLA-DPB1 DPB1*03:01:01 89 9 11 66 5.75

HLA-DPB1 DPB1*01:01:01 69 5 8 42 4.08

HLA-DPB1 DPB1*104:01:01 46 3 2 46 3.19

total number of genotypes 1500 114 120 1308 3042
frontiersin.org

https://doi.org/10.3389/fimmu.2024.1349030
https://www.frontiersin.org/journals/immunology
https://www.frontiersin.org


Kulski et al. 10.3389/fimmu.2024.1349030
the HLA-DRA*01:01:02 and -DRB4*01:03:02 risk alleles in the

SWEDD-HC comparison.

The statistical analyses of the HLA allele frequency differences

at the p<0.05 level of significance show that the PD, Prodrome and

SWEDD subgroups are markedly different from each other within

the PPMI cohort (Tables 3–5). There are 57 significantly (p<0.05)

different HLA alleles (21 class I and 36 class II) in the five statistical

comparisons between the different PD subgroups (Tables 3–5).

Twenty-six (9 class I and 17 class II) of the 57 different alleles are

limited to a single subgroup comparison, mainly in the HC-PD (14

of 20 alleles), HC-Prodrome (6 of 20 alleles), HC-SWEDD (4 of 23

alleles) and PD-Prodrome (2 of 11 alleles) comparisons, whereas

thirty-one (12 class I and 19 class II) of the 57 alleles overlap

between two or more different subgroup comparisons

(Supplementary Table 3). In addition, there are more protective

alleles in the HC group than risk alleles in the PD group at a ratio of

12 to 8 (60%) in the PD-HC comparison (Table 3), whereas the

Prodrome and SWEDD comparisons with HC have more risk

alleles than protective alleles at ratios of 18 to 2 (90%), and 18 to

5 (78%), respectively (Table 5). In a statistical comparison between

the HC group (n, 654) and the combined PD subgroups (PD,
Frontiers in Immunology 0862
Prodrome and SWEDD, [n, 867]), presented in Supplementary

Table 4, there are 17 risk and 15 protective HLA alleles (12 class I

and 20 class II) with 8 of the 32 significant alleles (p<0.05) present

only in this analysis, whereas the other 24 alleles are present in at

least one of the other statistical comparisons (Tables 3–5). In this

analysis, the HLA-DRA*01:01:01 protective allele is significant

(P=0.0223) after a Bonferroni correction.

In summary, only five of the expressed HLA alleles shown in

Tables 3, 5 are significantly different (Pc<0.1) after Bonferroni

corrections, HLA-DRA*01:01:01 (HC v PD), -DQA1*03:01:01 (HC

v PD), -DQA1*03:03:01 (PD v Prodrome, HC v Prodrome),

-DRA*01:01:02 and -DRB4*01:03:02 (SWEDD v HC).
3.3 SVA genotyped transcripts and phased-
haplotypes within case-
control comparisons

The eQTL SVA transcripts expressed at eight MHC loci

(NR_SVA_377, R_SVA_24, R_SVA_25, R_SVA_26, NR_SVA_380,

R_SVA_27, R_SVA_85, NR_SVA_381) that are shown in Figure 1
TABLE 3 Significantly expressed HLA genotypes in healthy controls (HC) versus Parkinson Disease (PD).

HC, n=654 v PD, n=750

20 alleles n % PD HC
OR

95% CI P < 0.05 P< 0.1 Risk or

Allele name PD HC PD HC Other Other Lower Upper P-value Pc-value protective

A*31:01:02 32 14 2.13% 1.07% 1468 1294 2.01 1.04 4.11 0.035850 1 risk

B*40:02:01 25 6 1.67% 0.46% 1475 1302 3.68 1.47 10.99 0.001917 0.151443 risk

C*07:01:01 203 140 13.53% 10.70% 1297 1168 1.31 1.03 1.66 0.024200 1 risk

DRB5*01:01:01 136 90 9.1% 7.0% 1352 1204 1.35 1.01 1.80 0.03693 0.59088 risk

DRB1*11:02:01 10 2 0.67% 0.15% 1490 1306 4.38 0.93 41.21 0.043470 1 risk

DQB1*05:03:01 53 27 3.53% 2.06% 1447 1281 1.74 1.07 2.89 0.022560 0.879840 risk

DPA1*02:02:02 34 15 2.27% 1.15% 1466 1293 2.00 1.05 3.97 0.02939 0.529020 risk

DPB1*13:01:01 47 24 3.13% 1.83% 1453 1284 1.73 1.03 2.98 0.030210 1 risk

A*24:02:01 119 136 7.93% 10.40% 1381 1172 0.74 0.57 0.97 0.025160 1 protective

B*15:03:01 0 4 0% 0.31% 1500 1304 0 0 1.32 0.046970 1 protective

B*38:01:01 81 102 5.40% 7.80% 1419 1206 0.68 0.49 0.92 0.011340 0.895860 protective

C*02:10:01 0 4 0% 0.31% 1500 1304 0 0 1.32 0.046970 1 protective

DRA*01:01:01 949 889 63.3% 68.0% 551 419 0.81 0.69 0.95 0.0097 0.0485 protective

DRB4*01:03:01 283 289 19.0% 22.3% 1205 1005 0.82 0.68 0.99 0.03427 0.54832 protective

DRB1*04:02:01 59 79 3.93% 6.04% 1441 1229 0.64 0.44 0.91 0.011040 0.563040 protective

DRB1*04:04:01 24 37 1.60% 2.83% 1476 1271 0.56 0.32 0.96 0.027590 1 protective

DQA1*03:01:01 128 157 8.53% 12.00% 1372 1151 0.68 0.53 0.88 0.002612 0.070524 protective

DQB1*03:02:01 117 137 7.80% 10.47% 1383 1171 0.72 0.55 0.94 0.014650 0.571350 protective

DPA1*01:03:01 1151 1047 76.73% 80.05% 349 261 0.82 0.68 0.99 0.03489 0.628020 protective

DPB1*16:01:01 2 10 0.13% 0.76% 1498 1298 0.17 0.02 0.82 0.016570 0.712510 protective
Pc<0.1 are bold numbers.
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TABLE 4 Significant expressed HLA genotypes in Parkinson Disease (PD) compared to (A) prodrome and (B) scans without evidenece of dopamine deficits (SWEDD).

95% CI P < 0.05 P< 0.1 Risk or

er Upper P-value Pc-value protective

303.82 0.01195 0.87235 risk

4 3.78 0.04105 1 risk

7.02 0.02318 0.90402 risk

0.91 0.01271 0.59737 protective

1.36 0.04295 1 protective

1.09 0.04573 1 protective

1.18 0.04813 0.81821 protective

0.70 0.00244 0.06583 protective

0.69 0.00974 0.17536 protective

0.76 0.00779 0.30369 protective

1.04 0.02701 1 protective

95% CI P < 0.05 P< 0.1 Risk or
protective

er Upper P-value Pc-value

33.44 0.04184 1 risk

35.70 0.02929 1 risk

9 3.97 0.04876 0.73140 risk

3.56 0.04590 1 risk

18.45 0.01442 0.47586 risk

1 0.77 0.01554 0.73038 protective

0.87 0.01138 0.84212 protective

0.90 0.01332 0.57276 protective

0.42 0.00545 0.23414 protective

0.87 0.01642 0.24630 protective

(Continued)
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(A) PD, n=750 v Prodrome, n=57

11 alleles n % PD PRODROME
OR

Allele name PD PRODROME PD PRODROME Other Other Low

B*14:02:01 94 1 6.3% 0.9% 1406 113 7.55 1.29

DQA1*05:05:01 270 12 18.0% 10.5% 1230 102 1.87 1.00

DPB1*04:02:01 182 6 12.1% 5.3% 1318 108 2.48 1.08

A*02:01:01 308 35 20.5% 30.7% 1192 79 0.58 0.38

A*34:02:01 3 2 0.2% 1.8% 1497 112 0.11 0.01

B*51:01:01 57 9 3.8% 7.9% 1443 105 0.46 0.22

DRB5*01:02:01 32 6 2.2% 5.3% 1456 108 0.40 0.16

DQA1*03:03:01 78 15 5.2% 13.2% 1422 99 0.36 0.20

DPA1*02:01:08 4 3 0.3% 2.6% 1496 111 0.10 0.02

DPB1*14:01:01 20 6 1.3% 5.3% 1480 108 0.24 0.09

DPB1*16:01:01 2 2 0.1% 1.8% 1498 112 0.08 0.01

(B) PD, n=750 v SWEDD, n=60

17 alleles n % PD SWEDD
OR

Allele name PD SWEDD PD SWEDD Other Other Low

B*14:02:01 94 2 6.3% 1.7% 1406 118 3.94 1.04

C*08:02:01 100 2 6.7% 1.7% 1400 118 4.21 1.11

DRB absent 239 11 16.1% 9.2% 1249 109 1.90 0.99

DQA1*05:05:01 270 13 18.0% 10.8% 1230 107 1.81 0.99

DQB1*06:03:01 130 3 8.7% 2.5% 1370 117 3.70 1.21

A*02:972 1 2 0.1% 1.7% 1499 118 0.04 0.00

B*07:02:01 108 17 7.2% 14.2% 1392 103 0.47 0.27

C*07:02:01 130 19 8.7% 15.8% 1370 101 0.50 0.30

C*07:19 0 2 0% 1.7% 1500 118 0 0

DRB4*01:03:02 10 4 0.7% 3.3% 1478 116 0.20 0.06
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had statistically inferred regulatory effects on classical class I and

class II gene transcription levels and their different isoforms (44).

The MHC SVA genotype frequencies and their influence on

classical class I and class II HLA genes and transcripts based on a

previous study (44) are shown in Supplementary Table 5. The

number and percentage frequency of the 64 SVA-phased

haplotypes with the eight MHC genotyped SVA as present or

absent insert ions in the present study are shown in

Supplementary Table 6.

Significant differences for SVA genotypes were detected at

p<0.05 by the Fisher’s exact test between different subgroups (PD,

Prodrome, SWEDD and HC) within the PPMI cohort for only four

(R_SVA_25, NR_SVA_380, R_SVA_85, and NR_SVA_381) of the

eight SVAs (Table 6). R_SVA_25 when absent (A) on both

chromosomes is a homozygous AA referred to as the R_SVA_25

AA genotype. In the PD-SWEDD comparison, the R_SVA_25 AA

genotype is a PD risk, whereas the R_SVA_25 PA genotype is

protective. The homozygous presence (PP) of the NR_SVA_381

insertion is a significant risk in the PD-HC and HC-Combination

comparisons both at the p<0.05 and Pc<0.1 levels, but only at the

p<0.05 level in the HC-Prodrome comparison.
3.4 SVA and HLA phased-haplotypes within
case-control comparisons

Phased haplotypes and statistical analysis (Fisher’s exact test, p-

value; and Bonferroni correction, Pc-value) of HLA genotypes at 10-

loci and SVA genotypes at 8-loci are listed in Supplementary

Table 7. In this haplotype analysis of 18 loci, we used the

genotype data of only 1165 (66%) of the 1521 individuals because

of missing or uncertain data at one or more loci in the excluded 365

cases. Of the 1540 different phased haplotypes (66%) from a total of

2330 haplotypes in this analysis, only six are significantly different

between PD and HC at p<0.05 (Figure 2). However, none of these p-

values are significant when corrected by Bonferroni for multiple

testing. The two most frequent HLA/SVA haplotypes shown in

Figure 2 and listed in Supplementary Table 7 are phased-haplotype

ID-797 (n, 37, 2.4%) and phased-haplotype ID-105 (n, 35, 2.3%).

Moreover, there is only one risk haplotype (ID-100, n, 23, 1.5%)

detected by the Fisher’s exact test at p=0.025 that is more frequent in

PD than HC. In this haplotype, the high frequency R_SVA_85 is

absent (A) and the low frequency SVA_381 is present (P). The high-

risk HLA haplotype reported by Wissemann et al. (35) with the

B*07:02/C*07:02/DRB5*01/DRB1*15:01/DQA1*01:02/DQB1*06:02

alleles is split in our study between 30 different haplotypes by

including the HLA-A, -DPA, -DPB alleles, and SVA genotypes, and

therefore was not significant (Supplementary Table 8). In our study,

the protective HLA-DRB1*04:04 allele reported by Wissemann et al.

(35) is part of the ‘protective’ HLA/SVA phased-haplotype ID-1258

(Supplementary Table 7).

The SVAs that associated with the HLA allele groups at >73%

are listed in Table 7. For example, in the MHC class I region, the low

frequency NR_SVA_377 (6.9%) is associated almost exclusively

with the HLA-A*11 allele group, whereas the moderately low

frequency R_SVA_24 (26.5%) is associated mostly with three
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TABLE 5 Significantly expressed HLA genotypes in healthy controls (HC) versus (A) prodrome, and (B) scans without evidence of dopamine deficits (SWEDD).

95% CI P < 0.05 P< 0.1 Risk or

r Upper P-value Pc-value protective

2.90 0.004761 0.20472 risk

161.53 0.034350 1 risk

Inf 0.006375 0.27413 risk

6.67 0.024140 1 risk

8.83 0.037510 1 risk

5.57 0.017110 1 risk

6.05 0.011580 0.48636 risk

3.73 0.032010 1 risk

8.22 0.04560 0.72960 risk

5.49 0.011140 0.52358 risk

161.53 0.034350 1 risk

10.82 0.021780 1 risk

8.48 0.020310 0.50775 risk

4.86 0.003018 0.07545 risk

1363.90 0.018120 0.56172 risk

6.99 0.037550 1 risk

52.62 0.01384 0.22144 risk

12.36 0.005985 0.20948 risk

0.65 0.005414 0.33567 protective

0.94 0.030770 0.76925 protective

95% CI P < 0.05 P< 0.1 Risk or

Upper P-value Pc-value protective

153.62 0.03755 1 risk

Inf 0.00701 0.30134 risk

(Continued)
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(A) HC, n=654 v PRODROME, n=57

20 alleles n % PRODROME HC
OR

Allele name PRODROME HC PRODROME HC Other Other Low

A*02:01:01 35 250 30.70% 19.11% 79 1058 1.87 1.19

A*02:844 2 2 1.75% 0.15% 112 1306 11.61 0.83

A*34:02:01 2 0 1.75% 0% 112 1308 Inf 2.17

B*40:01:02 7 30 6.14% 2.29% 107 1278 2.78 1.01

B*49:01:01 5 19 4.39% 1.45% 109 1289 3.11 0.89

B*51:01:01 9 42 7.89% 3.21% 105 1266 2.58 1.07

C*03:04:01 9 39 7.89% 2.98% 105 1269 2.79 1.15

C*05:01:01 14 85 12.28% 6.50% 100 1223 2.01 1.02

DRB5*02:02:01 5 20 4.4% 1.5% 109 1274 2.92 0.84

DRB1*04:01:01 10 46 8.77% 3.52% 104 1262 2.64 1.15

DRB1*11:02:01 2 2 1.75% 0.15% 112 1306 11.61 0.83

DRB1*16:01:01 5 16 4.39% 1.22% 109 1292 3.70 1.04

DQA1*01:02:02 6 22 5.26% 1.68% 108 1286 3.24 1.05

DQA1*03:03:01 15 71 13.16% 5.43% 99 1237 2.64 1.35

DQB1*03:19:01 2 1 1.75% 0.08% 112 1307 23.19 1.20

DQB1*05:02:01 6 26 5.26% 1.99% 108 1282 2.74 0.90

DPA1*02:01:08 3 4 2.63% 0.31% 111 1304 8.78 1.27

DPB1*14:01:01 6 16 5.26% 1.22% 108 1292 4.48 1.41

B*14:02:01 1 96 0.88% 7.34% 113 1212 0.11 0.00

DQA1*03:01:01 6 157 5.26% 12.00% 108 1151 0.41 0.14

(B) HC, n=654 v SWEDD, n=60

23 alleles n % SWEDD HC
OR

Allele name SWEDD HC SWEDD HC Other Other Lower

A*02:844 2 2 1.67% 0.15% 118 1306 11.03 0.79

A*02:972 2 0 1.67% 0% 118 1308 Inf 2.06
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TABLE 5 Continued

OR
95% CI P < 0.05 P< 0.1 Risk or

Lower Upper P-value Pc-value protective

2.06 1.11 3.64 0.01342 0.87230 risk

3.04 1.18 6.99 0.01121 0.72865 risk

2.64 1.09 5.72 0.01558 0.65436 risk

2.09 1.16 3.60 0.01067 0.44814 risk

Inf 2.06 Inf 0.00701 0.29434 risk

2.94 1.06 7.11 0.0197 0.0983 risk

8.86 1.73 41.79 0.00445 0.06671 risk

1.91 0.99 3.47 0.04241 0.63615 risk

2.22 0.93 4.75 0.04300 1 risk

1.87 1.09 3.11 0.01583 0.39575 risk

3.23 1.32 7.14 0.00539 0.15092 risk

1.92 1.05 3.34 0.02797 0.78316 risk

2.83 1.02 6.82 0.02291 0.32074 risk

3.30 0.93 9.53 0.03173 1 risk

3.77 1.20 10.16 0.01186 0.39138 risk

6.67 1.02 34.75 0.02369 0.78177 risk

0.21 0.03 0.81 0.01330 0.86450 protective

0.21 0.02 0.80 0.01353 0.56826 protective

0.45 0.21 0.85 0.00849 0.12734 protective

0.35 0.09 0.96 0.03756 0.93900 protective

0.25 0.05 0.77 0.00670 0.18752 protective
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(B) HC, n=654 v SWEDD, n=60

23 alleles n % SWEDD HC

Allele name SWEDD HC SWEDD HC Other Other

B*07:02:01 17 97 14.17% 7.42% 103 1211

B*40:01:02 8 30 6.67% 2.29% 112 1278

C*03:04:01 9 39 7.50% 2.98% 111 1269

C*07:02:01 19 108 15.83% 8.26% 101 1200

C*07:19 2 0 1.67% 0% 118 1308

DRA*01:01:02 7 27 5.8% 2.1% 113 1281

DRB4*01:03:02 4 5 3.3% 0.4% 116 1289

DRB5*01:01:01 15 90 12.5% 7.0% 105 1204

DRB1*04:01:01 9 46 7.50% 3.52% 111 1262

DQA1*01:02:01 22 140 18.33% 10.70% 98 1168

DQB1*03:03:02 9 32 7.50% 2.45% 111 1276

DQB1*06:02:01 18 110 15.00% 8.41% 102 1198

DPA1*02:01:02 7 28 5.83% 2.14% 113 1280

DPB1*06:01:01 5 17 4.17% 1.30% 115 1291

DPB1*10:01:01 6 18 5.00% 1.38% 114 1290

DPB1*20:01:01 3 5 2.50% 0.38% 117 1303

B*14:02:01 2 96 1.67% 7.34% 118 1212

C*08:02:01 2 98 1.67% 7.49% 118 1210

DRB345 absent 11 239 9.2% 18.5% 109 1055

DQA1*01:03:01 4 116 3.33% 8.87% 116 1192

DQB1*06:03:01 3 122 2.50% 9.33% 117 1186

‘Inf’ is an infinite value due to a zero in HC.
Pc<0.1 are bold numbers.
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TABLE 6 Significant SVA genotypes transcribed in healthy controls (HC) versus (A) Parkinson Disease (PD), (B) prodrome, (C) Scans Without Evidence of Dopamine Deficits (SWEDD), and (D) combination (A+B+C);
and (E) PD versus SWEDD.

95% CI P<0.05 P<0.1 Risk or

Upper P-value Pc-value protective

1.00 0.040530 1.0000 protective

7.97 0.000190 0.0124 risk

95% CI P<0.05 P<0.1 Risk or

Upper P-value Pc-value protective

33.07 0.029170 1.0000 risk

17.48 0.008732 0.5414 risk

95% CI P<0.05 P<0.1 Risk or

Upper P-value Pc-value protective

4.97 0.002712 0.1654 risk

0.76 0.003253 0.1984 protective

0.99 0.042860 1.0000 protective

5.36 0.030620 1.0000 risk

95% CI P<0.05 P<0.1 Risk or

Upper P-value Pc-value protective

0.97 0.028960 1.0000 protective

9.78 0.036250 1.0000 risk

8.02 0.000090 0.0058 risk

95% CI P<0.05 P<0.1 Risk or

Upper P-value Pc-value protective

4.43 0.00671 0.43596 risk

0.73 0.00284 0.18441 protective

K
u
lski

e
t
al.

10
.3
3
8
9
/fim

m
u
.2
0
2
4
.13

4
9
0
3
0

Fro
n
tie

rs
in

Im
m
u
n
o
lo
g
y

fro
n
tie

rsin
.o
rg
(A) HC (n, 654) v PD (n, 750)

n %
OR

Locus Genotype PD HC PD HC Lower

NR_SVA_380 PA 139 148 22.53% 27.82% 0.75 0.57

NR_SVA_381 PP 39 10 6.31% 1.88% 3.51 1.70

(B) HC (n, 654) v PRODROME (n, 57)

n %
OR

Locus Genotype PRODROME HC PRODROME HC Lower

R_SVA_85 AA 3 5 5.77% 0.97% 6.22 0.94

NR_SVA_381 PP 5 10 9.09% 1.88% 5.19 1.34

(C) HC (n, 654) v SWEDD (n, 60)

n %
OR

Locus Genotype SWEDD HC SWEDD HC Lower

R_SVA_25 PA 19 82 32.76% 15.50% 2.65 1.37

R_SVA_25 AA 39 444 67.24% 83.93% 0.39 0.21

NR_SVA_380 PA 9 148 15.25% 27.82% 0.47 0.20

NR_SVA_380 AA 50 378 84.75% 71.05% 2.26 1.07

(D) HC (n, 654) v Combination (A+B+C) (n, 867)

n %
OR

Locus Genotype All HC All HC Lower

NR_SVA_380 PA 163 148 22.30% 27.82% 0.74 0.57

R_SVA_85 AA 19 5 2.70% 0.97% 2.84 1.02

NR_SVA_381 PP 47 10 6.42% 1.88% 3.58 1.76

(E) PD (n, 750) v SWEDD (n, 60)

n %
OR

Locus Genotype PD SWEDD PD SWEDD Lower

R_SVA_25 AA 510 39 83.1% 67.2% 2.39 1.25

R_SVA_25 PA 96 19 15.6% 32.8% 0.38 0.20
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different HLA-A allelic groups, A*03:01, A*11 and A*30:01. The

low-frequency R_SVA_25 (8.6%) is associated mostly with C*07:02,

but also with B*07:02, B*38:02, and B*39:06. On the other hand, the

moderately high-frequency R_SVA_26 (46.2%) is strongly

associated with at least 11 different HLA-B allelic groups and 6

different HLA-C allelic groups. R_SVA_26 is associated at varying

low levels (0-25%) with at least 19 different HLA-B allelic groups

(B*8, B*37, B*38, B*39, B*41, B*42, B*44, B*45, B*46, B*47, B*48,

B*49, B*50, B*52, B*53, B*55, B*56, B*58, B*73). In addition, there

are various low and high-percentage associations within the same

HLA-B allelic groups. For example, low percentage associations

occur with B*07:05 (but not B*07:02, B*07:04, B*07:06), B*14:02

(but not B*14:01), B*27:02, B*27:05 (but not B*27:07), and B*35:01

(but not B*35:02, B*35:03, B*35:08). While R_SVA_26 has high

percentage associations with HLA-C*03:04 (93.7%) and C*07:02

(82.8%), it has little or no association with HLA-C*03:02 and

-C*07:01, respectively.

In the MHC class II region, R_SVA_27 (11.9%) is associated

with DRB1*15 and DRB1*16 allelic groups at 100% each. Although

R_SVA_27 is not significant (p>0.05) in the PPMI cohort subgroup

comparisons, DRB1*15:01 and DRB1*16:01 are significant at p<0.05

in the combination-HC, and Podromal-HC comparisons,
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respectively. Supplementary Table 9 shows the number of

SVA_27/DRB1*15 or DRB1*16/DQA1 haplotypes in the PPMI

cohort, including DRB1*15:01/DQA1*01:02, which is associated

with protection from T1D (54) and susceptibility for multiple

sclerosis (55). Of the 194 DRB1*15:01/SVA_27 haplotypes in

PPMI, 178 (91.8%) are linked to DQA1*01:02/DQB1*06:02. Of the

50 DRB1*16/SVA_27 haplotypes, 39 (78%) are linked to

DQA1*01:02:02/DQB1*05:02:01.

The high frequency R_SVA_85 insertion (82.2%) is associated

strongly with threeDPA1 allele groups at 99.9% or 100% and with at

least 13 DPB1 allelic groups at >96%. The relatively low frequency

NR_SVA_381 (19.8%) that is significantly more prevalent in PD

than healthy controls (Table 6) is strongly associated with the HLA-

DPA1*02 and –DPA1*04 allele lineages, and with at least 9 HLA-

DPB1 allele lineages (Table 7). Of these HLA-DPB1 allele groups,

DPB1*01, DPB1*10, and DPB1*14 appear to imply a disease risk

based on p<0.05 and high OR values >1 (Tables 3–5).

The HLA alleles DRB1*01, DRB1*04, DRB1*11, DRB1*15,

DRB1*16, DQA1*01, DQA1*03, -DQB1*03, -DQB1*05, -DQB1*06

(Tables 3–5) and NR_SVA_380 (Table 6) are significant (p<0.05) in

the PPMI cohort subgroup comparisons. In this regard, on the basis

of the phase-haplotype inferences, we constructed twelve
FIGURE 2

Phased haplotypes of HLA genotypes at 10-loci and the absence or presence of the SVA insertion at 8-loci are presented as line diagrams for eight
examples of 1540 different haplotypes listed in Supplementary Table 7. The top horizontal line with 18 boxes represents the reference loci (REF loci)
of a hypothetical haplotype with the ten labelled HLA genes (open boxes) and all the labelled SVA present at 8 loci. The R and NR designations were
omitted from the labelled SVA loci. The next two horizontal lines from the top represent the two most frequent HLA/SVA haplotypes (ID.797 [n, 37]
and ID.101 [n, 35], respectively) with ten yellow boxes representing the allelic groups of the HLA genes and the presence of only one SVA (closed
orange box) represented by SVA-85. No other SVA was present in these two haplotypes that were not significantly different (p>0.05) between cases
and healthy controls. The next six horizontal lines with ID numbers and n values beside them on their right side represent the haplotypes that were
significantly different between PD and HC at p<0.05. The ten open boxes on each horizontal line represent the allelic groups of the HLA genes
labelled on REF loci at the top. The SVA present in one or other of the particular haplotypes are represented by the closed orange boxes. For
example, the bottom horizontal line represents the ID.1281 haplotype (n, 4) listed in Supplementary Table 7 and the orange closed boxes represent
the presence of 5 SVA insertions that are SVA_24, SVA_25, SVA_26, SVA_377, and SVA_85. This haplotype does not have a DRB3, 4 or 5 gene, hence
there is no open box in the DRB345 column. Also, there is no SVA_377 or SVA_27 insertion in any of these eight phased haplotype examples.
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TABLE 7 SVA insertions and HLA allele associations (>70%).

SVA HLA allele
%
Association

Allele
Fraction

NR_SVA _377 A*11:01:01 93.2 68 of 73

(n, 108, 6.9%) A*11:303 88.1 37 of 42

R_SVA_24 A*03:01:01 100 193 of 193

(n, 418, 26.5%) A*11:01:01 98.6 72 of 73

A*11:303 100 42 of 42

A*30:01:01 100 61 of 61

R_SVA_25 C*07:02:01 88.2 134 of 152

(n, 135, 8.6%) C*07:02:80 100 1 of 1

B*07:02:01 91.5 107 of 117

B*07:02:45 100 1 of 1

B*38:02:01 100 1 of 1

B*39:06:02 100 12 of 12

R_SVA_26 B*07:02:01 98.3 123 of 126

(n, 727, 46.2%) B*13:02:01 100 38 of 38

B*14:01:01 83.3 10 of 12

B*18:01:01 95.8 69 of 72

B*27:07:01 100 5 of 5

B*35 89.6 95 of 106

B*40 96.8 90 of 93

B*51:01:01 87.8 72 of 82

B*52:01:01 93.3 28 of 30

B*57 100 47 of 47

B*81 100 3 of 3

C*03:04 93.7 74 of 79

C*07:02 82.8 111 of 134

C*12:02 100 29 of 29

C*14 93.3 14 of 15

C*15 86.6 58 of 67

C*18 100 4 of 4

NR_SVA _380 DRB1*01:01:01 93.8 181 of 194

(n, 206/
1576, 13.1%) DRB1*10:01:01 100 20 of 20

R_SVA_27 DRB1*15 100 145 of 145

(n, 188/
1576, 11.9%) DRB1*16 100

43 of 43

DQA1*01:01:01 0.7 1 of 135

DQA1*01:02:01 58.9 113 of 192

DQA1*01:02:02 95.5 42 of 44

DQA1*01:02:04 100 2 of 2

(Continued)
F
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TABLE 7 Continued

SVA HLA allele
%
Association

Allele
Fraction

DQA1*01:03:01 24.4 29 of 119

DQB1*05:01:24 100 1 of 1

DQB1*05:02:01 86.5 45 of 52

DQB1*05:03:01 1.7 1 of 58

DQB1*06:01:01 73.7 28 of 38

DQB1*06:01:03 100 2 of 2

DQB1*06:02:01 75.7 103 of 136

DQB1*06:03:01 5.2 7 of 135

R_SVA_85 DPA1*01 99.9 1262 of 1263

(n, 1303/
1586, 82.2%) DPA1*03 100

5 of 5

DPA1*04 100 1 of 1

DPB1*02 96.5 278 of 288

DPB1*03 100 101 of 101

DRB1*04 97 731 of 754

DPB1*06 100 26 of 26

DPB1*15 100 20 of 20

DPB1*16 100 16 of 16

DPB1*18 100 4 of 4

DPB1*20 100 10 of 10

DPB1*23 100 10 of 10

DPB1*34 100 3 of 3

DPB1*104 100 50 of 50

DPB1*105 100 5 of 5

DPB1*124 100 5 of 5

NR_SVA _381 DPA1*02:01:01 98.1 205 of 209

(n, 313/
1586, 19.8%) DPA1*02:01:02 100

33 of 33

DPA1*02:01:04 100 3 of 3

DPA1*02:01:08 100 4 of 4

DPA1*02:02:02 97.5 39 of 40

DPA1*02:06 80 8 of 10

DPA1*02:07:01 100 15 of 15

DPA1*02:12:01 100 1 of 1

DPA1*02:26:01 100 2 of 2

DPA1*04:01:01 100 1 of 1

DPA1*01:58 100 2 of 2

DPB1*01 100 55 of 55

DPB1*05 94.7 36 of 38

(Continued)
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haplotypes of NR_SVA_380, and HLA-DRB1, -DQA1 and -DQB1

alleles to estimate their frequency and overall pattern of distribution

(Table 8). There are 206 NR_SVA_380 insertions associated with

395 DRB1/DQA1/DQB1 haplotypes at 52.2%.

Because HLA-DPA1and -DPB1 (Tables 3–5) and R_SVA_85

and NR_SVA_381 (Table 6) are significant in the PPMI cohort

subgroup comparisons, we constructed fifty-five phased haplotypes

of the R_SVA_85, SVA_381 genotypes, and HLA-DPA1 and HLA-

DPB1 allele lineages to estimate their frequency and overall

distribution (Supplementary Table 10). Figure 3 shows that

thirty-eight (1.6%) of the 2330 haplotypes have both SVA
Frontiers in Immunology 1670
insertions (PP); 1893 (81.3%) have the R_SVA_85 insertion, but

not NR_SVA_381 (PA); 396 (17%) have the NR_SVA_381

insertion, but not the R_SVA_85 (AP); and three (0.1%) have no

R_SVA_85 and no NR_SVA_381 (AA). Supplementary Table 10

reveals that the three most frequent of the R_SVA_85 insertion/DP

haplotypes are R_SVA_85/DPA1*01/DPB1*04 (50.3%), R_SVA_85/

DPA1*01/DPB1*02 (15.9%), and R_SVA_85/DPA1*01/DPB1*03

(5.9%). The most frequent NR_SVA_381 insertion/DP haplotype

is NR_SVA_381/DPA1*02/DPB1*01 (3.7%).
3.5 Modulation of HLA-DPA1 and -DPB1 by
two MHC SVA RIPs in the PPMI cohort

Figure 4 shows box plots of the possible effects of R_SVA_85

and NR_SVA_381 on the expression of HLA-DPA1 and -DPB1

transcription. Homozygous R_SVA_85 insertion (PP) significantly

increases (p=0.023) the transcription of HLA-DPB1, but has no

significant effect (p=0.35) on the transcription of HLA-DPA1. The

absence of R_SVA_85 appears to be a risk factor for the Prodrome

cohort (Table 6). In contrast, homologous NR_SVA_381 insertion

(PP) (Table 6) significantly decreases the transcription levels of

HLA-DPA1 (p=0.037) and HLA-DPB1 (p=0.001) in the PPMI

cohort, and its presence as a homozygous genotype (PP) is a risk

factor (Pc=0.012) for PD (Table 6A; Figure 4).
4 Discussion

The regulatory effects of eight transcribed SVA RIPs on the

differential co-expression of 71 genes within the MHC genomic

region including all the classical class I and class II genes of a PPMI

cohort were previously identified by eQTL statistical analysis (41,

43, 44). In this study, the same PPMI RNAseq database was reused

to genotype the transcripts encoded by classical class I and class II

HLA genes in order to determine their frequency and estimate their

haplotypic associations with each other and with the eight

regulatory MHC SVAs. The arcasHLA software tool (50) was

used to impute the genotypes of the transcripts expressed by the

class I and class II HLA genes to at least the three-field resolution

that included the ancestral allele group, the protein type and the

synonymous changes in the coding regions. In a recent comparison

of the seven best of 22 genotyping computation tools, arcasHLA was

the fastest and among the top three most accurate (99.1% for MHC-

I and 98.1% for MHC-II) for genotyping Caucasian American RNA

data (56). The PPMI cohort HLA allele frequency and haplotype

data confirmed that our cohort was mostly (>95%) Caucasian

American or Caucasian European as expected (33, 48).

Consequently, we have accepted the high accuracy and reliability

of the arcasHLA imputations without resorting to the use of other

genotyping tools.

Significant differences were detected at p<0.05 by the Fisher’s

exact test for 21 HLA class I alleles and 36 HLA class II alleles

transcribed by 10 HLA genes that were different up to the three-field

resolution within four subgroups (PD, Prodrome, SWEDD and

HC) of the PPMI cohort when not corrected by multiple testing
TABLE 7 Continued

SVA HLA allele
%
Association

Allele
Fraction

DPB1*09 100 8 of 8

DPB1*10 100 27 of 27

DPB1*11 100 13 of 13

DPB1*13 85.1 40 of 47

DPB1*14 95.8 23 of 24

DPB1*17 97.7 43 of 44

DPB1*19 100 9 of 9
TABLE 8 Frequencies of twelve 3-loci HLA-DRB1/DQA1/DQB1
haplotypes with NR_SVA _380 insertions.

1
SVA_380/DRB1*01:01:01/
DQA1*01:01:01/DQB1*05:01:01 93.6%

117
of 125

2
SVA_380/DRB1*01:01:02/
DQA1*01:01:02/DQB1*05:01:01 94.8%

54 of 57

3
SVA_380/DRB1*10:01:01/
DQA1*01:05:01/DQB1*05:01:01 100% 19 of 19

4
SVA_380/DRB1*01:03:01/
DQA1*01:01:01/DQB1*05:01:01 80% 4 of 5

5
SVA_380/DRB1*01:03:01/
DQA1*05:05:01/DQB1*03:01:01 75%

3 of 4

6
SVA_380/DRB1*08:01:01/
DQA1*04:01:01/DQB1*04:02:01 10% 3 of 30

7
SVA_380/DRB1*10:01:01/
DQA1*01:05:01/DQB1*06:03:01 100%

1 of 1

8
SVA_380/DRB1*01:01:01/
DQA1*01:01:01/DQB1*05:23:01 100%

1 of 1

9
SVA_380/DRB1*01:01:01/
DQA1*01:01:04/DQB1*05:01:01 100%

1 of 1

10
SVA_380/DRB1*01:01:01/
DQA1*01:02:01/DQB1*05:04 100% 1 of 1

11
SVA_380/DRB1*08:01:01/
DQA1*04:02/DQB1*04:02:01 12.50%

1 of 8

12
SVA_380/DRB1*07:01:01/
DQA1*02:01:01/DQB1*02:02:01 0.7% 1 of 143

Total: 206 SVA_380 insertions associated with 395 DRB1/DQA1/DQB1
haplotypes at 52.2%
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(Tables 3–5). Only five alleles, all from the HLA class II region, were

significant after the Bonferroni correction; the expressed protective

alleles HLA-DRA*01:01:01 and -DQA1*03:01:01 within PD, the risk

allele HLA-DQA1*03:03:01 within the Prodrome cohort and the

HLA-DRA*01:01:02 and -DRB4*01:03:02 risk alleles in the SWEDD

group. AlthoughHLA-DQA1*03:01:01 differs from -DQA1*03:03:01

by a single nucleotide substitution in exon 3 at codon 160

(c548.C<A), the OR calculations showed that the former was a

protective allele and the later a risk allele. HLA-DQA1*03:01:01 was

more prevalent at 10.2% than -DQA1*03:03 at 5.7% in the PPMI

cohort (Supplementary Table 2). The 52 alleles that did not survive

the Bonferroni statistical challenge, but had significant differences

p<0.05 between the different cases and controls by the Fisher exact

test were placed within a statistically marginal zone of ‘possible’

rather than ‘strong’ or ‘definite’ risk or protective effects. This lower

level of statistical significance might have been confounded by

various factors such as lack of statistical power due to insufficient

sample numbers, unreliable disease and aetiological factors, or

various comorbidities and other issues not accounted for in our

analysis. However, many of the 57 possible protective or

susceptibility HLA alleles (p<0.05 or Pc<0.1) were reported

previously by others to be statistically significant in PD and

various autoimmune disease studies. For example, we confirmed

the results of previous studies that HLA-DRA*01, -DRB4*01:03,

-DRB5*01, -DQB1*05 and -C*07:01:01 are predisposing alleles and
Frontiers in Immunology 1771
that HLA-DRB1*04:04, -DQA1*03:01, -DQA1*03:02 , and

-DQB1*03:02, are protective in PD (34–37, 57). The HLA-

A*31:01:02, and -B*40:02:01 possible risk alleles in our PD cohort

were not reported previously, although they were associated with

the development of acquired aplastic anemia (58). Also, we found

that the HLA-DRB1*11:02:01 was a minor possible risk allele in the

PD, Prodrome and combined cohorts, but not in the SWEDD

cohort. This might be the first report to associate HLA-

DRB1*11:02:01 as a possible risk allele in PD, although it has

been associated with systemic juvenile idiopathic arthritis (59),

Graves’ disease (60) and MS (57).

In our study, there was an overall greater number of possible

protective alleles than risk alleles at a ratio of 12 to 8 (60%) in the

PD group compared to healthy controls, whereas the Prodrome and

SWEDD comparisons with HC had more possible risk alleles than

protective alleles at ratios of 18 to 2 (90%), and 18 to 5 (78%),

respectively. This greater ratio of HLA risk to protective alleles in

Prodrome and SWEDD compared to HC might in part explain the

gradual or variable progression to PD. Idiopathic, spasmodic and

prodromal PD groups have a mixed population of different HLA

haplotypes and HLA alleles that carry and present various peptides

and antigens to T lymphocytes, which in turn are activated to

regulate a diversity of immune responses including inappropriate

and harmful autoimmune responses that can cause extensive tissue

damage. In this study, we could not discern easily, which are the
A

B

FIGURE 3

Frequency of R_SVA_85, SVA_381, DPA1, DPB1 haplotypes in PPMI cohort based on phased haplotypes in Supplementary Table 7. (A) relative
position of SVA RIPs and HLA-DP genes at the centromeric end of the MHC class II gene cluster (Figure 1). Horizontal arrows show the 5’ prime to 3’
direction of the DPA1 and DPB1 gene coding. (B) Four main R_SVA_85, SVA_381 phased haplotype structures, PP, PA, AP and AA, of the 2330
haplotypes listing their percentage frequency association with the DPA1 and DPB1 haplotype allelic lineages.
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possible high risk HLA haplotypes that lead to a faster rate of

disease onset, and which are protective or low risk HLA alleles that

slow down the disease rate. Wissemann et al. (35) on the basis of

their study suggested that the 7.1 ancestral haplotype (AH) that

consists of the linked HLA alleles B*07:02/C*07:02/DRB5*01/

DRB1*15:01/DQA1*01:02/DQB1*06:02 is a PD high risk haplotype

and that the C*03:04, DRB1*04:04 and DQA1*03:01 alleles are part

of low-risk haplotypes. We found that five of the alleles in the

possible high risk 7.1AH were present in the SWEDD-HC

comparison, but not in the PD-HC or Prodrome-HC

comparisons. DRB1*15:01 was a possible risk allele only in the

Combination (all subgroups)-HC comparison. Also, these high-risk

alleles were present in the SWEDD group at a frequency of between

14.2% and 18.3% relative to a frequency between 7% and 10.7% in

the HC group. The low-risk alleles DRB1*04:04 and DQA1*03:01

were distributed as protective alleles in our PD-HC comparison. In

contrast, C*03:04 was a risk allele in the Prodrome-HC, and the

SWEDD-HC comparisons. Furthermore, none of the HLA alleles of

the frequent Caucasian 8.1AH haplotype: HLA-A*0101/C*0701/

B*0801/DRB1*0301/DQA1*0501/DQB1*0201, except for C*0701,

were significant in our study groups.

The statistical results for the HLA-DRB1*04 alleles in previous

studies of PD suggested both susceptibility (36) and protective
Frontiers in Immunology 1872
associations (34, 35, 37–39). Our results revealed that the HLA-

DRB1*04 alleles were significant statistically at the ‘possible’ level

(uncorrected Fisher’s exact test, p<0.05) with HLA-DRB1*04:02 and

-DRB1*04:04 protective in PD and PPMI (Table 3), whereas HLA-

DRB1*04:01 was a possible risk allele in the Prodrome and SWEDD

groups, and the PPMI cohort (Table 5). This difference between the

PD, Prodrome, and SWEDD groups might reflect that neither the

Prodrome, nor SWEDD groups were an established PD with as yet

degenerated dopaminergic neurons and large aggregates of alpha-

synuclein or tau proteins (48). A recent study by Mignon et al. (61),

reported in a preprint, suggested that HLA-DRB1*04 alleles

strongly bound to an epitope sequence of tau in neurofibrillary

tangles and mediated an adaptive immune response against tau to

decrease PD risk. This protective effect of the HLA-DRB1*04

antigen was intermediary with HLA-DRB1*04:01 and HLA-

DRB1*04:03, and absent for HLA-DRB1*04:05 (61), which might

explain in part the differentiated statistical results that we obtained

for the HLA-DRB1*04 alleles in the PPMI cohort (Tables 3–5). In

contrast, HLA-DRB1*04:01 might transport alpha-synuclein to the

cell surface of T-cells (62) to become a risk factor for individuals in

the Prodrome and SWEDD groups (Table 5). According to

Hollenbach et al. (38), HLA-DRB1*04:01 is part of the protective

Caucasian haplotype DRB1*04:01/DQA1*03:01/DQB1*03:02 and
A B

DC

FIGURE 4

Box plots of regulation of the expression of HLA-DPA1 and HLA-DPB1 transcripts by NR_SVA_381 genotypes [(A, B), respectively], and HLA-DPA1
and HLA-DPB1 transcripts by NR_SVA_85 genotypes (C, D, respectively) in PPMI cohort. The genotypes are absent-absent (AA), absent-present (AP),
and present-present (PP). The number of genotypes (n) for NR_SVA_381 in each (A, B) are 805 for AA, 404 for AP, and 57 for PP in 1266 individuals.
The number of genotypes for R_SVA_85 in each (C, D) are 24 for AA, 371 for AP and 826 for PP for 1221 individuals, data were not available for 45
individuals. The statistical p-values are shown above the box plots on horizontal lines between the genotypes.
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that, along with DRB1*01:01, has the ‘shared epitope’ (SE) with the

amino acid motif Q/RK/RRAA at positions 70–74 in combination

with valine at position 11 (11-V) that are highly protective in PD. In

our study, HLA-DRB1*01:02 was a possible protective allele within

the combined cohort-healthy controls comparison.

Four possible HLA risk alleles, HLA-DRB5*01:01, -DRB1*04:01,

-DRB1*15:01, and -DQB1*03:01, are of particular interest because

they have been associated with alpha-synuclein specific T cell

reactivity in patients with PD (23–25). In this regard, Ozono et al.

(62) showed experimentally that HLA class II molecules with the

DRB5*01:01 allele captured and transported conformationally

abnormal alpha-synuclein extracellularly, whereas HLA-

DRB1*04:01 transported normal alpha-synuclein to the cell

surface to present to circulating CD4-positive T cells, but did not

translocate structurally abnormal alpha-synuclein. Moreover,

alpha-synuclein32-46 peptide immunisation of mice that

expressed HLA-DRB1*15:01 triggered intestinal inflammation,

enteric neurodegeneration, constipation, and weight loss (22),

suggesting a critical role for alpha-synuclein autoimmunity in

HLA-DRB1*15:01 carriers in the combined PPMI cohort

(Supplementary Table 4). The findings by Garretti et al. (22) are

consistent with the hypothesis that alpha-synuclein-mediated

pathology can originate in the enteric neural system and proceed

into the brain via the vagus nerve (12, 52). In this context, Braak’s

hypothesis (12) connects the onset of PD to the alleles HLA-

DRB1*15:01, -DRB1*04:02:01, -DQA1*03, and -DQB1*03:02:01

that are associated with Crohn’s disease, colitis or celiac disease

(63–65), and that we found were significant (p<0.05) in the PPMI

cohort (Tables 3–5; Supplementary Table 4). The question remains

whether the CD4+ T lymphocytes that recognise and interact with

the presented HLA class II bound alpha-synuclein antigens might in

turn trigger cytotoxic CD8+ T lymphocytes and antibody

producing B-lymphocytes to attack and destroy neurons that

display HLA-bound alpha-synuclein antigen at the cell surface in

the peripheral and central nervous systems. A dysfunctional blood

brain barrier in PD patients can lead to increased levels of alpha-

synuclein, autoantibodies against alpha-synuclein, and infiltrating T

cells in the CSF and plasma (66). Consequently, more information

is required about what subgroups of autoreactive T and B

lymphocytes and other self-antigens beside alpha-synuclein might

be generated by the adaptive immune system in PD pathogenesis.

Eight SVA eQTLs expressed within the MHC region were

inferred to differentially modulate the transcription levels of

classical class I and class II HLA genes within the PPMI cohort

(43, 44). In the present study, four of the eight regulatory SVA-RIPs,

R_SVA_25, NR_SVA_380, R_SVA_85 and NR_SVA_381, are

significant (p<0.05) by the Fisher’s exact test within the different

PPMI subgroups, but only the SVA_381 PP genotype is significant

(Pc<0.1) after Bonferroni corrections for multiple testing (Table 6).

SVA_381 PP is a significant (p<0.05) risk in the PD-HC, Prodrome-

HC and combination-HC comparisons, but not significant (p>0.05)

in the SWEDD-HC comparison. This result might be related to the

observation that the homologous NR_SVA_381 insertion (PP) is

associated significantly with a decrease in the transcription levels of

HLA-DPA1 (p=0.037) and HLA-DPB1 (p=0.001) in the PPMI

cohort (Figure 4). The suppressed transcription rate might result
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in a reduced level of HLA-DPA1 and -DPB1 antigen presentation to

the circulating CD4+ helper cells. Previously, NR_SVA_381 was

inferred to modulate only the allelic expression of the HLA-DPA1,

-DPB1 and -B genes, whereas R_SVA_85 only modulates the HLA-

DPA1 and -DPB1 genes (44). Thus, R_SVA_85 and NR_SVA_381

might have opposing regulatory effects on the HLA-DPA1, and

-DPB1 gene expression that together could have a small, but

significant effect in some PD and Prodrome cases (Figures 3, 4).

The total absence of R_SVA_85 (genotype AA) is a minor risk

factor for the Prodrome cohort (Table 6), which suggests that its

presence (genotype PP) might be protective. A possible protective role

is supported by its presence in four significant protective haplotypes

(Figure 2). Although R_SVA_85 significantly increased (p=0.023) the

transcription of HLA-DPB1, its presence (PP) had no significant

statistical effect (p>0.05) on the levels of HLA-DPA1 transcription

(Figure 4). Therefore, the protective effect of the presence of R_SVA_85

in PD or in the Prodrome cohort might be diluted out in a statistical

analysis because of its overall high frequency (82.9%) in the PPMI

cohort and strong association with many different HLA-DPA1 alleles

(Table 7; Figure 3). Although the R_SVA_85 andNR_SVA_381 loci are

separated from each other by 1.7 kb in an intergenic region between the

HLA-DOA andHLA-DPA1 genes (Figure 1), they are together only at a

low frequency of 1.6% (Figure 3). The effects of R_SVA_85 and

NR_SVA_381 on the gene expression of HLA-DPA1 and -DPB1

genes (Figure 4), either separately or together, is of interest also for

unrelated hematopoietic cell transplantation because the level of

expression of HLA-DP in the recipient is an important prognostic

indicator of donor-anti-host recognition and for evaluating the risk of

graft-versus-host disease (67, 68).

Of the two other SVA-RIPs that had minor significance (p<0.05),

R_SVA_25 modulates the transcription of all the HLA class I genes

and HLA-DRB5, -DRB1 and -DQB1, whereas NR_SVA_380

modulates the transcription of the HLA-C, HLA-DRB1 and the two

HLA-DQ genes (44). R_SVA_25 is inserted 23.4 kb telomeric ofHLA-

C, occurs at low frequency (8.6%), but upregulates the expression of

88.2% of the C*07:02:01 risk alleles and 92% of the B*07:02:01 risk

alleles (Table 7) in the SWEDD-HC comparison (Table 4). SVA_380

AA is a minor risk genotype in the SWEDD-HC comparison, while

SVA_380 PA is protective in the PD-HC comparison as well as in the

SWEDD-HC comparison (Table 6). NR_SVA_380, inserted between

DRB5 and DRB6, up-regulates 93.8% of DRB1*01:01:01 and 100% of

DRB1*10:01:01 neutral alleles (Table 7).

Our previous study was unable to discern whether SVA_24,

SVA_380 or SVA_27 modulated the expression of HLA-DQA1

protective or risk alleles (44). The present study revealed that of

the 110 HLA-DQA1*03:03:01 risk alleles in the PPMI cohort, 31

(28.2%) were associated with SVA_24, none with SVA_380, and

none with SVA_27. Similarly, of 147 DQA1*03:01:01 protective

alleles, 35 (23.7%) were associated with SVA_24, none with

SVA_380, and none with SVA_27. Although SVA_24 is located

near HLA-A within the alpha block of the MHC class I region and

located 2.7 Mb from theHLA-DQA1 locus, it appears to regulate the

expression levels of the two most statistically significant (Pc<0.1)

HLA class II alleles, HLA-DQA1*03:01:01 and -DQA1*03:03:01,

detected in our study (Tables 3, 5, respectively). If this is the case,

then the statistical significance of SVA_24 transcription and
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regulation of HLA alleles in PD was not detected probably because

it is associated more strongly with transcription modulation of the

HLA-A3, -A11 and -A30 neutral alleles (Table 7). None of the other

transcribed SVA RIPs were associated with the significant HLA-

DQA1*03 alleles.

SVAs have been inserted and translocated at different times of

human evolutionary history (69). Consequently, the MHC SVA are

associated more strongly with some HLA allele groups than others

and could be used as evolutionary and disease markers (45). For

example, R_SVA_27, although present in 11.9% of the PPMI cohort,

is associated with all of the HLA-DRB1*15 and -DRB1*16 alleles, but

with none of the other 11 HLA-DRB1 allelic lineages (Table 7). We

hypothesize that R_SVA_27 was inserted originally into the MHC

class II region in a location between HLA-DRB1 and HLA-DQA1 in

an ancestor with eitherHLA-DRB1*15 or -DRB1*16 or a heterozygote

individual who had both alleles. R_SVA_27 is associated strongly also

with some of the HLA-DQB1*05 or -DQB1*06 lineage alleles

(Table 7). Therefore, R_SVA_27 is an unique autoimmune disease

marker because its linkage to the DRB1*15:01/DQA1*01:02/

DQB1*06:02 haplotype has been associated with multiple sclerosis

(38, 70–72), and the R_SVA_27/DRB1*16/DQB*05 haplotype was

associated with other autoimmune diseases (73, 74). In the PPMI

cohort, R_SVA_27 is associated strongly with HLA-DQA1*01:02

(96%), but weakly or not at all with the other -DQA1*01 field-three

alleles such asHLA-DQA1*01:01:01 (0.7%), -DQA1*01:02:01 (58.9%),

or -DQA1*01:03:01 (24.4%). These lower percentage associations

suggest that HLA-DQA1*01:01:01 was already fully established in

the population before R_SVA_27 was inserted, and that HLA-

DQA1*01:02:02 emerged probably at a time proximate to the

R_SVA_27 insertion event.

This study confirms and extends our previous reports that

transcribed SVA elements inserted within the MHC genomic

region can modulate certain HLA genes at the transcription level

(41, 43, 44), and therefore, might regulate the expression of particular

HLA risk and protective alleles, which in turn influence the onset and

progression of PD via the immune response. For example, the

upregulated or downregulated HLA transcription levels modulated

by SVA transcripts could change the levels of foreign or autoreactive

self-peptide presentation to CD4+ T helper lymphocytes or cytotoxic

CD8+ T lymphocytes and influence the onset, development or

progression of PD. In this regard, the SVA and HLA PD risk

variants are likely additive causes with a complicated polygenic

structure. Stronger statistical and molecular significance might be

found in future studies with better stratification and

compartmentalisation of the PD co-morbidities associated with

autoimmune diseases and other age-related neurological diseases.

The coordination of the adaptive and innate immunity by the HLA

system in PD is highly complex and still poorly understood (3, 8, 66).

The infiltration of peripheral CD4+ and CD8+ lymphocytes and

monocytes into the brain across a dysfunctional blood brain barrier

however suggests that the adaptive immune system contributes to

neurodegeneration at different stages of PD pathogenesis (10, 14, 26,

66). While we limited our analysis to eight SVA within the MHC

genomic region, it is noteworthy that there are many SVAs in other

genomic regions that are strongly linked to PD (42, 43), including the
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SVA insertion within the TAF1 gene that is associated with X-linked

dystonia parkinsonism (75).

In conclusion, our study of the expressed SVA and HLA genes

in circulating white blood cells confirms that the MHC genomic

region has an important role in the coordinated regulation of

immune responses possibly associated with the long-term onset

and progression of PD, the mechanisms of which yet have to be

elucidated. MHC SVA RIPs, by down or up regulating the antigen

presenting HLA alleles at the proteomic level, might change the

amount of risk or protective antigens presented to the CD4+ or

CD8+T helper lymphocytes. Thus, co-expression of regulatory SVA

RIPs and HLA class I and class II alleles adds another layer of

biomolecular complication to the understanding of immune

responses associated with PD.
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The overconsumption of dietary fructose has been proposed as a major culprit

for the rise of many metabolic diseases in recent years, yet the relationship

between a high fructose diet and neurological dysfunction remains to be

explored. Although fructose metabolism mainly takes place in the liver and

intestine, recent studies have shown that a hyperglycemic condition could

induce fructose metabolism in the brain. Notably, microglia, which are tissue-

resident macrophages (Mjs) that confer innate immunity in the brain, also

express fructose transporters (GLUT5) and are capable of utilizing fructose as a

carbon fuel. Together, these studies suggest the possibility that a high fructose

diet can regulate the activation and inflammatory response of microglia by

metabolic reprogramming, thereby altering the susceptibility of developing

neurological dysfunction. In this review, the recent advances in the

understanding of microglia metabolism and how it supports its functions will

be summarized. The results from both in vivo and in vitro studies that have

investigated the mechanistic link between fructose-induced metabolic

reprogramming of microglia and its function will then be reviewed. Finally,

areas of controversies and their associated implications, as well as directions

that warrant future research will be highlighted.
KEYWORDS

microglia, immunometabolism, macrophages, fructose metabolism, GLUT5,
inflammation, glycolytic reprogramming, neurological dysfunction
1 Introduction of microglia

Microglia, which are tissue resident macrophages (Mjs) of the central nervous system,

constitute a major component of the innate immune system in the brain. Depending on the

area, microglia can comprise 5% to 12% of the total cell populations in the brain (1).

Although microglia are classified as tissue resident Mjs, their ontogeny is notably distinct
when compared to other types of Mjs. Genetic fate-mapping studies have now

demonstrated that microglia are derived from primitive Mjs, which are differentiated
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from erythro-myeloid precursors in the yolk sac, and they colonize

the developing brain as early as embryonic day 9.5 (2–4). Upon

colonization, they retain their embryonic origin throughout adult

life with no replacement from circulating monocytes.

To provide immune protection and maintain a healthy neural

microenvironment, microglia are responsible for monitoring and

scavenging the parenchyma continuously through its interaction

with environmental cues, such as chemokines, cytokines, and other

trophic factors (5–7). Upon detection of changes in the local

environment, depending on the type of stimuli, microglia

becomes activated and display a diverse profile of phenotypes.

Similar to other tissue resident Mjs, microglia can also be

divided into M1 and M2 Mjs. As M1 Mjs, they display cytotoxic

and pro-inflammatory responses upon recognition of inflammatory

stimulus, such as bacterial lipopolysaccharides (LPS). On other

hand, they can also be alternatively activated into M2 Mjs, where
they can perform repair and regeneration functions (M2a),

immune-regulatory functions (M2b) or the acquisition of a

deactivating phenotype (M2c) (8, 9). Overall, microglia

demonstrate high phenotypic and functional plasticity in response

to the wide spectrum of changes that take place in the brain (1, 10).

Apart from its scavenging functions, microglia are also now

recognized to be involved in other dynamic processes that can

modulate brain functions, including the formation and maturation

of synapse, brain homeostasis, neurogenesis and regulating

neuronal excitability (11).
2 Metabolic reprogramming
of microglia

Recent advances in the immunometabolism field have shown

that the acquisition of altered metabolic adaptations due to the

rewiring of metabolic circuits, known as metabolic reprogramming,

is critical for the activation of immune cells and their functions. To

support the heterogenous phenotypes and functions of microglia as

described above, they are capable of metabolizing a variety of

carbon sources, such as glucose (12), fructose (13), free fatty acids

(14), lactate (15), and ketone bodies (16), in which the type of fuel it

metabolizes can modulate its ability to perform its effector

functions. In general, microglia express GLUT3 and GLUT5 to

facilitate the uptake of glucose and fructose respectively (17–19).

However, under inflammatory conditions, microglia can undergo

metabolic reprogramming by transcriptionally activating the

expression of glycolytic genes, such as glucose transporters

(GLUT1) and lactate transporters (MCT1), to increase the

breakdown of glucose (glycolysis) (15, 20, 21). More importantly,

it has been shown that LPS-induced activation of microglia cell lines

increased the rate of glycolysis while decreased the rate of oxidative

phosphorylation (OXPHOS) (22). This shift from OXPHOS to

aerobic glycolysis is known as the Warburg effect, which was first

observed in cancer cells by Otto Warburg (23). Mechanistically, it is

believed that this metabolic shift is due to the activation of
Frontiers in Immunology 0278
mechanistic target of rapamycin (mTOR) complex 1 and

hypoxia-induced factor 1a (HIF-1a) (24–26), which directly

transactivate the expression of glycolytic and inflammatory genes,

along with the activation of HIF-1a co-activators.

The increased flux of glycolysis in activated microglia is directly

linked to its ability elicit an inflammatory response as blocking

glycolysis with 2-deoxy-glucose impaired its production of pro-

inflammatory cytokines, such as Tumor Necrosis Factor alpha

(TNF-a) and Interleukin-6 (IL-6), in a NF-kB-dependent manner

(27, 28). On the other hand, incubation of microglia with increased

concentration of glucose further enhanced its production of TNF-a
(29, 30). Although the direct link between the consequence of

increased glycolytic flux and production of inflammatory cytokines

is an ongoing investigation, recent reports have shown that the

induction of glycolysis could lead to increased flux of the pentose

phosphate pathway (PPP) and multiple disruptions in the

tricarboxylic acid (TCA) cycle of Mjs in general (31–33). While

the increased flux of PPP increased the production of NADPH, which

is critical for regulating Mj inflammatory responses (34), the

disrupted TCA cycle had led to the accumulation of key

metabolites that are linked to inflammation. For instance, the

accumulation of succinate due to the inhibition of succinate

dehydrogenase is important for the stabilization of HIF-1a and its

direct transcription of Il1b transcripts (35, 36). On the other hand, the

accumulation of citrate due to the inhibition of isocitrate

dehydrogenase (36, 37) can be converted back to acetyl-CoA by

ATP citrate lyase and it is critical for histone acetylation of

inflammatory genes (38, 39), as well as de novo lipid synthesis,

which supports the secretion of pro-inflammatory mediators (40).

Apart from metabolites, the increased flux of the PPP also fuels the

production of nitric oxide (NO) by nitric oxide synthase, in which the

production of NO could inhibit the function of the electron transport

chain (ETC) in Mjs (41, 42). The impaired activity of the ETC then

induce the reversal of electron flow and drive the production of ROS,

which is responsible to inhibit the activity of prolyl hydroxylases and

thus stabilizing HIF-1a levels (43). More recently, it has also been

revealed that blocking the activity of factor inhibiting HIF (FIH), an

enzyme that inhibits the transactivation capacity of HIF-1a, is also
critical for fully activating HIF-1a transcriptional function in Mjs
(44). Collectively, these studies have shown that glucose metabolism

plays a critical role in orchestrating the inflammatory response of

activated microglia (Figure 1).

On the other hand, under anti-inflammatory conditions, such

as stimulation by Interleukin-4 or Interleukin-13, microglia are

metabolically adapted to utilize OXPHOS, which led to an

attenuated uptake of glucose and production of lactate, and

display similar oxygen consumption rate (OCR) and extracellular

acidification rate (ECAR) levels as unstimulated microglia (14, 31).

Finally, under homeostatic physiological conditions, microglia

utilize a combination of oxidative catabolism of glucose and free

fatty acids to fuel the TCA cycle and electron transport chain for

generating large amounts of ATP, thereby sustaining the energetic

needs for their basic surveyance functions (14, 45).
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3 Fructose-induced metabolism in the
brain and its reprogramming
of microglia

It is well-established that glucose metabolism is vital to fuel the

inflammatory functions of microglia, yet the role of fructose

metabolism in modulating microglia inflammatory response is

largely unexplored. In fact, it was previously unclear if dietary

fructose consumption could even affect fructose metabolism in the

brain as the breakdown of fructose mainly takes place in the intestine

and liver (46–49). Until recently, Hwang et al. have used 1H magnetic

resonance spectroscopy (MRS) scanning to measure intracerebral

fructose levels, and found it was rapidly increased in the human brain

under hyperglycemic condition (intravenous injection of 20%

dextrose in human subjects) (50). Specifically, the authors found

the fructose levels in the brain rose significantly, as early as 20

minutes post dextrose injection, and maintained elevated until the

end of the study (240 minutes), with the range of fructose

concentration changing from 0 to 0.7mmol/L approximately (50).

More importantly, the authors also discovered that the rapid rise of

intracerebral fructose levels occurred prior to the increase of plasma

fructose levels, suggesting that the hyperglycemic condition could

induce endogenous fructose production in the brain (50). Similar

findings were also observed in a previous study performed by Hwang

et al, where the authors have used gas chromatography-mass

spectroscopy to measure fructose concentration in cerebrospinal

fluids (CSF) from pregnant women and found that CSF-derived

fructose and sorbitol levels were much higher (9-20-fold) than the
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levels in plasma (51). Taken together, these findings collectively

demonstrate that fructose could be produced endogenously in the

brain and that the effects of intracerebral fructose extend beyond its

dietary consumption.

Understanding that fructose can be endogenously produced in

the brain under hyperglycemic condition, and that a high-fructose

diet is known to induce hyperglycemia, this then raises the

possibility that a high-fructose diet can potentially modulate the

metabolic and inflammatory profiles in the brain. Indeed, past

reports have already revealed that a high fructose diet increased

the expression of GLUT5 (52), as well as pro-inflammatory

mediators , such as Tnfa , in the hippocampus (53) .

Mechanistically, fructose-diet induced Toll-like receptor 4/NF-kB

and p38 MAPK/ERK inflammatory phosphorylating signaling

cascades in the hippocampus, which eventually led to the

increased expression of pro-inflammatory cytokines (54).

To further investigate if dietary fructose-induced inflammation

in the hippocampus is due to increased activation of microglia,

recent effort has been invested to elucidate the link between

fructose-mediated metabolic reprogramming in microglia and its

effector functions. Using leptin receptor-deficient type 2 diabetes

mellitus (db/db) mice, Li et al reported an upregulation of fructose-

related metabolism in the hippocampus, as determined by

metabolomic, proteomic, and transcriptomic analysis (13). Single-

cell RNA sequencing of hippocampus also revealed that the

expression of fructose metabolism-related genes, such as Khk and

Slc2a5, as well as ROS generating enzymes, such as NADPH

Oxidase 4 (Nox4), were increased in microglia in db/db mice

compared to littermate control (13). Mechanistically, selective
FIGURE 1

Glucose-induced metabolic reprogramming of activated microglia and macrophages. Upon LPS stimulation, microglia upregulate the expression of
glucose transporters (GLUT1) and lactate transporters (MCT1) to increase the rate of glucose metabolism. This induction of glycolysis then leads to
the increased rate of PPP, which is responsible for the synthesis of nucleotides and NADPH. The augmented production of NADPH subsequently
drives the production of nitric oxide and ROS by Nos2 and Nox2 respectively. Upon nitric oxide-mediated inhibition of succinate dehydrogenase
activity, it leads to the accumulation of succinate, which together with ROS, inhibit the activity of both FIH and PHDs. This eventually leads to the
stabilization and activation of HIF-1a transactivation capacity, and the transcription of its targeted genes, such as Il1b and other glycolysis genes.
Apart from this, another metabolic break happens at the isocitrate dehydrogenase level due to its suppressed expression post LPS stimulation,
thereby leading to the accumulation of citrate. The rapid increased levels of citrate can then be converted to acetyl-CoA by ACLY and contribute to
histone acetylation and de novo lipid biosynthesis (ex. synthesis of fatty acids), which can promote histone acetylation of pro-inflammatory genes
and secretion of pro-inflammatory cytokines respectively. All figures are created with BioRender.com.
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knockdown of Khk in the hippocampus and microglia resulted in

reduced expression of Nox4 in microglia (13). Fructose-mediated

Nox4 regulation was also linked to its mitochondrial translocation

and that Nox4-induced ROS impaired mitochondrial homeostasis,

eventually leading to the damage of synaptic plasticity (13). Similar

to this, another study done by Hyer et al also found that high

fructose diet induced the activation of microglia in male, but

interestingly not in female rats (55). Specifically, male rats fed on

a high fructose diet had increased activation of microglia with

reduction of their dendritic complexity, which correlated to an

impairment of their reverse learning ability (55).

Although the studies above demonstrated that the metabolism

and function of microglia in vivo was modulated in response to high

fructose diet, in vitro studies that investigated the direct intrinsic

effects of fructose on microglia remains to be controversial. For

instance, Mizuno et al have treated primary microglia and SIM-A9

cells (murine microglia cell lines) with high concentration of

fructose (7.5mM for 24h) and glucose (7.5mM for 24h) separately

and found that only glucose has induced inflammation and

expression of Slc2a5 (GLUT5) (56). However, on the other hand,

Xu et al have treated microglia BV-2 cells with high concentration

of fructose (5mM for 24h) and found it induced TLR4/NF-kB
activation, as well as pro-inflammatory gene expression, such as

Il1b, Il6 and Tnfa (57). Similar findings were also reported by

Cigliano et al where they also incubated BV-2 cells with a range of

concentration of fructose (0 to 10mM, 24h) and found it increased

TNF-a production as measured by ELISA (54). Overall, these

studies suggest that the intrinsic inflammatory effect of fructose

appears to be dependent on specific experimental condition, and

further experiments are needed to resolve the controversies.

Several important points of consideration need to be taken

when comparing the results obtained from the presented in vitro

and in vivo studies, one of which is the discrepancy between the

intracerebral fructose levels quantified in the in vivo experiments,

and the experimental fructose levels that were used in the in vitro

experiments. For instance, as shown in the MRS scanning study

performed by Hwang et al., the intracerebral fructose levels

fluctuated only between 0 to 0.7mmol/L post dextrose injection

(50). Yet, all the in vitro studies presented in this review have

incubated microglia with fructose at a much higher concentration

(at least 5mM). This not only raises concerns that the in vitro

findings may not demonstrate physiological relevance, but also

suggests the need of more in vitro studies that incubate microglia

with physiologically relevant levels of fructose. Apart from this, the

expression and function of proteins involved in fructose

metabolism, such as GLUT5, is not always measured in the in

vitro studies discussed in this review, thus making it difficult to draw

a mechanistic link between the observed inflammatory phenotypes

in microglia and their metabolism of fructose.
4 Conclusion and future perspectives

The overconsumption of dietary fructose has been associated

with the rise of chronic inflammatory diseases, such as obesity,

diabetes, cardiovascular disease, and cancer (58–60). Furthermore,
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epidemiological studies have now revealed that high fructose

consumption can also induce brain disturbances and negatively

affect the development of neural system (61, 62). Early studies that

investigated the relationship between the effects of dietary fructose

and neural functions have shown that microglia do express fructose

transporter (GLUT5) (18) and that fructose metabolism in the brain

was stimulated under hyperglycemic condition (50). Understanding

that the type of carbon fuel in which microglia metabolize can

profoundly shape their effector functions, the focus of recent

research has now shifted to the elucidation of a mechanistic link

between high fructose consumption and its metabolic effects on

microglia activation and inflammatory response. While this topic is

still currently under heavy investigation, recent completed studies

have generally demonstrated that high fructose-diet induced

fructose metabolism in microglia is linked to its increased

activation and inflammatory response, which can possibly lead to

cognitive dysfunction and impairment (Figure 2). Yet, in vitro

studies that directly investigate the intrinsic inflammatory

response of fructose in microglia remains to be controversial and

warrants future research to further determine the inflammatory

signaling cascades that fructose metabolism may enhance, as well as

the transcriptional regulation that modulates the expression of

fructose metabolism genes.

The controversial findings observed in vitro could also suggest

the existence of other external factors derived from the high fructose

diet that could enhance the inflammatory responses of microglia in

vivo, such as circulating metabolites that can cross the blood brain

barrier. Furthermore, external variables such as sex can also

modulate the effects of dietary fructose on neural functions. As
FIGURE 2

Fructose-induced metabolic reprogramming of activated microglia.
Upon chronic exposure of high fructose, microglia upregulates the
expression of fructose transporters (GLUT5) and keto-hexokinase
(KHK). Through an unidentified mechanism, KHK promotes the
translocation of Nox4 into the mitochondria and Nox4-mediated
ROS synthesis disrupts mitochondrial homeostasis and eliminates
dendrites. This eventually damages synaptic transmission and
promotes the development of cognitive disorders. Apart from this,
chronic exposure of high fructose also activates TLR4/NF-kB
signaling pathways through an unidentified mechanism, thereby
leading to the transcription and synthesis of pro-inflammatory
mediators. All figures are created with BioRender.com.
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described from the study by Hyer et al, cognitive flexibility was only

impaired in male, but not female rats fed on high fructose diet,

implicating that female sex hormones may play a role in the

protection against fructose diets (55). Indeed, past research has

shown that females do not develop hyperinsulinemia post fructose

feeding with the exception of ovariectomy (63). Understanding the

underlying differences between how high fructose consumption

differentially affect the neural function of males and females may

help to identify novel mechanisms that protect the deleterious

effects of fructose in an in vivo setting.
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Neuromyelitis optica spectrum disorder (NMOSD) is a rare autoimmune disorder 
of the central nervous system characterized by recurrent, disabling attacks that 
affect the optic nerve, spinal cord, and brain/brainstem. While rituximab, targeting 
CD20-positive B-cells, is used as an off-label therapy for NMOSD, some patients 
continue to exhibit breakthrough attacks and/or adverse reactions. Inebilizumab, 
a humanized and glycoengineered monoclonal antibody targeting CD19-positive 
B-cells, has been FDA approved for the treatment of NMOSD in adult patients who 
are anti-aquaporin-4 (AQP4) antibody positive. Given the limited real-world data 
on the efficacy and safety of inebilizumab, especially in those transitioning from 
rituximab, a retrospective chart review was conducted on 14 NMOSD patients 
from seven centers. Of these, 71.4% (n = 10) experienced a combined 17 attacks 
during rituximab treatment, attributed to either breakthrough disease (n = 10) or 
treatment delay (n = 7). The mean duration of rituximab treatment was 38.4 months 
(3.2 years). Notably, no subsequent attacks were observed during inebilizumab 
treatment [mean duration of inebilizumab treatment was 19.3 months (1.6 years)], 
underscoring its potential as an effective treatment for NMOSD. Our data suggest 
that inebilizumab provides clinical benefit with effective disease control and a 
favorable safety profile for patients transitioning from rituximab.

KEYWORDS

neuromyelitis optica spectrum disorder, aquaporin-4 antibody, inebilizumab, 
rituximab, treatment transition, clinical outcome, case report

1 Introduction

Neuromyelitis optica spectrum disorder (NMOSD) is a rare, debilitating autoimmune 
disorder of the central nervous system characterized by recurrent attacks affecting the optic 
nerve and spinal cord (1). However, NMOSD can also involve various other regions of the 
CNS, including the brainstem, area postrema, diencephalon, and cerebral white matter. 
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NMOSD predominantly affects women and frequently leads to severe 
neurological disability, encompassing not only visual impairment and 
motor dysfunction but also symptoms such as sensory disturbances, 
cognitive deficits, and autonomic dysfunction. In one study of 
untreated NMOSD patients, it was found that 50% required 
wheelchairs, 50% were blind in at least one eye, and 33% had died 
within 5 years of their first attack (2). The identification of 
aquaporin-4 antibodies (AQP4+) as a precise diagnostic biomarker 
for NMOSD has advanced our knowledge of its disease 
pathophysiology, underscoring the pathogenesis of autoimmunity 
against the AQP4 water channel protein present on astrocytes in the 
central nervous system (3).

Over the past decade, the management of NMOSD has evolved 
significantly with the advent of targeted immunotherapies aimed at 
reducing the frequency and severity of attacks. Among several 
off-label therapies for NMOSD, rituximab is widely used as a 
therapeutic intervention as a chimeric monoclonal antibody that 
targets CD20-positive B-cells (4). However, not all patients respond 
adequately to rituximab, and some may experience breakthrough 
attacks, adverse events, develop resistance, or encounter 
reimbursement challenges (5).

Inebilizumab, a humanized and glycoengineered monoclonal 
antibody targeting CD19-positive B-cells, was approved for the 
treatment of AQP4+ NMOSD based on the results of the 
N-MOmentum (NCT02200770) trial (6). As the largest global study 
ever conducted for NMOSD, this double-blind, placebo-controlled, 
randomized phase III trial enrolled 230 patients across multiple 
international sites to assess the efficacy and safety of inebilizumab in 
NMOSD patients.

With a primary endpoint focused on assessing the time to an 
adjudicated NMOSD attack, and secondary endpoints centered on 
disability progression, hospitalization rate, and quality of life, the 
randomized control period (RCP) of the N-MOmentum trial 
demonstrated a 77% reduction in the risk of attacks compared to 
placebo in the first 6.5 months. Notably, enrollment in the trial was 
halted prematurely based on the recommendation of the data-
monitoring committee, which, recognizing clear evidence of 
efficacy, advised the early cessation of the study due to a conditional 
power exceeding 99% (6). The long-term data of the optional open 
label extension period (OLP) demonstrated a 97% attack risk 
reduction in patients that received ≥2.5 years of inebilizumab 
treatment compared to the placebo group in the RCP (6). An 
additional post-hoc analysis assessed the efficacy and safety in a 
small cohort of patients (n = 17/230) who were previously exposed 
to rituximab prior to initiating inebilizumab, with seven out of 17 
having recorded breakthrough NMOSD attacks despite rituximab 
treatment, and four out of those seven experiencing more than one 
attack during their rituximab treatment course (7). The annualized 
attack rate of this cohort of participants with prior rituximab use 
decreased from 0.78 at baseline to 0.08 with inebilizumab 
treatment and was similar to the annualized attack rate of 
participants without prior rituximab use (0.10). Furthermore, none 
of the seven participants in the study who experienced 
breakthrough attacks while previously being treated with rituximab 
went on to experience an attack while taking inebilizumab. 
Inebilizumab may be effective in preventing attacks in NMOSD 
patients regardless of prior rituximab experience, and patients who 
experienced treatment failure or sub-optimal treatment with 

rituximab may still experience significant clinical benefits after 
initiating inebilizumab treatment (7). However, limited real-world 
data exist on the efficacy and safety of inebilizumab, particularly in 
patients who have transitioned from other treatments, such 
as rituximab.

This retrospective analysis evaluates the characteristics of patients 
who have transitioned from rituximab to inebilizumab and assesses 
the clinical changes that occur during and after the transition in a 
cohort of 14 NMOSD patients. We  also examine the diagnosis, 
referral pathway, and medical history of these patients to better 
understand the potential characteristics of viable transition 
candidates in real-world utilization. Through this retrospective case 
series, our objective is to identify the drivers for switching from 
rituximab to inebilizumab treatment, to provide insights into the 
effectiveness and safety of inebilizumab in a real-world clinical 
setting, and to evaluate inebilizumab as a therapeutic alternative for 
NMOSD patients who do not adequately respond to or experience 
adverse events with rituximab.

2 Case presentation

A retrospective study of patients with NMOSD who had 
transitioned from rituximab to inebilizumab was designed. 
De-identified patient data including demographics (e.g., age, gender, 
and diagnoses), disease characteristics, referral pathways, treatment 
history, drivers of treatment decision making, and safety and efficacy 
outcomes were collected. The original case intake form is available 
(Supplementary material S1). Supporting magnetic resonance  
imaging (MRI) were aggregated for analysis. The study population  
was drawn from seven institutions in the United  States 
(Supplementary material S2). A total of 14 patients met the inclusion 
criteria of being 18 years of age or older and having a diagnosis of 
NMOSD with a transition from rituximab to inebilizumab treatment 
(either immediately or after a treatment gap) with at least one dose of 
administered inebilizumab.

Permissible conditions included patients who were on a 
combination of rituximab and other treatments [e.g., mycophenolate 
mofetil (MMF)] prior to transitioning to inebilizumab, and treatment 
gaps between rituximab and inebilizumab were permissible provided 
no new long-term immunosuppressants or biologics were introduced 
during the gap. Any dosing intervals extending beyond 6 months after 
rituximab cessation were documented but did not lead to exclusion. 
In addition, AQP4 antibody status was not a factor for exclusion. 
Patients who, after discontinuing rituximab, started and remained on 
other long-term immunosuppressants [e.g., azathioprine (AZA), 
MMF] or biologics (e.g., eculizumab) before starting inebilizumab 
were excluded from further analysis.

Descriptive statistics summarized patient characteristics and 
clinical outcomes. Continuous variables were reported as means, 
while categorical variables were reported as frequencies and 
percentages. Outcome measures included changes in NMOSD attack 
rate, expanded disability status scale (EDSS) score, and transition-
related adverse events. Clinical evaluation, patient medical history, 
clinical course, patient symptoms/neurological deficits, treatment and 
monitoring with rituximab or inebilizumab, and patient-reported 
outcomes and clinical observations were all recorded for each 
case report.
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2.1 Patient demographics

Of the 14 patients examined, the majority identified as female 
(78.6%, n = 11) and Black or African American (57.1%, n = 8). Two 
(14.3%) reported to be of Hispanic or Latino ethnicity. The mean age 
at the onset of the first NMOSD symptom was 37.8 years, ranging 
between 18 and 62 years; however, details for four patients remain 
undisclosed (Table 1).

2.2 Referral patterns

Referrals to the treating physician were predominant (85.7%) and 
primarily from general neurologists (42.8%, n = 6) and emergency 
room visits (21.4%, n = 3). Half of the patients (50%, n = 7) were 
already receiving treatment at the time of referral (Table 1).

2.3 Clinical characteristics

Among the patients, 92.9% (n = 13) were AQP4 seropositive. 
While 78.6% (n = 11) were diagnosed using a cell-based assay (CBA), 
one patient (7.1%, n = 1) was identified as seropositive through the 
enzyme-linked immunosorbent assay (ELISA). The remaining patient, 
identified as AQP4 seronegative with indeterminate myelin 
oligodendrocyte glycoprotein (MOG) test results, met the criteria 
outlined by the International Panel for Neuromyelitis Optica 
Diagnosis (IPND) for seronegative NMOSD, and the physician made 
the decision to treat the patient off-label with inebilizumab. This 
diversity in serological profiles underscores the nuanced diagnostic 
landscape within the study cohort (Table 1).

Diagnoses were made between January 2011 and November 2021. 
Optic neuritis (ON) and transverse myelitis (TM) emerged as the 
leading clinical features, present in 42.9% (n = 6) and 71.4% (n = 10) of 
patients, respectively. Among TM diagnoses, more than three 
vertebral segments were involved in 80.0% (n = 8). Cases also included 
Area Postrema Syndrome (APS) in 14.3% (n = 2) and Acute Brainstem 
Syndrome in 7.1% (n = 1, Table 1).

2.4 Historical treatment (excluding 
rituximab)

From symptom onset, the average time to NMOSD diagnosis was 
2.4 years (28.8 months), with some diagnosed at time of first attack and 
others taking up to 10.2 years (ranging from 0 to 122 months). Notable 
autoimmune comorbidities were found in two patients: Hashimoto’s 
thyroiditis (n = 1) and systemic lupus erythematosus (n = 1). Other 
patients had histories of varied treatments, including corticosteroids, 
plasma exchange (PLEX), intravenous immunoglobulin (IVIG) 
(n = 7), oral immunosuppressants such as AZA or MMF (n = 7), and 
one with a prior CD20 therapy (n = 1, Table 1).

Between 2008 and 2022, the cohort recorded a total of 31 attacks. 
These comprised ON only (n = 7), TM only (n = 11), both ON and TM 
(n = 7), APS (n = 1), APS combined with TM (n = 1), and other 
manifestations like seizure, encephalopathy, ataxia, brainstem 
syndrome, and lower extremity leg weakness (n = 4, Table 1). The 

manifestation of lower extremity leg weakness was distinct and not 
attributed to transverse myelitis (TM).

2.5 Treatment and monitoring with 
rituximab

Five patients were treatment naïve prior to initiating rituximab. 
For those on prior therapy (n = 9), the average time from diagnosis to 
first rituximab infusion was 23.6 months. The average duration of 
rituximab treatment was 38.6 months (approximately 3.2 years), with 
individual durations spanning from 3 to 84 months (0.3–7 years). All 
patients (n = 14) underwent rituximab infusions biannually at a dosage 
of 1,000 mg every 6 months (Table 2).

Two patients received rituximab in conjunction with other 
immunosuppressive therapies, which included IVIG due to 
hypogammaglobulinemia (n = 1) or MMF (n = 1). Corticosteroids 
were utilized concurrently by 28.6% (n = 4) of the cohort, with 
durations spanning from less than 4 weeks (n = 3) to over 12 weeks 
(n = 1, Table 2).

Throughout the rituximab treatment period, 17 total attacks were 
documented in 71.4% (n = 10) of the patients. These attacks were 
primarily attributed to breakthrough disease (n = 10) and treatment 
delays (n = 7, Table  2). Across the six patients who experienced 
breakthrough disease on rituximab treatment, the average duration of 
rituximab treatment at the time of any NMOSD attack was about 
26.5 months. However, when focusing on the final attack only 
(considering patients may have experienced more than one attack), 
the average duration was approximately 22.5 months. The average 
duration of treatment delay with rituximab was approximately 
48 months among the four patients included in the analysis. In total, 
seven treatment delays were recorded, with an average treatment delay 
of 27 months (range: 2–55 months) across all patients. Breakthrough 
disease events and treatment delays are elaborated upon in 
Supplementary material S3, S4.

Overall, two patients were reported to have experienced rituximab 
infusion-related reactions despite the administration of pre-infusion 
medications, which included symptoms such as encephalopathy, brain 
fog, headache, itchy throat, and itchy face. Infections were reported in 
one patient, specifically mild urinary tract infections, which were 
resolved with appropriate antibiotic treatment.

Monitoring of patients involved routine assessments of IgG, IgM, 
and B-cell depletion, complemented by occasional evaluations like 
complete blood count (CBC) and a comprehensive metabolic panel 
(CMP). The frequency of these tests varied, ranging from an 
“as-needed” basis to annual assessments.

Imaging techniques, including MRI of the brain, spine, optic 
orbits, and computed tomography (CT) scans of the spine and brain, 
were employed to track disease progression and evaluate treatment 
efficacy (Figure 1). The frequency of these imaging assessments was 
patient-specific, occurring either annually, biannually, or as needed.

Clinical symptomatology was monitored, encompassing motor, 
visual, and sensory functions, and specific symptoms like leg spasms, 
clonus, hemiparesis, numbness, burning sensations, and vision 
complications. Some patients underwent additional ophthalmological 
exams and standard neurological evaluations, including the Timed 
25-Foot Walk (T25-FW) and the 9-Hole Peg Test.
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(Continued)

TABLE 1 (Continued)

Demographics Patients n (%)

Clinical evaluation Patients n (%)

AQP4 

seropositivity

Seropositive 13 (92.9%)

Seronegative 1 (7.1%)

Serologic testing 

dates

Ranged from 01/01/2011 to 

12/20/2022

9 (64.3%)

Not available 5 (35.7%)

AQP4 test method Cell based assay (CBA) 11 (78.6%)

ELISA and CBA 1 (7.1%)

ELISA 1 (7.1%)

Not available 1 (7.1%)

MOG testing 

results

Seronegative/indeterminate/low 

titer

1 (7.1%)

Not available 13 (92.9%)

NMOSD 

diagnoses

Occurred between 01/01/2011 and 

11/01/2021

14 (100%)

Core clinical 

characteristics

Optic neuritis (ON) 6 (42.9%)

Transverse myelitis (TM) 10 (71.4%)

TM involving ≥3 vertebral 

segments

8 (80.0%)

Area postrema Syndrome (APS) 2 (14.3%)

Acute brainstem syndrome 1 (7.1%)

Imaging files taken Yes 11 (78.6%)

No 3 (21.4%)

Medical history (Prior to transitioning to rituximab) Patients n (%)

Time from 

symptom onset to 

diagnosis

Mean: 28.8 months (2.4 years) 14 (100%)

Range: 0–122 months (0–

10.2 years)

Autoimmune 

comorbidities

Hashimoto’s thyroiditis disease 1 (7.1%)

Systemic lupus erythematosus 1 (7.1%)

Previous NMOSD 

treatment history

No previous treatment 5 (35.7%)

Previously treated with Steroid, 

PLEX, or IVIG

7 (50.0%)

Previously treated with oral ISTs 

(AZA or MMF)

7 (50.0%)

CD20 Agent 1 (7.1%)

First-line 

treatment (Mean 

duration: 2.9 years)

Intravenous Methylprednisolone 3 (21.4%)

Azathioprine (AZA) 2 (14.3%)

Mycophenolate Mofetil (MMF) 2 (14.3%)

Intravenous immunoglobulin (IVIG) 1 (7.1%)

Plasma exchange (PLEX) 1 (7.1%)

Second-line 

treatment (Mean 

duration: 3.22 years; 

0–9.54 years)

Prednisone 3 (21.4%)

Plasma exchange (PLEX) 1 (7.1%)

Mycophenolate Mofetil (MMF) 1 (7.1%)

Reasons for 

discontinuation of 

treatment

Breakthrough disease 5 (35.7%)

Worsening symptoms 2 (14.3%)

Insurance 1 (7.1%)

TABLE 1 Patient demographics, journey to diagnosis, clinical evaluation, 
and medical history; N  =  14.

Demographics Patients n (%)

Gender Female 11 (78.6%)

Male 1 (7.1%)

N/A (not available) 2 (14.3%)

Age at first 

symptom onset

Range: 18–62 years old 10 (71.4%)

Mean: 37.8 years

4 (28.6%)N/A (not available)

Race Black or African American 8 (57.1%)

White 5 (35.7%)

Other 1 (7.1%)

Residence (state) Maine (ME) 1 (7.1%)

Kentucky (KY) 1 (7.1%)

Georgia (GA) 1 (7.1%)

Washington D.C. (D.C.) 3 (21.4%)

New York (NY) 4 (28.6%)

Illinois (IL) 2 (14.3%)

Virginia (VA) 2 (14.3%)

Occupation Retired/Disability 1 (7.1%)

Nursing/Disability 1 (7.1%)

Retail/Cashier 1 (7.1%)

Unemployed 1 (7.1%)

N/A (not available) 10 (71.4%)

Journey to NMOSD diagnosis Patients n (%)

Referred to 

treating HCP

Referred 12 (85.7%)

  Referral sources:

  General Neurologists 6 (42.8%)

  Primary Care Physicians 2 (14.3%)

  Emergency Rooms 3 (21.4%)

  Neuro-ophthalmologists 1 (7.1%)

N/A (not available) 2 (14.3%)

Patient already 

diagnosed upon 

referral

Yes 11 (78.6%)

  General Neurologist 7 (50.0%)

  Ophthalmologist 1 (7.1%)

  Neuro-ophthalmologist 1 (7.1%)

  Neuro-oncologist 1 (7.1%)

  MS Specialist 1 (7.1%)

No 1 (7.1%)

N/A (not available) 2 (14.3%)

Referred for a 

second opinion

Referred 5 (35.7%)

Not referred 7 (50.0%)

N/A (not available) 2 (14.3%)

Treatment status at 

the time of referral

Already receiving treatment 7 (50.0%)

Not receiving treatment 7 (50.0%)

Continuity of care Patients that have their case report-

submitting physician continuing as 

their current treating physician

14 (100%)

(Continued)
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Lastly, adverse events such as hypogammaglobulinemia, 
infusion-related reactions, coagulopathies, and infections were 
monitored. The monitoring frequencies for these adverse events were 
patient-specific, with intervals ranging from quarterly to 
annual assessments.

2.6 Treatment and monitoring with 
inebilizumab

Among the 14 patients transitioning from rituximab to 
inebilizumab, 42.9% (n = 6) did so due to breakthrough disease. For 
50.0% (n = 7), personal preference was the deciding factor, with one 
patient specifically valuing inebilizumab for its home infusion option. 
Among these, the Federal Drug Administration (FDA) approval of 
inebilizumab for AQP4+ NMOSD influenced the decision for 42.9% 
(n = 6). Treatment delay with rituximab prompted the change to 
inebilizumab for one patient (Table 2).

When transitioning from rituximab to inebilizumab, 21.4% (n = 3) 
did so within 3 months, 50.0% (n = 7) transitioned between 4 and 
6 months, and 28.6% (n = 4) transitioned after 6 months relative to their 
prior rituximab infusion. For inebilizumab loading doses, four patients 
(28.6%) received one dose while 10 patients (71.4%) received two doses 
(Table 3). For context, the dosing regimen in the N-MOmentum trial 
prescribed a 300 mg IV dose on day 1 and another on day 15 as part of 
the loading phase, followed by 300 mg maintenance doses every 
6 months thereafter. On average, inebilizumab treatment duration 
spanned approximately 19.3 months, with a median of 19 months and 
individual treatment durations ranging from 9 to 35 months.

Apart from the pre-infusion steroid administration, there were no 
reports of concurrent corticosteroid administration or corticosteroid 
tapering during the initiation of the inebilizumab loading phase. 
Among the 14 participants, no infusion-related reactions or infections 
were reported. Notably, one patient continued with MMF during the 
transition (but discontinued after the second dose of inebilizumab, 
Supplementary material S4).

Laboratory assessments were performed on various 
immunological markers, with IgG, IgM, and B-cells being the most 
common. Assessments were conducted either once to date, every 
6 months (most common), or every 6 months to 1 year. All of the 
patients (100%, n = 4) who tested for B-cell enumeration reported 
undetectable levels of CD19+ B-cells (Table 3).

During treatment, neurological symptoms were evaluated such as 
visual acuity, eye pain, headaches, weakness, numbness, leg spasms, 
clonus, left-side weakness, burning sensations, vision issues, hemiparesis, 
tongue paralysis, and dysphagia. Diagnostic tests including the T25-FW 
and the 9-Hole Peg Test were administered to assess neurological 
function and mobility. Additionally, imaging studies, predominantly 
MRI scans of the brain and thoracic regions, were conducted using 
varied protocols to evaluate structural changes and abnormalities. The 
frequency of imaging ranged from once to date to once annually, with 
some patients receiving imaging on an as-needed basis.

Adverse events monitored during treatment included infusion 
reactions, opportunistic infections, hypogammaglobulinemia, and 
coagulopathies. The frequency of adverse event evaluations varied but 
were reported to be with each infusion (n = 1), every 6 months (n = 2), 
or every 8–9 months (n = 1). For 10 patients, adverse event information 
was either not evaluated or unavailable at the time of the survey, as 
determined from the retrospective chart review (Table 3).

2.7 Patient reported outcomes and clinical 
observations with inebilizumab

Upon evaluating 14 NMOSD patients who transitioned to 
inebilizumab, we  found that none experienced attacks during the 

TABLE 1 (Continued)

Demographics Patients n (%)

Attacks between 

2008 and 2022

Total number of attacks 31 (100%)

  Optic neuritis (ON) 7 (22.6%)

  Transverse myelitis (TM) 11 (35.5%)

  ON and TM 1 (7.1%)

  Area postrema syndrome (APS) 1 (7.1%)

  APS combined with TM 7 (22.6%)

  Other (encephalopathy, ataxia, 

brainstem syndrome, and lower 

extremity leg weakness)

4 (12.9%)

Patient symptoms/neurological deficits; N = 14

Symptoms Category Patients n (%)

Visual Acuity (OD, 

right eye)

Visual 5 (35.7%)

Visual Acuity (OS, 

left eye)

Visual 2 (14.3%)

Double vision Visual 1 (7.1%)

Neuropathic pain Motor/Sensory 9 (64.3%)

Gait impairment Motor/Sensory 11 (78.6%)

Numbness Motor/Sensory 4 (28.6%)

Paresis/Paralysis Motor/Sensory 6 (42.9%)

Spasticity Motor/Sensory 4 (28.6%)

Spasms Motor/Sensory 4 (28.6%)

Fatigue Other 6 (42.9%)

Headache Other 4 (28.6%)

Depression Other 3 (21.4%)

Anxiety Other 2 (14.3%)

Speech deficiencies Other 1 (7.1%)

Loss of 

coordination

Other 1 (7.1%)

Loss bowel/

bladder control

Other 3 (21.4%)

Brain fog Other 2 (14.3%)

Seizure Other 1 (7.1%)

Difficulty 

swallowing

Other 1 (7.1%)

Vitamin B12 

deficiency

Other 1 (7.1%)

Mood changes* Other 1 (7.1%)

*Mood changes refers to a case of paranoid delusional disorder confirmed by psychiatry. n, 
number; %, percentage; HCP, Health care professional; NMOSD, Neuromyelitis optica 
spectrum disorder; AQP4, Aquaporin 4; MOG, Myelin oligodendrocyte glycoprotein; 
ELISA, Enzyme-linked immunosorbent assay; CBA, Cell-based assay; ON, Optic neuritis; 
TM, Transverse myelitis; PLEX, Plasma exchange; IVIG, Intravenous immunoglobulin; ISTs, 
Immunosuppressants; AZA, Azathioprine; MMF, Mycophenolate mofetil.
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inebilizumab treatment phase. Additionally, there were no reported 
modifications to ongoing treatments after the initiation 
of inebilizumab.

To highlight the therapeutic impact of inebilizumab, 
we  systematically documented relevant clinical observations. 
Regarding disability assessments, three patients (21.4%) underwent 
evaluations using EDSS, and all three documented a 0.5-point 
improvement. Evaluations using the T25-FW and the 36-Item Short 
Form Survey (SF-36) scales, were each conducted for two patients 
(14.3%) with varied results. A notable case involved a patient who 
exhibited a pronounced improvement in the T25-FW assessment, 
while two others showed minimal or indeterminate changes on the 
SF-36 scale. Moreover, a majority of the cohort (71.4%, n = 10) were 
assessed for Activities of Daily Living and Quality of Life (ADL/QOL). 
Of these, six patients (60.0%) exhibited improved daily life quality and 
functionality (Table 3).

Subsequently, we documented patient-reported outcomes. Seven 
of the participants (50.0%) indicated alterations in their NMOSD 
symptoms after the transition. Six of the seven patients reported 
marked symptomatic improvements. For instance, one patient 
highlighted enhanced gait symptoms after a 5-month period, while 
another noted a considerable improvement in gait over 20 months. 
One patient (7.1%) reported exacerbated symptoms such as 
neuropathic pain, burning, spasticity, and sleepiness. However, their 
SF-36 score was improved at the 12-month mark. This patient was 
uniquely diagnosed with seronegative NMOSD with a complex 
medical history (Table 3).

3 Discussion

The advent of targeted therapies has significantly transformed the 
treatment paradigm for NMOSD. While rituximab is frequently used 
off-label for NMOSD, inebilizumab, which targets CD19-positive 
B-cells and is FDA-approved for AQP4+ NMOSD, has proven efficacy 
in reducing NMOSD attacks as evidenced in a pivotal randomized 
controlled trial (6). Recent research underscores the central role of 
CD19+ plasmablasts in neuroimmunology disorders, suggesting that 
their migration into the central nervous system and function as auto-
antibody producers could have implications for the observed 
therapeutic response in NMOSD patients transitioning from 
rituximab to inebilizumab (8).

Genetic considerations further differentiate rituximab from 
inebilizumab. Specifically, rituximab-treated patients carrying the 
FCGR3A-F allele have been shown to have a heightened risk of relapse 
(9). In contrast, inebilizumab-treated participants in the 
N-MOmentum trial displayed consistent outcomes irrespective of the 
FCGR3A genotype, reinforcing the drug’s targeted efficacy (10). The 
absence of neutralizing anti-drug antibodies (ADA) with inebilizumab 
additionally offers a significant advantage, ensuring sustained drug 
activity and reduced immunogenic reactions.

Our comprehensive analysis of 14 patients transitioning from 
rituximab to inebilizumab provides valuable insights into its real-
world application, efficacy, and safety. Notably, none of these patients, 
even those who previously had disease breakthroughs on rituximab, 
experienced attacks under inebilizumab, echoing findings from the 
N-MOmentum trial. Prior real-world studies reporting on the 
treatment transition to inebilizumab in NMOSD are scarce. A 

published retrospective study of medical records in 164 AQP4+ 
NMOSD patients revealed that transitions from one therapy to the 
next may be  associated with an increased relapse rate if done for 
“non-medical” reasons; however, these patients had an average of 
approximately 3 months of washout between medications (range 
1–2,810 days) (11).

As a promising and versatile therapeutic agent, the introduction 
of inebilizumab has shown optimistic results for NMOSD patients. 
Most patients reported symptom relief and stable disability scores, 
underscoring the need for individualized care and consistent 
monitoring. The preference expressed by patients toward 
inebilizumab underlines the importance of patient-centric care in 
decision making. As the NMOSD therapeutic landscape evolves, 
ensuring patients are well-informed and involved in treatment 

TABLE 2 NMOSD patients on rituximab: clinical outcomes and treatment 
experiences; N  =  14.

Clinical outcomes and treatment experiences

Category Details/Notes Patients n (%)

Average treatment 

duration (months)

Mean: 38.6 months (3.2 years) 14 (100%)

Range: 3 months–84 months 

(0.3–7 years)

Infusion reactions Encephalopathy, brain fog, 

headache, itchy throat, itchy left 

face

2 (14.3%)

Dosing changes due 

to incomplete B-cell 

depletion

Yes 0 (0%)

No 14 (100%)

Infections None 12 (85.7%)

Unknown 1 (7.1%)

Mild urinary tract infections 1 (7.1%)

Rituximab + Other 

IST

No 12 (85.7%)

IVIG for low antibody levels 1 (7.1%)

Mycophenolate mofetil (MMF) 1 (7.1%)

Concurrent steroid 

use

Yes 4 (28.6%)

  Treatment duration <4 weeks 3 (75.0%)

  Treatment duration >12 weeks 1 (25.0%)

Attacks Reported patients 10 (71.4%)

Total attacks across reported 

patients

17

Reported causes:

  Breakthrough disease 10 (58.8%)

  Treatment delay 7 (41.2%)

Catalyst for 

transitioning to 

inebilizumab

Breakthrough disease 6 (42.9%)

Patient preference 7 (50.0%)

  Requested home infusion 1 (7.1%)

  FDA approved and superior 

clinical efficacy

6 (42.9%)

Treatment delays 1 (7.1%)

n, number; %, percentage; OS, Oculus sinister-left eye; OD, Oculus dexter-right eye; Min, 
Minimum; Max, Maximum; IST, Immunosuppressant; IVIG, Intravenous immunoglobulin; 
MMF, Mycophenolate mofetil.
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decisions is critical. This sentiment suggests that beyond mere clinical 
outcomes, factors such as administration methods, treatment 
frequency, side effects, and individual perceptions significantly 
influence treatment choices. Furthermore, our study spotlighted a 
pressing real-world challenge: treatment disruptions due to insurance 
complications. Such disruptions can have severe ramifications on 
patient health and can inflate healthcare costs, emphasizing the need 
for uninterrupted access to transformative therapies and 
comprehensive discussions between healthcare providers, insurers, 
and policymakers.

Though insightful, our study possesses limitations characteristic 
of retrospective analyses, such as potential selection biases and the 
absence of a control group. It is important to note that the dataset used 
is partially incomplete, which may affect the robustness of our 
conclusions. Additionally, the modest sample size and the relatively 
short follow-up duration necessitate a careful interpretation of the 
findings. Furthermore, monitoring of B cell depletion and quantitative 
serum immunoglobulin levels are important during treatment with 
inebilizumab and this information would have provided additional 
support for our findings of the response to treatment.

4 Conclusion

Neuromyelitis optica spectrum disorder is a debilitating 
neurological condition that demands effective and consistent 
therapeutic strategies. Our retrospective analysis highlights the 
potential of inebilizumab as a valuable treatment option, especially for 
patients who may not derive optimal outcomes with rituximab.

However, as with all therapies, individualized care is paramount. 
The variability in patient responses emphasizes the importance of 
continued monitoring and patient-centric decision-making. 
Furthermore, challenges such as treatment interruptions due to 
insurance barriers highlight the need for a more integrated 
approach to patient care, encompassing both clinical and socio-
economic facets.

In conclusion, while inebilizumab offers potential advantages for 
NMOSD patients, achieving optimal patient outcomes is a multi-
dimensional endeavor. This journey mandates the concerted efforts of 
clinicians, researchers, patients, and policymakers. The pursuit for 
more comprehensive data and a deeper understanding persists, all 
aimed at enhancing the quality of life for those impacted by NMOSD.

FIGURE 1

Patient 5 (detailed under “breakthrough disease” in Supplementary material S3), 6  months post-initiation of rituximab treatment, the patient manifested 
an attack, encompassing both TM and encephalopathy, with a concurrent CD19+ B-cell count of 3%. MRI assessments during this episode included 
Sagittal T1-post contrast (A), Axial T2 (B), and Sagittal STIR (C) of the spine.
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TABLE 3 NMOSD patients on inebilizumab: treatment and monitoring, 
patient reported outcomes, and clinical observations; N  =  14.

Treatment and monitoring

Category Subcategory Patients

n (%)

Transition period: time from last 

rituximab dose to first 

inebilizumab dose (months)

< 3 months 3 (21.4%)

4–6 months 7 (50.0%)

>6 months 4 (28.6%)

Other treatment between 

transition?

Yes—MMF 1 (7.1%)

No 13 (92.9%)

Number of loading doses One loading dose 4 (28.6%)

Two loading doses 10 (71.4%)

Duration of inebilizumab use < 6 months 0 (0.0%)

6–12 months 1 (7.1%)

13–24 months 11 (78.6%)

> 24 months 2 (14.3%)

Infusion reactions Yes 0 (0.0%)

No 14 (100.0%)

Combined with 

immunosuppressants?

Yes—MMF 1 (7.1%)

No 13 (92.9%)

Concurrent steroid use 

(including corticosteroid taper)?

Yes 0 (0.0%)

No 14 (100.0%)

Frequency of lab assessments 

(IgG, IgM, and B-cell counts)

Once to date 1 (7.1%)

Every 6 months 4 (28.6%)

Every 6–12 months 3 (21.4%)

Unknown 6 (42.9%)

CD19+ B cell levels Negligible/Zero 14 (100.0%)

Frequency of imaging (MRI of 

brain, thoracic, cervical, and 

orbits)

As needed 1 (7.1%)

Once to date 4 (28.6%)

Every 6 months 1 (7.1%)

Every 12 months 1 (7.1%)

Unknown 7 (50.0%)

Frequency of adverse event 

evaluations 

(hypogammaglobulinemia, 

infusion-related reactions, 

infections, and coagulopathies)

Every infusion 1 (7.1%)

Every 6 months 2 (14.3%)

Every 8–9 months 1 (7.1%)

Not mentioned/unknown 10 (71.4%)

Attacks while on inebilizumab 

treatment

Yes 0 (0.0%)

No 14 (100.0%)

Chronic treatment adjustments 

made

Yes 0 (0.0%)

No 14 (100.0%)

Patient reported outcomes and clinical observations; N = 14

Category Description Patients 

n (%)

Patients reporting NMOSD 

changes

Reported patients 7 (50.0%)

  Improvement of 

symptomsa

6 (42.9%)

  Worsening of symptomsb 1 (7.1%)

(Continued)

TABLE 3 (Continued)

Treatment and monitoring

Category Subcategory Patients

n (%)

Disability scales measured EDSS 3 (21.4%)

T25-FW 2 (14.3%)

SF-36 2 (14.3%)

Patients with improved disability EDSS 3 (21.4%)

T25-FW 1 (7.1%)

SF-36 0 (0.0%)

Patients with minimal/uncertain 

disability change

T25-FW 1 (7.1%)

SF-36 2 (14.3%)

Activities of daily living/Quality 

of life (ADL/QOL) outcomes 

measured

Reported patients 10 (71.4%)

  Positive trends 6 (42.9%)

  Uncertain trends 4 (28.6%)

Improvements in symptomsa Gait symptoms 4 (28.6%)

General comfort and no new 

weakness

1 (7.1%)

Upper extremity function 1 (7.1%)

Worsening symptomsb Neuropathic pain, burning, 

spasticity, and sleepiness

1 (7.1%)

aImprovements in symptoms; Patient 1: saw mild improvement of gait symptoms after 
5 months of inebilizumab exposure (EDSS baseline: 6.5, follow up: 6). Patient 2: saw mild 
improvement of gait symptoms after 7 months of inebilizumab exposure (EDSS baseline; 6, 
follow up 5.5). Patient 3: saw mild improvement of gait symptoms after 11 months of 
inebilizumab exposure (EDSS baseline: 6.5, follow up 6). Patient 4: noted improved 
symptomatology after 9 months of inebilizumab exposure—general feeling well, no new 
weakness. Patient is pleased with being on it and noted more comfortable than being on 
RTX. Patient 5: noted improved function in upper extremities after 4 months of inebilizumab 
exposure. Patient 6: noted improvement of gait symptoms after 20 months of inebilizumab 
exposure [T25-FW; Baseline: 33.7; Follow Up: 6.7 (11/2022)]. bWorsening symptoms; despite 
a slight improvement recorded in SF-36 (baseline: 6; follow up: 5) after 12 months of 
inebilizumab exposure, one patient case reported subjective worsening of symptoms 
including neuropathic pain, burning, spasticity, and sleepiness. Of note, the patient was 
diagnosed with seronegative NMOSD (the only seronegative participant in this case series) 
and has been reported to include the following medical history: stroke, CKD, migraines, 
Hepatitis B, depression, anxiety, obesity (gastric bypass), MGUS, hypothyroidism 
(thyroidectomy 2000), COPD, and myelodysplastic syndrome. n, number; %, percentage; 
NMOSD, Neuromyelitis optica spectrum disorder; EDSS, Expanded disability status scale; 
T25-FW, Timed 25-foot walk test; SF-36, 36-item short-form health survey; ADL, Activities 
of daily living; and QOL, Quality of life.
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Background: Extensive observational studies have reported an association

between inflammatory factors and autism spectrum disorder (ASD), but their

causal relationships remain unclear. This study aims to offer deeper insight into

causal relationships between circulating inflammatory factors and ASD.

Methods: Two-sample bidirectional Mendelian randomization (MR) analysis

method was used in this study. The genetic variation of 91 circulating

inflammatory factors was obtained from the genome-wide association study

(GWAS) database of European ancestry. The germline GWAS summary data for

ASD were also obtained (18,381 ASD cases and 27,969 controls). Single

nucleotide polymorphisms robustly associated with the 91 inflammatory

factors were used as instrumental variables. The random-effects inverse-

variance weighted method was used as the primary analysis, and the

Bonferroni correction for multiple comparisons was applied. Sensitivity tests

were carried out to assess the validity of the causal relationship.

Results: The forward MR analysis results suggest that levels of sulfotransferase

1A1, natural killer cell receptor 2B4, T-cell surface glycoprotein CD5, Fms-related

tyrosine kinase 3 ligand, and tumor necrosis factor-related apoptosis-inducing

ligand are positively associated with the occurrence of ASD, while levels of

interleukin-7, interleukin-2 receptor subunit beta, and interleukin-2 are inversely

associated with the occurrence of ASD. In addition, matrix metalloproteinase-10,

caspase 8, tumor necrosis factor-related activation-induced cytokine, and C-C

motif chemokine 19 were considered downstream consequences of ASD.
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Conclusion: This MR study identified additional inflammatory factors in patients

with ASD relative to previous studies, and raised a possibility of ASD-caused

immune abnormalities. These identified inflammatory factors may be potential

biomarkers of immunologic dysfunction in ASD.
KEYWORDS

autism spectrum disorder, inflammatory factors, inflammation, Mendelian
randomization, single nucleotide polymorphisms, genome-wide association study
1 Introduction

Autism spectrum disorders (ASD) are defined as a group of

neurodevelopmental conditions of childhood with environmental

causes that are still not fully understood. Most environmental

factors during the perinatal stage appear to converge into a series

of inflammatory conditions, such as bacterial and viral infections and

inflammatory bowel disease (1, 2), suggesting that inflammatory

responses could be an underlying factor in the etiology of ASD.

Large population-based epidemiological studies have linked ASD

with autoimmune disease and abnormal blood levels of various

inflammatory cytokines and immunological biomarkers (3, 4). For

instance, previous studies on inflammatory biomarkers have found

increased concentrations of pro-inflammatory factors IL-1b, IL-4, IL-
6, IL-8, and TNF-a (5–8), as well as decreased concentrations of anti-

inflammatory factors IL-10 and IL-1Ra (9) in the peripheral blood of

patients with ASD. These abnormal inflammatory cytokine levels are

linked to greater impairments in language function and social

interaction in children with ASD (6, 8). Therefore, it is necessary to

further identify inflammatory biomarkers in ASD and uncover the

causality between ASD and changes in the levels of

inflammatory factors.

Observational studies are often susceptible to confounding,

reverse causation, and multiple biases, which can lead to

unreliable findings regarding the causal effects of exposures on

outcomes. The Mendelian randomization (MR) method provides

an alternative approach to investigate causality in epidemiological

research, by utilizing genetic variants as instrumental variables to

determine whether a risk factor has a causal effect on a health

outcome. As an individual’s genotype is determined at conception

and cannot be altered, this method avoids the reverse causality

between genotype and outcome. In general, MR analysis rests on 3

assumptions: (1) genetic variants are associated with the risk factor;

(2) genetic variants are not associated with confounders; and (3)

genetic variants affect the outcome only through the risk factor (10).

The advent of large-scale genome-wide association studies (GWAS)

increases the accessibility of single-nucleotide polymorphisms

(SNPs) as instrumental variables to infer causality in MR studies.

Based on the GWAS summary statistics, previous studies have

examined causal relationships between 41 circulating inflammatory
0294
factors (11) and various complex diseases, including depression

(12), epilepsy (13), and Alzheimer’s disease (14). Recently, Zhao

et al. (15) extended previous works by conducting a genome-wide

protein quantitative trait locus study which identified the genetic

architecture of 91 circulating inflammatory factors in 14,824

European-ancestry participants. Several recent studies have

included these 91 inflammatory factors for MR analysis, which

further extends the use of inflammatory factors in MR studies (16,

17). Although previous observational studies have found a strong

association between changes in levels of some circulating

inflammatory proteins and ASD (5–9), their causal relationships

remain undefined. The number of inflammatory factors analyzed in

these studies is also relatively limited. Based on the knowledge

above, we conducted the first bidirectional two-sample MR analysis

(SNPs associated with the exposure and outcome are individually

obtained from two independent samples) to determine the causal

relationship between 91 inflammatory factors and ASD. The

inflammatory biomarkers identified in this work may provide the

basis for an objective test for early and accurate diagnosis of ASD

and may shed light on the etiology and pathogenesis of ASD.
2 Materials and methods

2.1 Study design and data sources

Figure 1 displays a schematic presentation of the study design.

The data were obtained from the GWAS database and all included

subjects had provided written informed consent in original

research. The GWAS data sets for 91 circulating inflammatory

factors are available in the GWAS Catalog (accession numbers from

GCST90274758 to GCST90274848). These results come from a

recent genome-wide protein quantitative trait locus study of 91

inflammation-related plasma factors in 14,824 European-ancestry

participants (15). The genetic data on ASD were obtained from a

genome-wide association meta-analysis of 18,381 ASD cases and

27,969 controls by Grove et al. (18) (OpenGWAS: ieu-a-1185). All

participants were children born in Denmark between 1981 and

2005, diagnosed with ASD according to the 10th Revision of the

International Classification of Diseases before 2014.
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2.2 Instrument selection

The SNPs strongly associated with inflammatory factors (p <

5e–06) were selected as instrumental variables. The linkage

disequilibrium of these SNPs was removed using the clumping

procedure in PLINK software (version v1.90), with the linkage

disequilibrium parameter (r2) < 0.001 and a distance threshold of

10,000 kilobases. The r2 was calculated based on the 1000 Genomes

Projects reference panel (Genomes Project C et al., 2012) (19).

Additionally, we excluded palindrome SNPs and weak instrumental

SNPs (F-statistics < 10). The F statistic was calculated by the

following equation: F = R2 × (N−k−1)/k × (1 − R2), where N is

the sample size of the exposure factor, K is the number of

instrumental variables, and R2 is the proportion of variance

explained by each instrumental variable. An F-statistic >10

typically indicates a strong correlation between instrumental

variables and exposure factors (20).
2.3 Statistical analysis

Both statistical and sensitive analyses were conducted using the R

software (version 4.2.1) and the “TwoSampleMR” R package (21, 22).
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The random-effects inverse variance weighted (IVW) method was

employed as the main MR analysis to estimate causal effects,

complemented by the weighted-median (WM) and MR-Egger

methods to investigate potential pleiotropic effects. The IVW

method can analyze individual Wald-type ratios of causal effects

for each SNP, which provides the most accurate and unbiased

causal estimates in the absence of horizontal pleiotropy (23). In

the presence of horizontal pleiotropy, the WM method provides a

consistent estimate even though half of the genetic variants are

invalid instrumental variables (24). The estimation of causal

effects of modifiable phenotypes on an outcome relies on the

assumption of no pleiotropy, wherein genes solely influence the

outcome via the given phenotype. If the genetic variants have a

pleiotropic effect on the outcome, then the causal estimates may be

biased. The MR-Egger regression intercept test was used to assess

residual horizontal pleiotropy – intercepts around the zero

indicate that SNPs do not have a direct effect on the outcome

via the exposure (25). The Cochran’s Q statistic was utilized to

evaluate the heterogeneity of SNPs in both the IVW and MR Egger

methods (21). The core assumption of MR is not contradicted

even if there is significant heterogeneity in the instrumental

variables. A p-value of less than 0.05 suggests the presence of

horizontal pleiotropy and heterogeneity. The association of
B

A

FIGURE 1

(A) Three assumptions in this MR study; (B) Workflow of this MR study.
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individual SNPs was determined using leave-one-out sensitivity

analysis to investigate whether the results were driven by any

single SNP (26). For binary exposures, causal estimates were

presented as odds ratio (OR) and 95% confidence interval (CI)

per log-odds increment of genetic exposure risk. To account for

multiple testing, a p-value of 0.00055 (0.05/91) was considered

robust significance after the Bonferroni correction. A p-value

between 0.00055 and 0.05 was deemed as suggestive evidence of

potential causation. All statistical analyses were two-sided.
3 Results

3.1 Basic information about instrumental
variables and exposures

After the selection of SNPs based on the criteria, a total of 1,815

SNPs related to 91 circulating inflammatory factors extracted from

the GWAS database were used as instrumental variables

(Supplementary Table S1). The basic information on 91

circulating inflammatory factors is summarized in Supplementary

Table S2. Due to the large number of inflammatory factors and

associated SNPs, in this section, we focus on the presentation of

positive results in MR analysis. SNPs used in the positive results of

both forward and reverse MR analysis are shown in Supplementary

Tables S3, S4. This compilation includes information on

chromosome location, effect allele, and effect allele frequency.

Moreover, all SNPs had F statistics greater than 10, indicating

that they were free of weak instrumental bias.
3.2 The causative impact of circulating
inflammatory factors on ASD

The analysis results from IVW showed a statistically significant

negative correlation between levels of interleukin-7 (IL-7) and ASD

(OR = 0.858, 95% CI = 0.796 to 0.925, p = 6.69e-05). The results also

showed possible positive associations between elevated levels of

sulfotransferase 1A1 (SULT1A1) (OR = 1.109, 95% CI = 1.0423 to

1.181, p = 0.001), natural killer cell receptor 2B4 (CD244) (OR =

1.144, 95% CI = 1.040 to 1.259, p = 0.006), T-cell surface

glycoprotein CD5 (CD5) (OR = 1.126, 95% CI = 1.028 to 1.233, p

= 0.011), Fms-related tyrosine kinase 3 ligand (FLT3LG) (OR =

1.120, 95% CI = 1.013 to 1.238, p = 0.027), and tumor necrosis

factor-related apoptosis-inducing ligand (TNFSF10) (OR = 1.093

95% CI = 1.009 to 1.184, p = 0.029) and an increased occurrence of

ASD. Levels of interleukin-2 receptor subunit beta (IL2Rb) (OR =

0.838, 95% CI = 0.749 to 0.936, p = 0.002), and interleukin-2 (IL-2)

(OR = 0.874, 95% CI = 0.785 to 0.972, p = 0.013) were inversely

associated with the risk of ASD. The results of the WM analysis for

CD244 (OR = 1.150, 95% CI = 1.026 to 1.289, p = 0.016) and CD5

(OR = 1.181, 95% CI = 1.028 to 1.355, p = 0.018) also indicate a

causal relationship with ASD, consistent with the trend observed in

the IVWmethod. MR Egger analysis of all the inflammatory factors

did not find any significant causal relationship with ASD. Figure 2

provide the results of the IVW, WM, and MR Egger analysis. None
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of the intercepts in the MR-Egger regression analysis significantly

deviated from the zero (p > 0.05), suggesting no horizontal

pleiotropy. Heterogeneity was observed only in TNFSF10 with a

Cochran’s Q-derived p <0.05, but the causal estimate was acceptable

when utilizing the random-effects IVW method (Table 1). The MR

leave-one-out sensitivity analysis indicated that sequentially

excluding individual SNP did not significantly influence the

results, and all the estimates of the error lines were on the same

side (Figure 3). The results of the IVW, WM, and MR Egger mode

for all circulating inflammatory factors on ASD are displayed in

Supplementary Table S5.
3.3 The causative impact of ASD on
circulating inflammatory factors

When considering functional outcomes of ASD as exposures

and the 91 circulating inflammatory factors as outcomes, the IVW

results indicate that adverse functional outcomes following ASD

may lead to increased levels of matrix metalloproteinase-10

(MMP10) and caspase 8 (CASP8) (OR = 1.067, 95% CI = 1.006

to 1.131, p = 0.032; OR = 1.064, 95% CI = 1.003-1.128, p = 0.040), as

well as decreased levels of tumor necrosis factor-related activation-

induced cytokine (TNFSF11) and C-C motif chemokine 19

(CCL19) (OR = 0.942, 95% CI = 0.888 to 0.998, p = 0.044; OR =

0.942 95% CI = 0.888 to 0.999, p = 0.047). The analysis results from

both WM and MR Egger did not reveal any significant causality

between ASD and the four inflammatory factors. Figure 4 provide

the results of the IVW, WM, and MR Egger analysis. Cochran’s Q-

test results showed no evidence of heterogeneity in the causal

relationship between these SNPs. The p-value of the MR-Egger

intercept was greater than 0.05, indicating that horizontal

pleiotropy was not possible for these four associations (Table 2).

Furthermore, the sensitivity analysis proved the robustness of these

observed causal associations (Figure 5). The results of the IVW,
FIGURE 2

Forest plots of the pooled OR results between 8 inflammatory
factors and ASD in the forward MR analysis.
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WM, and MR Egger mode for ASD on all circulating inflammatory

factors are displayed in Supplementary Table S6.
4 Discussion

Although recent observational studies have suggested an

association between inflammatory factors and ASD (27–29), it is

important to note that these results may be influenced by confounding

factors, and the causal relationship between the two remains

inconclusive. Using novel data and approaches, this bidirectional
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MR study offers a genetic insight into the potential causal

relationship between circulating inflammatory factors and ASD. The

findings of this study suggest that levels of SULT1A1, CD244, CD5,

FLT3LG, and TNFSF10 are positively associated with the risk of ASD,

while levels of IL-7, IL2Rb, and IL-2 are inversely associated with the

risk of ASD. Furthermore, the genetic susceptibility to ASD exhibited

suggestive evidence of increased levels of MMP10 and CASP8, and

decreased levels of TNFSF11 and CCL19. Importantly, sensitivity

analyses supported the robustness of these results.

Individuals with ASD show alterations in circulating

inflammatory factors along with abnormal peripheral blood levels
FIGURE 3

Leave-one-out of SNPs results between 8 inflammatory factors and ASD in the forward MR analysis. Each black point indicates the MR result of all
remaining SNPs after removing the SNP in this line. The MR results estimated by all SNPs are depicted by the red point. No single SNP strongly drives
the overall causal effect in these sensitivity analyses.
TABLE 1 The heterogeneity and horizontal pleiotropy results of the 8 inflammatory factors and ASD in the forward MR analysis.

Exposure

Heterogeneity test Pleiotropy test

MR Egger IVW MR Egger

Q-value Q-df p-value Q-value Q-df p-value Intercept SE p-value

IL-7 4.28 11 0.961 4.54 12 0.971 0.0072 0.014 0.616

SULT1A1 8.55 18 0.969 13.68 19 0.802 0.0201 0.010 0.061

IL2Rb 4.14 7 0.763 4.93 8 0.765 0.0130 0.015 0.405

CD244 25.00 17 0.094 25.60 18 0.109 -0.0066 0.011 0.546

CD5 14.10 15 0.521 14.30 16 0.579 -0.0056 0.012 0.657

IL-2 6.56 10 0.766 7.40 11 0.766 0.0165 0.018 0.382

FLT3LG 29.10 21 0.111 29.10 22 0.142 -0.0002 0.015 0.989

TNFSF10 34.9 18 0.010 35.5 19 0.013 -0.0042 0.011 0.708
fro
MR, Mendelian randomization; Q, heterogeneity statistic Q; df, degree of freedom; SE, standard error.
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of lymphocytes and macrophages across the lifespan (30).

Inflammatory factor profiling can reveal the progression and

status of immune system dysregulation in ASD, offering

therapeutic targets for improving core autistic symptoms. Current

results in the forward MR analysis demonstrated a strong causal

association between a decreased level of circulating IL-7 and a

higher liability of ASD based on the Bonferroni correction. IL-7 is

mainly produced by stromal cells in lymphoid tissues and has

pleiotropic effects on the development of T and B cells, as well as T-

cell homeostasis. The administration or neutralization of IL-7 may

enable the modulation of immune function in individuals with

lymphocyte depletion or autoimmunity (31). Data from several

studies have shown that plasma levels of IL-7 were higher in

children with ASD than those observed in typically developing

controls, but these differences did not reach statistical significance

after correction for multiple comparisons (32–34). By contrast,

Napolioni and colleagues (35) found that plasma levels of IL-7 were

inversely correlated with full intelligence quotient in children with

ASD using Spearman’s rank correlation analysis. Similarly, a large

observational study on the risk of psychopathology found that

decreased IL-7 levels in cord serum were linked to emotional

symptoms and abnormal pro-social behavior in 5-year-old

children (36). Overall, this MR analysis based on large

populations replicates and extends these findings, highlighting a

causal protective role of genetically encoded higher IL-7 levels

against ASD.
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Other results did not show robust causality after Bonferroni

correction, which can only be regarded as suggestive evidence of

potential causality. IL-2 functions as an essential immunoregulatory

factor produced primarily by T cells, exerting its effects via binding

to the high-affinity IL-2R comprising of a (IL-2Ra), b (IL-2Rb),
and g (IL-2Rg) subunits. Both IL-2 and IL-2Rb have been

implicated in clonal expansion and functional differentiation of T

cells and natural killer cells (37, 38). Vojdani et al. have found that

children with ASD appeared to suffer from decreased blood natural

killer cell activity due to their low intracellular IL-2 levels (39). In

patients with ASD, the proportion of DR+ (activated) T

lymphocytes is abnormally increased, whereas the proportion of

IL-2 receptor+ lymphocytes remains unchanged or even decreases.

This is inversely proportional to the severity of autistic symptoms

and similar to that seen in autoimmune diseases (40–42). In

addition, previous studies have observed lower mRNA expression

levels of IL-2 and percentages of IL-2 synthesizing CD4+ and CD8+

T cells in the peripheral blood of ASD children as compared to

controls (43, 44). To sum up, our findings further support these

observations and provide evidence of immune dysfunction and

autoimmunity in patients with ASD.

Preliminary results suggest that there may be a positive

association between levels of SULT1A1, CD244, CD5, FLT3LG,

and TNFSF10 and risk of ASD. However, much of the research up

to now has not dealt with the relationship between these

inflammatory factors and ASD. SULT1A1 is responsible for the
TABLE 2 The heterogeneity and horizontal pleiotropy results of the ASD and 4 inflammatory factors in the reverse MR analysis.

Outcome

Heterogeneity test Pleiotropy test

MR Egger IVW MR Egger

Q-value Q-df p-value Q-value Q-df p-value Intercept SE p-value

MMP10 28.34 32 0.652 28.34 33 0.698 -0.0003 0.008 0.965

CASP8 27.00 32 0.718 27.12 33 0.754 -0.0007 0.007 0.922

TNFSF11 24.04 32 0.843 24.05 33 0.872 -0.0002 0.015 0.989

CCL19 25.78 32 0.773 25.84 33 0.808 0.0020 0.0076 0.798
fro
MR, Mendelian randomization; Q, heterogeneity statistic Q; df, degree of freedom; SE, standard error.
FIGURE 4

Forest plots of the pooled OR results between ASD and 4 inflammatory factors in the reverse MR analysis.
ntiersin.org

https://doi.org/10.3389/fimmu.2024.1370276
https://www.frontiersin.org/journals/immunology
https://www.frontiersin.org


Long et al. 10.3389/fimmu.2024.1370276
sulfonation of xenobiotics and has been implicated in several

cancers by activating carcinogens (45). During autoimmune

neuroinflammation, SULT1A is highly expressed in astrocytes,

hindering the anti-inflammatory activity of endogenous estrogens

(46). CD244 is an immune regulation receptor presented in

all NK cells, which can stimulate NK cell cytotoxicity and

IFN-g production by interacting with CD48 on neighboring

lymphocytes (47, 48). It has previously been observed that

children with ASD had significantly higher serum and plasma

levels of CD5 than those of normal controls, which is positively

correlated with Childhood Autism Rating Scale score (49, 50). As a

pan T cell marker, CD5 is highly expressed in a variety of

autoimmune diseases, and this MR study provides new evidence

that elevated levels of circulating CD5 may directly promote the

development of ASD. In premature infants following respiratory

viral infections, hyperoxia-induced high FLT3LG expression can

lead to expansion and activation of lung CD103+ dendritic cells.

The FLT3LG level is positively correlated with the level of

proinflammatory cytokines (51). In addition, chronic HIV-1

patients also displayed significantly high levels of FLT3LG

expression (52). TNFSF10 a proapoptotic member of the tumor

necrosis factor family, has been shown to be highly up-regulated in

pat ien ts wi th inflammatory bowel d i sease (53) and

neurodegenerative diseases (54). The previous findings suggest a

positive outcome for our MR results, indicating the need for further

research on the current topic.

The occurrence of ASD may increase the levels of MMP10 and

CASP8 and decrease the levels of TNFSF11 and CCL19 in the

results of reverse MR analyses, suggesting that they may act as

downstream factors in ASD. A recent proteomics analysis on

plasma inflammation-related protein changes found that MMP-

10 expression was significantly up-regulated in the ASD group

compared with healthy children (29). Mild cognitive impairment

individuals with elevated cerebrospinal fluid levels of MMP-10 had

a higher likelihood of progression to Alzheimer’s type dementia and

faster cognitive decline (55). CASP8 is a protease with both pro-

death and pro-survival functions by mediating extrinsic apoptosis

and suppressing necroptosis. Postmortem analysis results showed

that the apoptosis was increased in the prefrontal cortex,

hippocampus, and cerebellum of the autistic brain, as
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characterized by significantly increased levels of cleaved CASP8

(56). TNFSF11 exerts essential roles in lymph node organogenesis,

cellular immunity, and osteoclastogenesis. For example, TNFSF11

can signal the augmentation of IFN-g secretion and inhibit

apoptosis of human monocyte-derived dendritic cells (57, 58).

CCL19 has shown significant potential in the regulation of

adaptive immune responses by coordinating dendritic cell

migration and increasing interactions between dendritic cells, T

cells, and B cells in secondary lymphoid tissues (59, 60). Hence,

ASD-induced decreases in peripheral blood CCL19 and TNFSF11

levels may further exacerbate immune system disorders.

This MR study employed a large sample size and instrumental

variables obtained from the GWAS database, ensuring statistical

robustness in estimating causal associations and enhancing the

credibility of results. By addressing the bias introduced by

confounding factors and reverse causality through MR analysis,

this study provides stronger evidence for assessing the causal

relationship between inflammatory factor levels and the risk of

ASD compared to traditional observational studies. Nevertheless,

several limitations of the present study should be considered.

Firstly, the present MR study can only provide statistical evidence

for the causal association between circulating inflammatory factors

and ASD, and further research is needed to investigate the potential

mechanisms involved. Secondly, although current sensitivity

analyses did not reveal any significant pleiotropy between SNPs,

the effect of pleiotropy on the MR results cannot be completely

ruled out. Thirdly, this MR study utilized pooled data from the

GWAS database and did not analyze stratified risk factors related to

ASD duration, severity, treatment, and comorbidities. Finally, the

genetic data were mainly collected from individuals of European

descent, and it is uncertain whether these findings are applicable to

individuals of other ancestries.
5 Conclusion

Overall, this study provide novel ideas that IL-7, SULT1A1,

IL2Rb, CD244, CD5, IL-2, FLT3LG, and TNFSF10 may be

upstream factors in the pathogenesis of ASD, while levels of

MMP10, CASP8, TNFSF11, and CCL19 may act as downstream
FIGURE 5

Leave-one-out of SNPs results between ASD and 4 inflammatory factors in the reverse MR analysis. Each black point indicates the MR result of all
remaining SNPs after removing the SNP in this line. The MR results estimated by all SNPs are depicted by the red point. No single SNP strongly drives
the overall causal effect in these sensitivity analyses.
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factors in ASD. These inflammatory factors could potentially serve

as biomarkers for early diagnosis and treatment of ASD.
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A helping HAND: therapeutic
potential of MAGL inhibition
against HIV-1-associated
neuroinflammation
Alexis F. League1*, Barkha J. Yadav-Samudrala1,
Ramya Kolagani1, Calista A. Cline1, Ian R. Jacobs1,
Jonathan Manke2, Micah J. Niphakis3, Benjamin F. Cravatt3,
Aron H. Lichtman4, Bogna M. Ignatowska-Jankowska5

and Sylvia Fitting1*

1Department of Psychology and Neuroscience, University of North Carolina at Chapel Hill, Chapel
Hill, NC, United States, 2Department of Pharmaceutical Sciences, Skaggs School of Pharmacy and
Pharmaceutical Sciences, University of Colorado Anschutz Medical Campus, Aurora, CO, United
States, 3Department of Chemistry, Scripps Research, La Jolla, CA, United States, 4Department of
Pharmacology and Toxicology, Virginia Commonwealth University, Richmond, VA, United States,
5Neuronal Rhythms in Movement Unit, Okinawa Institute of Science and Technology, Okinawa, Japan
Background: Human immunodeficiency virus (HIV) affects nearly 40 million

people globally, with roughly 80% of all people living with HIV receiving

antiretroviral therapy. Antiretroviral treatment suppresses viral load in peripheral

tissues but does not effectively penetrate the blood-brain barrier. Thus, viral

reservoirs persist in the central nervous system and continue to produce low

levels of inflammatory factors and early viral proteins, including the transactivator

of transcription (Tat). HIV Tat is known to contribute to chronic neuroinflammation

and synaptodendritic damage, which is associated with the development of

cognitive, motor, and/or mood problems, collectively known as HIV-associated

neurocognitive disorders (HAND). Cannabinoid anti-inflammatory effects are well

documented, but therapeutic utility of cannabis remains limited due to its

psychotropic effects, including alterations within brain regions encoding reward

processing and motivation, such as the nucleus accumbens. Alternatively,

inhibiting monoacylglycerol lipase (MAGL) has demonstrated therapeutic

potential through interactions with the endocannabinoid system.

Methods: The present study utilized a reward-related operant behavioral task to

quantify motivated behavior in female Tat transgenic mice treated with vehicle or

MAGL inhibitor MJN110 (1 mg/kg). Brain tissue was collected to assess dendritic

injury and neuroinflammatory profiles, including dendritic microtubule-

associated protein (MAP2ab) intensity, microglia density, microglia

morphology, astrocyte density, astrocytic interleukin-1ß (IL-1ß) colocalization,

and various lipid mediators.

Results: No significant behavioral differences were observed; however, MJN110

protected against Tat-induced dendritic injury by significantly upregulating MAP2ab

intensity in the nucleus accumbens and in the infralimbic cortex of Tat(+) mice. No

or only minor effects were noted for Iba-1+ microglia density and/or microglia

morphology. Further, Tat increased GFAP+ astrocyte density in the infralimbic cortex
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and GFAP+ astrocytic IL-1ß colocalization in the nucleus accumbens, with MJN110

significantly reducing these measures in Tat(+) subjects. Lastly, selected HETE-

related inflammatory lipid mediators in the striatum were downregulated by

chronic MJN110 treatment.

Conclusions: These findings demonstrate anti-inflammatory and neuroprotective

properties of MJN110 without cannabimimetic behavioral effects and suggest a

promising alternative to cannabis for managing neuroinflammation.
KEYWORDS

HIV-1, inflammation, transactivator of transcription (Tat), endocannabinoids, HETE,
monoacylglycerol lipase (MAGL)
1 Introduction

Human immunodeficiency virus (HIV) remains a major

global public health issue, with 39.0 million (33.1-45.7 million)

people living with HIV (PLWH) worldwide at the end of 2022, out

of which 76% (65-89%) received combination antiretroviral

therapy (cART) (1). The overall prevalence rate of HIV-1

infection is higher among adult women than men, with 15%

more women living with HIV-1 relative to men in 2019 (2).

Importantly, HIV-1 affects women differently than men, with

greater immune activation observed in women despite lower

overall viral load (3). Given the historical underrepresentation

of females across human and animal models of HIV infection, the

present study centers specifically on females to better characterize

the effects of HIV and novel intervention strategies in this

statistically underrepresented population.

While cART successfully reduces viral load in peripheral tissues

and significantly improves life expectancy of PLWH (4–6), these

treatments are largely incapable of effectively crossing the blood-

brain barrier (BBB) to suppress replication of viral proteins, such as

transactivator of transcription (Tat), which enters the central nervous

system (CNS) within two weeks of infection both directly and through

peripherally infected monocytes and macrophages (7–10). Secretion

and synthesis of viral protein reservoirs persist in the CNS, where they

alter the cellular environment, contributing to chronic neuropathy and

HIV-associated neurocognitive disorders (HAND), even in patients

actively undergoing treatment (7). Underlying HAND are several

dysfunctional immunomodulatory mechanisms within the CNS,

including persistent inflammation and immune activation (11–14),

which ultimately lead to dendritic injury and damage to neurons (15–

17). Notably, cART itself also contributes to both neuroinflammation

and altered neuronal connectivity with prolonged exposure (18, 19). In

preclinical animal studies, the HIV Tat transgenic mouse model is a

well-established model for neuroHIV since their neuropathology and

behavioral deficits tend to mirror those observed in cART-treated

PLWHwith HAND (20–22). These include structural abnormalities in

neurons/dendrites, such as reduced spine density and changes in
02103
synaptic proteins (21–23), disrupted frontostriatal circuitry (24), and

glial abnormalities including microglial activation and micro/

astrogliosis (20, 21, 25). Further, these mice and related neuroHIV

rodent models also develop changes in learning/memory, motor

activity, and motivated behaviors (24, 26–30) relevant for cART-

treated PLWH. As dopaminergic neurocircuitry is highly susceptible

to disruption by HIV proteins, including HIV Tat (29, 31–34),

motivational alterations remain problematic neurobehavioral

manifestations in cART-treated PLWH, including apathy (35, 36)

which parallels lack of motivation.

The endogenous cannabinoid (endocannabinoid) system is a

critical line of defense against neurodegenerative and inflammatory

conditions (37). It is well established that endocannabinoids, such as 2-

arachidonoylglycerol (2-AG) and N-arachidonoylethanolamine (AEA)

upregulate in certain disorders (e.g., Parkinson’s disease, Alzheimer’s

disease, multiple sclerosis) and reduce or abolish unwanted effects of

these disorders or slow their progression (38, 39). Recent work has

demonstrated therapeutic potential of inhibiting monoacylglycerol

lipase (MAGL), the primary enzyme that hydrolyzes 2-AG. 2-AG, is

an endogenous ligand at neuronal cannabinoid type-1 receptors

(CB1R) and, importantly, also an agonist at cannabinoid type-2

receptors (CB2R) in immune cells throughout the brain and body

(40). Activation of CB2R has shown protective properties against

neuroinflammation and neurodegenerative disorders (41). MAGL-

focused strategies are of great interest because targeting enzymatic

breakdown is more beneficial relative to phytocannabinoids, as 2-AG

tone is affected locally on-demand where its breakdown is dysregulated,

thus reducing off-target effects relative to exogenous agonists (42).

Because the downstream products of 2-AG hydrolysis, including

arachidonic acid (AA), are themselves broken down into

proinflammatory eicosanoid lipid mediators such as prostaglandins,

hydroxyeicosatetraenoic acids (HETEs), and epoxyeicosatrienoic acids

(EETs), inhibiting 2-AG breakdown also stands to reduce

proinflammatory processes (43, 44).

Previous studies have demonstrated the neuroprotective

properties of MAGL inhibition across numerous models of brain

damage and inflammation (45–48), including suppressed astrocytic
frontiersin.org
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and microglial activation in models of Alzheimer’s disease (49, 50)

and reduced HIV-1 envelope glycoprotein (gp120)-associated

synapse loss and IL-1b (51). Further, as 2-AG plays a significant

role in modulating mesolimbic dopamine release and associated

behaviors (52), inhibiting 2-AG degradation by targeting MAGL

has been shown to enhance dopamine signaling, reward-related

behavior, and motivation with the MAGL inhibitor JZL184 (53, 54).

While JZL184 targets 2-AG more potently and selectively (55)

compared to earlier-generation MAGL inhibitors such as URB602

(56), studies have shown desensitization of CB1R, which can

contribute to physical dependency (57), as well as cross-reactivity

with other serine hydrolases including a/b hydrolase domain

(ABHD) (55). Newer-generation MAGL inhibitors such as

MJN110 confer greater 2-AG selectivity with adequate potency to

effectively inhibit MAGL in vivo at doses as low as 1 mg/kg (58).

MJN110, in particular has shown antinociceptive, anti-

inflammatory, and neurorestorative effects previously (59, 60).

While MJN110 has also previously been shown to increase

reward-directed behavior, this observation was specific to doses of

5 and 10 mg/kg (61). Given these findings, we were interested in

characterizing whether Tat or lower-dose MJN110 may affect

motivated behavior in the present model.

Thus, the present study used the HIV-1 Tat transgenic mouse

model to investigate the chronic effects of MAGL inhibitor MJN110 (1

mg/kg) on reward-related motivated behavior. Immunohistochemical

and lipid mediator analyses were conducted to assess potential anti-

inflammatory and neuroprotective effects of chronic MJN110

exposure against Tat-induced toxicity on the CNS system, with

focusing on the ventral striatum (nucleus accumbens) and

infralimbic cortex. It is hypothesized that MJN110 will reduce Tat-

driven dysregulation in motivated behavior and exert protective effects

against Tat-driven neuroinflammation and neuronal injury.
2 Materials and methods

2.1 Subjects

Brain-specific, astrocyte-driven HIV-1 Tat1-86 expression was

induced in a Tet-on system using doxycycline in transgenic female

mice (N = 34) as previously described (62). Briefly, mice were

developed on a hybrid C57BL/6J background wherein Tat(+)

subjects expressed both glial fibrillary acidic protein (GFAP)-

reverse tetracycline-controlled transactivator (rtTa) and

tetracycline-responsive element (TRE)-tat genes, while control

Tat(−) subjects expressed only the GFAP-rtTA gene (20).

Genotyping was performed 7-10 days post-weaning to confirm Tat

transgene expression. Subjects at ~ 4 months of age (age range: 3-6

months) were provided ad libitum access to water and doxycycline-

containing chow (6 mg/g; Envigo, NJ, USA; #TD.09282) for three

months preceding and throughout behavioral assays to establish and

maintain a chronic exposure model (63). Note that estrous cycle was

not monitored due to the concern that stress associated with daily

vaginal lavage could confound our dependent measures (64). Subjects
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behavioral data were collected during the dark phase only.

Experimenters were blind to genotype throughout data collection.

All procedures were conducted in strict accordance with the ethical

guidelines outlined in the NIH Guide for the Care and Use of

Laboratory Animals (NIH Publication No. 85-23) and approved by

the Institutional Animal Care and Use Committee (IACUC,

Protocol#: 23-056.0) at the University of North Carolina at

Chapel Hill.
2.2 Drug treatment

Drug assignment (MJN110/vehicle) was randomized and

counterbalanced across genotype groups [Tat(−) and Tat(+) mice] to

yield four total genotype/drug groups with 8-9 subjects each [Tat(−)

Vehicle, n = 9; Tat(−) MJN110, n = 8; Tat(+) Vehicle, n = 8; Tat(+)

MJN110, n = 9]. MJN110 (1 mg/kg) was dissolved in a vehicle solution

containing a 1:1:18 ratio of Kolliphor (Sigma-Aldrich, #C5135), ethanol

(Decon Laboratories, #64174), and 0.9% sodium chloride (Braun

Medical, #J8K944) as described previously (58). Mice assigned to the

vehicle group received the vehicle solution without the MJN110 drug.

MJN110 dosage was chosen based on prior studies which

demonstrated 1 mg/kg oral MJN110 administration was sufficient to

partially block MAGL in the brain, precluding tolerance development

which occurs with full blockade via CB1R desensitization (58).

Additionally, subcutaneous 1 mg/kg MJN110 injections 2 hours prior

to an intraperitoneal acid injection showed a prominent

antinociceptive profile that tended to be greater in female rats

compared to males (65). Subcutaneous injections (10 µL/g) were

performed daily for two weeks preceding and throughout behavioral

assessments (3-22 days, depending on animal’s performance). This

method of delivery was chosen to most closely mimic oral

administration and preclude complications associated with

intraperitoneal injections (e.g., lower full-blockade dose, faster

absorption, and greater potential for intestinal irritation) (66).

Injections were administered at the same time each day,

approximately two hours before data collection to ensure maximal

effect during the testing window (58). Subject weight was recorded daily

for dosing accuracy and to ensure body mass remained stable across

the treatment time course.
2.3 Reward-related operant behavioral task

2.3.1 Experimental design
Subjects were trained to nose poke for 25% sucrose solution

(w/v), similar in concentration to that used in previous studies

(67, 68). The procedural design described herein was adapted from

Nam and colleagues (69) (Figure 1). Subjects first underwent

habituation and magazine training to acclimate to test procedures

and stimuli. After successfully making the association between nose

poke behaviors and sucrose availability and learning to respond

consistently, subjects advanced to a motivation test, which assessed
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how many nose poke behaviors they would perform to earn a single

sucrose reward.

2.3.2 Apparatus
Behavior was recorded in operant chambers (MED Associates,

#ENV-307W) containing a nose poke response port and adjacent

reward dispenser (MED Associates, #ENV-302W-S). To reduce

potential visual and auditory distractions, operant chambers were

contained within sound-attenuating cubicles providing 80 dB white

noise (MED Associates, #ENV-022MD). MED-PC computer

interface software was used to automate sessions and record

behavior. To ensure testing environment consistency across

training and test phases, subjects were randomly assigned an

operant chamber in which they were tested throughout all sessions.

2.3.3 Habituation
Subjects were habituated to experimenter handling for two

weeks preceding behavioral training. Three days before operant

chamber habituation, water in home cages was replaced with 10%

sucrose (w/v) on days 1 and 2, then 20% sucrose (w/v) on day 3.

Sucrose concentration was increased across the habituation period

to allow subjects time to adapt and develop consummatory

behaviors towards the solution. To increase reward salience for

magazine training, sucrose solution was replaced with water on

the day of test environment habituation (day 4), wherein subjects
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were exposed to operant chambers and white noise for 30

minutes, with nose poke response ports and reward dispensing

components inactive.

2.3.4 Magazine training
The following day, subjects underwent a one-hour training

session wherein all operant chamber components were active.

During this phase of training, 25% sucrose solution (w/v) was

made available for 20 seconds at a time on a variable-interval (VI)

schedule (30-45 seconds, VI35). Sucrose solution was also made

available for each nose poke response initiated by subjects. If the

number of recorded nose pokes and earned reinforcers equaled at

least one by the end of the session, the subject was advanced to

fixed-ratio (FR) 1 shaping sessions. If no responses were made to

earn reinforcers, magazine training sessions were repeated for up

to two additional consecutive days as necessary. Session

advancement was determined on an individual basis.

2.3.5 Fixed-ratio 1 shaping sessions
Subjects then underwent daily one-hour training sessions

utilizing an FR 1 schedule of reinforcement to strengthen the

association between nose poke behaviors and reinforcer

availability. In these sessions, a reinforcer was made available

for each nose poke response. Once subjects demonstrated

consistent reward-related behavior by earning at least 20
A

A’

FIGURE 1

Schematic representation of the experimental timeline (A) and the behavioral assay (A’). (A) After mice received DOX-containing chow for 3 months,
mice were subcutaneously injected with vehicle/MJN110 for 2 weeks. DOX food and drug injections continued throughout the experimental study.
Body mass was recorded daily when drug injections started. After 2 weeks of drug injections, subjects were habituated for 3 days in their home cage
to the 25% sucrose solution (w/v). The behavioral assay started the next day and lasted between 3-22 days depending on animal’s performance (A’).
Figure created with BioRender.com. DOX, doxycycline; FR1, fixed-ratio 1; PFR, progressive fixed-ratio; VI35, variable-interval schedule (30-
45 seconds).
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reinforcers per session across two consecutive sessions, they were

advanced individually to the progressive fixed-ratio (PFR)

motivation test. If no responses were made across three

consecutive sessions, subjects were individually returned to

magazine training for one day before resuming FR 1 shaping.

2.3.6 Progressive fixed-ratio breakpoint test
On the final day of the behavioral assay, subjects underwent a

single session that utilized a PFR schedule of reinforcement,

wherein reinforcers were administered with n + 1 responses

where n represents the number of responses required to earn a

reinforcer in the previous trial (i.e., 1 nose poke yields reinforcer

availability on trial 1, 2 nose pokes yield reinforcer availability on

trial 2, etc.). The breakpoint, or the point at which subjects stopped

responding for a reinforcer, was measured as a proxy for

motivation. A measure of average response effort was also derived

by dividing the total number of nose pokes by the duration of time

subjects engaged with the task. The session terminated after three

hours or 20 minutes without an earned reinforcer, whichever

occurred first.
2.4 Immunohistochemistry

2.4.1 Tissue collection
Two hours after injections on the day after completion of the PFR

breakpoint test, subjects were deeply anesthetized with isoflurane and

sacrificed by rapid decapitation. Brains were removed and sagittally

bisected for one hemisphere to be used in immunohistochemical

analyses and the other to be used for lipidomic analyses with liquid

chromatography-tandem mass spectrometry. The left hemisphere

was postfixed in 4% paraformaldehyde (PFA) for 24 hours at room

temperature, then an additional 24 hours at 4°C. Brains were agitated

on a rocker for all steps to maximize tissue penetration. Following

postfixation, brains were submerged in phosphate buffered saline

(PBS) for three 20-minute washes, then transferred to 30% sucrose

solution for 24 hours at 4°C. Prior to sectioning, brains were

embedded with Tissue-Tek OCT compound, frozen with dry ice,

and stored at -80°C. Sagittal sections 30 µm in thickness were cut with

a Leica CM300 cryostat (Leica, Deerfield, IL). Sections for each

subject were contained in sealed 12-well plates and stored in PBS

at 4°C for immunolabeling. Three-four sections per subject were

taken for each analysis.

2.4.2 Tissue processing for histological analysis:
neuronal dendrites (MAP2ab), microglia (Iba-1),
astrocytes (GFAP), colocalization of IL-1b with
astrocytes (GFAP/IL-1b)

All immunohistochemistry (IHC) wash and incubation

procedures were performed at room temperature unless otherwise

specified, and free-floating tissue was rocked at 27 rpm for all steps

in 12-well plates fitted with 74 µm mesh inserts (Corning Life

Sciences, Netwell Inserts, # 29442-132). All washes, as described,

consist of three 5-minute rinses in phosphate buffer saline (PBS).

For MAP2ab and Iba-1 IHC, free-floating sections were first

incubated in 0.5% H2O2 for 30 min, in 1% H2O2 for 60 min, and
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again in 0.5%H2O2 for 30 min, then washed, and followed by exposure

to blocking buffer for 1 hour (PBS with 3% normal goat serum and

0.5% Triton X-100). Tissue was then incubated in primary antibodies,

including microtubule-associated protein 2, ab (MAP2ab, mouse,

Millipore, #MAB378; 1:500) for the detection of neuronal dendrites

and ionized calcium-binding adapter molecule 1 (Iba-1, rabbit, Wako,

#019-19741; 1:500) for the detection of microglia, mixed into blocking

solution for 24 hours at 4°C. The primary antibodies were detected

using secondary antibodies as follows: goat-anti-rabbit Alexa 594

(ThermoFisher, #A11012, red,1:500) and goat-anti-mouse Alexa 488

(ThermoFisher, #A21121, green, 1:500). The secondary antibodies were

diluted in goat blocking buffer and applied to the sections for one hour.

Cell nuclei were visualized with Hoechst 33342 (1:200, Molecular

Probes, H3570, exposed for 3 minutes). Tissue sections were triple-

rinsed in distilled water, mounted on Superfrost Plus glass microscopic

slides (Fisher Scientific, #12-550-15), and coverslipped with antifade

mounting medium (VectaShield, #H-1400).

For GFAP and IL-1b IHC, sections were washed and incubated

in a permeability solution for 30 minutes [0.1% bovine serum

albumin (BSA), 0.1% Triton X-100]. Samples were washed again

and incubated in a blocking solution for 30 minutes (5% normal

goat serum, 5% BSA, 0.1% Triton X-100). Tissue was then

incubated in chicken anti-GFAP (1:1000; Thermo Fisher,

#PA110004) and rabbit anti-IL-1b (1:250; Abcam, #AB9722)

mixed into blocking solution for 24 hours at 4°C. Tissue was

washed, covered, and incubated for one hour in goat anti-chicken

Alexa Fluor 594 (1:500; Thermo Fisher, #A-11042) and goat anti-

rabbit Alexa Fluor 488 (1:500; Thermo Fisher, #A-11034) diluted in

blocking solution, washed, incubated for 3 minutes in Hoechst

fluorescent stain (1:200 Hoechst:distilled water), then triple-rinsed

in distilled water. Samples were then mounted on Superfrost Plus

glass microscope slides and coverslipped with antifade mountant

(Invitrogen ProLong Gold, #P36930).
2.4.3 Confocal microscopy: mean fluorescence
intensity, cell quantification, cell morphology,
and colocalization analysis

Immunolabeled tissue was imaged at 20x or 63x using a Zeiss

LSM800 T-PMT laser scanning confocal microscope and ZEN 2018

Blue Edition software (Carl Zeiss, Inc., Thornwood, NY). The

collection, processing and analyses of all images were conducted

by experimenters blind to genotype and drug conditions. Images

were acquired by using identical parameters for all groups (i.e.,

identical objective, zoom, laser intensity, gain, offset, and scan

speed) optimized for control tissues. For both brain regions (i.e.,

nucleus accumbens and infralimbic cortex), images were sampled

from 3-4 sagittal sections, spaced 300 mm apart, per animal.

For MAP2ab+ immunoreactive neuronal dendrites, one image

per brain region was taken per section, and the entire image (20x

objective, 0.3 mm2) was used as region of interest and processed

using ImageJ (70) to quantify the intensity of staining per pixel in

each image. Mean fluorescent intensity (MFI) was determined with

ImageJ without digital manipulation. Data represent individual

subject data (MAP2ab MFI) averaged across all images taken per

brain region.
frontiersin.org

https://doi.org/10.3389/fimmu.2024.1374301
https://www.frontiersin.org/journals/immunology
https://www.frontiersin.org


League et al. 10.3389/fimmu.2024.1374301
For microglia activity, one image per brain region was taken per

section and Iba-1+ microglial cell bodies containing Hoechst-stained

nuclei were counted by two experimenters blinded to treatment

groups (20x objective, 0.3 mm2). Interrater reliability was assessed

using Cronbach’s alpha (nucleus accumbens a = .798; infralimbic

cortex a = .814), and data from both raters were averaged to

represent microglia counts. Data represent individual subject data

(Iba-1+ microglia counts) averaged across all images taken per brain

region. Furthermore, microglia morphology was assessed for the

nucleus accumbens via Sholl analysis following published

procedures (63, 71, 72). In brief, z-stack images were collected at

63x magnification of immunodetected Iba-1+ microglia stained with

Hoechst (n = 4 mice per group/3-4 sections each). Orthogonal

projection images were generated from the slide z-stack images,

resulting in one z-plane, using ZEN 2018 Blue Edition software,

and exported to Fiji build of ImageJ. Per animal a total of 5-6

microglia were individually isolated for analysis by random selection

(72). The soma size was measured in Fiji using the freehand selection

tool. The images were cleaned, and the background noise was

removed using the despeckle tool. The processed images were

overlayed with the original image, and the tracing tool was used to

select the microglia of interest, and the background was cleared. The

images were converted to binary images, and the line segment tool

was used to draw a line from the center of each soma to the tip of its

longest process, providing the maximum branch length (mm). The

Sholl analysis plugin software was used to assess additional measures,

with the first shell set at 10 mm and subsequent shells set at 2 mm
sizes, to determine intersections at each Sholl radius. This provided

the critical radius (radius value with the highest number of

intersections), the process maximum (the highest number of

intersections regardless of radius value), the number of primary

processes (intersections at the first Sholl radius), and the process

total (total number of intersections). Individual microglia were

treated as individual data points.

For GFAP+ astrocytes and colocalization with IL-1b, three z-

stack images per brain region were taken per section (20x objective,

0.3 mm2), and ImageJ software was used for astrocyte quantification

and analyses of colocalization with IL-1b. GFAP+ astrocyte cell

bodies containing Hoechst-stained nuclei were manually quantified

by two experimenters blinded to treatment groups. Interrater

reliability was assessed using Cronbach’s alpha (a = 0.993)

(nucleus accumbens a = .994; infralimbic cortex a = .992), and

data from both raters were averaged to represent astrocyte counts.

Data represent individual subject data (GFAP+ astrocyte counts)

averaged across all images taken per brain region. For GFAP+

colocalization with IL-1b, the JACoP plugin was used for

colocalization measures (73). Herein, absolute intensity thresholds

were defined manually for both channels to control for any

background fluorescence. Voxels that exceeded thresholds across

both channels were considered colocalized, and the corresponding

Pearson’s correlation coefficient (PCC) was recorded. Generated

cytofluorograms were also reviewed to ensure accurate

colocalization thresholds. Data represent individual subject data

(GFAP/IL-1b colocalization) averaged across all images taken per

brain region. Note, that we lost the brain sections of one vehicle-

treated Tat(−) mouse due to a processing error during IHC labeling,
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and thus, only 8 individual subject data points are shown for GFAP+

astrocyte counts and GFAP/IL-1b colocalization.
2.5 Liquid chromatography-tandem
mass spectrometry

2.5.1 Metabolo-lipidomic sample preparation
Whole tissue striatal and hippocampal samples dissected from

the hemisphere that were not used for IHC were prepared as

previously described (74). All standards and internal standards

used for LC-MS/MS analysis (referred to collectively as lipidomic

analyses elsewhere) of arachidonic acid, docosahexaenoic acid, and

linoleic acid-derived lipid mediators were purchased from Cayman

Chemical (Ann Arbor, Michigan, USA). All high-performance

liquid chromatography (HPLC) solvents and extraction solvents

were HPLC grade or better.

Tissue samples were massed into pre-chilled (-20°C) Qiagen

homogenizer tubes containing a 5mm stainless steel homogenizing

bead (Qiagen, Germantown, MD, USA). An aliquot of 500 µL pre-

chilled methanol was added to each tube before homogenizing at 50

Hz for 2 minutes. Samples were then centrifuged at 14,000 rpm and

4°C for ten minutes. The supernatant was extracted into a 1.5 mL

centrifuge tube and spiked with 10 µL of the internal standard

solution (10 pg/µL each of 5(S)-HETE-d8, 8-iso-PGF2a-d4, 9(S)-

HODE-d4, LTB4-d4, LTD4-d5, LTE4-d5, PGE2-d4, PGF2a-d9 and

RvD2-d5 in ethanol), followed by vortexing. The sample was then

dried in a vacuum centrifuge at 55°C until dry. The sample was then

immediately reconstituted in 1.0 mL of 90:10 water:methanol before

purification by solid phase extraction (SPE).

Lipid mediators were isolated using Strata-X 33 µm 30 mg/1 mL

SPE columns (Phenomenex, Torrance, CA) on a Biotage positive

pressure SPE manifold (Biotage, Charlotte, NC). SPE columns were

pre-washed with 2 mL of methanol (MeOH) followed by 2 mL of

H2O. After applying the entire 1 mL of reconstituted sample, the

columns were washed with 1 mL of 10% MeOH. The lipid

mediators were then eluted sequentially with 1 mL of methyl

formate followed by 1 mL of MeOH directly into a reduced

surface activity/maximum recovery glass autosampler vial

(MicroSolv Technology Corp. Leland, NC), drying after each

solvent elution with a steady stream of nitrogen directly on the

SPE manifold. The sample was then immediately reconstituted with

20 µL of ethanol and analyzed immediately or stored at –70°C until

analysis for no more than 1 week.

2.5.2 Liquid chromatography-mass spectrometry
Quantitation of lipid mediators was performed using 2-

dimensional reverse phase HPLC tandem mass spectrometry (LC-

MS/MS). The HPLC system consisted of an Agilent 1260

autosampler (Agilent Technologies, Santa Clara, CA), an Agilent

1260 binary loading pump (pump 1), an Agilent 1260 binary

analytical pump (pump 2), and a 6-port switching valve. Pump 1

buffers consisted of 0.1% formic acid in water (solvent A) and 9:1 v:

v acetonitrile:water with 0.1% formic acid (solvent B). Pump 2

buffers consisted of 0.01% formic acid in water (solvent C) and 1:1 v:

v acetonitrile:isopropanol (solvent D).
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Five µL of extracted sample was injected onto an Agilent SB-C18

2.1 X 5 mm 1.8 µm trapping column using pump 1 at 2 mL/minute

for 0.5 minutes with a solvent composition of 97% solvent A: 3%

solvent B. At 0.51 minutes, the switching valve changed the flow to

the trapping column from pump 1 to pump 2. The flow was reversed

and the trapped lipid mediators were eluted onto an Agilent Eclipse

Plus C-18 2.1 X 150 mm 1.8 µm analytical column using the

following gradient at a flow rate of 0.3 mL/minute: hold at 75%

solvent A:25% solvent D from 0-0.5 minutes, then a linear gradient

from 25-75% D over 20 minutes followed by an increase from 75-

100% D from 20-21 minutes, then holding at 100% D for 2 minutes.

During the analytical gradient, pump 1 washed the injection loop

with 100% B for 22.5 minutes at 0.2 mL/minute. Both the trapping

column and the analytical column were re-equilibrated at starting

conditions for 5 minutes before the next injection.

Mass spectrometric analysis was performed on an Agilent 6490

triple quadrupole mass spectrometer in negative ionization mode.

The drying gas was 250°C at a 15 mL/minute flow rate. The sheath

gas was 350°C at 12 mL/minute. The nebulizer pressure was 35 psi.

The capillary voltage was 3500 V. Data for lipid mediators was

acquired in dynamic MRM mode using experimentally optimized

collision energies obtained by flow injection analysis of authentic

standards. Calibration standards for each lipid mediator were

analyzed over a range of concentrations from 0.25 – 250 pg on

column. Calibration curves for each lipid mediator were

constructed using Agilent Masshunter Quantitative Analysis

software. Tissue samples were quantitated using the calibration

curves to obtain the on-column concentration, followed by

multiplication of the results by the appropriate dilution factor to

obtain the concentration in pg/mL.
2.6 Statistical analyses

All statistical analyses were performed using SPSS (IBM SPSS

Statistics, Version 28, Chicago, IL, USA) and represented visually

using GraphPad Prism (GraphPad Software, Inc., Version 9, San

Diego, CA, USA) and OriginPro (OriginLab Corporation, Version

2022b, Northampton, MA, USA). Biorender was also utilized to

create the experimental schematic depicted in Figure 1. Data are

reported as mean ± standard error. Two-way analyses of variance

(ANOVAs) with follow-up Tukey’s post hoc tests when appropriate

were conducted with genotype [2 levels: Tat(−), Tat(+)] and drug (2

levels: vehicle, MJN110) as between-subjects factors for all but three

measures (exceptions detailed as follows). For assessments of body

mass, three-way mixed ANOVAs were conducted with time (14

levels: 14 days) as a within-subjects factor and genotype and drug as

between-subjects factors. This was then followed up by two-way

ANOVAs with genotype and drug as between-subjects factors for

each day and Tukey’s post hoc tests when appropriate. For

assessments of PFR breakpoint and number of days to acquisition,

Shapiro Wilk tests demonstrated residuals failed to meet normality

assumptions; as such, Mann-Whitney U nonparametric tests were

run to assess the effects of genotype and drug. Pearson correlation

coefficients were calculated for three behavioral measures and all

striatal-related CNS measures, except for Iba-1+ microglial
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morphology due to the chosen smaller sample size, and potential

relationships between variables were explored. Data were subdivided

by genotype and drug groups to obtain the correlation matrices.

Pearson’s correlation coefficients were calculated for each pair of

continuous variables for each group. This allowed the assessment of

the strength and direction of the linear relationship between variables

within each group separately. An alpha of p ≤ 0.05 was considered

significant for all analyses.
3 Results

3.1 Body mass was not affected by chronic
MJN110 treatment

Body mass (g) was taken daily from the start of drug injections

until the end of the study. Body mass data are reported for the first

two weeks of drug injections prior to the start of behavioral

assessment. No significant effects were noted, with only a trend

toward a significant genotype effect [F(1, 30) = 3.7, p = 0.063;

Figure 2]. Separate two-way ANOVAs for each day revealed Tat

expression significantly decreasing body mass for day 5 [F(1, 30) =

4.3, p = 0.047], day 9 [F(1, 30) = 4.7, p = 0.038], day 13 [F(1, 30) = 4.5,

p = 0.042], and day 14 [F(1, 30) = 4.2, p = 0.050]. Follow-up Tukey’s

post hoc tests demonstrated no significant group differences.
FIGURE 2

Body mass data for the two weeks of MJN110/vehicle injections
prior to the start of behavioral assessment. Tat expression showed a
trend for decreased body mass (g) over the two-week period, with
lower body mass for Tat(+) mice compared to Tat(−) mice on days
5, 9, 13, and 14. Follow-up Tukey’s post hoc test demonstrated no
significant group differences. No effects were noted for MJN110
treatment. All data are expressed as mean ± the standard error of
the mean (SEM). Statistical significance was assessed by ANOVAs
followed by Tukey’s post hoc tests when appropriate; *p < 0.05
main effect of genotype.
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3.2 No behavioral alterations were
observed following Tat induction or
MJN110 treatment

No baseline performance differences were observed between Tat(−)

and Tat(+) subjects across drug groups during FR 1 shaping trials, either

in the number of sessions required to learn the task (Figure 3A) or the

number of reinforcers earned during sessions wherein criteria for

advancement to the PFR breakpoint test were met (Figure 3A’).

Additionally, no significant differences were observed between Tat(−)

and Tat(+) subjects across drug groups during the PFR breakpoint test in

measures of breakpoint (Figure 3B), total session time (Figure 3B’),

number of nose pokes (Figure 3C), or nose pokes per minute

(Figure 3C’). These results indicate that Tat and 1 mg/kg MJN110

demonstrate no significant effects on either reward-related task learning

or motivation to exert additional effort to receive a salient reinforcer.
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3.3 MJN110 reversed Tat-induced dendritic
injury, but only minor effects were noted
on microglia

3.3.1 Neuronal dendritic density
MJN110 significantly increased neuronal dendritic density in

the nucleus accumbens [F(1, 29) = 4.4, p = 0.044; Figure 4A], which

was significantly altered by genotype [F(1, 29) = 4.5, p = 0.042]. A

follow-up Tukey’s post hoc test revealed vehicle-treated Tat(+) mice

showing lower neuronal dendritic density compared to vehicle-

treated Tat(−) mice (p = 0.050) and MJN110-treated Tat(+) mice

(p = 0.027). Within the infralimbic cortex, significant effects of both

Tat and MJN110 were observed [F(1, 29) = 5.2, p = 0.030 and F(1,

29) = 4.0, p = 0.054, respectively; Figure 4A’]. A follow-up Tukey’s

post hoc test revealed vehicle-treated Tat(+) mice showing lower

neuronal dendritic density compared to MJN110-treated Tat(−)
A

B

C

A’

B’

C’

FIGURE 3

Behavioral data for fixed-ratio (FR) 1 shaping sessions and progressive fixed-ratio (PFR) breakpoint test. For FR 1 shaping (A, A’), no significant
differences were observed between genotype or drug groups for the number of sessions required to advance to the PFR breakpoint test (A) or the
number of reinforcers earned in sessions wherein criteria for advancement were met (A’). In the PFR breakpoint test (B-C’), no significant differences
were observed for breakpoint (B), session length (B’), total number of nose poke behaviors (C), or nose pokes per minute (C’). All data are expressed
as mean ± the standard error of the mean (SEM). Statistical significance was assessed by ANOVAs or Mann-Whitney U nonparametric tests. Individual
subject data are represented by open circles.
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mice (p = 0.030). No other group comparisons were significant, with

only trending towards significance for vehicle-treated Tat(+) mice

compared to MJN110-treated Tat(+) mice (p = 0.057).

3.3.2 Microglia density and morphology
For both brain regions, the nucleus accumbens and the

infralimbic cortex, Tat and MJN110 had no significant effects on

microglia density (Figure 4B, B’, C, C’, C’’). Sholl analyses were

conducted in the nucleus accumbens to assess microglia morphology

(n = 4 mice per group with 3-4 sections/5-6 microglia, Figures 4D, D’

and Table 1). Tat expression significantly increased the soma area

(Table 1), which is associated with amoeboid morphology (71) and

has been reported previously for Tat(+) male mice (63). Tukey’s post

hoc test revealed no significant differences between groups.

Additionally, MJN110 increased the number of primary processes

(intersections at the first Sholl radius), whereas no other measure was

affected by the drug, and Tukey’s post hoc test revealed no significant

differences between groups. Overall, microglia morphology appears

to be altered by Tat and MJN110 treatment only to a minimal extent.
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3.4 MJN110 reversed some Tat-induced
alterations to astrocyte density and IL-
1b recruitment

3.4.1 Astrocyte density
Tat significantly increased astrocyte density in the nucleus

accumbens [F(1, 29) = 5.1, p = 0.032; Figure 5A]. Subjects treated

withMJN110 trended towards a significant decrease in this region [F(1,

29) = 3.0, p = 0.096]. A follow-up Tukey’s post hoc test revealed vehicle-

treated Tat(+) mice showing higher astrocyte density compared to

MJN110-treated Tat(−) mice (p = 0.045). In the infralimbic cortex

(Figure 5A’), Tat significantly increased the number of GFAP-positive

astrocytes [F(1, 29) = 6.5, p = 0.017], whereas MJN110 significantly

decreased this measure [F(1, 29) = 8.7, p = 0.006]. Importantly, a

significant interaction was observed between genotype and drug [F(1,

29) = 6.8, p = 0.015], in which vehicle-treated Tat(+) subjects showed

higher astrocyte density compared to all other groups [vehicle-treated

Tat(−) mice, p = 0.006; MJN110-treated Tat(−) mice, p = 0.003;

MJN110-treated Tat(+) mice, p = 0.002].
A

B

D

A’

B’

D’

FIGURE 4

Neuronal dendritic intensity and microglia density/morphology in the nucleus accumbens and infralimbic cortex. (A) In the nucleus accumbens,
MJN110 increased neuronal dendritic intensity based on Tat expression, with decreased MAP2ab intensity in vehicle-treated Tat(+) mice compared
to MJN110-treated Tat(+) mice and vehicle-exposed Tat(−) mice. (A’) In the infralimbic cortex, the same main effect for drug and drug x genotype
interaction was noted, with decreased MAP2ab intensity in vehicle-treated Tat(+) mice compared to MJN110-treated Tat(−) mice. (B, B’) Microglia
density was not affected by genotype or drug in the nucleus accumbens or infralimbic cortex. (C) Brain section from the nucleus accumbens of a
vehicle-treated Tat(+) mouse taken at 20x (0.3 mm2, Scale bar = 50 µm) and at a higher magnification of MAP2ab intensity and/or microglia Iba-1
(C’ and C’’, Scale bars = 10 mm). (D) Example of an orthogonal projection Iba-1-stained image from the nucleus accumbens used for Sholl analysis
(63x, Scale bar = 10 mm, image processed with ImageJ). (D’) Example of a single microglial cell with concentric Sholl radii (black circles)
superimposed on the image (Scale bar = 10 mm). All data are expressed as mean ± the standard error of the mean (SEM). Statistical significance was
assessed by ANOVAs followed by Tukey’s post hoc tests when appropriate; #p < 0.05 main effect of drug, §p < 0.05 genotype x drug interaction,
ap < 0.05 vs. vehicle-treated Tat(+) mice. Individual subject data (averaged across 3-4 images per region) represented by open circles.
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3.4.2 Astrocytic IL-1b colocalization

Within the nucleus accumbens, significant effects of both, Tat

and MJN110 were observed [F(1, 29) = 6.7, p = 0.015 and F(1, 29) =
Frontiers in Immunology 10111
12.0, p = 0.002, respectively], as well as a trend towards a significant

interaction [F(1, 29) = 3.3, p = 0.078; Figure 5B). Notably, a follow-

up Tukey’s post hoc test revealed that vehicle-treated Tat(+) subjects

showed higher colocalization of IL-1b with GFAP compared to all
TABLE 1 Effect of Tat and MJN110 on microglia morphology in the nucleus accumbens of Tat transgenic mice.

Measure
Genotype

Repeated
vehicle

Repeated
MJN110

Genotype
effect

Drug effect
Genotype
x drug

mean ± SEM mean ± SEM F1,80 p F1,80 p F1,80 p

Soma area (µm2)
Tat(–) 30.85 ± 1.16 30.87 ± 1.02

3.92 0.05 0.86 0.35 0.90 0.34
Tat(+) 33.82 ± 0.99 31.92 ± 0.85

Maximum branch
length (µm)

Tat(–) 29.24 ± 1.26 30.06 ± 1.33
0.18 0.66 0.17 0.68 0.04 0.84

Tat(+) 30.08 ± 1.32 30.36 ± 1.39

Critical radius (µm)
Tat(–) 12.76 ± 0.56 12.60 ± 0.63

1.94 0.16 0.003 0.95 0.02 0.86
Tat(+) 13.64 ± 0.81 13.71 ± 0.78

Number of primary process
Tat(–) 4.95 ± 0.34 5.90 ± 0.53

0.13 0.71 4.64 0.03 0.004 0.95
Tat(+) 5.09 ± 0.53 6.10 ± 0.35

Process maximum
Tat(–) 6.71 ± 0.44 7.65 ± 0.47

0.04 0.82 2.88 0.09 0.08 0.77
Tat(+) 6.95 ± 0.44 7.62 ± 0.34

Process total
Tat(–) 38.19 ± 3.84 38.95 ± 2.22

0.51 0.47 0.48 0.48 0.20 0.65
Tat(+) 39.00 ± 3.23 42.57 ± 2.77
front
Sholl analysis of microglia morphology in the nucleus accumbens of repeated (2-week) vehicle- or MJN110-treated Tat(–) and Tat(+) female mice. Data are expressed as the mean ± SEM. The
parameters measured by Sholl analysis are indicated in parentheses in the first column. Two-way ANOVAs for each measurement were conducted with genotype and drug as between-subject
factors. F values and p values are presented from ANOVA results. Bolded values denote significant differences at p < 0.05; mean ± SEM, n = 4 mice per group with 3-4 sections/5-6 microglia.
A

B

A’

B’

FIGURE 5

Astrocyte density and astrocytic IL-1b colocalization in the nucleus accumbens and infralimbic cortex. (A) Tat increased astrocyte density in the
nucleus accumbens, with increased GFPA+ counts for vehicle-treated Tat(+) mice compared to MJN110-treated Tat(−) mice. (A’) In the infralimbic
cortex, MJN110 downregulated Tat-driven increases in astrocyte density based on Tat expression, with increased GFPA+ counts for vehicle-exposed
Tat(+) mice compared to all other groups. (B) Colocalization of IL-1b with GFAP+ cells in the nucleus accumbens was significantly affected by Tat
and MJN110, with vehicle-exposed Tat(+) mice showing higher colocalization of IL-1b with GFAP+ cells compared to all other groups. (B’) In the
infralimbic cortex, colocalization of IL-1b with GFAP+ cells was downregulated by MJN110. (C) Brain section of GFAP+ astrocytes with colocalization
of IL-1b from the nucleus accumbens of a vehicle-treated Tat(+) mouse taken at 20x (0.3 mm2, Scale bar = 50 µm) and at a higher magnification (C’
and C’’, Scale bars = 10 mm). All data are expressed as mean ± the standard error of the mean (SEM). Statistical significance was assessed by ANOVAs
followed by Tukey’s post hoc tests when appropriate; *p < 0.05 main effect of genotype, #p < 0.01 main effect of drug, §p < 0.05 genotype x drug
interaction, ap < 0.05 vs. vehicle-treated Tat(+) mice. Individual subject data (averaged across 3-4 images per region) are represented by open
circles. Note that the brain sections of one vehicle-treated Tat(−) mouse were lost due to a processing error during IHC labeling and thus, only 8
individual subject data points are shown for the vehicle-treated Tat(−) mouse group. PCC, Pearson’s colocalization coefficient.
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other groups [vehicle-treated Tat(−) mice, p = 0.022; MJN110-

treated Tat(−) mice, p = 0.001; MJN110-treated Tat(+) mice, p =

0.004]. While in the infralimbic cortex (Figure 5B’), no main effect

of Tat was observed for colocalization of IL-1b with GFAP, MJN110

significantly decreased colocalization across genotypes [F(1, 29) =

4.5, p = 0.042]. A follow-up Tukey’s post hoc test demonstrated no

significant group differences. Figures 5C-C'' shows a representative

image from the nucleus accumbens of colocalization of IL-1ß with

GFAP+ astrocytes.
3.5 Contrasting effects of Tat and MJN110
on proinflammatory lipid
mediator expression

Due to the more prominent astrocytic IL-1b colocalization

observed in the nucleus accumbens relative to the infralimbic

cortex and our focus of interest on associated inflammatory lipid

mediators, lipidomic analyses with LC-MS/MS centered primarily

on further characterizing these profiles within the striatum. These

analyses revealed a significant main effect of MJN110 treatment in

reducing striatal 12-HETE [F(1, 30) = 5.0, p = 0.033; Figure 6A], 15-

HETE [F(1, 30) = 5.3, p = 0.029; Figure 6B], 5-HETE/14(15)-

epoxyeicosatrienoic acid [EET; F(1, 30) = 4.9, p = 0.035; Figure 6C],

and 11-HETE [F(1, 30) = 4.7, p = 0.038; Figure 6D). Follow-up

Tukey’s post hoc tests revealed decreased 15-HETE striatal levels for

MJN110-treated Tat(+) mice compared to vehicle Tat(−) mice (p =

0.023). Additional alterations were observed in the hippocampus

(see Supplementary Figure S1). These analyses revealed a significant

genotype x drug interaction for 12-HETE [F(1, 30) = 4.6, p = 0.040],

with follow-up Tukey’s post hoc revealing no significant group

differences. Further, significant main effects of MJN110 treatment

in reducing hippocampal 15-HETE [F(1, 30) = 4.5, p = 0.042] and 5-

HETE/14(15)-epoxyeicosatrienoic acid [EET; F(1, 30) = 6.7, p =

0.015] were noted. Further, Tat expression increased 11-HETE [F(1,

30) = 4.4, p = 0.046] that was altered by drug [genotype x drug

interaction, F(1, 30) = 4.1, p = 0.051]. Follow-up Tukey’s post hoc

tests revealed increased 11-HETE hippocampal levels for vehicle-

treated Tat(+) mice compared to vehicle Tat(−) mice (p = 0.032).
3.6 Subgroup-specific relationships
between measures

Associations between CNS and behavioral measures differed

among subgroups and were only found in vehicle-treated Tat(−)

mice and MJN110-treated Tat(+) subjects (Figure 7). In vehicle-

treated Tat(−) subjects, low striatal 5-HETE/14(15)-EET was

strongly associated with higher breakpoints and a larger number

of reinforcers earned during FR1 shaping sessions (Figure 7A). In

contrast, for MJN110-treated Tat(+) subjects, increased astrocyte

density and higher astrocytic IL-1b colocalization in the nucleus

accumbens was strongly associated with a larger number of

reinforcers earned during FR1 shaping sessions and a greater

number of shaping sessions required to advance to the PFR test,

respectively (Figure 7D).
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Behavioral predictors of PFR breakpoint also varied between

groups. For all groups, except MJN110-treated Tat(+) mice, a larger

number of reinforcers earned during FR1 shaping sessions was

strongly associated with higher PFR breakpoints (Figures 7A-C).

Further, in vehicle-treated Tat(+) subjects, a lower number of

required FR1 shaping sessions was strongly associated with higher

PFR breakpoints (Figure 7C).

Associations between CNS measures demonstrated that the four

striatal HETE mediators showed high positive correlations within each

other for all groups, except for the vehicle-treated Tat(−) mice

(Figures 7B-D). In vehicle-treated Tat(−) mice, only higher striatal
A B

C D

FIGURE 6

Quantification of striatal lipid mediators. Heatmap of all lipid
mediators assessed (top). Summary data from significant findings
(A–D). MJN110 treatment significantly decreased striatal 12-HETE
(A), 15-HETE (B), 5-HETE/14(15)-EET (C), and 11-HETE (D). All data
are expressed as mean ± the standard error of the mean (SEM).
Statistical significance was assessed by ANOVAs followed by Tukey’s
post hoc tests when appropriate; #p < 0.05 main effect of drug,
bp = 0.023 vs. vehicle-treated Tat(−) mice. Individual subject data
are represented by open circles.
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15-HETE levels were associated with higher 11-HETE and 12-HETE

levels (Figure 7A). Interestingly, in vehicle-treated Tat(+) subjects,

higher striatal 15-HETE and 11-HETE levels were strongly

associated with increased astrocyte density in the nucleus accumbens,

whereas higher striatal HETEs were also associated with less IL-1b
colocalization with GFAP (Figure 7C).
4 Discussion

While no behavioral effects were observed, the present study

demonstrated that in the infralimbic cortex and nucleus accumbens,

MJN110 successfully reduced Tat-induced dendritic injury and Tat-

induced astrocyte-related neuroinflammation, as shown by decreasing

Tat-induced upregulated astrocyte density or astrocytic IL-1b
colocalization. Notably, Tat induced region-specific inflammatory

effects such that astrocyte recruitment was increased in the

infralimbic cortex, whereas instead, astrocytic IL-1b was increased in

the nucleus accumbens. No effects were noted for Iba-1+ microglia

density in either brain region, and only minor effects were noted for

microglia morphology assessed in the nucleus accumbens. Further,

selected HETE-related inflammatory lipid mediators in the striatum

were downregulated by chronic MJN110 treatment.
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The absence of behavioral differences, while contrary to

hypothesized outcomes, may indeed be of some significance insofar

as these results demonstrate MJN110 lacks cannabimimetic effects.

Tetrahydrocannabinol (THC), a major CB1R agonist component of

cannabis, has been shown to increase dopamine signaling in the

nucleus accumbens as well as the ventral tegmental area (75–77),

with both regions being critical components of the mesocorticolimbic

system involved in reward-related behaviors and salience processing.

These THC-mediated dopamine alterations underlie commonly

observed increases in food intake, often referred to as the

“munchies” (78). While other studies of chronic THC use have

contrastingly found decreases in dopamine synthesis and activity

(79), it is important to note these results are largely driven by

cannabis-dependent individuals with high-severity use (80, 81). The

limited existing data available for MJN110 effects on motivated

behavior demonstrate that acute treatment increases reward-directed

response; however, this effect was only observed at doses five- and

tenfold higher than the 1 mg/kg dose used in the present study (61).

The lack of behavioral alterations across groups may also be

explained by compensatory mechanisms such as homeostatic

scaling (82). Specifically, excitatory synapse loss and increased

inhibitory tone have previously been observed, both of which

function to protect neurons from increased N-methyl-D-
A B

C D

FIGURE 7

Correlation matrices of quantified variables across groups. Association patterns between behavior, nucleus accumbens MAP2ab+ dendritic intensity,
microglia density, astrocyte density, astrocytic IL-1b colocalization, and striatal inflammatory lipid mediator expression differ between subgroups.
Among other distinctions, predictors of PFR breakpoint varied between genotype and treatment groups. Additionally, vehicle-treated Tat(+) subjects
(C) show stronger associations between astrocyte density and proinflammatory lipid mediator expression relative to the other groups, vehicle-
treated Tat(−) mice (A), MJN110-treated Tat(−) subjects (B), and MJN110-treated Tat(+) mice (D). Pearson’s correlation coefficients (r) are indicated
for significant values at p ≤ 0.05. NAc, nucleus accumbens.
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aspartate (NMDA) receptor activity in the presence of Tat-

induced excitotoxicity (26, 83). Previous work has also found

immune tolerance driven by Tat when assessing microglia

activity [65]. As these compensatory changes in excitability and

immune response are evident in the context of chronic rather

than acute Tat exposure (63, 84), it could be speculated that more

robust behavioral alterations may have been observed earlier after

Tat induction than the time period presently investigated.

Immune tolerance may also contribute to the lack of Tat-

induced effects on lipid metabolite expression observed

presently; while Tat initially induces inflammation, potentially

contributing to dendritic injury seen in vehicle-exposed Tat(+)

mice, the immune system becomes desensitized to its effects after

about three months of exposure (63). Reduction in lipid

metabolite expression following MJN110 treatment may suggest

the potential to modulate immune responses in the chronic phase

of HIV-1-associated neuroinflammation wherein observable

inflammatory insult is diminished, but immune priming

remains present (85). While no differences were observed

between Tat(+) and Tat(−) subjects, the lipid metabolites

assessed may not be as sensitive to Tat exposure in chronic

condit ions. MJN110 may exert effects through other

mechanisms (e.g., modulation of immune cell activity or

regulation of downstream signaling pathways associated

with neuroinflammation).

Another plausible alternative explanation for behavioral

similarity across groups is the growing body of research

demonstrating biological sex-specific effects of HIV-1 and

constituent viral proteins, including Tat, on both peripheral and

CNS outcomes (86). Homeostatic scaling through upregulation of

inhibitory activity by g-aminobutyric acid (GABA)ergic neurons in

the hippocampus (26, 83) and the prefrontal cortex have been

established in the context of Tat expression, with the latter

particularly in females (87). In accordance with these

neurophysiological data, studies focused on neurocognitive

outcomes of infection have shown worsened behavioral profiles

among infected females in domains of spatial memory, learning,

and motor skills (88, 89). Data have also shown female-specific

hypersensitivity to pain (90), slower recovery from nerve injury, and

heightened inflammatory responses to local injury (91). As sex-

specific findings regarding executive function have historically been

inconsistent (92, 93) and relatively little has been established for

motivational deficits, the addition of male subjects in the present

work would have provided valuable insight into potential sex

differences in these domains. In addition to between-sex

variation, there may be within-sex variation due to estrous cycle.

Previous studies employing similar models have demonstrated that

HIV-1 affects motivation, including reduced response vigor and

increased reward threshold (28, 94); however, female subjects were

not included in those studies. Prior work has also shown decreased

motivation for food rewards (92, 95), even under food-restricted

conditions when in estrus, during which time attention is diverted

preferentially to sexual motivation (95). It has been posited that this

decrease in consumption during estrus occurs due to reductions in

positive-feedback signals elicited by natural reinforcers (96),

potentially a result of increased striatal dopamine turnover and
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decreased dopamine concentrations during this phase of the estrous

cycle (97). Tracking estrous cycles during assessment or phase-

locking assessments to one estrous stage would better elucidate the

effects of hormones on motivated behavior and potentially

reduce variability.

Though this study did not directly observe the effects of

MJN110 against HAND in terms of behavioral outcomes, it

provides insights into its potential for neuroprotection and as a

modulator of neuroinflammatory responses in the frontostriatal

circuitry. The MJN110 observed increase of Tat-induced

downregulation of MAP2ab+ dendritic intensity and reduction of

neuroinflammatory markers demonstrates promise for curbing the

underlying inflammatory priming linked with HIV-1, potentially

diminishing the emergence or persistence of additional behavioral

sequelae associated with HAND. To better clarify the involvement

of other cytokines in these effects, further quantification of TNF-a
would be advantageous. Because TNF-a inhibits astrocytic

glutamate uptake and increases reactive oxygen species (ROS)

(98, 99), characterizing HIV-1-associated effects on this measure

would enable elucidation of additional mechanisms by which these

cells become dysfunctional in infection and may be restored with

MJN110. Notably, biomarkers of oxidative stress are elevated in

PLWH treated with highly active antiretroviral drugs (100). This

increased oxidative stress contributes to neurotoxicity, HAND, and

premature aging (100, 101). The observed upregulation of

MAP2ab+ dendritic signal by MJN110 in Tat(+) mice and

MJN110-induced reduction in ROS-derived 11-HETE in the

present study suggests a mechanism apart from other enzymatic

pathways by which this treatment may be neuroprotective, and

collecting data for TNF-a would provide insight into whether the

reduction in oxidative stress biomarkers is related to possible

additional MJN110-driven immunoreactivity-suppressing effects.

Assessing lipid mediator expression in the infralimbic cortex

would also provide valuable data to determine whether the effects

of Tat and MJN110 may be distinct from those observed in the

striatum. As hippocampal lipid mediator expression analyses

revealed Tat-induced upregulation of 11-HETE (Supplementary

Figure S1D), additional region-specific effects may also be

observed elsewhere. Given the differences in neuroinflammatory

phenotypes between the infralimbic cortex and striatum in

astrocyte density and colocalization with IL-1b, it remains

possible that diverse cellular mechanisms are recruited to drive

distinct inflammatory responses across regions.

In contrast to previous studies of MAGL inhibition, which have

shown reductions in prostaglandin expression (102), no such

alteration was observed in our analyses (see Figure 6 and

Supplementary Figure S1 heatmap panel sections for COX

pathway). However, the underlying difference may involve which

specific MAGL inhibitor is administered, what dosage is used, or a

combination of the two factors. MJN110 is a newer-generation drug

relative to those used in prior work, with benefits over previous-

generation drugs as described earlier, including fewer off-target

effects. Despite the similarity in that prostaglandins and HETEs are

both inflammatory metabolites of arachidonic acid (AA), their

derived mechanisms differ in their metabolizing enzyme.

Prostaglandins are derived from cyclooxygenase (COX), whereas
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HETEs are largely derived from lipoxygenases (LOX) and

cytochrome P450 (CYP) enzymes (103). That MJN110 decreased

HETEs without affecting prostaglandins suggests a more COX-

independent pathway for MJN110’s profile of anti-inflammatory

effects. This finding is important because while COX-targeting

therapeutics such as non-steroidal anti-inflammatory drugs

(NSAIDs) are effective against inflammation and pain, they can

also increase the risk of adverse cardiovascular events (104–106).

MJN110 confers anti-inflammatory effects while more specifically

targeting pathways beneficial to cardiac, respiratory, and

cerebrovascular health, including LOX and CYP (107, 108), with

the exception of 5-HETE, which is derived from AA through the

LOX system but metabolized through the COX system (109). Given

predispositions of PLWH to cardiovascular disease and related

complications (110, 111), this therapeutic strategy may improve

quality of life across more domains relative to earlier-developed

MAGL inhibitors, which interact with COX pathways. Of note,

HIV-1 gp120 is more strongly linked to increases in signaling

within the COX pathway, particularly through induction of COX-

2 expression (112), so using subjects who express more constituent

proteins of the HIV-1 viral genome may provide a more complete

understanding of virus-associated inflammatory profiles as well as

therapeutic potential of MJN110 across signaling pathways.

Within astrocytic mechanisms, assessing other factors, such as

neurotrophin synthesis and hypertrophy, could further elucidate

additional contrasting effects of Tat and MJN110 on astrogliosis.

Astrocyte density was assessed presently as increased astrocyte

counts are widely understood to indicate increased proliferation

associated with astrogliosis (113); however, a limitation remains in

the inability to distinguish between normal and activated astrocytes.

There also remains the question of other cellular mechanisms

potentially driving independent inflammatory responses. While

number of microglia and microglia morphology was not altered

by Tat and MJN110, microglia are recognized as a productive viral

reservoir that contributes to IL-1b upregulation through

stimulation of nucleotide-binding domain leucine-rich repeat-

containing proteins (NLRs) (114). The present study could not

further probe microglial activation-induced IL-1b upregulation due

to technical difficulties with triple-immunolabeling, but these

contributions to inflammatory tone remain important to consider.

While the expression and distribution of MAGL were not

assessed in the current study, recently published work specifically

examined MAGL expression in our transgenic mouse model, and

demonstrated Tat induction does not alter MAGL expression (87).

Based on these findings, it can reasonably be inferred that MAGL

expression was not a confounding factor in the data observed

presently. Additionally, a previous paper authored by our lab

provides relevant insights into MJN110’s effects in the brain (62).

This study, which utilized the same subject preparation methods,

including dosage, frequency of MJN110 administration, and

duration of Tat induction as the present study, investigated the

effect of MJN110 on endocannabinoid levels in various brain

regions and showed that treatment with MJN110 increased levels

of 2-AG in multiple brain regions. These findings suggest that this
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MAGL inhibitor effectively modulated endocannabinoid signaling

in the brain without baseline MAGL alteration driven by Tat.

Nevertheless, to directly conclude that MJN110 effects are due to

increases in 2-AG levels, mice should be administered a 2-AG

synthesis blocker, such as DO34, similar to what has been published

previously (60).

Several limitations of this study should be considered when

applying current findings to the therapeutic potential of targeting

MAGL in the context of HIV. First, despite the Tat transgenic

mouse model being a well-established neuroHIV model, only one of

the many viral proteins is expressed. It is known that viral proteins can

interact and target various signaling pathways (115); thus they can

modify CNS and behavior in different ways compared to a single viral

protein. Second, the use of doxycycline for inducing Tat expression is

not ideal, as doxycycline has neuroprotective effects on its own (116).

Nevertheless, both Tat(–) and Tat(+) mouse groups received

doxycycline chow throughout the study to control for this confound

and minimize bias. Third, only females were used in the current study

without monitoring estrous cycle. Future studies should monitor

estrous cycle as hormones can alter motivated behavior associated

with a food reward (94), as well as include male mice for comparison,

especially due to the known sex-specific differences in immune

response to the virus (117). Lastly, ART medication was not

considered in the study, as the HIV Tat transgenic mouse model

mimics individuals on ART because no virus replication/entry/

integration is present, similar to what is seen in PLWH on ART with

undetectable viral load. Nevertheless, it is known that cannabinoids and

ART drugs are metabolized through the CYP450 system, thus leading

to potential drug-drug interaction (118). Interestingly, no significant

interactions have been reported between cannabinoids and HIV

protease inhibitors in previous studies (119, 120), but additional

pharmacokinetic studies remain necessary to increase our

understanding of cannabinoid-ART interactions.
5 Conclusion

A wide body of evidence indicates while HIV-1 treatment has

improved life expectancy and quality over the years, supplemental

strategies and studies are needed to address persistent issues with

patient health, shortcomings of cART, and historically problematic

research design. Ultimately, understanding the specific virus-

associated vulnerabilities across different subpopulations – and

especially the therapeutic potential of novel adaptogenic

compounds like MJN110, as demonstrated here – will enhance

the foundation of knowledge upon which similar future studies are

built and improve management strategies for HIV-1 and other

inflammatory diseases.
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Background: Sleep disorders (SD) are known to have a profound impact on

human health and quality of life although their exact pathogenic mechanisms

remain poorly understood.

Methods: The study first accessed SD datasets from the GEO and identified

DEGs. These DEGs were then subjected to gene set enrichment analysis. Several

advanced techniques, including the RF, SVM-RFE, PPI networks, and LASSO

methodologies, were utilized to identify hub genes closely associated with SD.

Additionally, the ssGSEA approach was employed to analyze immune cell

infiltration and functional gene set scores in SD. DEGs were also scrutinized in

relation to miRNA, and the DGIdb database was used to explore potential

pharmacological treatments for SD. Furthermore, in an SD murine model, the

expression levels of these hub genes were confirmed through RT-qPCR and

Western Blot analyses.

Results: The findings of the study indicate that DEGs are significantly enriched in

functions and pathways related to immune cell activity, stress response, and

neural system regulation. The analysis of immunoinfiltration demonstrated a

marked elevation in the levels of Activated CD4+ T cells and CD8+ T cells in the

SD cohort, accompanied by a notable rise in Central memory CD4 T cells, Central

memory CD8 T cells, and Natural killer T cells. Using machine learning

algorithms, the study also identified hub genes closely associated with SD,

including IPO9, RAP2A, DDX17, MBNL2, PIK3AP1, and ZNF385A. Based on

these genes, an SD diagnostic model was constructed and its efficacy validated

across multiple datasets. In the SD murine model, the mRNA and protein

expressions of these 6 hub genes were found to be consistent with the results

of the bioinformatics analysis.

Conclusion: In conclusion, this study identified 6 genes closely linked to SD,

which may play pivotal roles in neural system development, the immune

microenvironment, and inflammatory responses. Additionally, the key gene-
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based SD diagnostic model constructed in this study, validated on multiple

datasets showed a high degree of reliability and accuracy, predicting its wide

potential for clinical applications. However, limited by the range of data sources

and sample size, this may affect the generalizability of the results.
KEYWORDS

sleep disorders, functional gene sets, hub genes, diagnostic model, drugs
1 Introduction

Sleep is recognized as an essential physiological requirement for

humans, crucial not only for standard physical growth and

development but also for the stabilization and integration of

memory (1). Sleep disorders (SD) represent a group of conditions

characterized by difficulties in initiating sleep, maintaining sleep, or

experiencing restorative sleep. The 2017 third edition of the

“International Classification of Sleep Disorders” (ICSD-3) by the

American Academy of Sleep Medicine classifies SD into seven

categories: insomnia, sleep-related breathing disorders, central

disorders of hypersomnolence, circadian rhythm sleep-wake

disorders, parasomnias, sleep-related movement disorders, and

miscellaneous SD (2). In light of the evolving economy and society,

factors such as increasing work and life stress, along with lifestyle

modifications, have made sleep disorders (SD) a progressively more

significant concern. These disorders not only impact an individual’s

physical and mental well-being but also have a substantial influence

on social and emotional functioning, affecting both adults and

children (3). Research into SD is currently in its infancy, and its

etiological factors are intricate, encompassing various causative

elements such as physiological and psychological aspects, genetic

inheritance, body constitution, environmental conditions, social and

interpersonal dynamics, mental stimuli, somatic diseases, psychiatric

disorders, and adverse drug reactions (4, 5). These factors may induce

abnormalities in the brain’s sleep centers and their functions or

provoke neurobiochemical alterations, consequently disrupting the

structure and process of sleep (6).

A significant proportion of adults persistently fail to meet the

recommended sleep duration, despite the growing recognition of

the importance of healthy sleep. This renders the enhancement of

sleep quality a critical concern for global health policy. Research

demonstrates that adults exhibit heightened susceptibility to the

impacts of sleep quality and circadian rhythm disruptions,

potentially aggravating chronic health conditions (7, 8).

Furthermore, the modern 24/7 lifestyle, coupled with the

pervasive use of electronic devices and social media, has precipitated

widespread sleep deprivation among children and adolescents, posing

potential risks to their neurological development, mental well-being,

and cardiovascular health (9). Empirical research also indicates that

sleep deprivation is intricately linked with suboptimal cardiac
02121
metabolic health, cognitive deterioration, and a heightened risk of

dementia in older adults, emerging as a significant modifiable risk

factor in contemporary health (10, 11).

In this study, we conducted a comprehensive investigation of

physiological functions, expression pathways, and gene expression

associated with SD by analyzing datasets from the GEO database.

This led to the identification of genes that hold significant diagnostic

and therapeutic potential. Based on these findings, we formulated a

diagnostic model predicated on hub genes and assessed the efficacy of

these genes in discerning SD. The developed model offers substantial

references for clinical diagnostics and therapeutics.
2 Methods

2.1 Data collection and normalization

We retrieved datasets related to SD and their corresponding

control groups from the Gene Expression Omnibus (GEO) database

(http://www.ncbi.nlm.nih.gov/geo) (12). Human RNA expression

data from 17 individuals with SD and 25 healthy controls were

obtained from the GSE208668 dataset, derived from the GPL10904

platform. For the validation of the subsequently identified hub

genes, we utilized the GSE240851, GSE56931, and GSE98582

datasets, which were sourced from the GPL24676, GPL10379, and

GPL6244 platforms, respectively. These datasets included varying

numbers of SD patient and control samples. Additionally, the

GSE165041 dataset, generated on the GPL18573 platform,

comprised microRNA expression data from 10 SD patients and

an equal number of healthy controls. All datasets were normalized

using the “limma” package within the R software environment,

version 4.1.2 (13).
2.2 Identification of differentially
expressed genes

We utilized the limma package in R software to process the

normalized datasets GSE240851 and GSE208668, aiming to identify

DEGs. To ascertain statistical significance, DEGs were determined

based on |log2fold change| ≥ 0.58 and a false discovery rate <0.05.
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Subsequently, we employed the ggplot2 package to create volcano

plots for the DEGs. Moreover, we selected the top 20 genes, ranked

by |log2fold change|, to build heatmaps as part of our analysis.
2.3 Gene function enrichment analysis

The “c2.all.v2023.1.Hs.entrez” and “c5.all.v2023.1.Hs.entrez”

datasets, which serve as reference gene sets, were downloaded

from the GSEA official website originating from the MSigDB

database (14). Gene set enrichment analysis (GSEA) was then

performed using the “clusterProfiler” package in R software (15).

Subsequently, the analysis results were visualized utilizing the

“enrichplot” package in R software.
2.4 Immune infiltration analysis

We employed the ImmuCellAI and ssGSEA methodologies to

estimate the abundance of 24 and 28 distinct types of immune cells,

respectively, in the tissues of SD patients and a normal population,

thereby enabling precise delineation of immune cell profile

differences between the two groups (16, 17). Furthermore, we

conducted Spearman correlation analysis to elucidate the

interrelationships among the distributions of various immune cells.
2.5 ssGSEA

We downloaded the H: hallmark gene sets from the GSEA

official website to probe the functional disparities between SD

patients and the normal cohort. With these gene sets, we applied

the ssGSEA algorithm to evaluate 50 gene sets, aiming to discern

potential variances between the two groups. Subsequently, we

utilized the Mantel algorithm to analyze the correlations among

these gene sets (18). This approach allowed us to investigate the

differences in gene expression profiles between the two cohorts and

to identify potential molecular pathways associated with the disease.
2.6 Protein-protein interaction
network construction

For protein interaction analysis, we utilized the STRING 4

online platform and specifically selected PPI pairs with a

confidence score greater than 0.40. Subsequently, we employed

the Cytoscape V3.9.0 software for visualizing the PPI network (19).

Within the network, the significance of each node was determined

by calculating their Degree values using the CytoHubba plugin. This

analysis allowed us to identify the top 20 pivotal genes based on

their ranking of importance (20).
2.7 Random forest gene selection

For gene selection, we utilized the Random Forest (RF)

algorithm, a binary tree-based recursive partitioning method. The
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“randomForest” package in R was used, with parameters set to

ntree=1000, mtry=3, and importance=true (21). Employing the

Gini index as the primary assessment criterion, the Random

Forest algorithm was used to rank the DEGs, and the top 20

genes with a significance value greater than 3 were earmarked for

further analysis.
2.8 Support vector machine gene selection

We utilized the SVM-RFE (Recursive Feature Elimination)

approach to optimize the predictive model by minimizing the

number of feature vectors produced by the SVM. This approach,

being an effective binary classification tool, operates by constructing

a classification hyperplane to delineate decision boundaries. In

order to enhance the algorithm’s precision, we configured

parameters to method=repeatedcv and repeats=10 in the R

package “1071”, and employed ten-fold cross-validation. This

approach aimed at augmenting the algorithm’s precision (22).
2.9 Model construction and evaluation

To develop the LASSO model (23), we integrated genes

identified through CytoHubba, RF, and SVM algorithms. This

method effectively enabled the identification of critical hub genes

for diagnosing SD. We then employed the Logistic regression

approach to investigate pivotal factors associated with SD,

ultimately constructing a simplified model. Subsequently, we

evaluated the classification performance of the model using the

Receiver Operating Characteristic (ROC) curve and the

corresponding Area Under the Curve (AUC).
2.10 Validation of the diagnostic model

In order to evaluate the robustness and general applicability of

our developed diagnostic model, we computed the AUC of the ROC

curve for the model using three distinct datasets: GSE240851,

GSE56931, and GSE98582. This procedure aimed to ascertain the

model’s performance across diverse datasets. It was essential to

assess its efficacy in different contexts and ensure its capability to

perform consistently across varied data sources.
2.11 Exploration microRNAs targeting
the genes

We utilized the Limma package in R to conduct a differential

analysis of the expression matrix from GSE165041, aiming to

identify miRNAs that were differentially expressed (DEmiRNAs).

Our criteria for significance were miRNAs exhibiting a false

discovery rate <0.05 and |log2fold change| >0.5. Moreover, we

employed the miRNet database to investigate potential miRNAs

associated with differentially expressed genes (DEGs), in order to

gain further insight into their involvement in SD (24).
frontiersin.org

https://doi.org/10.3389/fimmu.2024.1381765
https://www.frontiersin.org/journals/immunology
https://www.frontiersin.org


Lin et al. 10.3389/fimmu.2024.1381765
2.12 Drug and gene interaction scoring

We obtained data on drugs related to core genes from the Drug-

Gene Interaction database (DGIdb) (25). We used the “ggplot2”

package in R to create bar charts showing interaction scores,

visually indicating the intensity of interactions between various

drugs and core genes.
2.13 Establishment of animal models

The SD model, following the methodology outlined by Alkadhi

and Alhaider (26), was established in 10-month-old male mice. The

experimental mice were subjected to SD treatment for a duration of

8 weeks by being placed on a small fixed platform encircled by

water, with access only to water and food. Meanwhile, for the

control group, another set of mice was housed in a comfortable

environment with a 12-hour light/dark cycle and unrestricted

access to water and food. All mice received standard pellet feed,

with the daily quantity of feed being maintained uniformly across all

groups. This experimental design aimed to simulate the effects of SD

on physiological functions, thus laying the groundwork for

subsequent investigations into gene expression and drug

treatment efficacy.
2.14 RT-qPCR

The cortex in SD mice was used for total RNA extraction,

employing the TransZol Up Plus RNA Kit (TransGEN, Beijing,

China) (27). The RNA concentration and quality were then assessed

using the Nanodrop Spectrophotometer (Termo Scientifc,

Waltham, MA, USA). Subsequently, reverse transcription was

carried out using the TransScript® One-Step gDNA Removal and

cDNA Synthesis SuperMix (AT311, TransGEN, Beijing, China).
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Amplification was monitored with the ChamQ Universal SYBR

qPCRMaster Mix (Novozymes Q711) and a QuantStudio™ 5 Real-

Time PCR System (Thermo Fisher Scientific). The internal

reference was b-actin, and the relative gene expression was

determined using the 2-DDCT formula. Detailed primer

sequences can be found in Table 1.
2.15 Immunoblotting for protein evaluation

Western blotting was performed for IPO9, RAP2A, DDX17,

and GAPDH, as described previously (Table 2). Enhanced

chemiluminescence reagents were used to detect protein

expression, and quantitative analysis was conducted using Image J

software (28).
2.16 Statistical analysis

The normality of the data was assessed using the Shapiro–Wilk

test. The t-test was utilized to compare the data between two groups,

while comparisons among multiple groups were conducted using

one-way ANOVA, followed by either the LSD post hoc test or

Tukey’s post hoc test. The statistical analyses were conducted using

R software version 4.2.1 and SPSS 25, with significance defined as

P < 0.05. Furthermore, all experiments were independently repeated

at least three times to ensure the validity of the results.
3 Results

3.1 Identification of DEGs

In the GSE208668 and GSE240851 datasets, a differential

expression analysis was conducted on SD samples and normal

control samples. The analysis identified 5964 DEGs in the

GSE208668 dataset and 1375 DEGs in the GSE240851 dataset.

Utilizing these DEGs, volcano plots (Figures 1A, B) were

constructed, and the top 20 genes with the highest |log2fold

change| values were selected for heatmap generation

(Figures 1C, D). These results demonstrate the effectiveness of

DEGs in distinguishing between the SD group and the normal

control group.
3.2 Functional enrichment analysis of DEGs

The differential gene analysis of GSE208668, using MSigDB’s

C2 and C5 gene sets, unveiled substantial differential expression in

gene clusters relevant to immune cell functions, stress responses,

and nervous system activities. Specifically, within the C2 gene set,

activation of the gene cluster associated with nervous system

development was observed, while the gene cluster linked to the B

lymphocyte network was suppressed. In the C5 gene set, gene

clusters involved in stress response regulation exhibited a

downregulated trend, indicating a potential imbalance in
TABLE 1 Primer sequences of mRNA for RT-qPCR.

Gene Primer sequence,
5’–3’ Forward

Reverse

IPO9 CAGTGACAGCCTTGGT
GAAA

TCTCCAGTAGGGCATG
GACA

RAP2A CAAACTGTACCACGCC
CTCT

GTTGCTAGGTGGATTG
GGCT

DDX17 TCTTCAGCCAACAATCCC
AATC

GGCTCTATCGGTTTCAC
TACG

MBNL2 CCCAAAAGTTGCCAGGT
TGAA

CTGGGTTTTTAAGTGTGT
CGGA

PIK3AP1 CTGGACTCTGCTTCTAA
CCCC

TGACACCATTCCTCCGCATC

ZNF385A CAGAACCAAGGGAAGG
GGAC

GAAGGGCAG
GATCTGCTTGA

b-Actin GCAGGAGTACGATGAG
TCCG

ACGCAGCTCAGTAACA
GTCC
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TABLE 2 List of the primary antibodies.

Antibody Catalogue
number

Brand Application Dilution Species MW(kDa)

IPO9 abs134286 absin WB 1:1000 Rabbit 116

RAP2A abs105749 absin WB 1:1000 Rabbit 21

DDX17 abs111924 absin WB 1:1000 Rabbit 72

GAPDH GB15002-100 Servicebio WB 1:2000 Rabbit 36
F
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FIGURE 1

DEGs and enrichment analysis of SD. (A, B) Volcano plot of DEGs between Sleep disorders and Normal groups in GSE208668 and GSE240856.
(C, D) Heatmap of top 20 DEGs in GSE208668 (C) and GSE240856 (D). (E, F) The top 10 gene sets that areactivated or inhibited in the C2 (E) and C5
(F) gene sets of MSigDB.
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environmental stress response regulation. Additionally, gene

clusters associated with spinal cord development demonstrated

differential expression. Moreover, immune-related gene clusters,

including those implicated in autoimmunity and T-cell deficiency,

exhibited alterations in expression levels (Figures 1E, F). Further

comprehensive details can be found in Supplementary 1.

The results of the GSEA analysis demonstrated significant

enrichment of terms in KEGG pathways closely associated with

neurodegenerative diseases and metabolic pathways, such as

Alzheimer’s disease, leishmaniasis infection, lysosomal function,

oxidative phosphorylation, Parkinson’s disease, and viral

myocarditis. Notably, major signaling factors involved in immune

regulation, including IL-4, IL-8, and IL-12, were also found to be

significantly enriched in various immune system pathways.

Furthermore, signaling pathways related to neural signaling,

including neurotrophic factor signaling, B cell receptor signaling,
Frontiers in Immunology 06125
and tumor necrosis factor a signaling, demonstrated significant

enrichment Supplementary 2.
3.3 Analysis of immune cell infiltration

After integrating the GSE208668 and GSE240851 datasets and

mitigating batch effects, we observed significant discrepancies in the

distribution of various immune cell types between patients with

systemic lupus erythematosus (SD) and the normal control group.

This was confirmed by employing two distinct immune infiltration

scoring methods (Figures 2A–D). Notably, the infiltration scores for

Activated CD4+ T cells and Activated CD8+ T cells were

substantially higher in patients with SD compared to the normal

group. Moreover, central memory CD4 T cells, central memory

CD8 T cells, and natural killer T cells exhibited an increasing trend
A

B

DC

FIGURE 2

Immune Cell Infiltration (A, B) Violin plot comparing the results of two immune infiltration algorithms. ssGSEA (A) and ImmuCellAI (B).
(C, D) Heatmap of the proportions of two immune infiltration algorithms in the Sleep disorders and Normal groups. ImmuCellAI (C) and ssGSEA (D).
* p < 0.05, ** p < 0.01, *** p < 0.001.
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in SD patients. In contrast, the infiltration scores of Activated B

cells, Immature B cells, Th17 cells, and Th2 cells demonstrated a

declining trend in patients with SD relative to the normal group.

Correlation analysis based on both algorithms indicated a level of

concordance. Specifically, CD8+ T cells and memory T cells

consistently showed a strong positive correlation, while

neutrophils and regulatory T cells exhibited a negative or non-

significant correlation (Figure 3A). For a detailed correlation

analysis of the ImmuCellAI algorithm scores, please refer to

Supplementary 3.
3.4 Gene set scoring based on ssGSEA

The heatmap in Figure 3B displays the scores for 50 gene sets,

from which we chose 12 related to signaling pathways and 22

associated with physiological functions for further investigation. A

comparative analysis of the gene set scores between the groups

revealed that in the SD group, median scores for gene sets such as

androgen response, apoptosis, complement, hypoxia, and

inflammatory response were significantly higher, while the

median score for the myogenesis gene set was notably lower

compared to the normal group. Additionally, significant

disparities were observed in signaling pathways such as il2 stat5
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signaling, il6 jak stat3 signaling, the p53 pathway, and tgf beta

signaling (Figures 3C, D).

We then focused on 12 gene sets with significant differences in

physiological functions between the groups for further correlation

analysis. These analyses revealed that, except for the inflammatory

response gene set, other gene sets showed significant correlations

with immune infiltration and signaling pathway scores. Moreover,

the scores within these 12 biological function gene sets also

exhibited a high degree of correlation (Supplementary 4). For

detailed results on pathway scoring and physiological function

scoring correlations, please refer to Supplementary 5.
3.5 Identification of key genes in
PPI network

We first identified 138 co-expressed differential genes by

intersecting the DEGs from the GSE208668 and GSE240851

datasets (Figure 4A). Subsequently, 52 genes were selected

for network visualization in Cytoscape using the STRING

database for PPI analysis with a medium confidence threshold

of 0.4 (Figure 4B). To identify the top 20 key genes within

the PPI network, the CytoHubba plugin in Cytoscape was

employed (Figure 4C).
A B

DC

FIGURE 3

Gene set scoring. (A) Correlation graph for 28 types of immune cells. (B) Heatmap of scores for 50 gene sets. (C) Box plot comparing scores of 12
signaling pathways between Sleep disorders and Normal groups. (D) Box plot comparing scores of 22 physiological functions between Sleep
disorders and Normal groups. * p < 0.05, ** p < 0.01, *** p < 0.001.
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3.6 Utilizing machine learning for
enhanced feature gene selection

The assessment of hub genes started with the use of the

GSE208668 dataset and the RF algorithm, which led to the

identification of 138 co-expressed differential genes. The model’s

performance was then evaluated across a spectrum of tree

quantities, showing a gradual decrease in the error rate as the

number of trees increased, ultimately indicating enhanced stability

and reliability (Figure 5A). Following this, the feature importance

was assessed through the calculation of the percentage decrease in

mean impurity (%IncMSE), which resulted in the identification of

the top 20 genes that had the most significant contributions to the

model’s prediction (Figure 5B). Subsequently, the SVM algorithm

was utilized to determine the hierarchical importance of the 138

genes (Figure 5C). The model’s predictive efficacy was then

measured using the Root Mean Square Error (RMSE) through

cross-validation methodologies, as shown in Figure 5D. The

results indicated that the model demonstrated its strongest

predictive capability when N was set to 22, leading to the

selection of these 22 genes for further analysis.
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3.7 Development and verification of the
diagnostic model

After identifying 40 key genes through the amalgamation of

genes identified via CytoHubba, Random Forest, and SVM

(Supplementary 6 for details), LASSO regression was utilized to

select diagnostic genes. This process involved adjusting the

regularization parameter l and observing its effects on coefficient

estimation (Figure 5E). The optimal l value was determined

through the ten-fold cross-validation method (Figure 5F). In the

final analysis, diagnostic model construction involved the selection

of IPO9, RAP2A, DDX17, MBNL2, PIK3AP1, and ZNF385A.

When compared to the normal group, these 6 hub genes

demonstrated significant disparities (Figure 6A) and significant

correlations with scores of biological function genes (Figure 6B).

The interactions between hub genes and other functional scores are

presented in Supplementary 7. A nomogram was constructed based

on these 6 genes, with each gene correlating with a specific scoring

criterion (Figure 6C). The calibration curve of the nomogram

indicated commendable predictive performance of the model

(Figure 6D). ROC curve analysis further demonstrated the
A B

C

FIGURE 4

(A) Venn diagram of differential genes between datasets GSE20851 and GSE208668. (B) Identification of genes in the PPI network common to
differential genes. (C).Top 20 genes selected by the CytoHubba plugin.
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FIGURE 5

Gene selection through machine learning. (A) The correlation plot between the number of Random Forest trees and model error. (B) Top 20 genes
selected by the RF method. (C) Top 25 genes identified by SVM, ranked by the percentage decrease in mean impurity. (D) Results obtained from the
predictive model of the Root Mean Square Error through cross-validation. (E, F) Cvfit and lambda curves demonstrating the use of the LASSO
regression, performed with the minimum criteria.
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substantial diagnostic value of these genes with an overall AUC

value of 0.916 (Figure 6E). To corroborate the accuracy of the

model, three independent datasets were utilized in logistic

regression analysis. The AUC values for GSE240851, GSE98582,

and GSE56931 were 0.835, 0.863, and 0.751, respectively,

demonstrating the stability and reliability of the model in

diagnosing SD (Figures 6F–H).
3.8 Investigating miRNAs and prospective
therapeutic agents

The analysis of the GSE165041 dataset revealed 9 upregulated

DEmiRNAs that distinguished the SD group from the normal

group, as evidenced in Figure 7A. Subsequently, an exploration of

the association between these DEmiRNAs and the previously

identified 138 DEGs was conducted using the miRnet database,

resulting in the identification of 5 miRNAs with potential as
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therapeutic targets, as depicted in Figure 7B. Following this, a

validation of the potential therapeutic efficacy of the 5 identified

miRNAs and their corresponding key mRNAs was performed, as

shown in Figure 7C. Subsequently, compounds with high

interaction scores with the key genes were identified utilizing the

DGIdb, as illustrated in Figure 7D. These findings indicate that the

identified miRNAs and compounds might serve as potential

therapeutic agents for the treatment of SD. Nevertheless, it is

essential to note that further research is necessary to substantiate

their efficacy and safety.
3.9 Analysis of predicted gene expression
in brain tissue of SD mice

RT-qPCR was used to scrutinize the expression levels of 6 hub

genes in the tissue. The mRNA expression levels of 6 genes in the

SD group showed a significant elevation relative to the normal
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FIGURE 6

Construction of a research and diagnostic model based on hub genes. (A) Expression of 6 hub genes in dataset GSE208668. (B) Correlation between
6 key genes and crucial signaling pathways. (C) A nomogram model, incorporating 6 hub genes, was constructed to predict risk. (D) The calibration
curve of the nomogram to test the predictive performance of the model. (E) ROC curves analysis of GSE208668 for the diagnostic model. (F–H)
display ROC curve analyses of the diagnostic model applied to GSE240851, GSE98582, and GSE56931 datasets. * p < 0.05, ** p < 0.01, *** p < 0.001.
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group, as illustrated in Figure 8A. Moreover, Western blotting

analysis revealed significant elevations in the protein levels of

genes such as IPO9, RAP2A, and DDX17 within the cortical

regions of mice suffering from SD, as depicted in Figures 8B, C.

These findings align with previous bioinformatics analysis

outcomes, providing further support for the correlation of

expression levels among these 6 hub genes.
4 Discussion

Epidemiological research has revealed that SD are prevalent

worldwide, with industrialized countries exhibiting a particularly

high prevalence (29). The correlation between SD and a range of

conditions, including cardiovascular diseases, diabetes, and mental

disorders, has been extensively documented. This emphasizes the

critical role of sleep quality in maintaining overall health. The
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integration of genomics, transcriptomics, and proteomics has

significantly advanced the understanding of the molecular

mechanisms underlying SD, leading to the discovery of numerous

genes and molecular pathways associated with these disorders

(30, 31). Particularly in terms of genetics, studies by Lee YY et al.

have confirmed that genes play an important role in the

development of SD (32). The etiology of SD involves a complex

interplay of biological, psychological, and social factors, with

principal neurobiological mechanisms comprising substances and

regulators, genetic factors, lifestyle choices, and light exposure

(33, 34).

This research used advanced bioinformatics approaches to

analyze differentially expressed genes (DEGs) between patients

with SD and a normal group, revealing significant differences in

immune response, stress response, and nervous system

development. Notably, the study uncovered a close correlation

between inflammatory pathways (such as IL-2, IL-8, IL-12) and
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FIGURE 7

Potential therapeutic drug search based on miRNA. (A) Volcano plot of miRNA differential analysis results from the GSE165041 dataset. (B) Venn
diagram of DEmiRNAs and miRNAs obtained from miRNANet. (C) The Sankey plot shows the relationships between 5 miRNAs and their target genes.
(D) Interaction scores between genes and drugs were obtained from the DGIdb database.
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pathways relevant to neurodegenerative diseases. The intimate

association between sleep and the immune system suggests that

SD may result in immune dysregulation (35). Murine models have

shown that SD can influence the signaling of GM-CSF

(Granulocyte-Macrophage Colony-Stimulating Factor) by

regulating Th17 and activated CD4 T cells (36), which in turn

interacts with myeloid cells, exacerbating the progression of

autoimmune diseases. Simple sleep deprivation in rats has been

found to increase Natural Killer (NK+) and T cells (CD8+) in the

spleen and decrease B cells (37). Moreover, research indicates that

patients with central hypersomnia exhibit significantly higher levels

of activated CD4+ and CD8+ T cells in both peripheral blood and

cerebrospinal fluid compared to healthy controls (38). These

findings align with previous studies and reveal substantial

alterations in activated CD4+ T cells, CD8+ T cells, central

memory CD4 and CD8 T cells, natural killer T cells, activated B

cells, immature B cells, Th17 cells, and Th2 cells in patients with SD.

These results suggest that T cell-mediated autoimmune responses

may contribute to the pathogenesis of SD, and the increase in

memory T cells and other immune cells implies their intricate

involvement in SD. All of these studies corroborate with the results

of our analysis, suggesting the existence of complex physiological

mechanisms of immune cells in SD. Furthermore, the alterations in

B-cell and Th-cell infiltration scores identified in our research

provide a new perspective for comprehensive investigation into

the roles of these cells in the context of SD.

The implementation of gene set scoring methodologies has

elucidated the expression patterns of distinct gene sets in various

diseases, thereby aiding in the comprehension of the underlying

biological processes and pathological mechanisms (39). A multitude

of studies have demonstrated a close association between SD and

diverse biological and pathological processes (40). For instance,

research conducted by Séverine Lamon et al. found that total SD

results in reduced testosterone levels and muscle protein synthesis

in patients’ plasma, while the mouse experiments by Yin Cao et al.

observed excessive autophagy and apoptosis in hippocampal

neuronal cells, concomitant with the activation of the PI3K/AKT

signaling pathway (41, 42). Similarly, the study by Yongmei Li et al.

indicates that SD leads to the upregulation of autophagy-related

proteins, and Anna Brzecka et al. highlight that intermittent

hypoxia resulting from SD may elevate the risk of certain cancers

(43, 44). The research by Zhong Wang et al. demonstrates that SD
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may precipitate gut microbiota imbalance and cognitive function

decline, with observations of the activation of the Toll-like receptor

4/nuclear factor-kB signaling pathway in mice with transplanted SD

microbiota (45). In the context of signal pathway scoring, sleep

deprivation has been found to activate the P53 pathway. This

activation induces the expression of apoptotic proteins, such as

Bax and Bcl-2, leading to the onset of tongue cancer (46). In a

molecular mechanism study exploring the link between sleep and

breast cancer, a positive correlation was identified between TGF-b
and CRP levels and insomnia, while IL-6 showed a negative

correlation with sleep-inducing medications (47). Such gene sets

have substantiated the results of our bioinformatics research.

Our study findings uncovered a substantial correlation between

the scores of 12 signaling pathways and various biological gene sets.

Specifically, our results emphasized the significant association of the

hedgehog and kras signaling pathways with various biological

processes, suggesting their potential contribution to the onset of

SD. Additionally, the il2, il6, notch, and PI3K/AKT/mTOR

pathways also demonstrated relevance, signifying their potential

as crucial areas for further investigation in SD studies. The above

findings, which have been mentioned in other studies as having a

potential link to SD (48).

Leveraging a comprehensive analysis of differential genes in the

GEO dataset and various machine learning algorithms, our study

identified 6 pivotal genes - IPO9, RAP2A, DDX17, MBNL2,

PIK3AP1, and ZNF385A. These genes are instrumental in the

identification of biomarkers and potential therapeutic targets

for SD.

The IPO9 gene plays a key role in mediating the docking

process of the importin/substrate complex with the nuclear pore

complex, enabling the transport of the complex through the pore by

binding to nucleoporin proteins using energy-dependent and Ran-

dependent mechanisms (49). Research has indicated that the

expression of IPO9 is regulated by m6A modification sites, which

may be closely linked to the pathogenesis of obesity (50). RAP2A, a

member of the RAS oncogene family, encodes a crucial protein that

is essential for the activation of cAMP-dependent PKA and ERK

signaling pathways. Additionally, it is involved in a signaling

complex consisting of NEDD4, RAP2A, and TNIK, which

regulates the growth and differentiation of neuronal dendrites

(51). Furthermore, RAP2A is implicated in multiple signaling

cascades, including cytoskeletal rearrangement, cell migration,
A B C

FIGURE 8

Expression of mRNA and proteins in mice with SD. (A) Relative mRNA expression of the 6 hub genes. (B) Western blot results for 3 relative proteins.
(C) Relative protein expression. * p < 0.05, ** p < 0.01, *** p < 0.001.
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adhesion, and proliferation. It also exhibits abnormal expression in

various tumors, such as breast, liver, and gastric cancers (52). The

DDX17 gene encodes a DEAD box protein and is involved in

multiple cellular processes that require alterations in RNA

secondary structure (53). Research by Samaan et al. has

demonstrated that DDX17 plays a significant role in estrogen and

testosterone signaling pathways, influencing the use of alternative

promoters in estrogen-responsive genes and affecting the

transcription and splicing of many steroid hormone target genes

(54). Changes in DDX17 expression may affect mRNA processing

of hormones and neurotransmitters associated with sleep

regulation, thereby modulating sleep cycle and quality. This

finding not only explains the physiological role of DDX17, but

may also guide future personalized treatment strategies for SD

patients. MBNL2, a member of the muscleblind protein family,

encodes a C3H type zinc finger protein that regulates the selective

splicing of pre-mRNA (55). Knockout of the MBNL2 gene in mouse

models has been associated with diabetes-related characteristics in

the central nervous system, including abnormal rapid eye

movement sleep tendencies and spatial memory deficits.

Furthermore, these mice exhibited delayed recovery and

prolonged sleep duration following general anesthesia when

compared to wild-type mice (56). PIK3AP1 plays a crucial role in

diverse inflammatory responses and the regulation of signal

transduction. It connects B cell receptor signaling with the PI3K-

Akt signaling pathway, facilitating signal transduction relevant to B

cell development. It also links toll-like receptor signaling with PI3K

activation, hence helping to prevent excessive production of

inflammatory cytokines (57). ZNF385A, a zinc finger protein,

modulates the activity of p53/TP53 through direct protein

interactions, leading to cell cycle arrest. Emerging studies suggest

that this gene may be associated with the decline in cognitive

function in the elderly (58, 59). Finally, through the analysis of

mRNA and its corresponding protein expression in a mouse model

of SD, the involvement of these 6 genes in sleep disturbances was

confirmed, revealing significant differences in their expression

under diseased conditions.

In our study, using the miRNAnet platform, we identified 5

critical miRNAs targeting 13 genes implicated in SD. Among these

findings, hsa-miR-5096, mediated by exosomes, stood out due to its

potential to augment the heterogeneity of somatostatin receptors

(60). Additionally, a strong correlation was observed between miR-

642a-3p and the metabolic levels of adenosine and creatine in the

metabolic analysis of varicose veins (61). Furthermore, our research

integrated the DGIdb analysis, revealing the potential therapeutic

value of drugs such as MF101, ENTOSPLETINIB, FISPEMIFENE,

and FOSTAMATINIB. For instance, MF101 has the ability to

selectively modulate estrogen receptor b, possibly aiding in the

improvement of vasomotor symptoms and enhancing sleep quality

in menopausal women (62). Similarly, FISPEMIFENE, a tissue-

specific estrogen agonist/antagonist, is also considered beneficial for

improving sleep quality, as evidenced in previous research (63).

Our study has yielded potential insights into the molecular

mechanisms of SD; however, it is important to acknowledge its

limitations. Firstly, our analysis relies on secondary data from
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existing databases, which raises potential concerns about data

quality and representativeness. Furthermore, despite the

identification of numerous genes and pathways associated with

SD, there is a need for further investigation into the causal

relationships and specific mechanisms of action among them.

Lastly, our study primarily focuses on the genetic level and does

not comprehensively account for the potential impacts of proteins,

metabolites, and other non-coding RNAs. Future research efforts

should concentrate on validating the biological and clinical

significance of these findings, as well as further delineating the

specific roles of non-genetic factors in the pathogenesis of SD.

Our research leverages cutting-edge bioinformatics tools to

elucidate the genetic underpinnings of sleep disorders,

representing a significant advantage in terms of technological

application and data handling capacity. The multi-dataset

validation process serves as a robust proof of concept, indicating

that our findings have a high potential for generalizability across

different populations. However, the study is not without its

limitations. The dependence on publicly available genomic

databases might limit our insights to the data quality and

completeness of these resources. Furthermore, while our model

shows promising results in computational validations, actual

clinical utility will need to be established through prospective

clinical trials involving diverse patient demographics to address

the varying manifestations of sleep disorders.

Unlike previous studies on single genes and sleep disorders, this

study combined bioinformatics to screen key genes and construct a

diagnostic model for sleep disorders based on machine learning and

big data modeling, which was finally validated on an animal model.

Our investigation delves into the pathogenesis of SD from

multifaceted perspectives, including genetics, physiology, and

pharmacology. Through our analysis, we have discerned that

specific gene expression patterns under diverse physiological and

pathological conditions may either mitigate or exacerbate disease

progression. This influence occurs through their impact on immune

responses, epigenetic regulation, and numerous synergistic

regulatory mechanisms. The interactions between these factors

significantly contribute to our understanding of the complex

nature of SD.
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Usefulness of bioelectrical 
impedance analysis in multiple 
sclerosis patients—the 
interrelationship to the body 
mass index
Edyta Matusik *

Department of Rehabilitation, Faculty of Health Sciences in Katowice, Medical University of Silesia, 
Katowice, Poland

Background: Patients with multiple sclerosis (MS) have many potential factors 
(disease duration, spasticity, immobilization, or glucocorticoid use) that can 
deteriorate their nutritional status and impact both the progression and prognosis 
of the disease. Body mass index (BMI), the most widely used nutritional status 
assessment tool, has important limitations because it does not provide any data 
on body composition.

Aim: This study aimed to assess the interrelationship between nutritional 
status assessment by both body mass index (BMI) and body composition using 
bioelectrical impedance analysis (BIA) and the consistency of diagnosis for 
underweight/underfat, normal weight/healthy, overweight/overfat, and obesity/
obese MS patients.

Methods: Anthropometric [BMI and waist-to-height ratio (WHtR)] and body 
composition (BIA) data were evaluated in 176 patients with MS. Patients were 
categorized into four nutritional status subgroups (underweight, normal weight, 
overweight, obese according to BMI, and underfat, healthy, overfat, and obese 
according to fat mass% by BIA). The median Expanded Disability Status Scale 
score was 4.5. Patients were then divided according to EDSS score as mild (EDSS 
1.0–4.0) or moderate (EDSS 4.5–6.5) disability subgroups.

Results: Based on BIA assessment, there was a significantly higher prevalence 
of overfat than of overweight based on BMI [n  =  50 (28.41%) vs. n  =  38 (21.59%); 
p  <  0.05]. However, the prevalence of obesity did not differ significantly 
regardless of the mode of diagnosis and was not significantly lower when 
assessed using BIA [n  =  26 (14.77%) vs. n  =  30 (17.05%), respectively]. The overall 
compatibility rates (CR) of diagnoses made using both BMI and BIA were 75.6, 
77.0, and 70.1% for all patients with MS and the mild and moderate subgroups, 
respectively. The lowest CR was observed in the overweight group. Adiposity 
significantly underestimated BMI in all subgroups. In the moderate MS subgroup, 
BMI significantly overcategorized patients with MS as having a normal weight 
(p  <  0.05). Stratification for abdominal obesity (WHtR  >  0.5) showed that BMI 
significantly underestimated the prevalence of MS in overweight and obese 
vs. overfat and obese patients, as assessed using BIA (60.5 vs. 67%; p  <  0.05). 
Clinical status (EDSS and ΔEDSS) was more closely related to the nutritional 
status categorized by FAT% assessed using BIA than using BMI cutoff points. 
However, the relationship was not statistically significant.

Conclusion: Using the BMI cutoff point for nutritional status assessment in 
patients with MS is associated with a significant underestimation of excess fat 
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mass. BIA-based FAT% based on BIA have a better relationship with abdominal 
obesity and disability status than with BMI in patients with MS. The highest 
rate of false-negative diagnoses was based on the BMI in patients with MS 
and moderate disability. Adiposity assessment using BIA appears to be a useful 
method for proper nutritional status assessment in the patients group.

KEYWORDS

multiple sclerosis, bioelectrical impedance analysis (BIA), body mass index (BMI), 
obesity, waist-to-height ratio (WHtR)

1 Introduction

Multiple sclerosis (MS) is caused by an autoimmune process that 
leads to diffuse demyelination of the central nervous system (CNS) 
(1). The symptomatology of MS consists of a variety of signs and 
symptoms, such as weakness and fatigue, spasticity, reduced mobility 
and ambulation, impaired coordination, sexual dysfunction, and 
depression. The most commonly proposed theory is that the etiology 
of MS is related to complex interactions between genetic 
predispositions and environmental factors. Some of these factors can 
be modified, which can influence not only the development of the 
disease but also the progression of disability and prognosis of the 
treatment outcomes. One of the recently underlined modifiable 
factors is impaired nutritional status (especially excessive overweight 
and obesity) (2–5). A study conducted by Hedström et al. in a large-
scale Swedish population showed that subjects whose BMI exceeded 
27 kg/m2 at age 20 had a 2-fold increased risk of developing MS 
compared to normal-weight persons (4). Moreover, higher depression 
levels, lower functional capacity, and worse self-rated health status in 
overweight MS patients were shown by Cambil-Martin et  al. (6) 
compared to the normal-weight MS control group. In a recently 
published review showing data available over the last 10 years (5), the 
authors found a significant relationship between obesity onset in 
pediatric patients and MS development. Body mass index (BMI), the 
most widely used nutritional status assessment tool, has important 
limitations because it does not provide any data on body composition. 
The limitation of using BMI in patients with MS was described by 
Pilutti et al. (7) and in a review by Dionyssiotis (8), who reported that 
BMI assessment may underestimate adiposity in patients with 
multiple sclerosis. However, it is important to distinguish between 
body weight and fat mass accumulation because of the confirmed 
relationship between the hormonal function of adipose tissue in 
obesity (pro-inflammatory adipokine production) and neuroimmunity 
in patients with MS (9, 10). The two most widely used methods for 
proper body composition analysis [fat mass (FM), fat-free mass 
(FFM), and muscle mass (MM)] must be performed: dual energy 
X-ray absorptiometry (DXA) and bioelectrical impedance analysis 
(BIA). However, body composition in individuals with MS has not 
been extensively studied. Moreover, patients with multiple sclerosis 
(MS) have many other potential factors (disease duration, spasticity, 
immobilization, or glucocorticoid use) that can deteriorate their 
anthropometrical status and body composition and may potentially 
impact both the progression and prognosis of the disease. Our recently 
published papers confirmed a significant correlation between 
anthropometric parameters [waist-to-height ratio (WHtR), fat mass, 

and fat-free mass] and disability level (EDSS) in patients with MS, but 
body mass index (BMI) was not related to EDSS (11, 12). Despite the 
increasing availability of bioelectrical impedance analysis (BIA), data 
showing the usefulness of this method in clinical settings are limited. 
Therefore, this study aimed to assess the interrelationship between 
nutritional status assessment using both body mass index (BMI) and 
bioelectrical impedance analysis (BIA) and the consistency of 
diagnosis for underweight, normal weight, overweight, and obesity in 
MS patients.

2 Materials and methods

2.1 Studied population

In total, 195 patients (132 females/63 males) that were 
consecutively admitted to the Multiple Sclerosis Management Center 
were recruited for the study. Subjects who had not experienced an 
exacerbation within the 30 past days and had no medical conditions, 
such as cardiac diseases, endocrine disorders, musculoskeletal system 
diseases, current glucocorticoid therapy, or respiratory diseases, were 
included. Patients who met the inclusion criteria were included in the 
final study group (N = 176, 128 females/48 males). All the patients had 
a definite diagnosis of relapsing–remitting or secondary progressive 
MS according to the McDonald criteria (13) and preservation of at 
least some ambulatory function [Expanded Disability Status Scale 
(EDSS) 1.0–6.5, median score 4.5; age 45.68 ± 12.01 years]. The initial 
EDSS score was obtained retrospectively from medical history at the 
time of MS diagnosis. The assessment of neurological status on the 
EDSS was performed by two experienced neurostatus-certified 
neurologists (EM and BK). Patients were then divided according to 
EDSS score as mild (EDSS 1.0–4.0) or moderate (EDSS 4.5–6.5) 
disability subgroup. The baseline clinical and anthropometrical 
characteristics of the study group is presented in Table 1.

2.2 Anthropometric measurements and 
body composition analysis

Anthropometric measurements were recorded on the day of the 
visit. Standing height was measured to the nearest 0.1 cm. Weight (in 
underwear) was measured using an electronic scale with readings 
accurate to 0.1 kg. Body mass index (BMI) was then calculated, using 
the standard formula (kilograms per meter squared) and classify using 
standard cut-off points: underweight, BMI < 18.5 kg/m2; normal 
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weight, BMI = 18.5–24.9 kg/m2; overweight, BMI = 25.0–29.9 kg/m2; 
obese, BMI ≥ 30.0 kg/m2. Waist circumference was also measured, and 
the waist-to-height ratio (WHtR) was calculated. Body composition 
parameters: fat mass (FM) and fat-free mass (FFM) were assessed [in 
kilograms (kg) or as percentages of body weight (%)] based on 
bioelectrical impedance using a leg-to-leg body composition analyzer 
(BC-420MA Tanita Europe BV, Hoofddorp, The Netherlands) (14). 
Based on FM%, the patients were classified as underfat, healthy, 
overfat, or obese. The cut-off points for age and sex are presented in 
Table 2. All anthropometric and body composition parameters were 
measured at the same time points as in the subsequent 
EDSS assessment.

2.3 Ethical considerations

This study was approved by the Ethics Committee of the Medical 
University of Silesia (approval no. KNW/0022/KB/179/17). All the 
participants provided informed consent. The patient rights were 
approved according to the Declaration of Helsinki.

2.4 Statistical analysis

Differences in the distribution of each nutritional status 
category based on BMI and BIA were assessed using the chi-square 
test. The interrelationship and compatibility rate between the 
diagnoses made using BMI and BIA in the entire group and 
disability status subgroups were assessed using frequency tables. 

Clinical status differences (expressed as EDSS and ΔEDSS) within 
different nutritional status categories for both BMI and BIA were 
assessed using one-way ANOVA. All statistical analyses were 
conducted using the Statistica™ 12 PL software and a p value less 
than 0.05 was considered significant.

3 Results

3.1 Prevalence of every nutritional status 
category based on BMI vs. BIA assessment 
in the entire group of MS patients

The distribution of nutritional status categories diagnosed by BMI 
cutoff points was as follows: underweight, n = 11 (6.25%); normal 
weight, n = 97 (55.11%); overweight, n = 38 (21.59%); and obese, 
n = 30 (17.05%). Bioimpedance (BIA) revealed a significantly lower 
prevalence of underfat and healthy individuals [n = 10 (5.69) and 
n = 90 (51.14%), respectively] in the study group. Based on BIA 
assessment, there was a significantly higher prevalence of overfat than 
of overweight based on BMI [n = 50 (28.41%) vs. n = 38 (21.59%); 
p < 0.05]. However, the prevalence of obesity did not differ 
significantly regardless of the mode of diagnosis and was not 
significantly lower when assessed using BIA [n = 26 (14.77%) vs. 
n = 30 (17.05%), respectively]. The distribution of each nutritional 
status category for both BMI and BIA assessments is shown in 
Figure 1.

3.2 Compatibility of the nutritional status 
diagnoses based on BMI vs. BIA assessment 
in the entire group of MS patients

The overall compatibility rate (CR) of diagnoses made using both 
BMI and BIA was 75.6% (n = 133) for the entire patient group. The 
lowest CR was observed in the overweight group. Only 71.1% (n = 27) 
of the MS patients diagnosed as overweight by BMI were also 
overweight by BIA, accounting for only 54% of all overweight MS 
patients. The best compatibility was found for the healthy category by 
BIA, in which the CR with a BMI normal weight diagnosis was 90%. 
Detailed diagnoses based on BMI, BIA interrelationship, and 
compatibility are presented in Tables 3, 4.

TABLE 1 Baseline clinical characteristics and anthropometrical 
parameters.

Stadied population N  =  176 
(F/M  =  128/48)

Mean Minimum Maximum SD

Age 

(years)

45.68 20 73 12.01

EDSS 

initial
2.2 1.0 4.5 0.7

EDSS 3.3 1.0 6.5 1.6

Height 

(cm)

167.2 152.1 196.1 8.7

Weight 

(kg)

69.5 40.6 114 16.0

BMI (kg/

m2)

24.87 16.10 40.30 4.94

Waist c. 

(cm)

90.4 61.0 126.0 13.5

WHtR 0.54 0.38 0.75 0.08

FM (kg) 20.7 2.6 52.7 9.2

FM (%) 28.8 6.2 48.1 8.4

FFM (kg) 48.9 34.8 75.6 10.1

FFM (%) 71.2 51.9 93.8 8.3

EDSS, Expanded disability status scale; BMI, Body mass index; WHtR, Waist-to-height-ratio; 
FM, Fat mass; and FFM, Fat-free mass.

TABLE 2 Fat mass (FM) (%) ranges for adults.

Age 
(years)

Women

Underfat Healthy Overfat Obese

20–39 ≤ 21.0% 21.1–33.0% 33.1–39.5% ≥39.6%

40–59 ≤ 23.0% 23.2–34.0% 34.3–40.0% ≥40.1%

60–79 ≤ 24.0% 24.1–35.2% 35.3–41.5% ≥41.6%

Age (years)
Men

Underfat Healthy Overfat Obese

20–39 ≤ 7.0% 7.1–20.0% 20.1–25.0% ≥25.1%

40–59 ≤ 10.5% 10.6–22.0% 22.1–28.2% ≥28.3%

60–79 ≤ 12.2% 12.3–25.0% 25.1–30.0% ≥30.1%

(Based on https://tanita.eu/understanding-YO-measurements/body-fat-percentage).
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TABLE 4 Two-sided compatibility rate for all MS patients.

Nutritional 
status

All (n  =  176) p

BMI vs. 
BIA

BIA vs. 
BMI

Underweight/underfat 63.6% (7/11) 70.0% (7/10) NS

Normal/healthy 83.5% (81/97) 90.0% (81/90) NS

Overweight/overfat 71.1% (27/38) 54.0% (27/50) p < 0.05

Obesity/obese 60% (18/30) 69.2% (18/26) NS

BMI, Body mass index; BAI, Bioimpedance analysis. p values were determined using the 
chi-square test. Bold numbers refer to significant differences in the diagnosis of nutritional 
status between the methods used to assess it.

3.3 Prevalence of every nutritional status 
category based on BMI vs. BIA assessment 
in mild and moderate disability subgroups 
of MS patients

The distribution of nutritional status categories diagnosed by both 
BMI and BIA cutoff points in patients with MS with mild disability was 

similar to that in the entire study group. There was a significant 
difference between the prevalence of overweight (assessed using BMI) 
and the overfat category assessed using BIA (p < 0.05). The prevalence 
of other nutritional statuses did not differ significantly between the two 
modes of diagnosis in this subgroup of patients with MS (Figure 2).

However, the use of BMI cutoff points was related to a significant 
overestimation of normal weight status (p < 0.01) and underestimation 
of overweight status (p < 0.01) in patients with MS with moderate 
disability status assessed using EDSS (Figure 3).

3.4 Compatibility of nutritional status 
diagnoses based on BMI vs. BIA assessment 
in the mild and moderate disability 
subgroups of MS patients

The overall CR of diagnoses made using both BMI and BIA in 
patients with MS with mild disability was not significantly higher 
than that in the entire group (77.0 vs. 75.6%). The lowest CR was 
observed in the overweight/overfat group (Table  5). The lowest 
overall CR was observed in patients with moderately disabled 

FIGURE 1

Prevalence of different nutritional status in the entire MS patients group based on BMI vs. BIA. BMI, Body mass index; BIA, Bioelectrical impedance 
analysis; *p  <  0.05 (chi-square test).

TABLE 3 Interrelationship between different nutritional status diagnosis based on BMI vs. BIA in the entire study group.

Diagnosis by BMI 
(n)

Diagnosis by BIA (n) BMI all

underfat healthy overfat obese

Underweight 7 4 0 0 11

Normal 3 81 11 2 97

Overweight 0 5 27 6 38

Obesity 0 0 12 18 30

BIA all 10 90 50 26 133/176 (75.6%)

BMI, Body mass index; BIA, Bioelectrical impedance analysis. Bold numbers indicate the concordance of diagnoses between the described methods used to identify adequate nutritional status.
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MS. Only 70.7% of patients in this group had the same diagnoses 
(Tables 5, 6). Analyzing the two-sided CR between both modes of 
nutritional status assessment, significant differences were found for 
overweight/overfat diagnosis in both moderate and mild MS 
subgroups (p < 0.01 vs. p < 0.05, respectively) and for the normal 
weight/healthy category only in moderately disabled MS patients 
(p < 0.05) (Table 7).

3.5 Nutritional status distribution measured 
by BMI vs. BIA after the stratification by 
abdominal obesity diagnosed as WHtR  >  0.5

The study groups were stratified according to fat mass 
distribution. Abdominal obesity was diagnosed by calculating the 
waist-to-height ratio (WHtR). The cutoff point for the diagnosis 

FIGURE 2

Prevalence of different nutritional status in mild MS patients subgroup based on BMI vs. BIA. BMI, Body mass index; BIA, Bioelectrical impedance 
analysis; *p  <  0.05 (chi-square test).

FIGURE 3

Prevalence of different nutritional status in moderate MS patients subgroup based on BMI vs. BIA. BMI, Body mass index; BIA, Bioelectrical impedance 
analysis; *p  <  0.01 (chi-square test).
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TABLE 6 Interrelationship between different nutritional status diagnoses based on BMI vs. BIA in the moderate MS subgroup.

Diagnosis by BMI 
(n)

Diagnosis by BIA (n) BMI all

Underfat Healthy Overfat Obese

Underweight 1 0 0 0 1

Normal 0 16 6 1 23

Overweight 0 2 6 1 9

Obesity 0 0 2 6 8

BIA all 1 18 14 8 29/41 (70.7%)

BMI, Body mass index; BAI, Bioimpedance analysis. Bold numbers indicate the concordance of diagnoses between the described methods used to identify adequate nutritional status.

TABLE 7 Two-sided compatibility rate (CR) in moderate and mild MS subgroups.

Nutritional status Moderate MS 
(n  =  41)

p Mild MS (n  =  135) p

BMI vs. BIA BIA vs. BMI BMI vs. BIA BIA vs. BMI

Underweight/underfat 100% (1/1) 100% (1/1) NS 60.0% (6/10) 66.7% (6/9) NS

Normal/healthy 69.6% (16/23) 88.9% (16/18) p < 0.05 87.8% (65/74) 90.3% (65/72) NS

Overweight/overfat 66.7% (6/9) 42.9% (6/14) p < 0.01 72.4% (21/29) 58.3% (21/36) p < 0.05

Obesity/obese 75% (6/8) 75% (6/8) NS 54.5% (12/22) 66.7% (12/18) NS

BMI, Body mass index; BAI, Bioimpedance analysis. p values were determined using the chi-square test. Bold numbers indicate the concordance of diagnoses between the described methods 
used to identify adequate nutritional status.

of abdominal obesity was WHtR > 0.5. While, in the group of 
patients with WHtR ≤ 0.5 there were no significant differences 
between BMI vs. BIA assessment ones in the subgroup of patients 
with abdominal obesity (WHtR <0.5) BMI significantly 
underestimated the prevalence of MS patients with overweight 
and obesity vs. overfat and obese (60.5% vs. 67%; p < 0.05) 
(Figure 4).

3.6 Nutritional status distribution measured 
by BMI vs. BIA after the stratification by 
abdominal obesity

To analyze the interrelationship between both methods and the 
disability level of patients with MS, the present clinical status (assessed 
by EDSS) and MS progression (assessed by EDSS) were assessed. The 
study group was first stratified for the different nutritional status 
category based on both BMI and BIA and then one-way ANOVA was 
performed for EDSS and ΔEDSS, respectively. Both EDSS and ΔEDSS 
were more related to the nutritional status categorized by FAT% 

assessed by BIA than using BMI cut-off points. However, this 
relationship was not statistically significant (Figure 5A for EDSS and 
Figure 5B for ΔEDSS).

4 Discussion

In our study, we assessed the consistency of the distribution of 
nutritional status categories based on BMI cutoff points and 
bioelectrical impedance analysis (BIA) by fat mass percentage (FM%). 
We observed that FM assessed by BIA revealed a significantly lower 
prevalence of underfat and healthy persons; however, there was a 
significantly higher prevalence of overfat patients with MS than 
overweight patients based on the BMI cutoff point. However, the 
prevalence of obesity did not differ significantly, regardless of the 
method of diagnosis, and was not significantly lower when assessed 
using BIA. The overall compatibility rate (CR) of the diagnoses made 
using both BMI and BIA was 75.6% in the entire patient group. After 
stratification for disability status (based on the EDSS), a similar CR 
was found for patients with MS in the mild disability group (77.0%). 

TABLE 5 Interrelationship between different nutritional status diagnoses based on BMI vs. BIA in the mild MS subgroup.

Diagnosis by BMI 
(n)

Diagnosis by BIA (n) BMI all

Underfat Healthy Overfat Obese

Underweight 6 4 0 0 10

Normal 3 65 5 1 74

Overweight 0 3 21 5 29

Obesity 0 0 10 12 22

BIA all 9 72 36 18 104/135 (77.0%)

BMI, Body mass index; BAI, Bioimpedance analysis. Bold numbers refer to significant differences in the diagnosis of nutritional status between the methods used to assess it.
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However, the CR was distinctly lower in patients in the moderate MS 
subgroup. The distribution of nutritional status categories diagnosed 
by both BMI and BIA cutoff points in patients with MS with mild 
disability was similar to that in the entire study group. Again, there 
was a significant difference between the prevalence of overweight 
(assessed by BMI) and the overfat category assessed by BIA. However, 
the use of BMI cut-off points was related to a significant overestimation 
of normal weight status and underestimation of overweight status in 
MS patients with moderate disability. Analyzing the two-sided CR 
between both methods of nutritional status assessment, significant 
differences were found for overweight/overfat diagnosis in both 
moderate and mild MS subgroups, and for the normal weight/healthy 
category only in moderately disabled MS patients.

Our findings confirm the data from the study by Hedström et al. 
(4), which showed that BMI assessment may cause an underestimation 
of adiposity in patients with MS compared with body composition 
measured by DXA. The same conclusions were drawn by Wingo et al. 
(15), who showed significantly higher fat mass and lower fat-free mass 
in men with MS than in healthy BMI-matched controls. The limitation 
of using BMI in patients with MS was also presented in a study 
showing a relationship between MS and longitudinal changes in BMI 
(16). The authors make three main observations. Baseline BMI in 
patients with MS was significantly higher than that in healthy controls; 
BMI was significantly higher in healthy controls with increasing age, 
and there were no longitudinal associations between BMI and 
EDSS. A recently published study postulated the use of a simple model 
to estimate the percentage of body fat in individuals with MS based 
only on BMI and sex using a special mathematical formula. However, 
it was cross-validated with DXA body composition in only 33 patients 
with MS (six males) and was not related to disability status (17). Dual-
energy X-ray absorptiometry (DXA) is currently the gold standard for 

diagnosing osteoporosis and evaluating fat mass. However, a 
noninvasive body composition assessment technique based on 
bioelectrical impedance analysis (BIA) is currently available. Good 
correlation between BIA and DXA has been reported for estimating 
both fat mass and fat-free mass in different populations (18, 19). BIA 
is a relatively inexpensive, quick, simple, readily accessible, and 
non-invasive technique. Body composition analysis using BIA in 
patients with MS has been used in two studies that focused mainly on 
nutritional intake rather than on nutritional status (20, 21). The MS 
patient group was relatively small (n = 20 and n = 37, respectively) MS 
patients and the body fat percentage assessed by BIA was only shown 
as a mean result for the studied population; however, the authors did 
not show any detailed results related to body composition.

In analyzing fat tissue, it is important to remember that, from a 
metabolic point of view, body fat distribution has great importance 
and is closely related to the special risk for abdominal/visceral obesity, 
which cannot be properly assessed by BMI itself. The waist-to-height 
ratio (WHtR) is now widely studied to determine relatively simple 
parameters of fat tissue distribution in connection with visceral 
obesity and its comorbidities. A recent analysis showed that WHtR is 
the best parameter for the prognosis of visceral fat and its 
comorbidities (22). Our recently published study showed a significant 
correlation between this parameter and the disability status, disease 
duration, and glucocorticoid use in patients (12). Moreover, in a study 
performed by Cozart et al. (23), a higher waist-to-height ratio (WtHR) 
was associated with worse physical performance outcomes in patients 
with MS, as measured by the 6-min walk test (6 MWT) and the Timed 
25 Foot Walk (T25FW). Another aspect of the potential influence of 
adiposity on MS progression is the generation of adipose tissue-related 
inflammation and oxidative stress. A recent study by Drehmer et al. 
(24) revealed a significant correlation between fat mass distribution 

FIGURE 4

Nutritional status distribution measured by BMI vs. BIA after the stratification by abdominal obesity diagnosed as WHtR  >  0.5. BMI, Body mass index; BIA, 
Bioelectrical impedance analysis; and WHtR, Waist-to-height ratio.
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assessed by both waist circumference and WHtR and oxidative stress 
and inflammation markers in obese patients with MS. In the present 
study, the study group was stratified according to the diagnosis of 
abdominal obesity, which was assessed by calculating the calculation 
of waist-to-height ratio (WHtR). Leg-to-leg BIA methodology does 
not provide information on fat mass distribution. In the group of 
patients with a normal WHtR, there were no significant differences 
between BMI and BIA assessment in the subgroup of patients with 
abdominal obesity (WHtR < 0.5), and BMI significantly 
underestimated the prevalence of overweight and obesity vs. 
overweight and obese patients.

In the present study, we  found that clinical status and disease 
progression assessed by EDSS were more closely related to nutritional 
status diagnosed by body composition (BIA) than to standard 
anthropometrical diagnosis based on BMI. However, the relationship 
was not statistically significant. These findings are similar to those 
reported by Pilutti et al. (25), who revealed that FM assessed using 

DXA was significantly higher in MS patients with moderate disability. 
Moreover, they did not find a significant difference in BMI between 
the mild and moderate disability groups. The lack of a significant 
correlation between BMI and disability status scores has recently been 
confirmed by several authors (12, 16, 25). Our recently published 
studies also showed a significant correlation between body 
composition parameters (FM% and FFM%) and disability status in 
patients (11, 12). However, conflicting results regarding the lack of 
significant correlations between the EDSS and BMI, Waist c., WHR, 
and FM% from BIA were noted in a group of 137 Brazilian 
patients (26).

Body composition parameter assessment seems to be important 
because in patients with MS, the risk of sarcopenia related to the level 
of disability is very high. A study conducted by Wens et  al. (27) 
revealed a higher fat percentage and lower lean mass in muscle 
biopsies of patients with MS. Other data published by Ward et al. (28) 
and Wingo et al. (15) showed that higher FM% and lower FFM% were 

FIGURE 5

Clinical status of MS patients expressed as EDSS (A) and ΔEDSS (B), after the stratification to the different nutritional status subgroups based on BMI vs. 
FAT% by BIA classification. BMI, Body mass index; BIA, Bioelectrical impedance analysis.

142

https://doi.org/10.3389/fneur.2024.1409038
https://www.frontiersin.org/journals/neurology
https://www.frontiersin.org


Matusik 10.3389/fneur.2024.1409038

Frontiers in Neurology 09 frontiersin.org

associated with lower limb physical function, suggesting that body 
composition, specifically reducing adiposity and increasing lean mass, 
may be a potential target for MS interventions. It is also important to 
realize that lean mass is strongly related to the bone mineral density 
(BMD), either in whole body and lumbar spine projection (29).

This study has some limitations. First, the number of patients was 
relatively small, especially in the moderate MS subgroup. Second, data 
describing the initial nutritional status of patients with MS are lacking. 
These limitations indicate that future studies should focus on 
prospective longitudinal body composition assessments in larger 
cohorts of MS patients.

5 Conclusion

Using BMI cutoff points for assessing the nutritional status in 
patients with MS is associated with a significant underestimation of 
excess fat mass. BIA-based FAT% based on BIA have a better relationship 
with abdominal obesity and disability status than with BMI in patients 
with MS. The highest rate of false-negative diagnoses was based on the 
BMI in patients with MS and moderate disability. Adiposity assessment 
using BIA appears to be a useful method for proper nutritional status 
assessment in the patients group.
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