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The Mononuclear Phagocyte System (MPS) of vertebrates is composed of monocytes, macrophages and dendritic cells. Together, they form part of the first line of immune defense against a variety of pathogens (bacteria, fungi, parasites and viruses), and thus play an important role in maintaining organism homeostasis. The mode of transmission, type of replication and mechanism of disease-causing differ significantly for each pathogen, eliciting a unique immune response in the host. Within this context, the MPS acts as both the sentinel and tailor of the immune system.
 As sentinels, MPS cells are found in blood and within tissues throughout the body to patrol against pathogenic insult. The strategy to detect ‘microbial non-self’ relies on MPS to recognize conserved microbial products known as ‘pathogen-associated molecular pattern’ (PAMPs). PAMPs recognition represents a checkpoint in the response to pathogens and relies on conserved ‘pattern recognition receptors’ (PRRs). Upon PRR engagement, MPS mount a cell-autonomous attack that includes the internalization and compartmentalization of intracellular pathogens into toxic compartments that promote destruction. In parallel, MPS cells launch an inflammatory response composed of a cellular arm and soluble factors to control extracellular pathogens. In cases when innate immunity fails to eliminate the invading microbe, MPS serves as a tailor to generate adaptive immunity for pathogen eradication and generation of “memory” cells, thus ensuring enhanced protection against re-infection. Indeed, MPS cell functions comprise the capture, process, migration and delivery of antigenic information to lymphoid organs, where type-1 immunity is tailored against intracellular microbes and type-2 immunity against extracellular pathogens. However, this potent adaptive immunity is also a double-edge sword that can cause aberrant inflammatory disorders, like autoimmunity or chronic inflammation. For this reason, MPS also tailors tolerance immunity against unwanted inflammation. Successful clearance of the microbe results in its destruction and proper collection of debris, resolution of inflammation and tissue healing for which MPS is essential.

Reciprocally, as part of the evolutionary process taking place in all organisms, microbes evolved strategies to circumvent the actions bestowed by MPS cells. Multiple pathogens modulate the differentiation, maturation and activation programs of the MPS, as an efficient strategy to avoid a dedicated immune response. Among the most common evasion strategies are the subversion of phagocytosis, inhibition of PRR-mediated immunity, resistance to intracellular killing by reactive oxygen and nitrogen species, restriction of phagosome maturation, modulation of cellular metabolism and nutrient acquisition, regulation of cell death and autophagy, and modulation of pro-inflammatory responses and hijacking of tolerance mechanisms, among others.

The tenet of this eBook is that a better understanding of MPS in infection will yield insights for development of therapeutics to enhance antimicrobial processes or dampen detrimental inflammation for the host’s benefit. We believe that contributions to this topic will serve as a platform for discussion and debate about relevant issues and themes in this field. Our aim is to bring expert junior and senior scientists to address recent progress, highlight critical knowledge gaps, foment scientific exchange, and establish conceptual frameworks for future MPS investigation in the context of infectious disease.
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Editorial on the Research Topic
 The Mononuclear Phagocyte System in Infectious Disease



The term “Mononuclear Phagocyte System” (MPS) was introduced by van Furth and Cohn in 1968 to describe a group of leukocytes that shared phenotypic features (e.g., a single nucleus) and biological functions (e.g., phagocytosis) (1). This term served originally to characterize bone marrow progenitors, blood monocytes, and tissue macrophages, under the assumption that it was a linear progression from progenitor to monocyte, and from monocyte to macrophage. Upon the discovery of dendritic cells (DC) in 1973 by the late Nobel Laureate, Ralph Steinman, and subsequent inclusion of this cell type as part of MPS in the late 1970s, the term “MPS” undertook a specialized function for processing and presenting antigen to activate lymphocytes (2). Monocytes, DCs, and macrophages became referred to as antigen-presenting cells (APC). Today, beyond serving as primordial APCs, these cells are also known to play roles in thermogenesis, tissue development, and organ function, maintenance of homeostasis, microbiota interactions, innate immunity against pathogens, inflammation and its resolution, and wound healing and tissue repair, among others (3). Also, it is now clear that monocytes, DCs and macrophages, are not homogenous populations (4). Recent conceptual advances concerning the MPS ontogeny and development have shattered the traditional view of DCs and macrophages as linear derivates and functional variations of monocytes (5). It is predicted that the incorporation of new technologies (e.g., mass cytometry, single-cell RNA sequencing) along with the progress in imaging capacities, will continue to unveil cellular heterogeneity and behavior in different tissues, differentiation trajectories, and the identification of novel immune functions, within the mouse and human MPS (5). Therefore, as the MPS field continues its unrelenting progress, it is important to regularly revisit the MPS conceptual framework in health and disease.

This is precisely what we accomplished through the collection of articles in this research topic entitled “The Mononuclear Phagocyte System in Infectious Disease”. As its title indicates, there are a total of 60 articles (26 original research and 34 literature reviews) written by 379 authors and published within this eBook dealing with multiple aspects of host-pathogen interaction. The tenet of this article collection is that a better understanding of MPS in infection will yield insights for development of therapeutics to enhance antimicrobial processes or dampen detrimental inflammation, for the benefit of the host. We believe that the contributions made to this topic will serve as a platform for discussion and debate about relevant issues and themes in this field.

INTRODUCTION TO MPS BIOLOGY AND FUNCTION

For didactic purposes, we begin this collection with a series of “introductory” articles where readers can find general informations about MPS biology and functions in the context of infectious and inflammatory diseases.

Addressing cell-intrinsic functions, Uribe-Querol and Rosales discuss the influence on phagocytosis by microbial pathogens. Following an overview of phagocytosis and the antimicrobial factors employed by MPS, they summarize the microbial strategies used to inhibit phagocytosis at the level of ingestion, phagosome formation, and maturation, including microbial escape from these vesicles. Münz takes on autophagy in the context of viral infection. He describes recent evidence for how autophagy proteins regulate endocytosis and exocytosis in MPS cell activation, viral replication, and antigen presentation. Reciprocally, Bah and Vergne focus on autophagy in the context of bacterial infections. They discuss multiple functions of autophagy proteins in conferring cell defense against bacteria, and discuss how some pathogenic bacteria manipulate autophagy. Together, these authors argue that a better understanding of autophagy proteins might yield new therapeutic approaches against pathogenic infections. In terms of factors involved in the inflammatory response against pathogens, Weber et al. cast light on Bruton's tyrosine kinase (BTK). Beyond its central role as a mediator of B cell receptor signaling, BTK is crucial in the recognition of infectious agents, cellular maturation, and recruitment, and inflammasome regulation. Thus, it will be beneficial to improve our understanding of BTK biology not only as a kinase, but also as a scaffold protein, within the MPS. As a final point in cell-intrinsic properties, Karaji and Sattentau take on the efferocytosis of pathogen-infected cells, which is the process of clearing of unwanted cells by MPS. After a description of pathogen-triggered cell death and the signals inducing efferocytosis, they discuss how it controls different pathogenic infections and generates immune responses. Conversely, pathogens have evolved ingenious strategies to subvert efferocytosis, thus opening avenues to block immune evasion and pathogen persistence. The importance of efferocytosis in the resolution of inflammation is highlighted in the study by Lutati et al., who identified a neutrophil-derived glycoprotein lactoferrin (Lf) that triggers resolution-phase macrophages. Indeed, they demonstrate that Lf promotes the conversion of pro-inflammatory into pro-resolution macrophages that have enhanced efferocytotic capacity to clear apoptotic neutrophils.

We continue our introductory articles to address pathophysiological aspects of the MPS. Dorhoi and Du Plessis take on the monocytic-like myeloid-derived suppressor cells (M-MDSC), which inhibit innate and adaptive immune cell activation, proliferation, viability, trafficking, and cytokine production, to promote peripheral tolerance against unwanted inflammation during pathogenic infection. However, M-MDSC also serve as reservoirs for pathogens favoring their survival and limiting optimal host responses, highlighting the need to better understand their genesis and biological functions in chronic infections. Silva et al. focus on the role of E-Selectin ligands to home blood-borne MPS cells into infection sites. Insights to the structural and functional properties of E-Selectin ligands in MPS cells are likely to improve the efficiency of immune responses and ameliorate immunopathology derived from chronic inflammation. Within the context of cell migration, Cougoule et al. reveal the importance of podosomes (actin-rich structures found specifically on the basal membrane of MPS cells) for the capacity of human DCs to penetrate dense microenvironments. This study describes the influence of pathogen-derived signals on podosome formation and dynamics, thus dictating the mode of migration of DCs toward infectious sites. Da Silva et al. provide an overview on Peyer's patch MPS in health and disease. This includes MPS cell diversity and specificity, anatomical localization, functions, interaction with microbiota and generation of humoral immunity, and their role in multiple infectious contexts.

Recent advances in MPS biology in the cardiovascular system is the subject for the review by Sanmarco et al. MPS cells play roles in cardiac inflammation and infection, such as in Chagas cardiomyopathy, viral myocarditis, bacterial infections, sterile inflammation, among other disorders. The authors highlight the importance of dissecting the signaling pathways and molecules modulating MPS functions during infection. Lastly, Poulin et al. tackle the myeloid postulate of immune paralysis in sepsis by focusing on the well-known disappearance of circulating DCs. Beyond the description of the DC ontogeny and functions, they discuss about novel myelopoiesis-based therapeutic targeting MPS cells in sepsis. As described above, sometimes infection may lead to uncontrolled inflammation causing immunopathology. In their study, Peralta-Ramos et al. address the role of type-I interferons (IFN-I) in establishing and developing neuroinflammatory diseases. Upon systemic inflammatory challenge, they show that IFN-I promotes the recruitment of inflammatory monocytes into the brain, which subsequently induces local T cell activation leading to immunopathology.

MPS BIOLOGY IN DIFFERENT INFECTIOUS DISEASES

This section addresses the interaction of human and mouse MPS with different types of pathogens: bacterial, viral, fungal, and parasitic.

Tuberculosis Disease

Reflecting the expertise contained within our editorial group, we provide a robust collection of articles that address MPS cell interaction with Mycobacterium tuberculosis (Mtb), the etiological agent responsible for tuberculosis. Within the context of cell heterogeneity, Sampath et al. discuss how monocyte subsets participate as effector and cell targets contributing to the control and pathogenesis of Mtb, respectively. Likewise, Marakalala et al. review macrophage heterogeneity in Mtb tropism, granuloma formation and maintenance, activation and product secretion during infection, foam cell formation, and caseation, among other aspects. Contrary to classical activation of pro-inflammatory macrophages with IFNγ, there are other immune signals that activate macrophages toward alternative phenotypes, such as interleukin (IL)-4, IL-10, and IL-6. In their study, Lugo-Villarino et al. address the role of the C-type lectin receptor (CLR) DC-SIGN, a marker for IL-4-activated macrophages, in the response against Mtb. While this CLR helps Mtb to parasitize macrophages, they describe a parallel role as a molecular switch to turn off the pro-inflammatory response to prevent unwanted immunopathology associated to tuberculosis. Using an acellular fraction of tuberculous pleural effusions as a physiological source of local factors released during Mtb infection, Genoula et al. characterize how the IL-10/STAT3 axis induces foam cell differentiation by activating the enzyme acyl CoA:cholesterol acyl transferase, contributing to our understanding of how alterations of the host metabolic pathways may favor pathogen persistence. Excessive activation toward a macrophage subset may often lead to susceptibility to pathogen invasion or immunopathological disorders. Employing a mouse model targeting the deletion of the suppressor of cytokine signaling 3 (SOCS3) specifically in macrophages, Schmok et al. demonstrate how SOCS3 prevents macrophage activation driven by IL-6, increasing susceptibility to Mtb replication in lung macrophage.

Continuing with the interaction between macrophages and Mtb, Queval et al. review the molecular events governing the bacilli survival, and how it is able to transform macrophages into survival and dissemination vessels. One of these aspects is the regulation of metabolism that is critical in shaping macrophage activation and immune functions. Teng et al. write about mycobacterial lipid-based tactics to manipulate host metabolism. They address the emerging roles of lipids in the complex host–pathogen relationship, and discuss recent methodologies used to assess lipid dynamics during infection (Teng et al.). Within this context, Oldenburg et al. report how mycobacterial phenolic glycolipids (PGL) decrease the TLR-4-dependent signaling cascade, resulting in the low production of pro-inflammatory signals in macrophages. The authors show that PGL-1 targets the posttranscriptional decrease of TIR-domain-containing adapter-inducing interferon-β (TRIF) protein level, an important component of the TLR-4 signaling pathway. Likewise, Chavez-Galán et al. describe how Lipoarabinomannan affects the T-cell immunoglobulin and mucin domain 3 (TIM3)/galectin (GAL)9 pathway by targeting GAL9 expression. This is important because the interaction between TIM3 and GAL9 was shown to promote microbicidal activity against Mtb. Another strategy used by Mtb is to control the activity of host lysosomal cathepsins in macrophages. Pires et al. demonstrate that Mtb upregulates miRNAs such as miR-106b-5p, which binds to the 3′-untranslated region of the mRNA for cathepsin S, thus preventing its protein expression and consequently increasing Mtb survival.

Beyond tuberculosis, we include a study on “nutritional immunity” in the context of Salmonella enterica serovar Typhimurium infection. This is a host defense strategy against infection that relies on the sequestration of essential molecules, such as iron, to prevent pathogen growth. However, pathogens evolved counter strategies to deal with nutritional immunity. In their study, Willemetz et al. demonstrate that Salmonella modulates macrophage iron homeostasis to favor its access to high intracellular content of iron by downregulating the iron exporter ferroportin (FPN). Intriguingly, FPN is repressed through an iron and hepcidin-independent mechanism, suggesting the cellular iron is indispensable for the growth of Salmonella inside the macrophages (Willemetz et al.). It will be interesting to find out whether this is a general host response observed with other intracellular pathogens infection, such as Mtb.

As we move forward in understanding the host and Mtb interactions, there are various aspects that require further refinement. For example, Donovan et al. address the role of IFN-I in tuberculosis. In their review, the authors argue the need to identify the myeloid source for IFN-I production during Mtb infection in vivo; characterize the roles for individual members of the IFN-I family; and define whether blood gene expression signatures in active tuberculosis are a natural consequence of Mtb infection in humans or an indication of disease susceptibility. Another field requiring further elucidation is MPS immunometabolism. Using novel genetic mouse models to delete acetyl-CoA carboxylase (ACC) 1 and 2 specifically in DCs, macrophage or T lymphocytes, Stuve et al. clearly demonstrate that MPS cells do not require these enzymes for the control of mycobacteria infection. By contrast, targeted deletion in T cells results in susceptibility to Mtb. One novel approach to more deeply investigate how Mtb modulates the host response is to perform mass spectrometry (MS)-based proteomics on infected cells. Specifically, Hoffmann et al. summarize the progress made in determining the protein composition of mycobacteria-containing vacuoles, which has already shown, for example, how Mtb prevents the fusion of late endosomes and lysosomal compartments. The authors argue this approach will promote the development of novel host-directed therapies, particularly against the emergent drug-resistant Mtb strains. Likewise, Pahari et al. propose different strategies in their review to reinforce the functional aspects of the MPS to achieve better control of Mtb. They discuss multiple molecules to boost the innate immune system to enhance the emergent field of immunotherapeutics. For instance, Zhang et al. show in their study that the herbal medicine, baicalin, induces autophagy activation in Mtb-infected macrophages leading to a better control of intracellular Mtb. At the same time, baicalin also regulates the inflammasome-dependent activation of IL-1β, suggesting this herbal medicine also controls unnecessary inflammation derived from infection (Zhang et al.). An area that requires improvement is the assessment of biomarkers according to the different states of disease progression and severity. In their study, Ranaivomanana et al. provide a biomarker signature that is different between patients with pulmonary and extrapulmonary tuberculosis, and they correlate it in human macrophages infected in vitro with clinical strains representative for each tuberculosis disease type. Finally, inter-species comparisons are helpful not only to advance our understanding of the MPS, but also necessary to deal with infectious diseases afflicting in domestic animals. In bovines, the Mycobacterium avium subspecies paratuberculosis (Map) causes a chronic intestinal infection known as paratuberculosis, which leads to significant economic loss to livestock industries. One of the problems is that early host-pathogen interactions in bovines remain poorly understood. In their study, Baquero and Plattner report that γδ T cells influence differentiation, maturation, and functional aspects of bovine monocytes during Map infection. The authors argue that modulation of the γδ T cells/MPS axis represents a viable vaccination/therapeutic strategy to generate a strong adaptive immunity to counteract paratuberculosis in bovines (Baquero and Plattner).

Collectively, this series of articles promote the importance of MPS in the tuberculosis context, and it highlights its therapeutic potential yet to be exploited to control this disease.

HIV and Other Viral Diseases

Reflecting another area of expertise within our editorial group, the following article collection addresses MPS cell interaction with the human immunodeficiency virus (HIV). We start with a review article by Rodrigues et al., who provide an in-depth description of HIV-macrophage interaction during the various stages of the virus life cycle. This is complemented by another review article from Merino et al. discussing the contribution of monocytes and macrophages to the infection and progression of HIV and SIV, a closely related HIV-like virus that causes disease similar to AIDS in monkeys and apes. The macrophage interaction with HIV is important because it influences the adaptive immune response. Trifone et al. demonstrate the role of macrophage migration inhibitory factor (MIF)/CD74 axis in HIV pathogenesis. They show that HIV-1 infection of CD74+ macrophages results in a pro-inflammatory environment in the presence of MIF, which predisposes unactivated CD4+ T cells to HIV-1 infection (Trifone et al.).

Another way the MPS participates in HIV pathogenesis is through cell-to-cell transmission of the virus, including through interactions with lymphocytes. In their review, Bracq et al. provide a description of the different mechanisms that occur during cell-to-cell transmission of HIV, such as intercellular structures and membrane protrusions, immunological synapses, efferocytosis of dying cells, and cell-to-cell fusion. Concerning intercellular structures and membrane protrusions, Dupont et al. focus their review on tunneling nanotubes (TNT), which are long membranous dynamic structures and a novel route for cell-to-cell communication. They argue TNT serve as major “corridors” for viral to spread efficiently to bystander cells and remain undetected by the immune system (Dupont et al.). As a strategy to hijack cell-to-cell communication between MPS cells, Martinez-Picado et al. write about the lectin receptor Siglec-1/CD169 that facilitates the binding of HIV-1 without internalization and, consequently, the infection of bystander cells. In their review, they discuss how working with human cohorts lacking Siglec-1 provides a unique understanding of the role this receptor plays in viral pathogenesis in vivo.

An important issue of HIV-positive patients is their susceptibility of co-infection with other pathogens. For example, patients living with HIV are more likely to die from tuberculosis than HIV-negative people. Addressing this issue, Gupta-Wright et al. developed a flow cytometry-based fluorescent reporter of phagosomal oxidase activity to demonstrate impaired superoxide burst activity in the phagocytes of hospitalized HIV-positive patients with tuberculosis. The authors promote the use of this assay to assess the immune competence of co-infected patients in clinical settings, including the activation state of MPS cells. Another complication in HIV-positive patients is susceptibility to opportunistic pathogens such as non-typhoidal Salmonella enterica serovar Typhimurium, which is the most common cause of bacterial bloodstream infections in these patients. In their review, Lê-Bury and Niedergang describe how macrophage function is impaired upon HIV infection, discuss factors that make invasive Salmonella Typhimurium specific for HIV pathogenesis, and provide reasons for why these bacteria are well-suited to invade the HIV-infected host.

This section closes with an overall look at the MPS in the context of other viral infections. Pombo and Sanyal review different mechanisms of altering lipid metabolic pathways during infection by flaviviruses, and they focus on cholesterol and fatty acid biosynthesis. Intriguingly, these events can promote an advantage for invading viruses to support replication, and thus they can be modulated for the benefit of the host as a mean to fight infection. Since the Human Respiratory Syncytial Virus (hRSV) is responsible for bronchiolitis, pneumonia, recurrent wheezing and asthma, Bohmwald et al. provide a review on the role of the lung MPS during hRSV infection and their involvement in its pathogenesis. This is critical given that hRSV causes functional impairment of the MPS. Next, Mulder et al. use the Lymphocytic Choriomeningitis Virus (LCMV), of the family Arenaviridae, an etiological agent for human acute aseptic meningitis and grippe-like infections, to understand how different macrophage subsets are able to control viral infection and activate the adaptive immune response in the mouse model. In their study, they show that IL-4-activated macrophages do not support CD8+ T-cell proliferation and effector functions during virus infection, as opposed to other macrophages activated by stimuli such as IFN-γ, for example. As part of the inter-species comparisons included in this eBook, Zhang et al. assess the impact of virulent Newcastle Disease Virus (NDV) infection in the macrophage compartment in chickens. Indeed, NDV causes Newcastle disease that is highly contagious and fatal in birds that dramatically affects the global domestic poultry production. The authors describe that the macrophage compartment becomes susceptible to viral replication due to inhibition of TLR-7-dependent signaling, which is avoided by pre-treatment with TLR-7 ligand (Zhang et al.).

Together, this series of articles promote the importance of MPS in viral infection, highlighting the need to better understand the interaction of MPS cells with viruses and the mechanisms involved in viral subversion and evasion strategies.

Fungal and Parasitic Diseases

This eBook continues with an overall perspective of the MPS in the context of parasite and fungal infection. Human parasites are divided into endoparasites (cause infection inside the body) and ectoparasites (cause infection superficially within the skin). Parasitic worms (helminths) are endoparasites that infect ~24% of the entire human population. For this reason, Motran et al. provide a discussion of the recognition and modulation of the MPS during helminth infections. In particular, they address excretory-secretory products resulting from helminth recognition by DCs and macrophages. With regards to recognition of helminths, van Die and Cummings shed light on the macrophage Mannose Receptor (MR) in the MPS to that shapes the immune responses to these parasites, and they deliver an overview of the structural aspects of this receptor along with important functional implications. Another endoparasite that afflicts the human population and affects the MPS is African trypanosomosis, which causes a debilitating disease known as “sleeping sickness.” In their review, Stijlemans et al. deliver a discussion of how factors derived from this parasite and the MPS contribute to trypanosomosis-associated anemia development, along with intervention strategies partially targeting the MPS to alleviate this disease. This is complemented by another review by Holzmuller et al., who focus on how trypanosomatid excreted-secreted or host molecules affect the metabolic balance between nitric oxide synthase/arginase in the activation of macrophages, and their overall impact on the pathogenesis of this disease. Within the metabolic context, Rojas-Márquez et al. report that Trypanosoma cruzi, the causative agent for Chagas' disease, is controlled inside macrophages by the activation of the NLRP3 inflammasome and reactive oxygen species (ROS) production. Interestingly, they show that the metabolic checkpoint kinase mammalian target of rapamycin (mTOR) is activated by T. cruzi infection and it negatively regulates the NLRP3 activation, and its pharmacological inhibition restores the microbicidal properties of macrophages against this parasite (Rojas-Márquez et al.).

Leishmaniasis is a disease caused by protozoa endoparasites of the Leishmania order, affecting 4–12 million people in the world. It is manifested at the cutaneous, mucocutaneous or visceral level. In the context of cutaneous Leishmaniasis caused by L. major, Vellozo et al. show that, while this parasite promotes the pro-inflammatory activation of anti-parasitic macrophages, the all-trans retinoic acid (ATRA) therapy prevents this differentiation rendering susceptibility in the host. This is important because the ATRA treatment has been proposed as a therapy to differentiate immature myeloid cells into macrophages to boost immunity against tumors, suggesting an increased risk for endoparasite infections in such patients. In the context of visceral Leishmaniasis caused by L. infantum, Peres et al. address the role of Ecto-nucleotidases in the infection of human macrophages. They demonstrate ecto-nucleotidase activity of L. infantum is directly associated with infectivity of macrophages, which is blocked using antibodies targeting this enzyme, opening new therapeutic avenues against Leishmaniasis and other trypanosomitides infections (Peres et al.). Other forms of endoparasite are parasitic flukes, such as liver fluke disease that is caused by Fasciola hepatica. In their study, Carasi et al. investigate the role of heme-oxygenase-1 (HO-1) in the immunoregulation of DCs by F. hepatica. They show that the HO-1 expression favors this parasite infection, resulting in increased clinical signs and liver damage. This is associated with the upregulation of IL-10 that down-modulates the activation of DCs and macrophages. Indeed, the authors demonstrate that enzymatic inhibition of HO-1 leads to a decrease of IL-10 and an increase in the resistance of mice against infection, indicating that F. hepatica employs HO-1 to subvert the MPS (Carasi et al.).

Finally, ectoparasites can also be a burden to the human population even in developed countries. For example, tick-transmitted Anaplasma phagocytophilum is responsible for human granulocytic anaplasmosis, which is the third most common human vector-borne infection in USA causing lethality in 1% of patients. Here, Scorpio et al. report that impaired cytotoxicity against A. phagocytophilum is associated with a defect in APCs that express MHC class I and interact with innate and adaptive immune cells during infection, inferring that parasite-derived products may alter the MPS functions to circumvent CD8+ T cell cytotoxicity.

This section concludes with a brief overview of the role of MPS in mycosis, which are a public health problem afflicting humans; there is an estimated 1.6 million people who die each year of fungal infections. To understand the host-fungi interactions, fundamental research has turned partially toward the use of fungal cell wall polysaccharides due to their immunogenicity properties and potential to be therapeutic compounds in infectious disease. In their review, Camili et al. write about the complexity of MPS interaction with β-glucan, the most abundant fungal cell wall polysaccharide. It is argued that a better understanding of the biochemical and immunogenicity properties of the different fungal β-glucans (isolated from different sources) will be necessary to uncover novel cellular and molecular mechanisms of action, and to improve a rational use in the future as an adjuvant or therapeutic agent. One of the problems with blood stream fungal infection is the lack of an appropriate and rapid treatment. This is the main issue addressed by Leonor Fernades-Saraiva et al., who developed a combined classifier approach with distinct differential gene expression profiles across multiple studies to generate an exclusive lysosome-related gene expression as a blood monocyte-specific footprint for fungal infections. This is crucial because it is specific for fungal (as opposed to bacterial) infection and it may allow its rapid identification in the patient's blood. Within the context of therapeutic perspectives, Benmoussa et al. identify a novel compound P17, derived from ant venom, with the capacity to modulate macrophage differentiation toward an anti-fungal phenotype characterized by a signaling pathway dependent on the peroxisome proliferator-activated receptor gamma (PPARγ), Dectin-1 and MR receptors.

Taken in concert, while the MPS plays a key role in controlling and generating immunity against parasitic and fungal infections, these pathogens have also evolved strategies to circumvent and subvert the MPS. Understanding this complexity represents an opportunity for diagnostic, prevention, and therapeutic advances.

ALTERNATIVE AND NOVEL MODELS

In this section, we offer a wider perspective of the MPS with a series of articles describing alternative animal and cellular models to highlight different approaches, limitations, and advantages to better define MPS functional properties that can be exploited for therapeutic and vaccination purposes.

With regard to animal models, the zebrafish (Danio rerio) model symbolizes complementarity with the human and mouse models. This is a unique platform to study the MPS interaction with pathogens in vivo, ranging from the single cell level to the whole organism. Advantages include: non-invasive real-time visualization of the MPS system, chemical and genetic tractability, and this model is a natural host of a great number of pathogens of bacteria, virus, parasite and fungal origin, among others. In their review, Yoshida et al. argue why zebrafish are a unique model to study macrophage-microbe interactions, focusing on recent developments in the context of bacterial and fungal infection. Furthermore, Boucontet et al. promote zebrafish as a model of superinfection with a virus (i.e., Sindbis virus) and a bacterium (i.e., Shigella). In their study, they uncover a virus-induced hyper-susceptibility to bacterial infection that is associated with defects in neutrophil functions. Thus, zebrafish offer an alternative model to better understand this phenomenon, and a platform for drug-testing and therapeutic-development to restore the host immunity (Boucontet et al.).

In terms of cellular models, use of the soil dwelling, social amoeba Dictyostelium discoideum, is already making important contributions to our understanding of cell-autonomous mechanisms in MPS cells. Dunn et al. provide a review of the advantages and relevance of D. discoideum to study the antimicrobial functions of phagocytosis and autophagy, and the microbial properties of the phagosome. Reciprocally, they also discuss microbial interference with these defenses, and address a variety of conserved microbial restriction factors in D. discoideum that are relevant to the mammalian MPS. Another cellular model likely to make an impact is that of embryonic derived, self-renewing human tissue-resident macrophages (Max Planck Institute, MPI cells), which mimic lung alveolar macrophages. In their study, Woo et al. perform characterization of the responses of MPI cells to Mtb infection, including recognition and ingestion of live Mtb, bacterial intracellular replication, induction of pro- and anti-inflammatory cytokines, microbicidal activity and elimination of bacteria, and accumulation of lipid droplets in the cytoplasm upon lipoprotein exposure. The authors conclude that MPI cells are a tractable cell model for tuberculosis research that will enhance our understanding of human alveolar macrophages (Woo et al.). Finally, Iakobachvili and Peters provide an outlook on the “Organoid Revolution” that is currently taking place in all fields of biology. They explain organoid technology, describe its current impact in infectious diseases, and discuss how it may be used to study MPS biology in infection (Iakobachvili and Peters). Altogether, these cellular models are compliant with the 3Rs (Replace, Reduce, Refine) initiative to reduce the use of animals to study the MPS, and provide a context to study cell-autonomous defenses independent of other immune responses.

SUMMARY

We compiled expertise of scientists of all career stages and from 23 countries and five continents to address recent progress, highlight critical knowledge gaps, foment scientific exchange, and establish conceptual frameworks for future MPS investigation in the context of infectious disease. We hope that the present MPS conceptual framework will enhance the reader's knowledge within the infectious disease context, and inspire new lines of investigation to further fuel the progress in this field.
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Phagocytosis is a fundamental process of cells to capture and ingest foreign particles. Small unicellular organisms such as free-living amoeba use this process to acquire food. In pluricellular organisms, phagocytosis is a universal phenomenon that all cells are able to perform (including epithelial, endothelial, fibroblasts, etc.), but some specialized cells (such as neutrophils and macrophages) perform this very efficiently and were therefore named professional phagocytes by Rabinovitch. Cells use phagocytosis to capture and clear all particles larger than 0.5 µm, including pathogenic microorganisms and cellular debris. Phagocytosis involves a series of steps from recognition of the target particle, ingestion of it in a phagosome (phagocytic vacuole), maturation of this phagosome into a phagolysosome, to the final destruction of the ingested particle in the robust antimicrobial environment of the phagolysosome. For the most part, phagocytosis is an efficient process that eliminates invading pathogens and helps maintaining homeostasis. However, several pathogens have also evolved different strategies to prevent phagocytosis from proceeding in a normal way. These pathogens have a clear advantage to perpetuate the infection and continue their replication. Here, we present an overview of the phagocytic process with emphasis on the antimicrobial elements professional phagocytes use. We also summarize the current knowledge on the microbial strategies different pathogens use to prevent phagocytosis either at the level of ingestion, phagosome formation, and maturation, and even complete escape from phagosomes.
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INTRODUCTION

Phagocytosis, in pluricellular organisms, is a complex process for the ingestion and elimination of pathogens. It is also important for elimination of apoptotic cells, and for maintaining tissue homeostasis (1, 2). All cells may, to some extent, perform phagocytosis; however, in mammals, phagocytosis is the hallmark of specialized cells including monocytes, macrophages, dendritic cells, osteoclasts, eosinophils, and polymorphonuclear neutrophils—these cells are collectively referred to as professional phagocytes (3). Professional phagocytes eliminate microorganisms and present them to cells of the adaptive immune system. Phagocytosis can be divided into several main steps: (i) microbial recognition, (ii) phagosome formation, and (iii) phagolysosome maturation.

Phagocytosis initiates with the recognition and ingestion of microbial pathogens larger than 0.5 µm into a plasma membrane-derived vesicle, known as phagosome. This recognition is achieved through several receptors that recognize precise molecular patterns associated with microorganisms. These receptors then trigger signaling cascades that induce phagocytosis. Receptors on phagocytes can be divided into non-opsonic or opsonic receptors. Non-opsonic receptors can directly identify pathogen-associated molecular patterns (PAMPs) on the surface of the microorganisms. Opsonic receptors bind to host-produced molecules called opsonins. These molecules bind to microorganisms and mark them for ingestion. Opsonins include antibodies, complement, fibronectin, mannose-binding lectin, and milk fat globulin (lactadherin) (4).

After receptor engagement, the plasma membrane covers the microorganism to be ingested and closes at the distal end, forming a vacuole where the microorganism is internalized (Figure 1). This vacuole, the early phagosome, then fuses with endocytic vesicles and at the same time secretory vesicles are separated from it, transforming the early phagosome into a late phagosome. This dynamic process consists of sequential fusion and fission events between the new phagosome and endosomes, and it is known as “the kiss-and-run” model (5). Later, the intermediary phagosome turns into a microbicidal vacuole, the phagolysosome, by fusing with lysosomes and changing its membrane and interior characteristics through a process named phagolysosome maturation (6). The results of this process are remodeling of the membrane, progressive acidification of the phagosome, and creation of an oxidative and degradative milieu (7, 8) (Figure 2).
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FIGURE 1 | Initiation of phagocytosis. After receptor engagement (A) (2), the plasma membrane covers the microorganism to be ingested (B) (9, 10) and closes at the distal end (C) (11, 12), forming a vacuole where the microorganism is internalized (D).
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FIGURE 2 | Phagosome maturation. The new phagosome quickly develops the characteristics of early endosomes, through a series of fusion and fission events with sorting and recycling endosomes (5, 6). The early phagosome is marked by the presence of the small GTPase Rab5 (13, 14), early endosome antigen 1 (EEA1) (15), and the class III PI-3K human vacuolar protein-sorting 34 (hvPS34) (16). The early phagosome also becomes a little acidic (pH 6.1–6.5) by the action of V-ATPase accumulating on its membrane (17, 18). The late phagosome is marked by the presence of Rab7 (19–21) and lysosomal-associated membrane proteins (LAMPs) (22, 23). Proteins that will be recycled are separated in sorting (recycling) vesicles, while proteins intended for degradation are eliminated in intraluminal vesicles (ILVs), directed into the lumen of the phagosome (24). The lumen of the late phagosome gets more acidic (pH 5.5–6.0), due to the action of more V-ATPase molecules on the membrane. Phagolysosomes are formed when late phagosomes fuse with lysosomes. Phagolysosomes are acidic (pH 5–5.5) and contain many degradative enzymes, including various cathepsins, proteases, lysozymes, and lipases. Other microbicidal component of the phagosome is the NADPH oxidase that generates reactive oxygen species (25).



The phagocytic process is usually very efficient and concludes with the destruction of the microorganism ingested. Nevertheless, several pathogens possess various anti-phagocytic strategies, which allow them to survive and escape phagocytes. These strategies can be directed to any step of the phagocytic process. However, most microorganisms interfere with phagosome maturation since the phagolysosome is the most destructive organelle. It is the purpose of this review to highlight the multiple anti-microbial effectors of professional phagocytes and to describe how various microbial pathogens hinder phagocytosis to continue the course of their infection.

INITIATION OF PHAGOCYTOSIS

Microbial Recognition

The first step in phagocytosis is the detection of a microorganism by phagocytes. Microbial pathogens are recognized directly by receptors that bind PAMPs or indirectly by receptors that bind opsonins. Receptors that directly bind PAMPs are known as pattern-recognition receptors and among these receptors, we find lectin-like recognition molecules, such as CD169 and CD33; C-type lectins, such as Dectin-2, Monocyte-INducible C-type LEctin (Mincle), or DNGR-1; scavenger receptors (26), such as scavenger receptor A, which detects lipopolysaccharide (LPS) on some Gram-negative bacteria (27), and on Neisseria meningitidis (27); and Dectin-1, which is a receptor for fungal beta-glucan (28, 29). Mannose receptors bind to mannan (30), and CD14 binds to LPS-binding protein (31). Toll-like receptors (TLRs), although recognize microorganisms, do not function as phagocytic receptors (32), however, they can cooperate with other non-opsonic receptors to stimulate phagocytosis (33).

Opsonins are soluble molecules that bind to microorganisms, marking them for phagocytosis. Antibody [immunoglobulin (Ig)] molecules and complement components are important opsonins that induce efficient phagocytosis (2). The most studied opsonic phagocytic receptors are the Fc receptors (FcRs), and the complement receptors (CRs), respectively (34). FcγRs bind to the constant (Fc) portion of IgG (35–38), while FcαRs bind IgA antibodies (39). CRs, such as CR3, bind to iC3b deposited on the microorganism after complement activation (40). Crosslinking of FcγR on the surface of cells activates efficient phagocytosis and other effector functions. These effector functions, such as activation of the oxidative burst, cell degranulation, antibody-dependent cell-mediated cytotoxicity, and activation of genes for production of cytokines and chemokines, are aimed toward the destruction of pathogens and the induction of an inflammatory response that is beneficial during infections (37, 41, 42). CRs, such as the integrin αMβ2 (also known as CD11b/CD18, CR3, or Mac-1), bind the complement component iC3b deposited on pathogens to promote phagocytosis (34, 43).

Phagosome Formation

After phagocyte receptors engage a microorganism, signaling events are triggered to initiate phagocytosis. Important changes in membrane remodeling and the actin cytoskeleton take place leading to the formation of pseudopods that cover the microorganism. Lipids associate and dissociate from the membrane of phagosomes in an orderly fashion (44), and the small GTPases Rho, Rac, and cell division cycle 42 (Cdc42), which are important regulators of the actin cytoskeleton, get activated and recruited to the forming phagosome (9, 10). At the point of contact, a depression of the membrane (the phagocytic cup) is formed. Then, F-actin polymerization allows formation of pseudopods that surround the target microorganism and within few minutes, the membrane protrusions fuse at the distal end (11, 12, 45) to seal the new phagosome (Figure 1).

PHAGOSOME MATURATION

The new phagosome rapidly changes its membrane composition and its contents, to become a microbicidal vacuole, the phagolysosome. This process is known as phagosome maturation. The mechanism for transferring endocytosed material from endosomes to lysosomes is complex and not completely described. Four hypotheses have been proposed to explain the process of phagolysosome formation [reviewed in Ref. (46, 47)]. These include a maturation model where the endosome turns into a lysosome (48), a vesicular transport model where vesicles carry cargo from the endosome to the lysosome (49), a kiss-and-run model where endosomes and lysosomes engage in repeated transient fusions (50) and a direct fusion model where endosomes and lysosomes completely fuse giving rise to a hybrid compartment from which lysosomes reform (51, 52). Experimental evidence suggests that both the kiss-and-run and the complete fusion models contribute to the mechanism for delivery of endocytosed particles to the lysosome (53). The coordinated activities of endosomal sorting complex required for transport, homotypic fusion and vacuole protein sorting, and soluble N-ethylmaleimide-sensitive factor-attachment protein receptor protein complexes on the different vesicle membranes are required for efficient delivery of endocytosed macromolecules to lysosomes [reviewed in Ref. (54, 55)]. Phagosome maturation can be divided into three main stages, namely the early phagosome, the late phagosome, and the phagolysosome, as described later.

Early Phagosome

The new phagosome quickly develops the characteristics of early endosomes, through a series of fusion and fission events with endosomes (5, 6). The early phagosome is marked by the presence of the small GTPase Rab5 (13, 14). This membrane GTPase regulates the fusion events between the phagosome and early endosomes by recruiting early endosome antigen 1 (EEA1) (15). Rab5 also recruits the class III PI-3K human vacuolar protein-sorting 34, which in turn, generates phosphatidylinositol 3-phosphate (16). This lipid then promotes recruitment of other proteins involved in phagosome maturation, including Rab7, a marker of late endosomes (19, 20). The early phagosome also becomes a little acidic (pH 6.1–6.5) by the action of V-ATPase accumulating on its membrane and also by transient fusions with more acidic vesicles (56). This V-ATPase translocates protons (H+) into the lumen of the phagosome using cytosolic ATP as an energy source (17, 18) (Figure 2).

Late Phagosome

As maturation continues, Rab5 is lost, and Rab7 appears on the membrane. Rab7 mediates the fusion of the phagosome with late endosomes (21). At the same time, proteins that will be recycled are separated in sorting (recycling) vesicles, while proteins intended for degradation are eliminated in intraluminal vesicles, directed into the lumen of the phagosome (24). Furthermore, the lumen of the late phagosome gets more acidic (pH 5.5–6.0), due to the action of more V-ATPase molecules on the membrane (17) (Figure 2). Rab7 also recruits other proteins to the membrane. One such protein is Rab-interacting lysosomal protein (RILP), which brings the phagosome in contact with microtubules (57, 58), and lysosomes (57, 58). In addition, lysosomal-associated membrane proteins (LAMPs) and luminal proteases (cathepsins and hydrolases) are incorporated from fusion with late endosomes (7, 59) (Figure 2). LAMPs are a family of heavily glycosylated proteins that accumulate on the lysosomal membrane. They all contain a conserved intracytoplasmic tyrosine-based lysosome-targeting motif YXXφ (where φ represents a bulky hydrophobic residue) that directs the trafficking of the molecule through an endosome/lysosome pathway (60). LAMPs are fundamental in regulating membrane fusion events (61) and are required for fusion of lysosomes with phagosomes (22, 23).

Phagolysosome

The late phagosomes gradually fuse with lysosomes, to become phagolysosomes, the definitive microbicidal organelles (Figure 2) (47, 53, 62). Phagolysosomes possess many sophisticated mechanisms directed to eliminate and degrade microorganisms. They are acidic (pH 5–5.5) thanks to the large number of V-ATPase molecules on their membrane (18) and contain many degradative enzymes, including various cathepsins, proteases, lysozymes, and lipases (17). Other microbicidal components of the phagosome are scavenger molecules, such as lactoferrin that sequesters the iron required by some bacteria (63), and the NADPH oxidase that generates superoxide [image: image1] (25), and other reactive oxygen species (ROS) (64, 65) (Figure 2). Although the low pH is clearly microbicidal, it is important to note that phagosome acidification is highly regulated. The lysosomal pH may cycle between acidic and neutral conditions, allowing for the optimal activity of the different hydrolases (66). Within the hybrid degradative vesicle (phagolysosome) (46), most of these enzymes are active at pH 5–5.5; while in primary lysosomes that function as storage vesicles, the lower pH of 4.5 induces enzyme aggregation and inactivation (66).

ANTIMICROBIAL EFFECTORS

The phagolysosome is the definitive antimicrobial organelle. The arsenal at its disposal is large and complex. The major destructive strategies will be presented next.

pH

The most distinctive characteristic of phagolysosomes is their low pH. During the maturation process, the membrane of the phagosome accumulates more and more active molecules of V-ATPase. The molecular complex of this ATPase translocates protons (H+) into the lumen of the phagosome using cytosolic ATP as an energy source (17, 18) (Figure 3). The acidic content of the phagosome creates an adverse environment for most microorganisms. The low pH disrupts the normal metabolism of many bacteria and fungi and prevents the use of several essential microbial nutrients (67). In addition, the low pH is required for the activation of many hydrolytic enzymes, which will degrade the ingested pathogen. The V-ATPase also favors the generation superoxide [image: image1] (25) by neutralizing the negative charges generated by the NADPH oxidase and by combining [image: image1] with H+ to generate other ROS (Figure 3) (as discussed later).
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FIGURE 3 | Antimicrobial effectors inside the phagolysosome. The most distinctive characteristic of phagolysosomes is their low pH. The V-ATPase translocates protons (H+) into the lumen of the phagosome (17, 18). The NADPH oxidase is an enzymatic complex formed by two transmembrane proteins, such as CYBB and CYBA, and three cytosolic components: NCF-4, NCF-1, and NCF-2 (68, 69). Rac is also required for efficient activation of the enzyme complex (70, 71). Myeloperoxidase (MPO) can transform H2O2 into hypochlorous acid (65). Nitric oxide radicals (NO⋅) are produced by the inducible nitric oxide synthase 2 (iNOS) (72), and NO⋅ reacts with [image: image1] to form peroxynitrite (ONOO−) (73, 74). Lactoferrin captures Fe2+ that is essential for bacterial growth (75), and the transporter natural resistance-associated macrophage protein 1 (NRAMP-1) takes Fe2+ out of the phagosome (76). Defensins are antimicrobial peptides that form multimeric ion-permeable channels on bacteria (77, 78). Cathepsins are lysosomal proteases (79, 80). Lysozyme (81, 82) degrades peptidoglycan, a primary building block of the cell wall of bacteria, and the type IIA secreted phospholipase A2 (sPLA2-IIA) (83) degrades anionic phospholipids such as phosphatidylglycerol, the main phospholipid component of bacterial membranes.



Reactive Oxygen and Nitrogen Species

In addition to an acid environment, the phagolysosome can concentrate ROS to destroy microorganisms. Production of ROS is achieved by the NADPH oxidase (NOX2) on the membrane of phagosomes (68, 69, 84). The relevance of this antimicrobial mechanism is evident in patients with chronic granulomatous disease, who have mutations that result in malfunction of the NADPH oxidase. These patients suffer from severe recurrent infections that can cause death in many cases (85, 86). The NADPH oxidase is an enzymatic complex formed by two transmembrane proteins, CYBB (cytochrome b-245 heavy chain/gp91-phox) and CYBA (cytochrome b-245 light chain/p22-phox), that upon activation bring together three cytosolic components: NCF-4 (neutrophil cytosol factor 4/p40-phox), NCF-1 (neutrophil cytosol factor 1/p47-phox), and NCF-2 (neutrophil cytosol factor 2/p67-phox) (69, 87) (Figure 3). In addition, Rac1 and Rac2 are also required for efficient activation of the enzyme complex (70, 71). The oxidase transfers electrons from cytosolic NADPH to molecular oxygen to generate [image: image1] inside the phagosome (25). In the acid conditions of the phagosome, [image: image1] quickly dismutate into H2O2, which can then produce hydroxyl radicals (OH−) by a Fenton reaction (88) catalyzed by iron released from proteins in the phagosome (89). Also, myeloperoxidase can transform H2O2 into hypochlorous acid and chloramines (65) (Figure 3). In addition, [image: image1] can also react with nitric oxide (NO) to form peroxynitrite (ONOO−), both of which are highly reactive agents. The various forms of ROS are together efficient antimicrobial agents because they can damage proteins, lipids, and DNA of microorganisms in the phagosome (89).

In addition to ROS, phagocytes, such as macrophages, can also generate nitrogen-based radicals or reactive nitrogen species (RNS) that contribute to microbial destruction. Nitric oxide radicals (NO⋅) are produced by the inducible nitric oxide synthase 2 (iNOS or NOS2) (72). This enzyme is not present in the resting phagocyte and is only produced in response to proinflammatory agonists (90). NOS2 catalyzes the conversion of L-arginine and oxygen into L-citrulline and NO⋅ (Figure 3). Contrary to [image: image1], NO⋅ is produced on the cytoplasmic side of phagosomes, but it can diffuse across membranes and accumulate inside the phagosome (91). As mentioned earlier, once inside the phagosome, NO⋅ can react with [image: image1] to generate the highly toxic peroxynitrite (ONOO−) that can alter proteins and DNA of ingested microorganisms (73, 74). Also, NO⋅ can directly impair bacterial enzymes and affect microbial growth (92).

Nutrient Capture

Not only the low pH and the oxidative conditions are used to harm the ingested pathogen but also a series of enzymes and peptides are delivered into the phagosome to limit its growth. Microbial growth can be limited by reducing the amount of essential nutrients inside the phagosome. Nutrients are eliminated from the phagosome by special capture molecules delivered into the phagosome or by transporters present on the phagosome membrane. Perhaps, lactoferrin is the best characterized capture molecule that prevents growth of some bacteria (75). Lactoferrin is a non-heme Fe2+-binding glycoprotein present in the specific granules of neutrophils (93), and it can be delivered into the phagolysosome. In there, lactofferin captures Fe2+ that is essential for bacterial growth (75, 94) (Figure 3). Other metals, such as Mn2+, are also important for microbial growth. Thus, during maturation, phagosomes become gradually depleted of Fe2+ and Mn2+ by the action the transporter natural resistance-associated macrophage protein 1 (NRAMP-1; also known as SlC11A1) (76) (Figure 3). NRAMP-1 is a membrane protein present on phagolysosomes that transports divalent cations, such as Fe2+, Zn2+, and Mn2+ out of the phagolysosome. This transporter requires H+ ions to function, thus NRAMP-1 is more efficient in the acid environment of the phagolysosome (76). Removal of these metal ions prevents microbial growth. However, some microorganisms present a mechanism to counteract the phagocyte function and retain these nutrients (see next section). Microorganisms secrete siderophores, specialized molecules that capture Fe2+ and target it for pathogen use (95). The phagocyte in turn presents yet another strategy to control microbial growth. The phagocyte protein lipocalin binds selectively catechol type siderophores expressed by some bacteria, such as Escherichia coli and Mycobacterium tuberculosis. Consequently, the Fe2+-loaded siderophore is still sequestered from the bacteria (96, 97).

Microorganism Destruction

As described earlier, the phagolysosome interior is an inhospitable environment for most microorganisms. Enzymes and peptides delivered to the phagolysosome have potent antimicrobial effects by destroying the different components of the microbial cell.

Antimicrobial peptides are small (<10 kDa), cationic, and amphipathic polypeptides, often broadly classified based on structure (82, 98). In phagocytes, the main types include defensins (disulfide-stabilized peptides) (77, 78) and cathelicidins (α-helical or extended peptides) (99). Defensins are subdivided into α and β groups and are stored in primary granules of neutrophils. These peptides disrupt the integrity of pathogens by attaching to negatively charged molecules on their membrane. Defensins form multimeric ion-permeable channels that cause membrane permeabilization on both Gram-positive and Gram-negative bacteria (100) (Figure 3). Cathelicidins are stored in secondary granules of neutrophils as inactive precursors. They are then converted into active antimicrobial peptides in the lumen of the phagosome by elastase (99), a primary granule enzyme (93). Active cathelicidins permeabilize the cell wall and inner membrane of Gram-positive bacteria (100). In particular, the cathelicidin LL-37 (hCAP) has drawn particular attention because of its multiple functions. Not only LL-37 works as a broad-spectrum antibiotic but also it has potent chemotactic and immunomodulatory properties (101). Neutrophil-produced LL-37 can be internalized by macrophages (102) and can induce phagocytosis of IgG-opsonized Gram-negative and Gram-positive bacteria by these phagocytes (103). LL-37 also promotes leukotriene B4 and thromboxane A2 generation by human monocyte-derived macrophages (104), thus regulating the inflammation response during infections. Recently, it was also found that macrophages could also produce LL-37. Mice deficient in the Cramp (cathelicidin-related antimicrobial peptide) gene, the murine functional homolog of human LL-37, had increased susceptibility to M. tuberculosis; and macrophages from these mice were unable to control M. tuberculosis growth in an in vitro infection model (105).

Among the many degradative enzymes, the cathepsins are perhaps the most extensively characterized group of lysosomal proteases. These are cysteine proteases that play a direct role in microbial killing by inducing the disruption of bacterial membranes (Figure 3). For example, cathepsins L and K were found to be involved in phagocytosis and non-oxidative killing of Staphylococcus aureus (80), while cathepsin D controlled Listeria monocytogenes intracellular growth (79), probably by degrading the pore-forming toxin listeriolysin O of L. monocytogenes and thus preventing bacterial escape from the phagosome (see next section).

The phagolysosome also contains many lysosomal hydrolases, which help destroy ingested pathogens (106). An important enzyme of this group is lysozyme, an antibacterial protein that can be expressed and secreted by several cell types (81, 82). Lysozyme degrades peptidoglycan, a primary building block of the cell wall of bacteria (Figure 3). By breaking the bonds between N-acetylmuramic acid and N-acetyl-D-glucosamine, lysozyme disrupts the peptidoglycan integrity (107), and then other enzymes can complete the lysis of bacterial cells. One such enzyme is the type IIA secreted phospholipase A2 (sPLA2-IIA) (Figure 3), which exhibits potent antimicrobial activity against Gram-positive and Gram-negative bacteria (83). This remarkable property is due to the unique preference of sPLA2-IIA for anionic phospholipids such as phosphatidylglycerol, the main phospholipid component of bacterial membranes. The importance of this mechanism is highlighted by the fact that transgenic mice overexpressing human sPLA2-IIA are resistant to infection by S. aureus, E. coli, and Bacillus anthracis, the etiological agent of anthrax (83). Thus, antimicrobial peptides and degradative enzymes work together in the lumen of the phagolysosome to completely degrade most phagocytized microorganisms (Figure 3).

MICROBIAL CONTROL OF PHAGOCYTOSIS

The discussion presented earlier clearly shows that phagocytosis is an efficient process (1, 2, 4, 108, 109) that culminates with the generation of the phagolysosome and its very harsh environment for most microorganisms (6). Therefore, it is not surprising that many successful pathogens have evolved multiple strategies to prevent and/or inhibit phagocytosis (110, 111). These strategies include prevention of phagocytosis, interference of phagosome maturation, resistance to phagolysosome contents, and even physical escape from the phagosome. Our knowledge comes mainly from studies of important extracellular and intracellular pathogens, such as S. aureus (112–114), M. tuberculosis (115–117), and L. monocytogenes (118, 119). However, many other microbial pathogens also have tactics for interfering with phagocytosis. The mechanisms for controlling phagocytosis employed by these model pathogens, as we understand them today, will be described next. In addition, information available on microbial control of phagocytosis by some other pathogens will also be presented.

Prevention of Phagocytosis

The best way to escape from the destructive power of phagocytosis would be just to prevent ingestion by phagocytes from happening. Some pathogens try just to do that by producing substances that extracellularly intoxicate phagocytes. S. aureus can secrete various membrane damaging toxins that will cause cell lysis and death. These toxins include the leukocidins (120) (named this way because they can kill leukocytes) and α-hemolysin (121) (Figure 4). Although there are different leukocidins, they all are dimer proteins (e.g., LukAB, LukED, HlgAB, HlgCB, and LukSF-PV) that induce membrane permeability by the formation of octameric β-barrel pores on the cell membrane (120, 122, 123). Interestingly, leukocidins do not attack any membrane indiscriminately. They must bind first to specific membrane receptors, and therefore, only cells with these receptors are targeted for intoxication (124, 125). For example, LukE binds to the chemokine receptor CCR5 on macrophages, marking these cells for lysis by the active leukocidin LukED (124, 126). Similarly, LukA binds only to the CD11b subunit of the CR Mac-1, which is expressed on both macrophages and neutrophils (125) (Figure 4). The α-hemolysin is another toxin from S. aureus that also forms pores on the membrane of macrophages. It uses phagocyte protein ADAM10 (a disintegrin and metalloproteinase domain-containing protein 10) as a receptor (127, 128), and then it assembles into a β-barrel pore of seven identical monomers across the cell membrane (129, 130) (Figure 4).
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FIGURE 4 | Staphylococcus aureus blocks opsonic phagocytosis. S. aureus secrete toxins, leukocidins (120, 125) and α-hemolysin (121), which induce membrane permeability by forming pores on the cell membrane. To be fully active, leukocidin A binds to the complement receptor Mac-1 (125), while α-hemolysin binds to protein ADAM10 (a disintegrin and metalloproteinase domain-containing protein 10) (127, 128). Staphylokinase converts host plasminogen to the active serine protease plasmin, which in turn degrades IgG or iC3b on the bacteria (127, 129). Protein A (SpA) (131) and staphylococcal binder of IgG (Sbi) protein specifically bind to the Fc region of IgG (132–134), blocking Fc receptor (FcR) engagement and activation. Aureolysin functions as a C3 convertase, leaving non-functional C3b′ fragments (135). Also, the staphylococcal complement inhibitor (SCIN) prevents complement activation on the bacteria (136). Finally, the extracellular fibrinogen binding protein (Efb) binds the serum protein fibrinogen (Fg), creating a proteinaceous shield that covers surface-bound opsonins (137, 138).



Phagocytosis is most efficient when microorganisms have been opsonized by antibodies or complement. Microorganisms have also evolved mechanisms to prevent opsonization. The first strategy displayed by S. aureus to block opsonization is simply to degrade opsonins. Some staphylococcal proteases seem capable of directly attacking opsonins. However, a more efficient instrument for this function is the protein staphylokinase, a bacterial plasminogen activator that converts host plasminogen to the active serine protease plasmin. Activated plasmin can then degrade IgG or C3b on the bacterial surface (139) (Figure 4). Another mechanism is to capture the opsonin, so that it does not bind to the bacteria. S. aureus Protein A is a well-known protein expressed on the bacterial cell wall. Protein A specifically binds to the Fc region of IgG, preventing the antibody from engaging FcγRs. In consequence, phagocytosis is effectively blocked (131) (Figure 4). In addition, Protein A can obstruct complement activation by the classical pathway, since the Fc portion of IgG is no longer accessible to the complement component C1q. This will result in less deposition of C3b on the bacteria (140). In addition to Protein A, most S. aureus strains express the Staphylococcal binder of IgG (Sbi) protein, which also binds to the Fc portion of IgG (132–134) (Figure 4). Inhibition of complement activation is an important strategy also used by Staphylococcus. The secreted metalloprotease aureolysin functions as an effective C3 convertase. Aureolysin cuts C3 in the α-chain at a different cleavage site from the C3 convertase, leaving C3a′ and C3b′ fragments (135). Unfortunately, the aureolysin-generated C3b′ fragment is rapidly degraded and not deposited on the bacteria (Figure 4). In addition, the staphylococcal complement inhibitor, a 10-kDa protein, can inhibit complement activation and efficiently prevent phagocytosis and killing of staphylococci (136) (Figure 4). As if all this were not enough, S. aureus can also hide the C3b deposited on its surface. The bacteria secrete the extracellular fibrinogen binding protein (Efb), which binds the serum protein fibrinogen (137). In this way, the bacterium creates a proteinaceous shield that covers the surface bound opsonin and prevents phagocytosis (137, 138) (Figure 4). This impressive array of anti-phagocytic effectors has been described for individual molecules. However, there is not enough information on when and how bacteria decide to use each one of them. The external elements that regulate the expression of each factor are not known. Novel techniques, such as expression profiling, should bring new light into these topics, as discussed later.

Another way to prevent ingestion by phagocytes from happening is to inactivate the cell machinery that creates the phagosome around the microorganism. Some pathogens have developed strategies to prevent actin polymerization and thus avoiding phagocytosis (141). The role of the actin cytoskeleton is fundamental for constructing a phagocytic cup and then extending membrane protrusions around the target particle. The small GTPase Rho family (10) controls formation of F-actin fibers required for phagocytosis. The GTPases Rho, Rac1, and Cdc42 act as molecular switches alternating between an active (GTP-bound) state and an inactive (GDP-bound) state (142, 143). For activation, they need to release GDP and replace it with GTP. This action is catalyzed by guanine nucleotide exchange factors (GEFs). Later, GTP is hydrolyzed to GDP returning the GTPase to its inactive state. This last step is enhanced through interactions with GTPase-activating proteins (GAPs). During phagocytosis, these GTPases are activated and recruited to the forming phagosome, where they activate nucleation-promoting factors such as Wiskott–Aldrich Syndrome protein (WASp) (144). WASp, in turn activates the actin-related protein 2/3 (Arp2/3) complex for actin polymerization (145, 146). As the new actin fibers grow, the plasma membrane is forced out, extending the membrane as pseudopodia around the particle to be ingested. Due to their central role in controlling actin dynamics, these small GTPases are the chosen target of some bacterial toxins. These toxins can alter the activity of the GTPases through covalent modifications or regulation of the nucleotide state. For example, the bacterium Clostridium difficile, which causes pseudomembranous colitis and is responsible for many cases of nosocomial antibiotic-associated diarrhea, produces two glycosylating exotoxins. Toxin A and toxin B modify Rho by glycosylation and inactivate its function. Rho inactivation causes disorganization of actin reducing phagocyte cell migration and phagocytosis (147). Similarly, the bacterium Photorhabdus asymbiotica, an emerging pathogen in humans, produces a toxin (PaTox) that tyrosine glycosylates Rho causing its inactivation. PaTox actions result in actin disassembly and inhibition of phagocytosis (148).

Another group of bacterial toxins regulate the nucleotide state and thus the function of the GTPases by functioning as GAPs or GEFs. For example, the enteropathogenic bacteria Yersinia spp. have type III secretion systems that inject Rho GAP toxins into cells. One such toxin (virulence factor) is YopO, which prevents Rac activation and in consequence prevents phagocytosis (149). Similarly, the Gram-negative bacteria Pseudomonas aeruginosa, an opportunistic pathogen that causes life-threatening infections in cystic fibrosis patients, burn victims, and immunosuppressed individuals, produces the type III virulence factor ExoS that is injected into cells. ExoS is a Rho GAP for Rho, Rac, and Cdc42 that causes the reorganization of the actin cytoskeleton by inhibition of Rac and Cdc42, and actin stress fiber formation by inhibition of Rho (150). An additional example recently described of pathogens disrupting Rho GTPase function comes from the opportunistic bacteria Burkholderia cenocepacia that has a propensity to infect cystic fibrosis patients. B. cenocepacia was shown to disrupt Rac and Cdc42 activation through perturbation of GEF function. Inactive Rac and Cdc42 led to inhibition of phagocyte function (151).

Besides bacteria, several fungal pathogens also display mechanisms for evading phagocytosis. Candida albicans, a commensal ascomycete, is part of the normal microbiota associated with mucosal tissues. It causes opportunistic infections, known as thrush, on superficial mucosas, and systemic infections, named candidiasis. C. albicans is normally phagocytized by macrophages, but it can decrease being recognized by phagocytes with a thick cell wall. The cell wall antigen, β-glucan is hidden among manno-proteins, thus reducing phagocytosis (152). In addition, C. albicans can limit phagocyte chemotaxis during transition from the yeast to the hyphal forms (153). Another fungus, Aspergillus fumigatus, also can mask antigenic proteins and carbohydrates to avoid recognition by phagocytes. RodA hydrophobin is a hydrophobic protein expressed on the surface of A. fumigatus conidia. This hydrophobin efficiently prevents recognition and phagocytosis (154). Similarly, the yeast basidiomycete Cryptococcus neoformans can also avoid recognition by macrophages. The basidiospores of C. neoformans produce a polysaccharide coat (capsule) that forms a thick barrier from phagocytes (155). This capsule can also be shed to prevent macrophage detection and phagocytosis (155). In addition, C. neoformans secretes antiphagocytic protein 1, a protein that binds to CR Mac-1 and inhibits phagocytosis (156).

Interference with Phagosome Maturation

Once a microorganism is ingested, it will be exposed to the very harsh environment of the phagolysosome. Thus, many pathogens present strategies directed to avoid the formation of this final antimicrobial organelle. Phagosome maturation can be blocked at different points and there are examples of pathogens blocking acidification, reducing activation of the NADPH oxidase, and preventing phagosome to lysosome fusion. Perhaps the most studied example of inhibition of phagosome maturation occurs in M. tuberculosis. The first report was published more than 40 years ago (157), and since then several mycobacterial factors interfering with the process have been found, such as mannose-capped lipoarabinomannan (ManLAM), phosphatidyl-myo-inositol-mannosides (PIMs) (115, 158, 159), and trehalose-6,6′-dimycolate (TDM) (160).

As mentioned earlier, one of the earlier features of phagosome maturation is the rapid and gradual acidification of the phagosome. The number of V-ATPase molecules increases on the phagosome membrane as the maturation process takes place. The low pH directly affects many pathogens (67), and it is also required for the activation of many hydrolytic enzymes. In the case of M. tuberculosis, acidification is inhibited by preventing the accumulation of V-ATPase on the phagosome membrane (161) (Figure 5). Although the complete mechanism is unknown, the M. tuberculosis secreted protein tyrosine phosphatase (PtpA) plays an important role. PtpA binds to subunit H of the macrophage vacuolar V-ATPase (162), and then it dephosphorylates human vacuolar protein sorting 33B (VPS33B) (163), leading to subsequent exclusion of the V-ATPase from the phagosome (Figure 5).


[image: image1]

FIGURE 5 | Mycobacterium tuberculosis interferes with phagosome maturation. M. tuberculosis inhibits acidification by preventing the accumulation of V-ATPase on the phagosome membrane (161), in part through the action of protein tyrosine phosphatase (PtpA) (162). PtpA also dephosphorylates human vacuolar protein sorting 33B (VPS33B) leading to the inhibition of phagosome-lysosome fusion (163). The nucleoside diphosphate kinase (Ndk) is a GAP for Rab5, and by inactivating this GTPase (164), it prevents recruitment of early endosome antigen 1 (EEA1) to the membrane (165). The lipoprotein LprG increases the surface-expression of mannose-capped lipoarabinomannan (ManLAM) (166) and can directly bind to lysosomal-associated membrane proteins (LAMPs) to modulate the traffic machinery of the cell (167, 168). Also, ManLAM (169) and the adhesin PstS-1 (170) bind the mannose receptor, which is involved in the lysosome fusion machinery by an unknown mechanism (171). The mycobacterial glycolipid TDM binds the receptor Monocyte-INducible C-type LEctin (Mincle) (172), activating the SH2-domain-containing inositol polyphosphate 5′ phosphatase (SHP-1) to interfere with phagosome maturation (160). The virulence factor early secretory antigenic target-6 (ESAT-6) inhibits recruitment of Rab7 to the phagosome membrane, preventing autophagy-mediated degradation (173). Also, the secretory acid phosphatase (SapM) direct binds to Rab7 (174) and prevents autophagosome-lysosome fusion (174). In addition, SapM can block the effects of phosphotidylinositol 3-kinase (PI3K) present on phagosomes (158). Upon infection, mycobacteria induce upregulation of several microRNAs (miRNAs) (175–177) and downregulation of others (178) to block autophagy. miR-125a targets UV radiation resistance-associated gene (UVRAG) (176) to block autophagy, while miR-17 activates a protein kinase Cδ (PKCδ)/signal transducer and activator of transcription 3 (STAT3) pathway to regulate autophagy (178). The miR-33 also inhibits fatty acid oxidation to support bacterial replication by a mechanism not yet described (177). How M. tuberculosis alters cell signaling to control miRNAs is not known, but the initial signal might come from TLR2 (176, 179). Finally, the scavenger receptor CD36 participates in surfactant lipid uptake by alveolar macrophages, and M. tuberculosis exploits this function for growth (180).



The Gram-positive bacteria Streptococcus pyogenes blocks the V-ATPase activity through expression of surface proteins regulated by the virulence factor Mga (a transcription factor) (181). Similarly, Rhodococcus equi, Gram-positive bacteria that cause severe pneumonia in horses, and the dimorphic fungus Histoplasma capsulatum are also able to maintain a non-acidic phagosome by excluding the V-ATPase (182, 183) (Figure 6). Other pathogens can avoid acidification of phagosomes, including Yersenia pestis, the Gram-negative bacteria causing bubonic plague (184), and C. albicans (185), by mechanisms not completely described.
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FIGURE 6 | Inhibition of phagosome maturation. (a) Several pathogens, such as Mycobacterium tuberculosis (161), Histoplasma capsulatum (182), and Rhodococcus equi (183) inhibit acidification by preventing the accumulation of V-ATPase on the phagosome membrane. M. tuberculosis also blocks early endosome antigen 1 (EEA1) on the membrane (165), while Neisseria gonorrhoeae express a porin that induces large amounts of Rab5 (186) and also proteases that digest lysosomal-associated membrane proteins (LAMPs) (187). Another bacteria, Streptococcus pyogenes, express the virulence factor M1, which regulates vesicle trafficking (188). Each of these actions effectively will block lysosome fusion to the phagosome. (b) Other pathogens, such as Legionella pneumophila (189, 190) and Brucella melitensis (191), induce the rapid association of the phagosome with the endoplasmic reticulum (ER). (c) The bacteria Coxiella burnetti (192, 193), and the parasite Leishmania reside inside a phagolysosome-like vesicle known as parasitophorous vacuole (PV) that concentrates Rab5 on the membrane. Leishmania promastigotes also insert lipophosphoglycan (LPG) into the phagosome membrane (194). These actions, in consequence, prevent lysosome fusion (195).



Phagosome maturation is also inhibited by interfering with the proper accumulation of molecules responsible for vesicle fusion, thus keeping the new phagosome with characteristics of an early phagosome. M. tuberculosis blocks phagosome maturation at a stage between the expression of Rab5 and Rab7, by preventing the delivery of the molecule EEA1 to the membrane (165) (Figure 5). This effect is mediated in part by the action of nucleoside diphosphate kinase (Ndk), which exhibits GAP activity toward Rab5 and Rab7. Ndk inactivates both Rab5 and Rab7 thus preventing recruitment of their respective effectors EEA1 and RILP and in consequence inhibits phagosome maturation and fusion with lysosomes (164) (Figure 5). This blockage also involves ManLAM (171), and it seems to require binding of ManLAM to the mannose receptor (169). Recently, the adhesin PstS-1, a 38-kDa mannosylated glycolipoprotein, was also found to bind the mannose receptor (170) (Figure 5). The connection between the mannose receptor and the lysosome fusion machinery is obscure. Because, capping of the ManLAM with mannose receptor was necessary during phagocytosis to maintain the blockade (169), it seems that the initial engagement of the mannose receptor directs, in an unclear manner, M. tuberculosis to a selective initial phagosomal niche, where other molecules can be excluded. Also, Mincle was recently identified as a receptor for the mycobacterial glycolipid TDM (172). Recruitment of Mincle by TDM coupled to IgG-opsonized beads during FcγR-mediated phagocytosis interfered with phagosome maturation (160). This inhibition involved the SH2-domain-containing inositol polyphosphate 5′ phosphatase (SHP-1) and the FcγRIIb (160), strongly suggesting an inhibitory downstream signaling of Mincle during phagosome formation (Figure 5). Without EEA1, delivery of the V-ATPase or enzymes such as cathepsin D does not take place (196). Therefore, the M. tuberculosis-containing phagosome is kept with a pathogen-friendly environment (Figure 5). Other microorganisms can also arrest phagosome maturation at early stages. For example, the Gram-negative bacteria Neisseria gonorrhoeae express a porin that induces phagosomes to keep larger amounts of Rab5 and low levels of Rab7 (186) (Figure 6). In addition, this bacterium also secretes proteases that digest LAMPs (187) (Figure 6). As mentioned earlier, LAMPs are fundamental for fusion of lysosomes to phagosomes (22), thus its degradation prevents formation of a mature phagolysosome (187). Similarly, the Gram-negative bacteria Legionella pneumophila intercepts vesicular traffic from endoplasmic reticulum (ER) (189) to create an organelle that allows the bacteria to have access to cysteine for survival (190) (Figure 6). This bacterium is the cause of Legionnaires’ disease, a severe form of pneumonia. When the bacteria are phagocytized, the phagosome is rapidly associated with mitochondria and the rough ER, thus getting decorated with ribosomes (197). This effect seems to be mediated by DotA, a bacterial product that is part of the type IV secretion system (T4SS) transporter. T4SS exports various bacterial effector proteins, including RalF, a GEF for the phagocyte ADP-ribosylation factor (ARF1) (198). Active ARF1 promotes vesicle traffic between the ER and the Golgi (199). Therefore, the ER-like phagosome does not get acidic and it does not fuse with lysosomes. Another example of phagosomes fusing with the ER is found in the Gram-negative bacteria Brucella melitensis (Figure 6). This bacterium is the etiological agent of brucellosis, a zoonotic infection that can cause muscle pain, fever, weight loss, and fatigue in people, but can also induce abortion and infertility in animals. In the macrophage cell line J774, B. melitensis alters vesicle trafficking (200) to create a modified phagosome known as a Brucella-containing vacuole (BCV) that fuses with the ER (191) (Figure 6). The mechanism for creating a BCV is not completely known, but it involves several virulence factors such as VirB, an element of the bacterial type III secretion system (191), and cyclic β-1,2-glucan, a cell wall component (201).

Since the phagolysosome is the most harmful organelle for microorganisms, many pathogens have mechanisms to prevent fusion of lysosomes with the phagosome. The best-known example is again M. tuberculosis that avoids lysosome fusion by maintaining an early phagosome (115) (Figure 5). The mechanism for this effect is multifactorial and complex. We only have a partial understanding of it with the identification of some key virulent factors involved. One such virulent factor is the lipoprotein LprG, which binds to lipoglycans, such as lipoarabinomannan (LAM), increasing the surface expression of LAM (166). A M. tuberculosis null mutant for LprG (Mtb ΔlprG) had lower levels of surface-exposed LAM and impaired phagosome–lysosome fusion (167). How LprG prevents phagosome–lysosome fusion is only partially known. It is possible that its effect is indirect via Ndk, which inactivates both Rab5 and Rab7 (164), or is direct by binding to LAMP-3 and modulating the traffic machinery in the host cell (168) (Figure 5). One more virulent factor is PtpA which, as mentioned earlier, dephosphorylates VPS33B, a regulator of membrane fusion events and leads to inhibition of phagosome–lysosome fusion (163) (Figure 5). Another way M. tuberculosis prevents phagosome–lysosome fusion involves inhibition of Rab7 recruitment to prevent autophagy-mediated degradation. The maturation of mycobacteria-containing autophagosomes into autolysosomes requires recruitment of Rab7, but this is blocked by the virulence factor early secretory antigenic target-6 (ESAT-6) (173) (Figure 5). Again, the molecular events for this blockage are not known. However, for another virulence factor of M. tuberculosis, the secretory acid phosphatase (SapM) the inhibition of autophagosome-lysosome fusion (202) is achieved via direct binding to Rab7 (174). Molecularly, Rab7 is blocked by SapM through its cytoplasmic domain preventing its involvement in autophagosome–lysosome fusion (174) (Figure 5). In addition, SapM is known to dephosphorylate phosphotidylinositol 3-phosphate present on phagosomes (158). This phospholipid is also required for membrane fusion events, thus SapM also prevents lysosome fusion in this manner (Figure 5).

Mycobacterium tuberculosis has also evolved other ways to prevent autophagy from happening. One recently described way is the activation or inhibition of cell host microRNAs (miRNAs). Upon infection, macrophages increased several miRNAs and inhibited pathways involved in autophagy. These miRNAs include miR-30A (175), miR-33 (177), and miR-125a (176) (Figure 5). At the same time, another miRNA, miR-17, is downregulated with the same result, blockage of autophagy (178). The signaling pathways affected by these miRNAs are only beginning to be described. For example, miR-125a targets UV radiation resistance-associated gene (UVRAG) (176) to block autophagy, while miR-17 activates a PKCδ/STAT3 pathway to regulate autophagy (178). Thus, inhibition of miR-17 leads also to reduce autophagy (Figure 5). How M. tuberculosis usurps cell host signaling pathways to alter expression of these miRNAs is not known. It seems, however, that the initial signal for this comes from TLRs (176) (Figure 5).

Similarly, S. pyogenes can also prevent lysosome fusion by expressing the virulence factor M1, which regulates vesicle trafficking (188) (Figure 6). M1 can also inhibit activation of the nuclear factor κB and in consequence reduce the macrophage inflammatory response (188). The Gram-negative bacteria Coxiella burnetti, the causative agent of Q fever, resides inside a large phagolysosome-like vesicle known as parasitophorous vacuole (192). This modified phagosome concentrates Rab5 on the membrane and avoids lysosome fusion (193) (Figure 6). The fungi A. fumigatus (203) and the parasitic protozoa Leishmania (204) seem also able to avoid being killed by macrophages by preventing fusion between phagosomes and lysosomes. In the case of A. fumigatus, the molecule dihydroxynaphthalene–melanin on the surface of the pathogen has been reported as responsible for altering vesicle fusion events (205). For Leishmania, the promastigote is efficiently internalized by receptor-mediated phagocytosis (204). Complement and mannose receptors participate in macrophage ingestion (195). Once internalized, promastigotes insert lipophosphoglycan (LPG) into the phagosome membrane. LPG inhibits depolymetization of F-actin (194), and in consequence prevents lysosome fusion (195) (Figure 6). This allows enough time for the promastigote to transform into the other life-cycle form, the amastigote, which can then replicate inside the phagosome.

Resistance to Phagolysosome Contents

In addition to preventing phagolysosome formation, pathogens also possess various mechanisms to resist the microbial components found in the phagolysosome lumen. A prominent example is S. aureus that can resist the lytic effect of lysozyme on the cell wall peptidoglycan. These bacteria express the enzyme O-acetyltransferase A (OatA), which causes O-acetylation of the peptidoglycan. This modification makes the peptidoglycan resistant to the muramidase activity of lysozyme (206, 207) (Figure 7). S. aureus also can block the action of antimicrobial peptides. First, the enzyme staphylokinase directly binds α-defensins, blocking almost completely their bactericidal effect (208) (Figure 7). Second, bacteria alter the composition of its membrane. Phosphatidylglycerol is modified with L-lysine, causing a reduction in the negative charge of the membrane (209). In addition, the cell wall is also modified by incorporation of teichoic acids and lipoteichoic acids (210), making it more positively charged. These modifications reduce interaction of α-defensins with the bacterial surface. Third, the metalloprotease aureolysin can degrade LL-37, an antimicrobial peptide with potent activity against staphylococci (211) (Figure 7).
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FIGURE 7 | Resistance of Staphylococcus aureus to phagolysosome contents. The bacteria S. aureus modifies the composition of its cell wall to resist the action of lysozyme (206, 207) and alters the composition of its membrane, with L-lysine and lipoteichoic acids, to reduce the negative charge of the membrane (209, 210); thus resisting antimicrobial peptides, such as the cathelicidin LL-37. Also, it secretes staphylokinase and aureolysin to block α-defensins and LL-37, respectively (208, 211). In addition, S. aureus has the golden pigment staphyloxanthin (Sx), which works as an antioxidant (212), two super oxide dismutases (Sod) (213), and a catalase (214, 215) that together protect against reactive oxygen species. In addition, flavohemoglobin functions as an NO⋅ scavenger (216, 217). The bacterial urease catalyzes the hydrolysis of urea to form ammonia, resulting in pH neutralization (218). Finally, S. aureus produces siderophores (SA) (219, 220) that trap enough Fe2+ to allow bacterial survival.



Also, several pathogens express urease, an enzyme that catalyzes the hydrolysis of urea to form ammonia, resulting in the pH neutralization of the phagosome (Figure 7). Important examples of microorganisms using this strategy to survive in the phagosome are S. aureus (218), Helicobacter pylori, bacteria known for causing gastric and duodenal ulcers (221), C. neoformans (222), and Coccidioides posadasii (223).

The oxidative environment of the phagolysosome is also very damaging to most microorganisms. Yet, some pathogens have evolved ways to fight back the effects of ROS and RNS. For example, S. aureus has the golden pigment staphyloxanthin, which works as an antioxidant and prevents damage from peroxide (212) (Figure 7). Also, the protein SOK (surface factor promoting resistance to oxidative killing), that is expressed on the bacteria surface, was recently described as a virulence factor that blocks the effects of ROS (224). In addition, S. aureus express the enzymes super oxide dismutases, sodA and sodM, which convert [image: image1] into H2O2 (213), and the enzyme catalase (KatA), which breaks down H2O2 into oxygen and water (214, 215) (Figure 7). A phagocytized bacterium has also to prevent the effects of iNOS-derived RNS. S. aureus can detect NO⋅ by the two component system SsrAB (225), which regulates the expression of the gene hmp coding for a flavohemoglobin that functions as an NO⋅ scavenger (216, 217) (Figure 7).

Similarly, M. tuberculosis can resist in various ways the microbicidal components within the phagolysosome. A novel glycosylated and surface-localized lipoprotein, Lprl can inhibit the lytic activity of lysozyme (226) (Figure 8). Also, at least two proteins have been found to prevent the formation of ROS by inhibiting the NADPH oxidase. The type I NADH dehydrogenase (NDH-1) blocks ROS production to inhibit tumor necrosis factor alpha (TNF-α)-mediated host cell apoptosis (227) (Figure 8), while the enhanced intracellular survival (eis) gene product (Eis) abrogates production of both ROS and proinflammatory cytokines leading to arrest in apoptosis. These effects seem to depend on the N-acetyltransferase domain of the Eis protein (228) (Figure 8). In both cases, apoptosis is inhibited, but the mechanisms are different. In the case of NDH-1, apoptosis is dependent on caspase-3 and caspase-8 (227), while for Eis, apoptosis seems to be caspase independent (228). M. tuberculosis can also block RNS by interfering with EBP50, a scaffolding protein that controls the recruitment of iNOS at the membrane of phagosomes in macrophages. Interestingly, overexpression of EBP50 by a recombinant lentivirus had no effect on the iNOS recruitment to M. tuberculosis-containing phagosomes, but significantly increased the generation of NO⋅ and the level of apoptosis in macrophages (229). The EBP50-induced apoptosis was NO⋅-dependent and mediated by Bax and caspase-3 (229) (Figure 8). The mechanism for iNOS inhibition is not completely elucidated, but it seems to involve both having less iNOS on the membrane and blocking its enzymatic activity. The way M. tuberculosis prevents EBP50 functions remains a mystery.
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FIGURE 8 | Resistance of Mycobacterium tuberculosis to phagolysosome contents. M. tuberculosis inhibits acidification by preventing the accumulation of V-ATPase on the phagosome membrane (161), in part through the action of protein tyrosine phosphatase (PtpA) (162). The bacterial lipoprotein, Lprl, can inhibit the lytic activity of lysozyme (226). The secretion system Esx-3 (230, 231) and the MmpS4/S5 transporters (232) are required for biosynthesis and secretion of the siderophores mycobactins (Mbac) and carboxymycobactins (Cabac), which seize Fe2+ from host proteins, such as lactoferrin (233). Then, the transporter system irtAB takes Fe2+ from Fe2+-carboxymycobactin into the bacterium (234, 235). The type I NADH dehydrogenase (NDH-1) (227) and the Eis protein (228) inhibit the NADPH oxidase, preventing formation of ROS. Also, M. tuberculosis prevents the generation of NO⋅ and apoptosis by interfering with EBP50, a scaffolding protein that controls the recruitment of iNOS at the membrane of phagosomes (229). In addition, M. tuberculosis alters the phagosome to divert host lipids for its own benefit through mce4, a cholesterol import system (236), and through accumulation of lipid bodies via the early secretory antigenic target-6 (ESAT-6) (237). The enzymes isocitrate lyases (ICLs) allow bacteria survival on even (acetate) and odd (propionate) chain fatty acids in lipid bodies (238).



Other pathogens are also known to display similar mechanisms against ROS and RNS. Streptococcus agalactiae (Group B Streptococcus) is an important cause of pneumonia and meningitis in neonatal humans (239). S. agalactiae expresses a superoxide dismutase (SodA), an orange carotenoid pigment, and glutathione. The latter two compounds functions as ROS scavengers (240, 241). H. pylori can also express a superoxide dismutase (SodB) (242), a catalase (KatA) (243), and the arginase RocF, which transforms the iNOS substrate arginine into urea (244, 245). Similarly, the yeast C. albicans expresses a copper and zinc containing superoxide dismutase (Sod1) (246), and a catalase (Cta1p) (247, 248), while H. capsulatum also secretes two catalases, CatB and CatP (249). The fungus C. neoformans produces a superoxide dismutase (250) and covers itself in a thick polysaccharide and melanin capsule that absorbs ROS (251). Also, the dimorphic fungus Blastomyces dermatitidis seems to be able to inhibit the enzyme iNOS to prevent the production of RNS (252). In all these pathogens, the expression of these enzymes and virulent factors effectively reduces the levels of ROS and RNS within the phagosome. Yet, very little is known about the mechanisms that induce expression of these virulent factors in each pathogen and the molecular details by which they inhibit NADPH oxidase and iNOS enzymes.

Resistance to Nutrient Capture

The phagolysosome is a place where microbial nutrients are eliminated to arrest pathogen growth. As mentioned earlier, divalent cations, such as Fe2+, Zn2+, and Mn2+, are actively transported out of the phagolysosome (76). In response to this, several microorganisms have evolved mechanisms to retain these important nutrients. One strategy to acquire Fe2+ relies on the production of siderophores, which are low-molecular weight Fe2+-binding molecules of extremely high affinity, that remove Fe2+ from host proteins, such as hemoglobin, and transferrin (233). S. aureus produces two citrate-based siderophores, staphyloferrin A (SA) and staphyloferrin B (SB) (219, 220) (Figure 7). Together, SA and SB can trap enough Fe2+ to allow bacterial survival. These siderophores are very efficient because they avoid detection by the phagocyte siderophore-binding protein lipocalin (96, 97). In addition, S. aureus is also able to acquire Mn2+ through the action of Mn2+ transporters encoded by the bacterial gene loci mntABC and mntH (253). In M. tuberculosis, two groups of siderophores, mycobactins and carboxymycobactins, exist to overcome Fe2+ deficiency. The type VII secretion system Esx-3 contributes to siderophore production and release from these bacteria (230, 231) (Figure 8). Recently, another siderophore export system was identified in M. tuberculosis. The MmpS4 and MmpS5 transporters are required for biosynthesis and secretion of siderophores (Figure 8). Because a M. tuberculosis mutant lacking the mmpS4 and mmpS5 genes did not grow under low Fe2+ conditions and experienced Fe2+ starvation even under high-Fe2+ conditions, it seems that these transporters are the primary source of siderophores in mycobacteria (232). The importance of siderophore synthesis for Fe2+ acquisition is clear, but Fe2+ must find a way back into the bacteria. In M. tuberculosis an ABC transporter system, irtAB (product of the genes irtA and irtB), has been described for efficient utilization of Fe2+ from Fe2+ carboxymycobactin (Figure 8). Inactivation of the irtAB system decreases the ability of M. tuberculosis to survive Fe2+-deficient conditions (234, 235). Similarly, other microorganisms such as A. fumigatus (254) and H. capsulatum (255) can produce siderophores for Fe2+ capture.

Intracellular bacteria have also evolved various means to take nutrients from the host cell. Lipids are important building blocks for bacterial membrane formation and an energy source (256). Upon infection, M. tuberculosis alters the phagosome to divert host lipids for its own benefit. A virulent factor was identified within the gene cluster, mce4, because it was specifically required for bacterial survival during prolonged infection. It was found that mce4 encodes a cholesterol import system that enables these bacteria to derive both carbon and energy from this lipid in host membranes (236) (Figure 8). Also, mycobacteria-infected macrophages acquire a “foamy” phenotype characterized by the accumulation of lipid bodies, which serve as source of nutrients. This foamy phenotype is caused by bacterial manipulation of host cellular metabolism to divert the glycolytic pathway toward ketone body synthesis (237). This deregulation results in feedback activation of the anti-lipolytic G protein-coupled receptor GPR109A, causing changes in lipid homeostasis and accumulation of lipid bodies in the cell. ESAT-6, a secreted M. tuberculosis virulence factor, mediates the enforcement of this feedback loop via an unknown mechanism (237) (Figure 8). Another strategy used by M. tuberculosis to exploit host lipids involves the bacterial enzymes isocitrate lyases (ICLs). These ICLs are catalytically bifunctional isocitrate and methylisocitrate lyases that allow bacteria survival on even (acetate) and odd (propionate) chain fatty acids (238) (Figure 8). Moreover, the miR-33 induced by M. tuberculosis also inhibited fatty acid oxidation to support bacterial growth by a mechanism not yet described (177) (Figure 5). In addition, M. tuberculosis has yet another strategy to acquire lipids even from outside the cell in the lung environment. Alveolar macrophages are not only responsible for phagocytosis of these bacteria but also for catabolizing lung surfactant, a lipid–protein complex that lines the alveolar spaces. Recently, it was found that the scavenger receptor CD36 is redistributed to the macrophage cell membrane following exposure to surfactant lipids and participated in surfactant lipid uptake by these cells (180) (Figure 5). These macrophages also supported better bacterial growth in a CD36-dependent manner (180). Thus, it seems that CD36 mediates surfactant lipid uptake by human macrophages and that M. tuberculosis exploits this function for growth.

Physical Escape from the Phagosome

In addition to resisting all the microbial effectors within a phagolysosome, several pathogens such as C. neoformans, L. monocytogenes, or M. tuberculosis can also completely escape from it. By getting out of the phagosome, these microorganisms can in the cytoplasm travel to other cell sites and finally leave the host cell.

As mentioned earlier, the fungus C. neoformans is well equipped to replicate inside the phagosome. In addition, it can subsequently escape the cell by a non-lytic tactic known as vomocytosis (257, 258). Vomocytosis allows for the pathogen escape leaving the phagocytic cell alive (259). Although the molecular details of vomocytosis are not completely described, the process involves an exocytic fusion of the phagosome with the plasma membrane, thus releasing the fungus (259) (Figure 9). Vomocytosis also involves microtubules, but apparently not actin polymerization. Nevertheless, the formation of dynamic actin cages (“actin flashes”) around the phagosome is observed in many cases. These actin structures actually prevent vomocytosis. Yet, fungus strains with high rates of vomocytosis induce more actin flashes, suggesting that these flashes are a reaction from the cell to contain the phagosome. Still, at the end, the fungal phagosome is fused with the cell membrane and the pathogen is liberated (259). Also, the secreted phospholipase B1 (PLB1) is required for vomocytosis (260). It is thought that PLB1 helps permeabilizing the fungal phagosome to neutralize its lumen and to allow nutrients to come in (111, 261). Although vomocytosis is a unique escape function known only for cryptococci, a similar process has recently been described for C. albicans (262) and Candida krusei (263).
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FIGURE 9 | Escape from the phagosome. Several pathogens escape from the phagosome to persist in the less harsh environment of the cytoplasm. (a) The intracellular pathogen Listeria monocytogenes uses its virulent factor listeriolysin O (LLO) (264) and phospholipases (PLC and PLD) (265) to escape the phagosome. Once in the cytosol, the bacterium is propelled by the formation of actin “comet tails” that push it across the cell, allowing it to transfer between cells (266–268). (b) Staphylococcus aureus can escape from neutrophil phagosomes (269) by producing phenol soluble modulins (PSM), which are peptides with lytic activity toward many mammalian cells (270). (c) The fungus Cryptococcus neoformans escapes the cell by vomocytosis (257, 258). Here, the phagosome fuses with the cell membrane with assistance of the secreted phospholipase B1 (PLB1) (260), leaving the pathogen free and the phagocytic cell alive.



Another intracellular pathogen capable of escaping from the phagosome and then from the infected cell is L. monocytogenes (268). This bacterium uses its virulent factor listeriolysin O (LLO) to escape the phagosome (264) (Figure 9). LLO is a pore-forming toxin that permeabilizes the phagosome membrane. It is a potent toxin capable of also degrading the cell membrane, thus its expression and activity are strictly regulated. LLO expression is limited to the intraphagosomal phase of the bacteria, where it is induced by the low pH and high Ca2+ conditions of the phagosome (264). Also, LLO activation requires cooperation of host factor such as GILT (γ-inducible lysosomal thiol reductase) (271). In addition, several phospholipases are activated to completely degrade the phagosomal membrane and allow the bacterial escape (265). Once in the cytosol, the bacterium is propelled by the formation of actin tails that push it across the cell. This process is known as “actin rocketing” and it is initiated by the Listeria surface protein ActA (266, 267) (Figure 9). The actin fibers pushing the bacteria are called “comet tails” and propel the bacteria with enough force, allowing it to transfer between cells (268). In the same way, the Gram-negative bacteria Shigella flexneri can disrupt the phagosome membrane and escape into the cytosol (272), where it induces “comet tails” similar to Listeria. The bacterial protein IscA induces activation of N-WASp to initiate actin polymerization by the complex Arp2/3 (273). The actin “comet tails” then propel the bacteria across the cytosol and into neighboring cells. Bacteria from the genus Rickettsia are obligate intracellular pathogens that can also escape phagosomes. Rickettsia uses a secreted phospholipase A2 to disturb the phagosome membrane (274). Once in the cytosol, Rickettsia produce actin tails that allow them direct cell to cell transfer. The bacterial protein RickA is able to activate the Arp2/3 complex to initiate actin polymerization (275). Another microorganism that seems capable of phagosome escaping from neutrophils but not macrophages is S. aureus (269). These bacteria produce phenol soluble modulins (PSMs), which are peptides with lytic activity toward many mammalian cells (270). In particular, the α-PSM was found to induce a strong destruction of neutrophils after phagocytosis, allowing the escape of the phagocytized bacteria (276) (Figure 9).

Other bacteria, such as M. tuberculosis (277) and Mycobacterium marinum (278), can also escape phagosomes. After escaping the phagosome into the cytosol, M. marinum is able to move around by actin-mediated propulsion (279). The M. marinum actin tail formation involves activation of WASp proteins (280) and requires a functional region of difference 1 (RD1) loci (281). This RD1 locus encodes for a secretion system called the ESAT-6 system-1 (ESX-1) or type VII secretion system, which can induce pore formation on host-cell membranes (282). Thus, it was thought that all mycobacteria could escape from phagosomes using the pore-forming activity of ESX-1. However, this has to be formally proven experimentally. M. tuberculosis could be found in increasing numbers in the cytosol of dendritic cells and macrophages when infection was allowed to proceed beyond 2 days in culture (283), and the presence of cytosolic bacteria was also shown to occur in vivo (284). Therefore, there is no doubt about the capacity of mycobacteria to escape into the cytosol but the significance of this phenomenon is still a matter of debate. A simple idea is that bacteria need to leave the phagosome to replicate and then leave the cell. However, bacilli escape the phagosome at later times of infection and this is followed by cell lysis and release of bacilli (278). In consequence, escaping from the vacuole is not a requirement for either survival or growth of M. tuberculosis (285). Instead, it was proposed that the escape from the vacuole represents a transient state that could be critical to the rapid expansion of the bacterial population (285). If this is the case, then escaping from the phagosome is just an important step in the pathology that accompanies progression of tuberculosis infection to active disease. How, mycobacteria kill the cell to allow its release is not clear. Yet, recently, it was reported that the M. tuberculosis protein Rv3903c (channel protein with necrosis-inducing toxin, CpnT) is required for survival and cytotoxicity of M. tuberculosis in macrophages (286). CpnT consists of an N-terminal channel domain that is used for uptake of nutrients across the outer membrane and a secreted toxic C-terminal domain. This secreted portion is also named tuberculosis-necrotizing toxin (287). It can, in the cytosol of mycobacteria-infected macrophages, hydrolyze the essential coenzyme NAD(+) and induce cell necrosis. However, the mechanism for this cell lysis remains to be elucidated. Clearly, CpnT has a dual function in M. tuberculosis. It is used for uptake of nutrients within the phagosome and for induction of host cell lysis in the cytosol. The regulation of CpnT functions becomes then a topic of important research for controlling M. tuberculosis infections. Another M. tuberculosis virulence factor has also been found to participate in phagosome escape. The unique cell wall lipid phthiocerol dimycocerosates greatly augmented the bacteria escape from its intracellular vacuole (288), by a process not well understood. The mechanism for phagosome lysis is clearly complex as indicated by the fact that host molecules are also recruited by the bacteria to aid in its escape. Activation of host cytosolic phospholipase A2 rapidly led to phagosome lysis for bacteria moving into the cytoplasm of the host cell (116).

NOVEL THERAPEUTIC OPPORTUNITIES

The study of the many mechanisms used by microbial pathogens to control phagocytosis provides opportunity for detecting novel potential targets of clinical intervention. Promising therapeutic approaches will be designed based on our new understanding of the tactics pathogens use to interfere with phagocytosis. For example, studies with miRNA in mycobacteria infections identified TLR2 as a potential target to prevent the blockage of phagosome maturation (179) (Figure 5). Recently, it was also found by gene expression profiling of human macrophages treated with glucocorticoids and/or IFN-γ that glucocorticoids, in contrast to IFN-γ, failed to trigger expression and phagolysosome recruitment of V-ATPase (289). This explained the increased risk for mycobacterial infections associated with the use of glucocorticoids. Moreover, this group also found that giving imatinib, a tyrosine kinase inhibitor, to glucocorticoid-treated macrophages induced lysosome acidification and antimicrobial activity without reversing the anti-inflammatory effects of glucocorticoids (289). Thus, an improved therapy would be to administer glucocorticoids together with drugs that induce phagosome acidification. In another recent report, a phagosome maturation assay using confocal microscopy in THP-1-derived macrophages infected with an attenuated M. tuberculosis strain was used to test the effects of Saxifragifolin D, a traditional Chinese medicine (290). Saxifragifolin D (a pentacyclic triterpenoid compound first isolated from the rockjasmine Androsace umbellata) reduced the inhibition of phagosome maturation. Using assays of this type, new potential drugs can be tested for future therapies.

Another potential therapeutic approach would be to modulate macrophage function to improve their antimicrobial potential against bacterial infections. The feasibility of such an approach has been suggested in a recent report of macrophage phagocytosis of L. monocytogenes (291). In this study, the engagement of receptor T cell immunoglobulin mucin-3 (Tim-3) on macrophages inhibited phagocytosis of L. monocytogenes by blocking nuclear erythroid 2-related factor 2 (Nrf2) signaling. In contrast, inhibition of Tim-3 augmented phagocytosis (291). Thus, modulating the Tim-3 pathway to alter macrophage function is a promising tool for treating infectious diseases, such as Listeria infections.

Phagocytosis of opsonized particles is, in general, more efficient and more efficacious in eliminating microorganisms. The idea to generate opsonizing antibodies for controlling infections is another promising area of opportunity for novel therapeutics. The value of this approach has been suggested in studies where opsonizing antibodies improve elimination of bacteria. In a study with five apparently healthy Indian donors having high titers of serum antibodies against M. tuberculosis cell membrane antigens, it was found that phagocytosis and killing of bacilli by the donor macrophages was significantly enhanced following their opsonization with antibody-rich, heat-inactivated autologous sera (292). Another study showed that antibodies directed at the R domain of S. aureus secreted coagulase could trigger phagocytosis and killing of staphylococci (293). This coagulase activates host prothrombin and generates fibrin fibers that cover the bacteria and prevent phagocytosis. These antibodies directed the fibrin-covered bacteria to phagocytes and also protected mice against lethal bloodstream infections caused by methicillin-resistant S. aureus isolates (293). Yet, another study, showed that a monoclonal antibody (mAb) directed at the Protein A could protect neonatal mice against S. aureus sepsis and create protective immunity against subsequent staphylococcal infection (294). A humanized version of this mAb was developed, and it is proposed as a potential new therapy for S. aureus-induced sepsis and meningitis in very-low-birth-weight infants (294). These reports encourage the development of novel vaccines that favor the formation of opsonizing antibodies against bacterial antigens to activate phagocyte innate immunity.

FUTURE DIRECTIONS

Phagocytosis is a fundamental biological process (109) that in multicellular organisms is required for proper homeostasis and for fighting infections (1, 2). Therefore, it is not surprising that many microbial pathogens have mechanisms to counteract phagocytosis. As we have discussed here, for some model pathogens, namely S. aureus (295), M. tuberculosis (117), and L. monocytogenes (119), particular virulence factors that affect phagocytosis have been identified and to some extent the way they work is described. For many other microbial pathogens, their tactics for interfering with phagocytosis are only beginning to be defined. Despite the tremendous amount of published studies on microbial phagocytosis or knowledge on microbial control of this biological process is still incipient and fragmented. We know that some pathogens block phagocytosis at one step or another, but no information is available on how this blockage is accomplished. Some molecules have been identified but their mechanisms of action are not yet described. Future research will serve to fill these gaps and will provide clues on how to improve antimicrobial therapeutics.

An important element for future research is the implementation of novel techniques. Great advances have been achieved by application of proteomics analysis to phagosomes formed under different infection conditions (296). Earlier studies on M. tuberculosis phagosomes with high-resolution two-dimensional gel electrophoresis and mass spectrometry revealed unique bacterial proteins associated with the intracellular stage of the bacteria (297). The effect of a particular protein of the phagocytic machinery identified by proteomics can then also be tested by RNA-mediated interference (298). By comparing the protein profile of phagosomes formed with virulent and avirulent variants of a pathogen, relevant molecules for pathogenesis can be identified. For example, comparing phagosomes containing highly virulent L. pneumophila to phagosomes with avirulent L. hackeliae revealed a lack of Rho GDP-dissociation inhibitor (RhoGDI) in L. pneumophila replicative phagosomes (299). Similarly, comparing macrophage phagosomes formed after triggering different receptors, it was found that phagosome outcome was regulated by the individual receptors triggered for phagocytosis (300). This is in agreement with recent findings that indicate particular FcRs promote particular cell responses on neutrophil phagocytes (42). Thus, phagocytosis is clearly modified according to the receptor involved. We have a good understanding on how opsonic phagocytic receptors signal, but very little is known about the signaling pathways activated by other phagocytic receptors. This is an area of research that needs much further exploration in the future.

Other techniques that have been instrumental for our present understanding of phagocytosis are fluorescence microscopy coupled to particular probes to measure phagosome pH (301), to describe phospholipid dynamics during phagosome formation (302), and to quantify antibody-dependent phagocytosis (303). Together with these, the use of confocal microscopy coupled to fluorescence resonance energy transfer-based assays has been helpful to investigate the mechanisms of L. monocytogenes for phagosome escaping (304). Equally important, the use of novel microbial readouts of bacterial fitness have been developed to probe the host cell environments that promote or control bacterial growth (305). In particular, M. tuberculosis strains that express GFP under certain environmental signals relevant to the infection status of the macrophage, permitted identify infected phagocytes and demonstrated that bacteria in immune-activated phagocytes presented higher drug tolerance than bacteria in resting phagocytes (306). These assays will be very useful in future studies on phagocytosis of other microbial pathogens. To implement these assays, the proper fluorescent probes will need to be developed.

During phagocytosis, both the phagocyte and the microorganism adapt to fight and overcome each other. These changes, important to the final outcome of an infection, can be studied by modern techniques such as transcriptional analysis via RNA sequencing (RNA-seq). Changes in pathogen phenotype under various conditions are revealed when the total transcriptome is analyzed. For example, it is known that cigarette smoke predisposes exposed individuals to respiratory infections by enhancing the virulence of pathogenic bacteria. A recent study on the effect of cigarette smoke on S. aureus gene expression using RNA-seq revealed that these bacteria increased twofold the expression of protein A with the consequent reduction in phagocytosis (307). A similar comparative transcriptome study with RNA-seq of Brucella melitensis grown in normal-medium culture and in acid-medium (pH 4.4) culture revealed that 113 genes were differentially expressed. Among these genes, a two-component response regulator gene in the transcriptional regulation pathway was identified as important for acid resistance and virulence of Brucella (308). Also, an analysis of RNA-seq data from in vivo and in vitro cultures of Cryptococcus gattii identified highly expressed genes and pathways of amino acid metabolism that would enable these bacteria to survive and proliferate in vivo (309). Hence, particular genes expressed under particular conditions can be identified as potential therapeutic targets for controlling infections. Likewise, changes in cell phenotype can be analyzed by RNA-seq. For example, increased susceptibility to bacterial pneumonia is found after influenza infections. A recent RNA-seq analysis of alveolar macrophages revealed that the virus infection caused a reduction in the phagocytic receptor MARCO. This effect could be reversed after IFNγ treatment of monocyte-derived macrophages and THP-1 macrophages. Moreover, treatment with sulforaphane or SC79, activators of Nrf2 and Akt, respectively, caused increased MARCO expression and MARCO-dependent phagocytosis (310). Therefore, a promising strategy for controlling postinfluenza bacterial pneumonia would be to increase MARCO expression by targeting Nrf2 and Akt signaling in alveolar macrophages. Another example of RNA-seq analysis of macrophages in two different conditions, namely infection with virulent or avirulent strains of M. tuberculosis, revealed extensive remodeling of alternative splicing in macrophage transcriptome (311). This led to considerable increase in truncated/non-translatable variants of several genes with a decline in the corresponding protein levels. The product of one such gene, RAB8B that is required for phagosome maturation, was reduced due to elevated levels of truncated RAB8B variants in cells with virulent mycobacteria (311). Alternative splicing is a new mechanism that M. tuberculosis uses to control macrophages. The molecular details of this mechanism are not known and will certainly become an area of interesting research in the near future.

We have described phagocytosis as a general model based mainly on macrophages. However, there are important differences among diverse types of phagocytes and even between phenotypes of the same phagocyte. As indicated earlier, environmental cues can alter the functioning of a phagocyte, and no much is known about the mechanisms involved in these cell changes. Hence, this is an area of great interest, as shown by some recent studies. Metabolic conditions can alter macrophage function (312), and in the case of diabetes mellitus it was found that phagocytosis was reduced (313). This disease is also associated with increased tuberculosis risk and severity. Recently, it was also reported that alveolar murine macrophages from diabetic mice have a reduced expression of MARCO (314). The lack of this receptor could be the reason for inefficient phagocytosis in diabetic cells. Future research should determine whether other phagocytic receptors are also altered in diabetic macrophages. Nothing is known about the metabolic mechanisms that control phagocyte receptor expression.

The role of other phagocytes besides macrophages in controlling some intracellular bacterial infections is just beginning to be appreciated. For example, neutrophils also participate in controlling M. tuberculosis by autophagy (315) and are mobilized from the bone marrow to perform phagocytosis and secrete antimicrobial factors against L. monocytogenes (119). In addition, other cells such as dendritic cells can also perform phagocytosis by mechanisms that are different from those of macrophages (316). The particular role of these various phagocytic cells in different infection settings will also become an area of fruitful research in the future.

Macrophages not only perform phagocytosis of microbial pathogens but also ingest dead and dying host cells. The process of engulfing apoptotic cells is called efferocytosis, and it has an important role in the resolution of inflammation (317). Although efferocytosis of M. tuberculosis-infected cells leads to pathogen destruction, efferocytosis of Leishmania-infected neutrophils may promote infection (318). Understanding how macrophages, neutrophils, and dendritic cells process pathogens within a dying cell is another area for future research. Discoveries in this field should lead to novel therapeutics that simultaneously suppress inflammation and promote pathogen clearance.

CONCLUSION

Elimination of pathogens by macrophages and neutrophils is an essential function of our innate defenses. These phagocytic leukocytes clear microorganisms from tissues via phagocytosis. Once inside the phagocyte, the microorganism is destroyed by a series of degrading mechanisms inside the phagosome. Despite this, many pathogens have evolved means to prevent phagocytosis or to resist its effects inside the phagocytic cells. Thus, these pathogens remain a considerable health threat. We have presented the main mechanisms phagocytes have for eliminating microbes and then we discussed the strategies used by some pathogens to interfere with each step of the phagocytic process. Our list of pathogens is not complete, since there are many microorganisms capable of resisting phagocytosis in ways, we do not completely recognize. Technical advances have allowed us to make significant advances toward understanding the molecular details of the interaction between some pathogens and phagocytes, but important questions remain. Future research in this area will certainly bring us interesting surprises that will help us conceive novel therapeutic approaches that could render pathogens more susceptible to phagocyte attack.
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Autophagy was initially described as a catabolic pathway that recycles nutrients of cytoplasmic constituents after lysosomal degradation during starvation. Since the immune system monitors products of lysosomal degradation via major histocompatibility complex (MHC) class II restricted antigen presentation, autophagy was found to process intracellular antigens for display on MHC class II molecules. In recent years, however, it has become apparent that the molecular machinery of autophagy serves phagocytes in many more membrane trafficking pathways, thereby regulating immunity to infectious disease agents. In this minireview, we will summarize the recent evidence that autophagy proteins regulate phagocyte endocytosis and exocytosis for myeloid cell activation, pathogen replication, and MHC class I and II restricted antigen presentation. Selective stimulation and inhibition of the respective functional modules of the autophagy machinery might constitute valid therapeutic options in the discussed disease settings.
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INTRODUCTION

Autophagy is a group of at least three pathways that deliver cytoplasmic constituents for lysosomal degradation (1). While microautophagy and chaperone-mediated autophagy directly operate at the late endosomal or lysosomal membrane for cytosolic substrate engulfment or translocation, respectively, macroautophagy assembles double-membrane surrounded vesicles de novo, which are then transported to lysosomes. For this autophagosome generation and delivery to lysosomes, autophagy-related gene (atg) products are essential, the first 15 of these were identified by Yoshinori Ohsumi in 1993 (2) and formed the basis of the molecular machinery of macroautophagy that led to his Nobel Prize in 2016. These Atgs are organized in complexes that integrate metabolic cues to regulate macroautophagy and modify membranes by lipid phosphorylation and ubiquitin-like protein conjugation to lipids, which result in autophagosome formation and substrate recruitment. The Atg1/ULK1 complex is regulated through phosphorylation by mammalian target of rapamycin (mTOR) inhibition and AMP-activated protein kinase (AMPK) activation. These two pathways sense nutrient or growth factor depletion via decreased mTOR activity and low-energy levels, resulting in elevated AMP concentration, and via increased AMPK activity. Atg1/ULK1 in turn phosphorylates Atg6/Beclin-1, a regulatory subunit of the VPS34 type III phosphatidylinositol 3-kinase (PI3K) complex. The resulting phosphoinositide mark on membranes serves as the landing platform for WIPI proteins that recruit via Atg16L1 binding the machinery to conjugate Atg8/LC3 to phosphatidylethanolamine, which might mediate both the fusion of additional membranes to this site for double-membrane elongation to a cup-shaped isolation membrane, resulting in fusion of these double membranes to autophagosomes, and substrate recruitment into the autophagosome (3–6).For this purpose, yeast Atg8 and its six mammalian orthologs LC3A, B, C, GABARAP, GABARAP-L1, and GABARAP-L2 are first processed by Atg4 to expose a C-terminal glycine for the ubiquitin-like conjugation reaction, which is then executed by the E1-like enzyme Atg7, the E2-like enzyme Atg3 and the E3-like enzyme Atg12-Atg5/Atg16L1. This enzymatic cascade leads to Atg8/LC3 coupling to the outer and inner autophagosome membrane. While some of these Atg8 orthologs have membrane fusion activity on their own, they recruit substrates often through intermediaries that contain LC3-interacting regions (LIRs) (6). These include proteins that get exposed on damaged organelles, such as mitochondria (7), and others that bridge ubiquitinated substrates, such as protein aggregates and cytosolic bacteria with LC3 (8, 9). The latter include sequestosome/p62, NBR1, NDP52, and optineurin and are often investigated as prototypic macroautophagy substrates. The completed autophagosome loses much of its LC3 from the outer membrane by deconjugation by Atg4, but retains some to facilitate transport along microtubules via FYCO1 and NDP52 recruitment (10, 11) and lysosome fusion via binding to PLEKHM1 (12). The much higher affinity of the PLEKHM1 LIR for GABARAPs might, however, indicate that these cytosolic functions are executed by Atg8 orthologs that do not belong to the LC3 subfamily (13). HOPS complex and Rab7 recruitment then prepare for lysosome fusion, which is executed by the SNAREs syntaxin17, SNAP29, and VAMP8 (14). This leads to lysosomal degradation of not only the autophagosome cargo but also the inner autophagosomal membrane including the Atg8/LC3 molecules that are still coupled to it. Therefore, Atg8/LC3 turnover, especially of its lipidated form LC3-II, serves also as a measure of macroautophagy. This modular format of the macroautophagy machinery lends itself to membrane modifications during cell biological processes that are distinct from macroautophagy. For example, the cascade of ULK1 and VPS34 complexes can put phosphoinositide marks on non-isolation membranes and the cascade of VPS34 and Atg8 lipidation complexes can label non-autophagosomal membranes with Atg8/LC3 (15, 16). While these modules are successively used by macroautophagy to restrict intracellular pathogens, like bacteria and viruses (17–19), and to degrade intracellular proteins for major histocompatibility complex (MHC) class II restricted antigen presentation, during anti-viral immune responses and CD4+ T cell education (20, 21), individual modules are used in alternative pathways, including proviral roles in infectious viral particle release, restriction of phagocytosed bacteria, secretion of inflammatory mediators, and presentation of phagocytosed antigens on MHC molecules (22–29). The characteristics and functional roles of the respective pathways will be discussed in this minireview.

Atg PROTEINS IN LC3-ASSOCIATED PHAGOCYTOSIS (LAP)

The most prominent of these alternative pathways is probably LAP. It was originally reported in 2007 that Atg8/LC3 can also be conjugated to phagosomal membranes, especially after the uptake of particulate toll-like receptor (TLR) ligands (Figure 1) (25). For example, the yeast cell wall component zymosan is often used for these assays (25, 29, 30). Apart from TLRs, a handful of other receptors seem to trigger LAP. These include the C-type lectin Dectin-1, Fc receptors during the uptake of antibody opsonized targets and receptors for apoptotic whole cells or cell fragments (30–33). During LAP, Atg8/LC3 gets conjugated to the cytosolic side of the phagosomal membrane and dissociates before phagosome fusion with lysosomes (25, 29). The VPS34 complex including Beclin-1 and the Atg lipidation machinery but not the ULK1 complex is required for this Atg8/LC3 lipidation (29, 34). Instead reactive oxygen species (ROS) production by the NADPH oxidase 2 (NOX2) is either required for Atg8/LC3 lipidation or maintenance of Atg8/LC3 on the phagosomal membrane (29, 34). This also probably explains earlier findings that suggested ROS production by NOX2 being required for the recruitment of autophagosomes to endocytosed Salmonella bacteria (24). Furthermore, Rubicon, a negative regulator of autophagosome fusion with lysosomes, seems to be required for LAP (34, 35). In contrast to the role of Rubicon during autophagosome maturation, LAP vesicles have been reported to fuse with lysosomes more rapidly than LC3-negative phagosomes in mouse macrophages (25, 34, 36). This enhanced maturation might result from accelerated transport along microtubules via FYCO1 recruitment by Atg8/LC3 binding (36). However, in other cell types, namely human macrophages as well as conventional and plasmacytoid dendritic cells (DCs), LAP phagosomes might not rapidly fuse with lysosomes, but rather retain phagocytosed cargo for delayed delivery to lysosomes and to endogenous TLR, like TLR9, containing vesicles (29, 31). However, why and how phagosomes use the Atg8/LC3 membrane tag to regulate their phagosome trafficking needs further investigations. This regulation seems to increase MHC class II restricted antigen presentation and to decrease inflammation. LAP deficiency compromised extracellular antigen presentation on MHC class II molecules to CD4+ T cells (29, 30). Also in vivo, CD4+ T cell responses to herpes simplex virus (HSV) infection and ovalbumin containing apoptotic splenocyte injection were compromised in the absence of Atg5 in DCs (28). In addition, cross-presentation of antigens of Aspergillus, Chlamydia, and human cytomegalovirus on MHC class I molecules was found to be inhibited by Atg deficiency (37–39). In macrophages, the dominant phenotype of Atg deficiency is a hyperinflammatory phenotype (40), probably originating to a large extent from mitochondrial ROS-mediated inflammasome activation in the absence of macroautophagy of damaged mitochondria (41). Interestingly, aging of mice with macrophage deficiencies of Atg7, Atg5, Beclin-1, NOX2, or Rubicon developed signs of hyperinflammatory disease, while this phenotype was far less pronounced in mice with ULK1 and FIP200 deficiencies in macrophages (35). These findings suggested that LAP, but not classical macroautophagy, protects wild-type mice from this aging-related hyperinflammation. In addition, the development of lupus-like anti-DNA immune complex deposition in kidneys and elevated pro-inflammatory cytokine titers were detected. Surprisingly, the increase in inflammasome-dependent IL-1β production was quite pronounced, but the mechanism of LAP-mediated inflammasome regulation remains unclear. Instead, deficient LAP-mediated apoptotic cell clearance might be mainly responsible for the observed hyperinflammatory phenotypes, and indeed, the investigated parameters were similar to mice lacking apoptotic cell clearance due to deficiency of the TIM4 receptor in their macrophages. Thus, the VPS34 and LC3 lipidation complexes of the macroautophagy machinery seem to modify phagosomes for improved antigen presentation and inhibition of hyperinflammation.
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FIGURE 1 | The macroautophagy machinery regulates endocytosis. Atg8/LC3 lipidation facilitates the internalization of receptors from the cell surface via recruitment of components of clathrin-mediated endocytosis. For major histocompatibility complex (MHC) class I internalization, recruitment of adaptor-associated kinase 1 (AAK1) facilitates MHC class I internalization and degradation in lysosomes. During LC3-associated phagocytosis (LAP), endocytosed cargo that engages receptors like TLR2 stimulates the conjugation and/or maintenance of Atg8/LC3 lipidation on the cytosolic side of the phagosome. PI3 phosphorylation recruits the Atg8/LC3 conjugation machinery, including Atg5, 12, and 16L1, to these phagosomes, and NADPH oxidase 2 (NOX2)-dependent reactive oxygen species (ROS) production is required for LAP. Atg8/LC3 conjugation to phagosomes regulates their fusion with lysosomes.



Atg PROTEINS IN RECEPTOR INTERNALIZATION AND MHC CLASS I ANTIGEN PRESENTATION

In addition to this role of Atg8/LC3 lipidation in influencing phagosome fate, recent studies have suggested that recruitment of the receptor internalization machinery can also benefit from Atg8/LC3 binding (Figure 1). In pioneering studies, Alzheimer precursor protein (APP) was shown to be degraded by an ULK1, Atg6/Beclin-1, and Atg5-dependent mechanism (42). The internalization of APP that is required for this degradation is mediated by clathrin-dependent phagocytosis, which requires the adaptor protein 2 (AP2) complex. AP2α1 was identified as a Atg8/LC3 interactor by the same group (43). It contains a LIR motif, and mutating it abolished efficient APP internalization and degradation. Furthermore, phosphorylation or the APP-degrading enzyme presenelin 1 facilitated APP degradation, possibly by syntaxin 17-mediated fusion with lysosomes (44, 45). Thus, Atg8/LC3-mediated AP2 recruitment and syntaxin 17-mediated fusion with lysosomes seem to cause efficient degradation of APP and its C-terminal fragment from the cell membrane. However, AP2 recruitment to Atg8/LC3 does not seem to be the only connection of the autophagic machinery to clathrin-mediated endocytosis. A LIR motif was also detected in the clathrin heavy chain itself (6). However, it remains unclear what functional consequences this has beyond the biochemical interaction. Finally, as a third component of clathrin-mediated endocytosis that might depend on the macroautophagy machinery for its efficient recruitment to cell membrane receptors, the adaptor-associated kinase 1 (AAK1) was recently identified as an Atg8/LC3 interactor and contains predicted LIR motifs (46). AAK1 phosphorylates the μ subunit of the AP2 complex for more efficient clathrin-dependent internalization but might also facilitate clathrin-independent endocytosis (47, 48). In Atg5- or Atg7-deficient mouse DCs, MHC class I surface levels were increased, while B and T cells in the same mice showed no differences in MHC class I surface levels in vivo (46). This increased surface expression resulted from diminished internalization, and AAK1 was not efficiently recruited to MHC class I molecules in Atg5- or Atg7-deficient DCs. This resulted in increased CD8+ T cell stimulation in vitro and elevated CD8+ T cell responses to influenza A virus (IAV) and lymphocytic choriomeningitis virus infection in vivo, as well as improved immune control of IAV. However, not only classical MHC class I molecules are affected by diminished clathrin-dependent receptor internalization in the absence of Atg8/LC3 lipidation but also the non-classical MHC class I molecule CD1d gets stabilized on the cell surface of Atg5-deficient DCs (49). These non-classical MHC class I molecules present glycolipids to NKT cells (50). The increased CD1d surface stabilization in the absence of Atg-dependent internalization led to increased NKT cell stimulation in vitro and in vivo (49). Furthermore, the NKT cell-dependent pathogen Sphingomonas paucimobilis was more efficiently restricted in mice with Atg5 deficiency in their DCs. These studies suggest that Atg/LC3 lipidation assists clathrin-mediated phagocytosis by recruiting different components of the respective endocytic pathway to the cell membrane.

Atg PROTEINS IN INFLAMMATORY MEDIATOR AND ANTIGEN RELEASE

The above-described pathways still utilize Atg proteins for lysosomal degradation, albeit not through intracellular delivery, but degradation of endocytosed cargo and surface receptors. However, as a non-catabolic function of the macroautophagy machinery, it was noted that antigen release for efficient cross-presentation on MHC class I molecules requires Atgs in antigen donor cells (51, 52). This role during unconventional secretion was first demonstrated for IAV-infected cells or tumor cells in these two initial studies. The respective vesicles, which might be related to Atg8/LC3 containing exosomes that originate from multivesicular bodies (53), can be forced to be released in higher numbers by inhibiting lysosomal degradation and to incorporate defective ribosomal products by proteasome inhibition (54, 55). Therefore, they have been coined defective ribosomal products-containing autophagosome-rich blebs (DRibbles). Moreover, they contain some TLR and NOD2 agonists to activate antigen-presenting cells, at the same time as they transfer antigen (56). These formulations have been used to vaccinate mice against a variety of tumor challenges (57–60). Thus, autophagic cargo gets released from transformed and infected cells in vesicles that can be efficiently taken up and activate antigen-presenting cells to induce antitumor immune responses.

These findings point toward unconventional ER targeting signal peptide-independent secretion by the autophagic machinery. Indeed, acyl coenzyme A-binding protein has been described to be secreted by yeast and ameba in an autophagy-dependent fashion (61, 62). This secretion is Golgi reassembly and stacking protein (GRASP) dependent. Similarly, the secretion of caspase-processed IL-1β is also dependent on Atgs in mammalian cells (Figure 2) (26, 27). It is worthwhile pointing out that the net outcome of Atg deficiency in myeloid cells as a major source of inflammasome-dependent IL-1β release is usually hyperinflammation (40) and that IL-1β usually leaves these cells during pyroptosis via gasdermin-dependent cell lysis (63, 64). However, in cells in which mature IL-1β is expressed without inflammasome activation and pyroptosis, IL-1β is released in a GRASP- and Atg-dependent fashion that involves the SNAREs Sec22b, syntaxin 3 and 4, as well as SNAPs 23 and 29 for membrane fusion (65). The cell type and physiological condition under which such Atg-dependent IL-1β secretion, however, occurs still needs to be identified. Additional cargo for this unconventional secretion pathway includes ferritin (65), HMGB1 (66), and secretory lysosomes (67). These studies suggest that Atg proteins support unconventional secretion, but how substrates are selected for this secretion versus degradation by autophagy still needs to be characterized.
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FIGURE 2 | The macroautophagy machinery supports unconventional exocytosis. Atg8/LC3-conjugated membranes facilitate the release of packages of picornaviruses (poliovirus and coxsackievirus) and of herpesviruses [varicella zoster virus (VZV) and Epstein–Barr virus (EBV)]. Unconventional ER targeting signal peptide-independent secretion of caspase-processed IL-1β also required Atg8/LC3 lipidation for release. Golgi reassembly and stacking proteins (GRASPs) and the SNAREs Sec22b, syntaxin 3 and 4, and SNAPs 23 and 29 are involved in this release and fusion of Atg8/LC3-coupled membranes with the cell membrane.



Atg PROTEINS IN VIRAL RELEASE

Viruses might be able to teach us how Atg-dependent secretion versus degradation can be regulated, because a number of them seem to harness Atg8/LC3-coupled membranes for their release (16). The first virus that was found to stabilize Atg8/LC3-associated membranes was a picornavirus, i.e., poliovirus (68). The release of poliovirus was dependent on these structures (69), and it was proposed that viral RNA replication and capsid assembly occurs in Atg8/LC3-coated double-membrane-surrounded vesicles, which then fuse with the cell membrane after acidification (70). Although poliovirus and related picornaviruses are non-enveloped, it was recently observed that they are released from cells in packages of multiple viral particles enveloped in a lipidated Atg8/LC3-positive membrane (Figure 2), topologically similar to the inner autophagosome membrane (23). Similarly, the closely related picornavirus coxsackievirus B is also released in packages that are surrounded with LC3-II-containing membranes (71). These packages might explain why coxsackievirus B spreads efficiently through cultures of cells with an intact macroautophagy machinery (72). This benefit for viral dissemination could result from protection by the surrounding Atg8/LC3-coupled membrane and its phosphatidylserine (PS) content in the outer membrane leaflet, which allows for efficient uptake by phagocytes via scavenger receptors that usually clear apoptotic cells (23). Indeed, ER and Golgi membranes seem to have substantial amounts of PS in both inner and outer leaflet, and sampling from this source of autophagic membranes might endow viruses with an envelope lipid composition that is beneficial for infection via clearance pathways for apoptotic cells (73).

Herpesviruses might also use this pathway for envelope acquisition. They acquire their second and final envelope from ER and Golgi membranes in the cytosol (74). Indeed, a γ-herpesvirus, i.e., Epstein–Barr virus (EBV), was found to stabilize Atg8/LC3-coupled membranes during lytic replication (22, 75). Loss of Atg proteins inhibited the release of infectious EBV particles (22, 75), and viral DNA was trapped in the cytosolic fraction (22). Similar to poliovirus packages, lipidated Atg8/LC3 enriched with EBV particle purification from the supernatant of virus replicating (Figure 2), but not latently EBV genome carrying cells (22). Furthermore, Atg8/LC3 could be observed in purified virus particles by immunoelectron microscopy (22). However, EBV is not the only herpesvirus that seems to use autophagic membranes. The α-herpesvirus varicella zoster virus (VZV) also exits cells with Atg8/LC3-coated membranes, and its replication is inhibited by Atg silencing (76, 77). It is worthwhile noting that apart from EBV and VZV, α- and γ-herpesviruses contain also members, namely HSV and Kaposi sarcoma-associated herpesvirus (KSHV), which instead of utilizing Atg-dependent membranes inhibit their generation (78–80). Even though these viruses are closely related, their differences on cellular tropism might dictate why HSV and KSHV rather inhibit, while VZV and EBV utilize autophagic membranes during replication.

As a last example for redirecting autophagic membranes to the cell surface, influenza A virus (IAV) infection will be discussed. IAV infection also accumulated Atg8/LC3-conjugated membranes upon infection (81–83). Autophagosomes did not fuse with lysosomes upon IAV infection, but instead accumulated around the nucleus, and Atg8/LC3-positive membranes were rerouted to the cell membrane (81, 82). Both accumulation and rerouting are caused by matrix protein 2 (MP2) of IAV. MP2 contains a LIR motif that is required for Atg8/LC3-positive membrane accumulation on the cell surface (82), and MP2 proton channel activity contributes to the block in lysosome fusion and perinuclear accumulation of autophagosomes (83). This autophagic membrane rerouting provides sufficient membranes for filamentous budding of IAV, which increases the stability of the resulting IAV particles, possibly via changing the membrane composition of the IAV envelope (82). However, Atg8/LC3 itself is not incorporated into infectious IAV particles. Nevertheless, Atg proteins seem to be used by viruses to select membranes for their envelopes to improve viral transmission.

CONCLUSION AND OUTLOOK

Macroautophagy uses a membrane remodeling machinery of Atg proteins to form autophagosomes around cargo that is destined for lysosomal degradation. This machinery acts in a modular format for activation of PI3K activity by phosphorylation via ULK1, for PI3P deposition on membranes, which is then used for the recruitment of the Atg8/LC3 lipidation machinery. These modules of autophagosome formation can be used in other membrane remodeling pathways, in which substrates need to be recruited to lipid bilayers via PI3P or Atg8/LC3. For example, LAP uses only the PI3K and Atg8/LC3 lipidation modules. Future research will need to unravel how the Atg modules are distributed to the different tasks and how the resulting membrane marks result in different cell biological outcomes. A detailed understanding might allow us to harness Atg proteins for therapeutic approaches against infectious diseases, cancer, neurodegeneration, hyperinflammatory diseases, and aging.
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Autophagy is a well-conserved lysosomal degradation pathway that plays key roles in bacterial infections. One of the most studied is probably xenophagy, the selective capture and degradation of intracellular bacteria by lysosomes. However, the impact of autophagy goes beyond xenophagy and involves intensive cross-talks with other host defense mechanisms. In addition, autophagy machinery can have non-canonical functions such as LC3-associated phagocytosis. In this review, we intend to summarize the current knowledge on the many functions of autophagy proteins in cell defenses with a focus on bacteria–macrophage interaction. We also present the strategies developed by pathogens to evade or to exploit this machinery in order to establish a successful infection. Finally, we discuss the opportunities and challenges of autophagy manipulation in improving therapeutics and vaccines against bacterial pathogens.
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INTRODUCTION

Macroautophagy, hereafter referred to as autophagy, is a lysosomal degradative process that participates in cellular homeostasis by enabling the removal of defective organelles, protein aggregates, or intracellular microorganisms (1). The process is highly regulated by multiple signaling pathways and orchestrated by more than 30 autophagy-related (Atgs) proteins organized in several functional units (2). Upon autophagy activation, Atgs, serine/threonine kinase ULK1, and Beclin-1, in association with Atg14 and type III phosphatidylinositol 3-kinase Vps34, promote the formation of a cup-shaped isolation membrane to engulf the cargo (1). Through concomitant activity of two ubiquitin-like conjugation systems, the covalent linkage of Atg12 with Atg5/Atg16L1 and LC3 lipidation with phosphatidylethanolamime, the isolation membrane elongates into a double-membrane vesicle, called autophagosome. The autophagosome then fuses with lysosomes to form an autolysosome in which the engulfed cargo is degraded. This latter step is mediated by a second Beclin-1 complex, lysosomal-associated membrane protein 1 (LAMP1), and a fusion machinery including SNARE syntaxin-17.

In addition to its role in cellular homeostasis, autophagy is essential to immunity. The autophagy machinery targets intracellular pathogens for degradation, modulates inflammation, and participates in adaptive immune responses (3–5). Here, we review the many functions of autophagy in bacterial infections with a focus on macrophages, the first line of host defenses, and the replicative niche of numerous pathogens.

AUTOPHAGY MACHINERY IN MACROPHAGE ANTIBACTERIAL DEFENSES

Bacteria induce autophagy mainly via their pathogen-associated molecular patterns (PAMPs) and pathogen-induced damage-associated molecular patterns (DAMPs) (4, 5). Cell surface recognition and cytosolic sensing of these molecules result in signaling cascades that promote rapid and localized autophagy machinery recruitment. Autophagy can further be regulated by several transcriptional factors such as NFkappaB and TFEB to promote expression of different autophagy genes and thus prolong autophagy activation (6, 7). Depending on PAMP/DAMP nature and localization, autophagy can selectively capture bacteria, such event is called xenophagy, damaged organelles, and other signaling platforms activated during the infection (4, 5). Furthermore, Atgs proteins have non-autophagic functions essential for innate immunity against bacteria (Figure 1).
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FIGURE 1 | Roles of autophagy machinery in macrophage antibacterial defenses. Autophagy machinery plays several functions in innate immunity to bacterial infection such as: (A) xenophagy: selective capture and lysosomal degradation of cytosolic and vacuolar pathogens. Xenophagy requires formation of an autophagosome and depends on ULK1, autophagy-related (Atg)14, Beclin-1, Atg5-12, and autophagy receptor proteins such as p62 (A.1). Bacterial compartment is captured by autophagosome either via ubiquitination (A.2, 3) or host glycan recognition by galectins (A.3). (B) LC3-associated phagocytosis (LAP): LC3 is conjugated onto the membrane of phagosome containing bacteria to promote fusion with lysosome. LAP depends on Rubicon, Beclin-1, and Atg5-12. (C) Induction of autophagy enables production and delivery of antimicrobial peptides to bacterial compartments. (D) Autophagy machinery reduces the expression of scavenger receptors to limit phagocytosis of some intracellular pathogens. (E) Autophagy controls inflammation by limiting inflammasome activation. PAMP, pathogen-associated molecular pattern; DAMP, damage-associated molecular pattern; AMP, antimicrobial peptide; ROS, reactive oxygen species; mDNA, mitochondrial DNA.



Xenophagy

In macrophages, xenophagy has mainly been characterized during Mycobacterium tuberculosis infection but the mechanism is quite similar in epithelial cells infected with Salmonella typhimurium (8). M. tuberculosis through its ESX-1 secretion system damages the phagosomal membrane and access the cytosol (9). Cytosolic sensor c-GAS recognizes bacterial DNA, which results in ubiquitination of the bacterium or its phagosome by ubiquitin ligases Parkin and Smurf1 (10–12). Subsequently, ubiquitin chains bind to autophagy adaptors, such as p62 and NDP52, which recruit LC3 to deliver M. tuberculosis into an autophagosome. Damaged phagosome can also be targeted by autophagy via the recognition of host glycan present on the phagosomal lumen by cytosolic lectins of the galectin family (8, 13). Additionally, in human macrophages, immunity-related GTPase family M protein participates in xenophagy by promoting mitochondrial reactive oxygen species (ROS) production and recruiting autophagy machinery after PAMP exposure (14, 15).

Ultimately, autophagosome sends bacteria to lysosome for degradation (5, 8). In parallel, autophagy can also generate and deliver antimicrobial peptides to bacterial compartment to enhance killing (16, 17). Several, in vitro, studies have shown that xenophagy reduces intracellular survival of M. tuberculosis, however, its role, in vivo, is unclear (9, 12). Mice with monocyte-derived cells and neutrophils lacking Atg5 are more susceptible to M. tuberculosis, but not those lacking other Atgs such as Beclin-1 or Atg14, suggesting that autophagy is not involved in controlling the infection (9, 18, 19). Nonetheless, separate studies suggest that autophagy may play a role in a latter chronic phase of infection and/or that M. tuberculosis may inhibit the process in vivo (12, 20). As we will discuss below, M. tuberculosis and other pathogens have developed multiple strategies to block autophagy and some of them have been relevant in vivo.

LC3-Associated Phagocytosis (LAP)

Aside from xenophagy, a non-canonical autophagy process named LAP is known to play an important role in antibacterial defenses (21, 22). Upon phagocytosis, particles or pathogens that engage surface receptors, such as toll-like receptors, Fcgamma receptors or Dectin-1, trigger LC3 conjugation directly onto the phagosomal membrane and independently of autophagosome formation (23–25). In contrast to canonical autophagy, this process does not require ULK1 or Beclin-1/Atg14 complexes but instead relies on Beclin-1/Rubicon complex and NADPH oxidase-2 (NOX2) activation (25, 26). Rubicon activates phosphatidylinositol 3-phosphate (PI3P) synthesis, which in turn, stimulates ROS production. PI3P and ROS then promote recruitment of the two ubiquitin-like conjugation systems to trigger LC3 conjugation. Another protein MORN2 has recently been implicated in that pathway, however, its action mechanism is unknown (27).

In several instances, LC3 conjugation onto the phagosome enhances the fusion between phagosome and lysosomes. Consequently, macrophages with defects in LAP pathway are less efficient in controlling intracellular growth of various bacteria such as Legionella pneumophila, Staphylococcus aureus, M. tuberculosis, M. bovis BCG, and Listeria monocytogenes (27, 28). Importantly, in vivo studies have shown that Rubicon-deficient mice have greater bacterial load and are more susceptible to L. monocytogenes infection (28). Another important function of LAP is to assist antigen presentation via MHC class II molecules, thus to bridge innate to adaptive immunity (24, 29). Of note, in some specific contexts, LC3 conjugation delays or does not affect at all phagosome maturation suggesting that LC3 alone is not sufficient to boost fusion with lysosomes (29, 30).

Autophagy machinery can also regulate phagocytosis indirectly by altering surface expression of phagocytic receptors. Lack of Atg protein Atg7 in macrophages results in upregulation of two class A scavenger receptors, MARCO and MSR1 that facilitate phagocytosis of M. bovis BCG and M. tuberculosis (31). Autophagy-deficient cells accumulate p62, which promotes dissociation of transcription factor nuclear erythroid-related factor 2 from Keap1 and then its translocation into the nucleus to mediate expression of these receptors. Notably, in another instance, autophagy deficiency can lead to reduced phagocytosis depending on the nature of the bacteria (32).

Inflammation Dampening

Although inflammation is central to control bacterial infection, excessive inflammatory responses can lead to host tissue injury, and disease progression. Numerous studies have demonstrated the importance of autophagy in inflammation regulation in infectious and non-infectious settings, the interested readers can refer to recent reviews for a comprehensive view on this subject (3, 5). Here, we will only discuss on the beneficial role of autophagy machinery in modulating inflammation in a context of bacterial infections and macrophages. One key role of autophagy is the down-regulation of inflammasome activation through multiple mechanisms (33, 34). Pseudomonas aeruginosa infection results in mitochondrial damage that leads to NLRC4 inflammasome. Elimination of damaged mitochondria via autophagy, i.e., mitophagy, limits inflammasome activation both in vitro and in vivo (35). Similarly, in a P. aeruginosa septic model, atg7fl/fl mice have an enhanced susceptibility to infection with important neutrophil infiltration and severe lung damage. Loss of Atg7 in alveolar macrophages results in upregulation of IL-1beta and pyroptosis (36). Besides mitophagy, autophagy can also restrain inflammasome activation by capturing inflammasome subunits (37, 38). Lastly, autophagy can prevent non-canonical caspase-11 inflammasome activation by targeting S. typhimurium and thus limiting LPS release into the cytosol (39).

Finally, mechanisms and levels of autophagy dependent greatly on macrophage microenvironment. While IL-4, IL-13, and IL-10 appear to inhibit autophagy, proinflammatory cytokines such as IFNgamma, IL-1beta, and TNFalpha, activate this process (40). Specifically, IFNgamma-mediated xenophagy requires additionally ubiquilin-1 and guanylate-binding proteins 1 and 7 to promote recruitment of autophagy proteins p62 and Atg4B (41, 42). On another hand, the presence of vitamin D in serum enhances significantly macrophage autophagy via expression of cathelicidin antimicrobial peptide (43). Specific T cells can also stimulate autophagic activity in M. tuberculosis-infected human macrophages (44). Finally, microbiota may influence autophagy response too, as recently, probiotic Bacillus amyloliquefaciens has been shown to upregulate autophagy genes in macrophages, which lead to enhanced Escherichia coli killing (45).

BACTERIAL PATHOGENS EVADE AUTOPHAGY

Intracellular bacterial pathogens have developed a wide array of tactics to counterbalance macrophage antibacterial defenses and autophagy is no exception (46). Most of the uncovered strategies are directed against xenophagy and target different steps of the process (Figure 2).
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FIGURE 2 | Autophagy evasion strategies adopted by bacterial pathogens inside macrophages. To evade autophagy in macrophages bacterial pathogens have developed a wide array of strategies such as: (A) masking of microbial surface to avoid recognition. (B) Manipulation of macrophage signaling pathways involved in autophagy regulation. (C) Direct cleavage of autophagy proteins or signaling lipid. (D) Limitation of autophagy machinery expression or function by miRNA regulation. (E) Inhibition of autophagosomes/lysosome fusion. PI3P, phosphatidylinositol 3-phosphate; LC3-PE, LC3 lipidated with phosphatidylethanolamine.



Masking Bacterial Surface to Prevent Recognition

Cytosolic L. monocytogenes avoids recognition by autophagy machinery by secreting two virulence factors ActA and InlK (47, 48). These factors promote recruitment of host proteins, actin, and major vault protein, respectively, to form a protective coat that masks the bacteria. Francisella tularensis disguises itself directly by producing a surface polysaccharide, the O-antigen, which prevents cytosolic sensing of the pathogen and thus xenophagy (49). Importantly, cytosolic O-antigen mutants are killed by Atg5-dependent autophagy inside murine macrophages.

Regulation of Signaling Pathways Involved in Autophagy Initiation

In macrophages, S. typhimurium prevents autophagy by activating mTOR, a master repressor of autophagy (50, 51). Two mechanisms seem to be at play, first, the degradation of the energy sensor, Sirt1/AMPK complex, which negatively regulates mTOR resulting in autophagy activation and, second, the recruitment of non-receptor tyrosine kinase focal adhesion kinase (FAK), an activator of Akt/mTOR pathway. SsrB, a response regulator of a two-component system involved in the regulation of SPI2 encoded virulence factors, promotes AMPK down-regulation (50). Notably, in vivo, macrophages deficient in FAK are more efficient in clearing S. typhimurium infection than their wild-type counterpart (51).

Conversely, some pathogens can inhibit signaling pathways that promote autophagy. M. tuberculosis secretes an N-acetyltransferase, Eis, to target JNK-dependent autophagy; however, it does not seem to be sufficient to affect intracellular growth (52, 53). In addition, M. tuberculosis limits LAP by inhibiting NADPH oxidase recruitment onto its phagosome, which favors pathogen intracellular growth in vitro and in vivo (54). Interestingly, antioxidant enzymes SodB and SodC of F. tularensis prevent ROS-induced xenophagy and possibly LAP (55). Further, vacuolar L. pneumophila translocates a sphingosine-1 phosphate lyase into the cytosol to alter sphingosine metabolism implicated in autophagy activation (56). Lastly, some pathogens can take advantage of negative feedback regulatory circuits present in macrophages to target autophagy. P. aeruginosa infection leads to NLRC4-dependent caspase-1 activation which results in cleavage of TRIF, an important mediator of TLR4-induced autophagy (57). Importantly, in vivo, preventing TRIF cleavage restores autophagy and bacterial clearance.

Cleavage of Autophagy Machinery

L. pneumophila can also block autophagy directly by secreting two specific proteases. First, Lpg1137 targets ER-mitochondria contact sites to cleave syntaxin-17, a key SNARE protein implicated in autophagosome formation (58, 59). On another hand, RavZ, a cysteine protease, cleaves phosphatidylethanolamine-conjugated LC3 to produce a permanent unlipidated form of LC3 that is inadequate for the formation of autophagosomes (60). Another example is L. monocytogenes, which secretes phospholipase PlcA to degrade PI3P, a key lipid produced by Beclin-1 complex, and involved in LC3 lipidation (48, 61).

Regulation of miRNA (miR) Targeting Autophagy Machinery

Besides post-translational modification, autophagy can also be modulated at a post-transcriptional level via expression of various small non-coding RNAs (miR). M. tuberculosis thwarts autophagy by inducing expression of miR-33 which down-regulates expression of several autophagy proteins along the pathway (Atg5, Atg12, LC3, and LAMP1) (62). Remarkably, mice with hematopoietic miR-33 deficiency have a superior capacity to control M. tuberculosis infection. Another miR induced by M. tuberculosis, is miR-125a, which targets UVRAG in complex with Beclin-1 to inhibit autophagy and thus promote pathogen intracellular survival inside macrophages (63). Interestingly, miR-33 and miR-125a can be induced by PRR ligands isolated from M. tuberculosis (62, 63). Expression of these miR may be a normal negative feedback loop present in host cells to prevent excessive autophagy, which M. tuberculosis exploits to its advantage. Additionally, M. tuberculosis upregulates miR-144* to reduce expression of DRAM2, a recently discovered autophagy protein, that promotes activation of a second Beclin-1 complex involved in autophagosome maturation (64). Finally, M. tuberculosis can down-regulate miR-17, which targets Mcl-1, an inhibitor of Beclin-1 complex involved in autophagy initiation (65).

Blockade of Autophagosome–Lysosome Fusion

As mentioned above, M. tuberculosis can block autophagosome maturation via miR-144*, although, the bacterial factor(s) involved in that process remain to be identified (65). Separate studies have shown that Esat-6, an important M. tuberculosis virulence factor, plays also a role in blocking autophagosome maturation in macrophages as well as in dendritic cells (66, 67). The action mechanism of Esat-6 is unknown but might be mediated, in part, by miR modulation (68). Several other bacterial pathogens can impair autophagosome maturation for survival or growth in macrophages such as Chlamydia trachomatis, Yersinia pestis, Y. pseudotuberculosis, but like for M. tuberculosis the underlying molecular mechanisms are unknown (69–71). Furthermore, it is unclear whether these mechanisms applied to both xenophagy and LAP.

AUTOPHAGY MACHINERY FAVORS BACTERIAL PATHOGENS

Nutrient and Membrane Acquisition

While some pathogens neutralize autophagy to replicate intracellularly, others exploit autophagy or some autophagy proteins to acquire nutrients and remodel their vacuoles. Y. pseudotuberculosis inhibits autophagosome maturation; however, it relies on autophagosome formation for its growth in macrophages (71). An early study has shown that exogenous autophagy activation promotes the development of Coxiella-replicative vacuole (72). In macrophages and epithelial cells, C. burnetti resides in an large acidified compartment, which fuses with mature autophagosomes via Cig2, a type IV secretion system effector (73, 74). Interestingly, in vivo, Cig2 reduces host tolerance to C. burnetti infection without affecting bacterial load (74).

Brucella abortus subverts ULK1 and Beclin-1 complexes to remodel its ER-derived vacuole into a compartment with autophagic properties (75). Nonetheless, this conversion is independent of the two ubiquitin-like conjugation systems, Atg5-12 and LC3. This selective manipulation of autophagy proteins is important for Brucella lifecycle and cell-to-cell spreading. Similarly, M. marinum, a species closely related to M. tuberculosis, uses autophagy machinery to promote bacterial egress from its natural host, Dictyostelium, a macrophage-like unicellular organism (76). How Brucella and M. marinum manipulate autophagy proteins to favor transmission is still unknown.

Some pathogens have a more complex relationship with autophagy in a sense that they can evade, as outlined above, or exploit autophagy depending on the infection stages or the type of autophagy. At early stage, vacuolar Legionella interacts with autophagy pathway and seems to rely on autophagosome for survival in permissive macrophages (77). Similarly, cytosolic F. tularensis triggers an Atg5-independent autophagy pathway to acquire nutrients and replicate while avoiding xenophagy (78). The molecular differences between these two autophagy-related pathways, one that favors bacterial growth and the other promotes killing, definitely call for further investigation. Finally, immediately after entering macrophages, L. monocytogenes manipulates LAP to form spacious non-acidified Listeria-containing phagosomes (SLAPs) which are believed to participate in persistent infection (79, 80). Low expression of virulent factor, Listeriolysin O, appears to play a role in SLAP formation whereas high-expression triggers bacterial escape into the cytosol (80).

Inflammation Dampening

One example is Vibrio parahaemolyticus, which limits NLRC4 inflammasome-mediated IL-1beta production by activating macrophage autophagy via a type III secretion effector, VopQ (81). Other bacteria seem to benefit from the autophagy machinery in a more passive way. For example, Atg16L1-deficient mice clear more efficiently uropathogenic E. coli (UPEC) and Citrobacter rodentium than wild-type controls (82–84). The improved protection against C. rodentium is associated with an enhanced immune response dependent on monocytes; however, it does not rely on a cell-intrinsic role of Atg16L1 in myeloid cells (84). In contrast, loss of Atg16L1 in macrophages is responsible for the phenotype observed during UPEC infection (83). Atg16L1-deficient macrophages, infected with UPEC, activate more NLRP3/Caspase-1 inflammasome, and IL-1beta production. Importantly, in vivo, IL-1beta neutralization reduces the capacity of Atg16L1-deficient mice to control UPEC infection. Testing other autophagy proteins will be essential to confirm the role of autophagy entire pathway in that process.

AUTOPHAGY IN HOST-DIRECTED THERAPY (HDT) AND VACCINE

Host-Directed Therapy

In the past few years, a number of studies have highlighted the potential of targeting autophagy for the control of bacterial infections. FDA-approved drugs with proautophagy activity, such as statin, gefitinib, carbamazepine, and metformin, have been shown to limit M. tuberculosis growth in mice model of infection (85–88). Similarly, rapamycin enhances clearance of P. aeruginosa and B. cepacia, in vivo, in addition to reducing lung inflammation (89, 90). However, these drugs can module several other cellular functions, so it is unclear whether their action, in vivo, is mediated by autophagy. Another difficulty is the seemingly opposing effects of a same drug depending on the infection settings. Indeed, while rapamycin induces M. tuberculosis killing in macrophages, it promotes bacterial survival in endothelial cells and in HIV-coinfected macrophages (91–93). The only compound tested, in vivo that specifically activates autophagy is a small cell permeant peptide, TAT-Beclin-1 (94). This designed peptide has been shown to improve outcome of chikungunya and West Nile virus infections in mice, thus it would be a good candidate to test in the context of bacterial infection. However, one has to bear in mind that some pathogens use autophagy to thrive in host cells and other can either evade or exploit this pathway according to the infection stage. Therefore, a detailed knowledge of the role(s) of autophagy and its molecular mechanisms for each bacterial pathogen is mandatory to develop more specific autophagy modulators, as well as, the availability of relevant preclinical models to evaluate the efficacy of these compounds.

Vaccine

Manipulation of autophagy in antigen-presenting cells including macrophages holds also great promise in vaccine development. Autophagy plays an important role in antigen processing and MHC presentation (95). Studies already indicate that boosting autophagy can enhance antigen presentation and vaccine efficacy. For instance, mice immunized with BCG-infected dendritic cells treated with mTOR inhibitor, rapamycin, have greater Th1-mediated protection after being challenged with M. tuberculosis (96). Recently, BCGΔureC::hly, a live vaccine with improved immunogenicity and in clinical trial phase II, has been shown to enhance xenophagy (97). However, the importance, in vivo, of phagocyte autophagy in vaccine enhanced-efficacy is unclear as both cited strategies trigger other cellular pathways.

CONCLUSION

Macrophage autophagy is central to host defenses against bacterial infections, sending intracellular pathogens to lysosomes for degradation while controlling inflammation to limit host damages. Since novel functions for autophagy proteins have emerged in various physiological and pathological situations, it is likely that further contributions of autophagy machinery to macrophage biology will be unveiled in the context of bacterial infection (98, 99). On the other hand, pathogens have found multiple subterfuges to manipulate this machinery in order to persist or proliferate, still, their action mechanisms and significance in vivo are far from being thoroughly understood. A more comprehensive and integrated view of bacteria-autophagy interplay will definitely help in designing more specific HDT and vaccine based on autophagy modulation.
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Bruton’s tyrosine kinase (BTK) was initially discovered as a critical mediator of B cell receptor signaling in the development and functioning of adaptive immunity. Growing evidence also suggests multiple roles for BTK in mononuclear cells of the innate immune system, especially in dendritic cells and macrophages. For example, BTK has been shown to function in Toll-like receptor-mediated recognition of infectious agents, cellular maturation and recruitment processes, and Fc receptor signaling. Most recently, BTK was additionally identified as a direct regulator of a key innate inflammatory machinery, the NLRP3 inflammasome. BTK has thus attracted interest not only for gaining a more thorough basic understanding of the human innate immune system but also as a target to therapeutically modulate innate immunity. We here review the latest developments on the role of BTK in mononuclear innate immune cells in mouse versus man, with specific emphasis on the sensing of infectious agents and the induction of inflammation. Therapeutic implications for modulating innate immunity and critical open questions are also discussed.
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INTRODUCTION

Since the first description of X-linked agammaglobulinemia (XLA, OMIM entry 300300) (1) and the identification of Bruton’s tyrosine kinase (BTK) as its genetic cause (2), BTK has been widely characterized as a critical mediator of B cell receptor (BCR) signaling and thus adaptive immunity (3). In the murine Btk-mutated (R28C) X-linked immunodeficiency (Xid) mutant strain CBA/N (4) B cell numbers and functionality are reduced but detectable [e.g., unaffected B-1b cell levels (5)]. In contrast, in humans BTK’s pivotal role is highlighted by the fact that a wide spectrum of BTK loss-of-function mutations [reviewed by Ref. (6) and documented in the ‘BTKbase’ database] lead to an almost complete absence of peripheral B cells and antibodies in XLA. BTK catalytic activity typically drives the activation of at least three key signaling pathways, phospholipase C, phosphatidalyinositol-3-kinase/Akt and NF-κB, giving B cells a very strong survival signal upon BCR engagement. Totaling a molecular weight of approximately 77 kDa, BTK also contains an N-terminal Pleckstrin homology domain that binds membrane phosphatidylinositol (3,4,5)-trisphosphate (PIP3), and Tec homology, Src homology (SH) 3, and SH2 domains involved in protein-protein interactions. Y223 and Y551 represent two critical tyrosine phosphorylation sites in the SH3 and kinase domain (7). Y551 is phosphorylated by the kinases Syk or Lyn during BCR signaling and promotes the catalytic activity of BTK and subsequent Y223 autophosphorylation. The strong dependence of malignant B cells on BTK activity for survival (3), made BTK a key target for the development of small molecule inhibitors (8) in B cell malignancies. Nevertheless, BTK is being increasingly studied for its role in myeloid and other innate immune cells (Figure 1). Here, we summarize the emerging multi-faceted roles of this versatile and therapeutically tractable kinase in innate immunity.
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FIGURE 1 | Overview of the different roles of Bruton’s tyrosine kinase (BTK) in innate immunity. Black boxes indicate major cellular processes for which an involvement of BTK has been reported in human or mice, or both. As outlined in the text, for processes such as phagocytosis there is contradictory evidence illustrating that the nature of function-modifying mutations, cellular context and species may have a profound effect on the role of BTK in a given process.



BTK IN INFECTION AND DANGER RECOGNITION BY CELL SURFACE RECEPTORS IN INNATE IMMUNE CELLS

Although innate immune contributions for BTK in in vivo infection models with Btk gene knockout or Xid mice have to be interpreted with care (see below), a role for BTK/Btk in the sensing of multiple microbes has been reported: Sensing and antimicrobial responses to Listeria monocytogenes (9), Staphylococcus aureus (10), dengue virus (11), and Aspergillus fumigatus (12) were shown to depend on BTK. This effect may in part be due to BTK’s involvement in the sensing of microbes via multiple Toll-like receptors (TLRs)—TLR2 (13, 14), TLR3 (11), TLR4 (14, 15), TLR7/8 (14, 16, 17), and TLR9 (9, 17, 18) on human and mouse macrophages and dendritic cells (DC). However, some TLR studies, especially those involving XLA patients, have been contradictory with regard to specific TLRs requiring BTK (19). Potentially, the functional requirements for BTK function during B cell development are higher, leading to an XLA phenotype in a broader range of mutations and thus patients; conversely, it seems that for TLR signaling only certain BTK mutations may cause a significant impairment of signaling. Within the vast spectrum of BTK mutations reported in XLA patients the functional impact can oftentimes not adequately be predicted. On a postreceptor level, BTK is thought to interface with canonical TLR pathways at the level of the TLR/MyD88 bridging adaptor Mal/TIRAP, one suggested direct BTK substrate (15, 20, 21) apart from TLR3 (11). TLR-dependent BTK-activation promotes NF-κB and interferon-regulatory factor-dependent transcription of inflammatory cytokines and interferons (IFNs) (15, 17). BTK was also linked with the cytosolic nucleic acid sensor DDX41 (11) and promoted its cooperation with the important IFN response regulator STING. BTK also operates downstream of the myeloid receptor TREM-1 for cytokine production (22, 23). On a more global immunoregulatory level, downregulation of innate immune-related genes and an upregulation of oxidative phosphorylation and apoptosis-related genes was observed in XLA patients (24). In contrast to these proimmune innate functions of BTK, the kinase was also shown to negatively regulate TLR-induced cytokine release from primary human innate immune cells (25). Moreover, in other DC studies, hepatocyte growth factor (HGF) as well as T cell Ig and mucin protein-3 (TIM-3)-induced BTK function blocked NF-κB activity (26, 27). In phagocytosis BTK was found essential for the clearance of infectious agents by mouse macrophages (12, 28); for humans, both data supporting a requirement for BTK in phagocytosis (24, 29, 30) as well as data arguing for a redundant role of BTK in this process (19, 31) have been reported based on studies of cells from XLA patients. Off-target effects in studies involving BTK inhibitors and the aforementioned unpredictability of naturally occurring BTK mutations or gene alterations1 are likely to contribute to these controversial findings. The breadth of this multifaceted body of evidence certainly highlights the complexity of BTK function and regulation. Specific mutation site, receptor pathway, cell type and species are thus important factors, rendering the more systematic exploration of BTK’s role in innate immunity a formidable challenge.

BTK IN THE MATURATION, RECRUITMENT AND FUNCTION OF INNATE IMMUNE CELLS

Given its role in B cell development, a role for BTK in the development of myeloid cells, which depends on many cues provided by cell surface receptors (32), is not surprising. Interestingly, in mice GM-CSF receptor α-chain expression was required for macrophage maturation and survival. In mice, Btk deficiency also correlated with reduced monocyte/macrophage numbers (33) but favored granulopoiesis (34, 35). However, these granulocytes were immature, had inefficient granule function and impaired recruitment of neutrophils to sites of sterile inflammation. Similarly, in humans BTK seems to be implicated in the maturation of neutrophils, since in XLA patients, who are frequently neutropenic, neutrophils were arrested at the myelocyte/promyelocyte stage (36–38). Conversely, Marron et al. (19) and Cavaliere et al. (31) suggested that BTK is dispensable for human neutrophil function; Honda et al. (39) even found an increased TLR or tumor necrosis factor receptor-induced ROS production of XLA neutrophils, albeit at higher levels of neutrophil apoptosis. Although DC numbers in Btk-deficient animals were unaffected, these DC had defects in maturation and DC-mediated antigen presentation (40). In human DC, the aforementioned HGF- and TIM-3-induced BTK-mediated NF-κB inhibition impaired DC activation as well as maturation leading to impaired CpG-induced anti-tumor responses (26, 27). In tumor infiltrating macrophages BTK was found to exert immune-inhibitory and tumor-promoting effects (41, 42). In contrast, inhibition of Btk activity promoted DC maturation and CD4+ T cell activating functions (43, 44). Together, these data suggest BTK may serve as an important target for immunomodulatory-based anticancer therapy. The unexpected description of (so far) cancer-specific alternative isoforms, p65 and p80, in breast (45), brain (46), prostate (47), gastric (48), and colon cancer (49) as well as reports for a role of BTK in NK cells (50), and platelets (51) also deserve mention and warrant further research.

BTK AND THE NLRP3 INFLAMMASOME

The NLRP3 inflammasome, a multiprotein complex involving NLRP3, the adaptor ASC and the proteolytic enzyme, caspase-1, has recently emerged as a key molecular machinery for the processing and thus activation of bioactive IL-1β (52, 53) and a major pathophysiological regulator in infection, myocardial infarction, stroke, Alzheimer’s and diabetes (53). Reports by us (10) and others (54) recently identified BTK as a direct regulator in NLRP3 inflammasome activation (Figure 2): Ito et al. demonstrated that BTK was critically required for NLRP3 inflammasome-dependent IL-1β release from murine macrophages. BTK physically interacted with NLRP3 and its adaptor ASC, resulting in the induction of ASC oligomerization and caspase-1 activation in a kinase activity-dependent manner in vitro. In both studies, BTK was rapidly phosphorylated upon NLRP3 activation. We additionally observed that inflammasome activity was impaired in PBMC from XLA patients, suggesting that a genetic inflammasome deficiency may contribute to the immunocompromised XLA phenotype. Pharmacological BTK inhibitors in vivo affected S. aureus clearance in mice and IL-1β release in cancer patients, which was associated with a reduced ability of isolated PBMC to secrete IL-1β. Excessive IL-1β release in PBMC from Muckle-Wells Syndrome MWS (OMIM entry 191900) patients could also be blocked by BTK inhibitors (10). In a brain ischemia/reperfusion in vivo model Btk was activated in infiltrating macrophages/neutrophils, and Btk inhibition protected against brain injury (54). In combination, these results warrant the exploration of BTK inhibition as a strategy to target the NLRP3 inflammasome therapeutically. Mechanistically, the emerging role of NRF2, a protein shown separately to interact with both BTK (55) and NLRP3 (56), will also be interesting to study further. Likewise, the observed link with caspase-11 (33) may indicate an additional role for BTK in the non-canonical NLRP3 inflammasome that depends on caspase-11 in mice and caspase-4/-5 in humans for intracellular LPS sensing (57)—a notion intriguing for further study.
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FIGURE 2 | Bruton’s tyrosine kinase (BTK) regulation of the canonical NLRP3 inflammasome. Upon an upstream signal potentially linked to membrane integrity or K+ efflux, BTK is phosphorylated at Y551, presumably by Syk, and subsequently is activated. The supposed phosphorylation of ASC promotes inflammasome assembly and caspase-1 autoproteolytic activation leading to the cleavage and secretion of mature IL-1β. Whether BTK also plays a role in the alternative NLRP3 inflammasome dependent on caspase-11 remains to be investigated.



THERAPEUTIC OPPORTUNITIES IN INNATE IMMUNITY

Undoubtedly, the existence of and first clinical data for an FDA-approved BTK inhibitor, ibrutinib (also known as PCI-32765), in oncology (8) make preclinical and translational research into BTK’s innate functions highly interesting, for example in arthritis (30), thromboinflammation (51), or in ischemic stroke, as aforementioned (52, 54). Compared to other strategies proposed to target the pathologically relevant NLRP3 inflammasome/IL-1 axis—for example, the inhibitor MCC950, whose target is however unknown (58), or IL-1 blockade which only neutralizes the inflammatory potential of certain inflammasome-dependent mediators—targeting NLRP3 via BTK is highly intriguing since BTK is a well-known (if incompletely understood) molecular target with inhibitors approved or in clinical trials. In cancer immunotherapies, first results on BTK inhibition modulating DC and subsequent CD4+ T cell activation (43) or upregulation of the inhibitory receptor TIM-3 on DCs are also noteworthy (59). On the other hand, targeting BTK with ibrutinib causes significant immunosuppression associated with an increased risk of infections (60) indicating that BTK dependent innate immunity is severely impaired (23). In addition, leukostasis as well as bleeding complications have been reported indicating that BTK inhibition by ibrutinib also affects leukocyte adhesion and platelet functions in a clinically relevant way (51, 61). Increased rates of atrial fibrillation (62) as a non-immune adverse event in patients receiving ibrutinib advises caution when exploring the novel opportunities of BTK blockade in various disease entities. Potentially, transient use of inhibitors, e.g., only during phases of acute adverse inflammation (e.g., shortly after ischemic brain or heart injury), may nevertheless offer advantageous therapeutic windows in non-chronic diseases. Nonetheless, much further work will be required to safely harness the potential of BTK for treating additional innate immune-related disorders.

OPEN QUESTIONS AND OUTLOOK

Although much progress on deciphering the molecular function of BTK in various innate cell types has been made, specific BTK interactors and substrates in the different aforementioned processes have to be studied more systematically as highlighted by the many apparent controversies. Additionally, whether BTK functions as a bona fide kinase or more as a scaffold protein requires clarification, e.g., in the NLRP3 inflammasome process. In cell lines, well-characterized loss and gain of function mutants of BTK may be useful tools (22). Conditional and/or inducible gain- or loss-of-function mouse alleles, which surprisingly have not been described, will be essential for innate immunologists to meaningfully study BTK further in vivo and to exclude confounding effects from impaired B cell function, e.g., in in vivo infection studies. Furthermore, conditional alleles would help flesh out cell-specific and hematopoietic roles of BTK more precisely. The resulting in vivo mouse models should complement urgently needed additional studies on human BTK that may help to solve some of the apparent discrepancies between human and murine studies and decipher some of the profound complexity surrounding BTK. Such vital research could be done within ongoing studies in the cancer field or of ex vivo studies on biomaterial from healthy volunteers or XLA patients. Concomitant and standardized kinase and expression level assays conducted on XLA samples may help to gauge the penetrance and severity of naturally occurring variants better and, by incorporating these results, may allow drawing more generally valid conclusions from these patient studies.

In conclusion, BTK has emerged as a key node in many immunological signaling networks in innate immunity, some of which have profound therapeutic potential. Future efforts in both academia and industry may help to explore and subsequently harness the potential of this intriguing yet highly complex kinase for innate immunity. This may offer therapeutic opportunities comparable or potentially exceeding those already envisaged for oncology.
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1Gross deletion within the BTK genomic locus could affect not only expression and function of BTK itself but also that of adjacent genes like TIMM8A, the genetic cause of the Mohr-Tranebjærg syndrome (MTS, OMIM entry 304700), a neurodegenerative disorder leading to sensorineural deafness. Additionally, beside isolated BTK-deficiency (XLA OMIM entry 300300), patients were reported with growth hormone deficiency (GHD) associated with mutations within the BTK gene (XLH-GHD, OMIM entry 307200). The reason for GHD in XLA remains obscure.
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The prompt and efficient clearance of unwanted and abnormal cells by phagocytes is termed efferocytosis and is crucial for organism development, maintenance of tissue homeostasis, and regulation of the immune system. Dying cells are recognized by phagocytes through pathways initiated via “find me” signals, recognition via “eat me” signals and down-modulation of regulatory “don’t eat me” signals. Pathogen infection may trigger cell death that drives phagocytic clearance in an immunologically silent, or pro-inflammatory manner, depending on the mode of cell death. In many cases, efferocytosis is a mechanism for eliminating pathogens and pathogen-infected cells; however, some pathogens have subverted this process and use efferocytic mechanisms to avoid innate immune detection and assist phagocyte infection. In parallel, phagocytes can integrate signals received from infected dying cells to elicit the most appropriate effector response against the infecting pathogen. This review focuses on pathogen-induced cell death signals that drive infected cell recognition and uptake by phagocytes, and the outcomes for the infected target cell, the phagocyte, the pathogen and the host.

Keywords: phagocytosis, efferocytosis, cell death, pathogen, bacteria, virus, parasite, inflammation

INTRODUCTION

To maintain and protect themselves, multicellular organisms remove dead and dying cells arising during normal tissue development and function (1) or triggered by infection or sterile inflammation (2). At steady state, even within tissues with high constitutive rates of apoptosis, the number of detectable apoptotic cells is relatively low, indicating a high rate of removal (3–5). Efficient clearance is vital for the constant removal of approximately 106 cells/s undergoing apoptosis in various tissues in adult humans (6). Phagocytosis is defined as engulfment of particulate matter of >0.5–1 µm (7, 8) and is mediated by both professional and non-professional phagocytic cell types. Professional phagocytes are primarily macrophages and immature dendritic cells (DCs) resident in multiple tissues and tissue-infiltrating monocytes, neutrophils, and eosinophils. Non-professional phagocytes such as epithelial cells of mammary epithelium (9) and astrocytes in the brain (10) can also capture and engulf material including dying cells that are present in close proximity within tissue. “Efferocytosis” is a term describing the engulfment by phagocytes of dying and dead cells and their debris (11, 12) and demonstrates features of both conventional phagocytosis and the fluid-phase uptake mechanism macropinocytosis (13–15), resulting in uptake into “spaceous phagosomes” (15). However, although the term efferocytosis distinguishes recognition and engulfment of dead and dying cells from phagocytosis of other objects (12, 16), we are unaware of specific mechanistic differences that discriminate between the two processes. Efferocytosis is mediated by a variety of interactions between the phagocyte and its dying target cell that show substantial redundancy and many soluble and cell surface receptor–ligand interactions defined for phagocytosis are used in efferocytosis (described in more detail below). The initial definition of efferocytosis related to clearance of apoptotic cells (15), but this has more recently been widened to include other modes of cell death (17, 18).

Cell death has been broadly categorized into accidental (necrosis) and regulated (including apoptosis, pyroptosis, and necroptosis) (17). Accidental cell death occurs during severe physical or chemical insult, such as membrane shearing and rupture via extremes of pressure, temperature, osmolarity, pH, or exposure to agents such as detergents and bacterial toxins, and is insensitive to pharmacologic or genetic manipulation. Because accidental cell death results in uncontrolled release of cell contents including damage-associated molecular patterns (DAMPs), it is pro-inflammatory (19, 20). Regulated modes of cell death are implicated in post-embryonic ontogeny, tissue homeostasis, and during infection and immune responses, have a genetically programmed component, and can be modulated by altering pro- and anti-death signals (17). Pathogen infection is variously associated with all forms of regulated cell death (Figure 1A) and necrosis, and the type of cell death induced is directly linked to the type of infecting pathogen, its life cycle and its pathogen-associated molecular patterns (PAMPs) recognized by pattern recognition receptors (PRRs).
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FIGURE 1 | (A) Intracellular pathogens trigger regulated modes of cell death. Intracellular bacteria, viruses, and parasites infect target cells triggering different cell death pathways. Apoptosis is a non-inflammatory type of cell death in which the cellular contents remain membrane enclosed, whereas pyroptosis and necroptosis result in compromised membrane integrity leading to the release of intracellular contents that are pro-inflammatory. RIPK3, receptor-interacting protein kinase 3; MLKL, mixed lineage kinase domain-like; IRF3, interferon regulatory factor-3; PKR, protein kinase R; IAV, influenza A virus; EPEC, enteropathogenic Escherichia coli. (B) Pathogen infection modulates efferocytic outcomes. Intracellular bacteria, viruses, and parasites infect target cells inducing apoptosis. Dying target cells expose eat me signals and may down-modulate don’t eat me signals, leading to uptake and engulfment by efferocytes. Alternatively, the pathogen may escape from the infected cell wrapped in phosphatidylserine (PS)-containing membrane to deploy “apoptotic mimicry” for entry into the efferocyte. Efferocytosis may eliminate the pathogen, or may allow the pathogen to infect the efferocyte in a Trojan-horse type maneuver. The efferocyte will initiate anti-inflammatory or pro-inflammatory signaling depending upon the combined presence of immune-silencing signals (e.g., PS) and pro-inflammatory pathogen-associated molecular patterns and damage-associated molecular patterns.



PATHOGEN-TRIGGERED CELL DEATH

Apoptosis is a caspase-dependent programmed form of regulated cell death resulting in a series of well-characterized morphologic and molecular changes culminating in membrane blebbing, DNA fragmentation and expression of signals designed to attract phagocytes and trigger engulfment and disposal of the apoptotic cargo (17). Apoptotic cells that are not rapidly efferocytosed become late apoptotic cells with a phenotype related to that of necrosis and are pro-inflammatory (21, 22). Apoptosis may be triggered in various cell types by a variety of pathogens, including intracellular bacteria (23), parasites (24), and viruses (25). Despite having evolved in part as a mechanism to limit pathogen replication and spread, apoptosis may have been subverted to contribute to pathogen survival and disease pathogenesis as discussed below. Pyroptosis is a regulated mode of cell death triggered principally by infection with intracellular pathogens (26, 27) and is linked to inflammasome activation driving caspase-1 or non-canonical caspase-11-triggering of the pore-forming effector gasdermin family (28, 29). Since pyroptosis results in plasma membrane permeabilization and eventual rupture with release of cytoplasmic contents, it has pro-inflammatory outcomes similar to accidental cell death and necroptosis. Necroptosis is triggered by infection with a variety of intracellular pathogens including viruses and bacteria (30, 31). Similar to pyroptosis, necroptosis is also a pro-inflammatory mode of regulated cell death initiated by cell surface receptors but is triggered in a caspase-independent RIPK3-dependent manner and may be modulated by caspase-8 activation toward apoptosis (17). Non-canonical forms of necroptosis activated by IRF3 and PKR-dependent pathways have also been described (31). The different modes of pathogen-initiated cell death and their mechanisms have been recently reviewed [e.g., Ref. (27, 30–33)] and so will not be further discussed here but are summarized in Figure 1A with some examples of pathogens implicated.

EFFEROCYTIC SIGNALS

Phagocytes engage apoptotic cells via a defined set of markers termed “apoptotic cell-associated molecular patterns” or ACAMPs (16). ACAMPs include externalized phosphatidylserine, calreticulin, and modified carbohydrates that are recognized by a set of specific receptors and bridging molecules and will be described briefly below. Efferocytosis of dead and dying cells can be divided into four distinct stages (34, 35): (i) Detection of the target cell by release of chemotactic “find me” signals (36, 37) that include lysophosphatidylcholine, CX3CL1 (fractalkine), nucleotides adenosine triphosphate and uridine 5′ triphosphate, and sphingosine 1-phosphate (38–41). (ii) Exposure of “eat me” signals (42, 43), of which phosphatidylserine (PS) exposure on the outer leaflet of the plasma membrane is the best characterized, and although initially described in the context of apoptosis, appears to be shared between all modes of cell death (43–47). However, whereas PS externalization during apoptosis is mediated enzymatically, it becomes accessible during pyroptosis and necroptosis via membrane permeabilization. Eat me signaling is counter-balanced by expression levels of “don’t eat me” cell surface molecules such as CD47 (48, 49). Many eat me signals are recognized directly by phagocyte receptors such as members of the T-cell immunoglobulin domain and mucin domain (TIM) family, complement receptors CR3 and CR4, scavenger receptors SRA and CD36, mannose receptor (MR) and integrins α5β3 and α5β5, whereas others require bridging molecules such as collectins, complement C1q, mannose binding lectin, pentraxin3, ficolins, thrombospondin, and milk fat globule protein (MFG-8) for their recognition (18, 42, 50, 51). (iii) Following recognition of eat me signals, receptors such as antibody Fc (52) and complement (53) receptors signal to the cytoskeleton and are directly phagocytic, whereas others such as TIM-4 (54) are implicated only in tethering the target cell. However, a phagocyte will integrate signals from multiple receptors to inform the outcome of whether or not to engulf the target cell (12, 34, 55). (iv) Cellular material is fully internalized via cytoskeletal rearrangement of the plasma membrane (5, 12, 35) with processing of the engulfed cell usually (5, 55), but not exclusively (56), leading to its elimination within a phagolysosome-type compartment (57, 58). During the target cell recognition process, phagocytes may further evaluate the target’s chemical composition to estimate the threat posed by its contents and form such as size (59), geometry (60), and topography (61). This assessment determines (i) whether engulfment occurs or is replaced with, for example, neutrophil NETosis, an anti-microbial cell death mechanism whereby neutrophils eject chromatin extracellular traps (62); (ii) the fate of the target cell within the phagocyte; and (iii) whether the clearance process is immunologically silent, such as the efferocytosis of apoptotic cells (11, 63), or stimulates an inflammatory response such as the engulfment of most pathogens, pathogen-infected cells, and necrotic cells (8, 19, 20).

This review will not further consider find me and eat me signals involved in recognition and uptake of dead and dying cells, or the downstream signaling and cytoskeletal changes leading to phagocytic uptake, topics that have been very comprehensively reviewed recently (4, 6, 12, 16, 63–67). Instead, we will highlight recent discoveries regarding phagocyte recognition of cell death triggered by microbial infection and outcomes for the pathogen and infected target cell, the phagocyte, and the host.

PATHOGEN INFECTION DRIVING CELL DEATH AND EFFEROCYTOSIS

Infection by intracellular pathogens may lead to cell death by any of the regulated pathways described earlier (see Figure 1A), or by necrotic cell death in the case of some lytic infections. Microbial induction of regulated death is generally considered to be a mechanism evolved to reduce or prevent pathogen replication and spread (33). The beneficial outcomes for the host of pathogen-triggered cell death may comprise: (i) removal of the intracellular environment required for survival and replication; (ii) direct antipathogen effects of released intracellular components; (iii) initiation of an anti-microbial inflammatory response by release of DAMPs and PAMPs; and (iv) uptake and presentation of pathogen antigens by antigen-presenting cells. Induction of cell death may itself be sufficient to reduce and control pathogen replication or may be assisted or mediated by efferocytic mechanisms as has been described for several bacterial and viral pathogens (14). Conversely, some pathogens may use efferocytic mechanisms to invade the phagocyte in a “Trojan-horse” type of manoeuver and thereby perpetuate or enhance replication and dissemination (14, 68). These outcomes are discussed in more detail below and summarized in Figure 1B.

EFFEROCYTOSIS IN PATHOGEN CONTROL AND ITS SUBVERSION BY PATHOGENS

Bacterial Infection

Gram-negative intracellular pathogenic bacteria including the Enterobacteriaceae Shigella (69, 70) and Salmonella (71) were initially proposed to induce apoptosis in infected macrophages. However, more recently, this view has been modified to take into account features of pyroptotic cell death including caspase-1 and inflammasome activation (26, 72, 73). Virulent strains of many gram-negative intracellular bacteria have evolved to evade pyroptotic cell death, for example, Shigella inhibition of caspase-4 activation (74), testifying to its importance as an innate immune antibacterial mechanism (26, 75, 76). Using an attenuated strain of Salmonella typhimurium that constitutively expresses flagellin and, therefore, activates NLRC4, Jorgensen et al. demonstrated that infected pyroptotic macrophages form “pore-induced intracellular traps” that capture bacteria within cellular debris without killing them (77). The bacterium-containing cell debris is then cleared by efferocytic neutrophils that are attracted by find me and eat me signals and kill the bacteria in a ROS-dependent manner (72, 77). Although apoptotic cell death of human monocytes or macrophages infected with wild-type (78–80) or attenuated (81) Mycobacterium tuberculosis is associated with reduced bacterial survival, the mechanism was until recently unclear. Apoptosis may impart some cell-intrinsic anti-M. tuberculosis activity to macrophages by enclosing the bacilli within apoptotic membrane vesicles, but efferocytosis appears to be an important adjunct mechanism to clear viable bacteria associated with apoptotic macrophages (82, 83). Efferocytosis of apoptotic M. tuberculosis-infected macrophages by uninfected macrophages results in their trafficking to a degradative phagolysosomal compartment (83). Similarly, in the zebrafish model, apoptotic Mycobacterium marinum-infected granulomatous macrophages were engulfed by neutrophils resulting in their death by oxidative-burst exposure (84). Not only does efferocytosis reduce mycobacterial viability in human cells but also allows cross-presentation by DC of mycobacterial antigens for MHC class-I and CD1 presentation to CD8+ T cells in mice, reinforcing adaptive anti-bacterial immunity (85). The importance of macrophage apoptosis as an anti-mycobacterial mechanism contrasts with the finding that some virulent forms of M. tuberculosis have evolved to divert apoptotic cell death toward a programmed necrotic pathway, which fails to inhibit bacterial growth and allows bacterial release from the disrupted cell, promoting pathogen dissemination (79, 81, 86, 87). Thus, the type of cell death induced directly influences the outcome for the pathogen.

Bacteria may use efferocytic pathways to escape from elimination or to assist their dissemination using Trojan-horse-type mechanisms in which dying cells carrying viable bacteria are engulfed leading to infection of the efferocyte. After the uptake of M. marinum by zebrafish macrophages, the infected macrophage undergoes apoptotic cell death. These apoptotic, infected macrophages are engulfed by other healthy macrophages, driving dissemination of infection via efferocytosis to increase granuloma burden and seed secondary granulomas in a manner dependent on the RD1 virulence factor (88). Eat me signals potentially involved in efferocytic mycobacterial infected cell uptake have been partially defined. Blocking of human macrophage cell surface MR using anti-MR antibody or pre-incubation with competitive soluble sugars (mannan and GlcNAc) (89), or blocking TIM-4 (83) significantly reduced the uptake of apoptotic M. tuberculosis-infected macrophages by uninfected macrophages. TIM-4 is also implicated in the subversion of efferocytic mechanisms by the gram-positive bacterial pathogen Listeria monocytogenes. The bacterium is phagocytosed by macrophages but avoids elimination by escaping the phagosome using the pore-forming toxin listeriolysin O (LLO) and recruits actin to drive cell-to-cell spread (90). The bacterium wraps itself in vesicles derived from the LLO-damaged host cell plasma membrane that exposes PS, which are in turn recognized by TIM-4 on healthy macrophages, leading to bacterial uptake and infection of a new host cell (91). Infection of a mouse strain lacking TIM-4 expression resulted in impaired bacterial growth, thus emphasizing its role in vivo. An efferocytic Trojan-horse mechanism of dissemination using neutrophils as a cellular vector is proposed for Chlamydia pneumoniae (92) and Yersinia pestis (93). In mice, both bacteria are initially phagocytosed by neutrophils at the site of inoculation, but the bacteria survive and, in the case of Y. pestis, replicate within the neutrophils. Subsequent infected neutrophil apoptosis and PS exposure triggered efferocytosis by macrophages, which were permissive for replication of both bacteria but elicited an anti-inflammatory cytokine response, potentially limiting anti-bacterial activity (92, 93). Macrophage recognition of C. pneumoniae in the context of apoptotic cells was shown to be important for bacterial replication, since inhibition of efferocytosis using annexin-V reduced macrophage infection (92).

Viral Infection

There is limited work on the role of efferocytosis in controlling viral replication. Influenza A virus infection of HeLa cells resulted in their apoptosis and rapid efferocytic engulfment and transit into phagosome-like structures within murine alveolar macrophages (94). The outcome of this was to limit viral release in the culture, suggesting that this may be a mechanism for suppressing replication in vivo (95). Of interest, the authors demonstrated that the eat me signals implicated in this efferocytic uptake were a combination of plasma membrane PS exposure and desialylation of surface glycans on the infected cells (96), consistent with other studies suggesting that loss of cell surface sialic acid during apoptosis is a novel eat me signal (97).

Recently, Baxter et al. observed that recognition and uptake of HIV-1-infected CD4+ T cells by human monocyte-derived macrophages led to enhanced macrophage infection when compared to incubation of these cells with cell-free virus (98). Macrophage infection by this cell-to-cell route was high multiplicity allowing robust infection even by weakly-macrophage–tropic viral strains (98). Although infected apparently healthy cells were weakly selectively captured, the strongest eat me signal came from dying HIV-1-infected cells, implying efferocytic signals. However inhibitors of PS–receptor interactions and other apoptotic cell death recognition receptor–ligand interactions failed to significantly reduce infected T-cell uptake, suggesting alternative signals that have yet to be defined (98). Macrophage phagocytosis of simian immunodeficiency virus-infected CD4+ T cells occurs in the macaque model, suggesting that this mode of viral spread may have in vivo relevance for immunodeficiency viruses, although it is unclear if the macrophages were productively infected or simply harbored infected efferocytosed cells (99, 100). This raises the general caveat that phagocytes may take up pathogen-infected cells giving the appearance of infection but without necessarily undergoing productive infection themselves (68). Thus, astrocytes, long proposed to undergo an atypical HIV-1 infection in the brain but which lack the primary HIV-1 receptor CD4, are phagocytic and engulf dying HIV-1-infected cells leading to markers of viral infection but are resistant to viral entry and infection (101). Finally, in an interesting twist to this paradigm, human papilloma virus (HPV) appears to have subverted efferocytosis to facilitate viral persistence in vivo. Efferocytosis of HPV-infected cervical cancer cells by primary human fibroblasts (102) led to expression of the HPV E6 gene within the fibroblasts and elicitation of a tumorigenic phenotype with implications for viral persistence (103).

While not formally efferocytosis, apoptotic cell mimicry achieved by the incorporation of PS into viral envelopes is a related phenomenon that has been described as enhancing infectivity for several enveloped virus families (104, 105) including HIV-1 (106), vaccinia virus (107), and lentiviral vectors pseudotyped with multiple viral envelope glycoproteins (105, 108). Non-enveloped picornaviruses also use this strategy, effected by wrapping themselves in PS-containing vesicles during cellular exit (109, 110). PS incorporated into the viral envelope during budding is recognized by a multitude of PS receptors on the target cell including TIM-1 and TIM-4 and TAM tyrosine kinase receptors TYRO3, AXL, and MER (11, 105, 108, 111) and may be further enhanced by bridging molecules such as MFG-E8 (105). Apoptotic mimicry has the major advantage of compromising pro-inflammatory programs by activating anti-inflammatory signaling cascades, which would otherwise trigger innate and adaptive immune responses against the invading virus, reducing viral replication in vivo (112). This immune evasion strategy is also used to good effect by parasites (see below).

Parasite Infection

Leishmania infection is transmitted to man by the sandfly, recruits a rapid neutrophil influx to the site of parasite entry, and replicates primarily within macrophages. The Leishmania major inoculum consists of a mixture of apoptotic and viable parasites, and depletion of apoptotic parasites reduces in vivo infectivity in a mouse model, proposed to be a consequence of loss of the anti-inflammatory TGF-β signal imparted on macrophages by the PS-expressing parasites (113). Using intravital microscopy of infected sandfly bites in mouse ear, it was observed that neutrophils are rapidly recruited to the site of the bite and engulf the parasites, many of which remain viable and infectious (114). Leishmania uptake by neutrophils can delay or accelerate neutrophil death in a manner dependent upon the experimental system. In vitro studies demonstrate that apoptosis of neutrophils is delayed for up to 2 days by L. major infection, thereby potentially serving as intracellular survival vectors for the parasites, during which time the neutrophils release MIP-1β, which attracts monocytes and macrophages (115). However, by contrast with in vitro studies, Leishmania-infected neutrophils analyzed ex vivo showed enhanced expression of PS, indicating accelerated apoptosis and potentially serving as an eat me signal for macrophage and DC uptake (116). Regardless of the underlying mechanism, macrophages may then efferocytose-infected apoptotic neutrophils becoming infected themselves in the process, the Trojan-horse mechanism (113). An alternative scenario, imaged by intravital microscopic analysis, is that rather than carrying parasites into the macrophage by efferocytosis, neutrophils may release viable parasites into regions densely populated by macrophages for subsequent macrophage engulfment and infection (114). Interestingly, in this study, depletion of neutrophils reduced L. major infection in mice (114), consistent with the idea that efferocytosis of apoptotic neutrophils imprinted an anti-inflammatory TGF-β signal on the neutrophils, preventing effective parasite elimination (115). A similar finding was also obtained when apoptotic neutrophils were engulfed by L. major-infected macrophages that produced the anti-inflammatory mediators TGF-β and prostaglandin PGE2 (117). However, these results must be evaluated in the context of the strain of mouse, the species of parasite, and the timing of macrophage encounter with apoptotic neutrophils in comparison with their encounter with the parasite. By contrast with the BALB/c mice used in the study above, engulfment of neutrophils by L. major-infected macrophages from parasite-resistant C57BL/6 mice reduced parasite load, concomitant with the secretion of TNF that most likely antagonized the anti-inflammatory signals released by uptake of apoptotic neutrophils (117, 118). Moreover, parasite killing may be parasite species dependent, since neutrophils from parasite-susceptible BALB/c mice triggered macrophage killing of Leishmania amazonensis and Leishmania braziliensis (119, 120). Finally, efferocytosis of apoptotic neutrophils by macrophages from resistant C57BL/6 mice 3 days prior to encounter with L. major led to enhanced permissivity to the parasite (121), a result that contrasts with studies in which infection took place prior to neutrophil exposure. Thus, in summary, whether efferocytosis of dying neutrophils results in advantageous or deleterious consequences for the parasite is complex and context dependent.

Trypanosma cruzi infection induces lymphocyte apoptosis in both experimentally infected mice (122, 123) and infected humans (124), and disease severity correlated with the degree of ex vivo apoptosis observed (124, 125). Mouse experiments support the concept that phagocyte uptake of apoptotic T lymphocytes results in the establishment of an anti-inflammatory response dictated by TGF-β and prostaglandin PGE2 that fuels parasite persistence and disease (126). Treatment of T. cruzi infected mice with inhibitors of apoptosis reversed the anti-inflammatory phenotype and reduced ex vivo parasite replication (123, 127), consistent with efferocytosis of apoptotic cells reducing macrophage anti-parasite activity and enhancing parasite persistence and disease.

IMMUNE CONSEQUENCES OF INFECTED CELL EFFEROCYTOSIS

The outcome for the phagocyte of engulfment of an infected dying cell is influenced both by the infecting pathogen and by the mode of death elicited in the target cell. PS exposed on apoptotic cells delivers an anti-inflammatory signal that is associated with defined receptor and signaling pathways and the production of regulatory cytokines such as TGF-β and IL-10 (11, 66) and is essential for rapid removal of apoptotic cells to avoid inflammatory and potential autoimmune consequences (19, 63). However, this is in the context of uninfected cells undergoing homeostatic apoptosis and immune-silent clearance. As described earlier, pathogen infection may induce more pro-inflammatory types of cell death via release of DAMPs and components of the pathogen present within the infected dying cell act as PAMPs to signal a pro-inflammatory response through PRRs (128). Thus, the phagocyte must integrate the pro- and anti-inflammatory signals to initiate the appropriate outcome, resulting in pathogen containment or clearance. Due to this complexity, experiments to probe the effects of specific pathogen infections of target cells on phagocyte pro- and anti-inflammatory programs are challenging to design and interpret. However, some information is available, particularly with regard to outcomes of efferocytosis of bacterial infection in the context of apoptotic cells. Torchinsky et al. (129) demonstrated that the combination of apoptotic and TLR-4-based signals presented to DCs by apoptotic neutrophils or B cells associated or not with E. coli or LPS triggered the release of TGF-β and IL-23 in the context of IL-6, a cytokine pattern, which favors the induction of Th17 effector Th cells. Th17 cells secrete the cytokine IL-17, which is important for the recruitment of neutrophils to resolve bacterial infections, and the combination of apoptotic cells and bacterial PAMPs was optimal for Th17 induction in the context of the model Citrobacter rodentium infection of mouse gut (129). LPS alone failed to induce biologically active TGF-β and also induced high levels of IL-12, favoring a Th1-type response rather than Th17-type response, an outcome that would be suboptimal for extracellular bacterial clearance. Similarly, comparison of DC-mediated efferocytosis of an uninfected or E. coli-infected macrophage line induced to undergo apoptosis resulted in distinct outcomes (130). DC efferocytosis of infected apoptotic cells showed increased CD86 and CCR7 expression associated with an enhanced migratory capacity compared to uninfected apoptotic cells and enhanced production of IL-6, TGF-β, and IL-23, indicative of Th17 differentiation capacity (130). This again suggests that combination of pathogen and dying cells integrates signals to elicit the most appropriate immune outcome to control the specific pathogen. However, infection associated with apoptosis may also lead to misdirected adaptive immunity resulting in autoimmune outcomes. Thus, using apoptotic B cells infected with L. monocytogenes, Campisi et al. showed that the combination of stimuli present within the phagocyte resulted in presentation of self-antigens in the context of a pro-inflammatory environment (131). Using an in vivo murine model, this translated into Th17-induced colitis in the context of a C. rodentium bacterial infection, confirming the potentially deleterious effects of co-presentation of apoptotic and inflammatory infection signals by DC.

The most obvious implication of efferocytic uptake of virally infected dying cells is in cross-presentation, since CD8+ T-cell priming against viral infections requires access of viral antigens to the MHC class-I processing and presentation apparatus. While viruses that infect antigen-presenting cells do this directly by cytoplasmic expression of their antigens, induction of immune responses to viruses that do not productively infect DCs rely upon efferocytosis of infected apoptotic cells followed by cross-presentation. The first demonstration of this was in the context of influenza virus infection of monocytes that led to their apoptosis and uptake by DCs, driving efficient CD8 T-cell priming against influenza antigens (132). Since then, multiple studies have reported on cross-presentation of viral antigens by efferocytic uptake of dying cells infected with vaccinia virus, HTLV-1, measles virus, CMV, and EBV (133, 134). Similar observations have been made for a series of intracellular bacterial pathogens including L. monocytogenes and M. tuberculosis (133). Although much of the cell biology of cross-presentation has been defined, what remains to be addressed is how the combination of cell death and pathogen-triggered signals influence the outcome of cross-presentation, as for example has been dissected for T-helper cell responses (128). The restriction factor SAMHD1 renders DC relatively resistant to HIV-1 infection and limits DC activation and antigen presentation (135). However, as recently demonstrated by Silvin et al. (136), DCs are heterogeneous with respect to viral infection and, while CD1c+ DCs are sensitive to HIV-1 and influenza virus infection resulting in DC death, CD141+ DCs are resistant. The authors provide evidence that in the absence of direct infection, CD141+ DC acquires viral antigen by efferocytosis of dying virus-infected cells including CD1c+ DC, allowing efficient cross-presentation. Also relevant to cross-presentation of infected dying cells, cells dying by necroptosis, rather than by necrosis or apoptosis, trigger a RIPK1-dependent NFκB transcriptional program-directing release of inflammatory cytokines that enhance cross-priming of CD8+ T cells by DC (137). Although the cells in this instance were not infected, the relationship between this mechanism and infections driving necroptosis is obvious and raises questions regarding the ability of pathogens to modulate or suppress NFκB activation and other pro-inflammatory programs in dying cells. HIV-1 infection is a weak trigger of type-I interferon responses in macrophages, considered in part to result from “shielding” of viral nucleic acid PAMPs from intracellular sensors (138, 139), although early entry events can elicit low interferon levels (140). HIV-1 infection of CD4+ T cells leads to their death by apoptosis (141) during productive infection or pyroptosis during abortive infection (142), and in vivo, there is likely to be a combination of these types of death associated with infection. Using model in vitro systems, Lepelley et al. showed that HIV-1-infected CD4+ T cells elicit robust type-I interferon release from plasmacytoid DCs that is partially elicited by TLR-7 sensing of viral RNA (143) but potentially also by DAMPs released from infected dying T cells. Thus, cell-associated viral PAMPs appear to elicit a stronger innate immune anti-viral response than the virus alone.

CONCLUDING REMARKS

It is evident that efferocytosis is both an essential element of tissue homeostasis and a mechanism for elimination of intracellular pathogens. However, as described earlier, subversion of efferocytic mechanisms via (i) the Trojan-horse type of strategy, (ii) cell-free microorganisms expressing or hijacking PS-containing membrane, and (iii) triggering of anti-inflammatory programs in macrophages by efferocytosis of apoptotic cells contributes to immune evasion and pathogen persistence. Therapeutic intervention in efferocytic pathways may well be a rational approach to reducing infection by certain pathogens, but care must of course be exercised to avoid perturbing the fine balance between homeostasis and deleterious inflammation. In vitro studies demonstrated a reduction in HIV-1 infectivity of macrophages in the presence of soluble recombinant annexin-V, suggesting a mechanism to target this viral reservoir (144). The anti-PS monoclonal antibody Bavituximab has been used in a number of clinical trials as an anti-cancer agent, and its use in targeting viral infections such as HIV-1 (145), Pichinde virus (as a model for Lassa fever virus), and CMV (146) has been investigated. Aside from directly targeting pathogen replication, chronic infections such as HIV-1 (147) and HCV (148) are associated with long-term inflammatory outcomes that predispose to disease even in the context of suppressive anti-viral regimens. Chronic inflammation in HIV-1 infection is linked to acute inflammatory events in the gut-associated lymphoid tissue (GALT) initiated by massive HIV-1 infection and death of CD4+ T cells (149) that predispose this tissue to translocation of microbial products from the lumen (150). Excessive CD4+ T-cell apoptotic death may saturate GALT efferocytic capacity driving neglect of apoptotic cells by phagocytes leading to secondary necrosis, a type of cell death associated with tissue infiltration of monocytes and neutrophils that may mediate further tissue damage and is linked to chronic inflammatory autoimmune conditions (22). Moreover, abortive HIV-1 infection of tissue CD4+ T cells has been implicated in pyroptotic cell death (142), which might directly promote pro-inflammatory programs in phagocytes. Whether modulating efferocytosis in conditions such as this may influence the inflammatory outcome is a question that requires attention. Very recently, it has been demonstrated that efferocytosis during drosophila development can reprogram macrophages via JNK signaling to increased expression of the damage receptor Draper for robust responses to subsequent tissue injury or infection (151). This type of priming leading to innate immune “memory” deserves further investigation and may potentially be targeted for either anti-pathogen or anti-inflammatory outcomes in the clinic.
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During the resolution of inflammation, macrophages engulf apoptotic polymorphonuclear cells (PMN) and can accumulate large numbers of their corpses. Here, we report that resolution phase macrophages acquire the neutrophil-derived glycoprotein lactoferrin (Lf) and fragments thereof in vivo and ex vivo. During the onset and resolving phases of inflammation in murine peritonitis and bovine mastitis, Lf fragments of 15 and 17 kDa occurred in various body fluids, and the murine fragmentation, accumulation, and release were mediated initially by neutrophils and later by efferocytic macrophages. The 17-kDa fragment contained two bioactive tripeptides, FKD and FKE that promoted resolution phase macrophage conversion to a pro-resolving phenotype. This resulted in a reduction in peritoneal macrophage numbers and an increase in the CD11blow subset of these cells. Moreover, FKE, but not FKD, peptides enhanced efferocytosis of apoptotic PMN, reduced TNFα and interleukin (IL)-6, and increased IL-10 secretion by lipopolysaccharide-stimulated macrophages ex vivo. In addition, FKE promoted neutrophil-mediated resolution at high concentrations (100 μM) by enhancing the formation of cytokine-scavenging aggregated NETs (tophi) at a low cellular density. Thus, PMN Lf is processed, acquired, and “recycled” by neutrophils and macrophages during inflammation resolution to generate fragments and peptides with paramount pro-resolving activities.

Keywords: resolution of inflammation, lactoferrin, macrophages, efferocytosis, NETosis

INTRODUCTION

The clearance of apoptotic cells is essential for proper development, homeostasis, and the termination of immune responses (1, 2). The engulfment of apoptotic polymorphonuclear cells (PMN) by macrophages during the resolution of inflammation, in particular, is considered to be a hallmark and a major fate-determining event for these cells (3–6). The phagocytosis of apoptotic cells and phagolysosome maturation reportedly result in the degradation of the apoptotic cell content (7). However, neutrophil-derived defensins were preserved and transferred from engulfed apoptotic PMN to the phagolysosomes in the engulfing macrophage (8). Here, they limit the intracellular growth of Mycobacterium tuberculosis. It has been shown that CD11blow macrophages emerge during the resolution of inflammation (9). These satiated phagocytes engulf high numbers of apoptotic PMN and consecutively migrate to spleen and inguinal lymph nodes (LN) (9).

Lactoferrin (Lf), an iron-binding glycoprotein from the transferrin family with a molecular weight of 78 kDa, is found in various body fluids like milk, colostrum, saliva, tears, mucus secretions, as well as in neutrophil secondary granules (10). Neutrophil degranulation is the main source of Lf in blood (11). Lf is endowed with a plethora of biological functions, including antimicrobial, antiviral, antiparasite, anti-inflammatory, and anticancer activities (12). Lf-binding proteins have been detected on the surfaces of various cells, including neutrophils, monocytes, and peritoneal macrophages (13, 14), as well as on the surfaces of various microorganisms (15). Lf is an important pro-resolving mediator when it is released from apoptotic neutrophils, i.e., it blocks the directed migration of neutrophils and eosinophils (16, 17). The region(s) of Lf responsible for its bactericidal properties is still elusive, although the primary sequences of human Lf and bovine Lf are known, and the molecular structure of this protein has been studied by X-ray crystallography. Numerous studies found that pepsin-digested Lf has a stronger antimicrobial activity than the native protein. A peptide fragment of Lf that exerts antimicrobial activity is referred to as lactoferricin (18). Komine et al. reported that cleavage by the neutrophil-borne serine proteases elastase and/or proteinase 3 of human or bovine Lf generated several bioactive oligopeptides (19, 20). One of these oligopeptides (PGQRDLLFKDSAL) promoted the secretion of pro-inflammatory cytokines and chemokines [interleukin (IL)-6, IL-8, tumor necrosis factor α (TNFα), and monocyte chemotactic protein-1 (MCP-1)] by bovine mammary epithelial cells, whereas its human homolog induced the production of IL-6, MCP-1, and IL-8. In addition, it activated nuclear factor kappa B (NF-κB) in human oral epithelial HSC-2 cells (20). An additional sequence (FKDCHLA) that also contains an FKD motif showed similar pro-inflammatory properties (20), whereas its bovine counterpart (FKECHLA) was inactive (19). Hence, Lf can be cleaved into bioactive peptides that display activities different from the established antibacterial properties.

Recent reports have indicated that the accumulation of neutrophils in high density in vivo or in vitro and their activation with monosodium urate (MSU) crystals leads to the generation of aggregated neutrophil extracellular traps (aggNETs) in a reactive oxygen species-dependent manner (21). These tophus-like structures promote the degradation of inflammatory cytokines through cleavage by associated serine proteases (21). However, especially in glandular tissues, aggNETs may carry the risk to occlude ducts and secondarily precipitate inflammatory reactions (22). Lf and adenosine triphosphate enhanced aggNETs formation in low-density neutrophil cultures (21). This suggests that Lf and serine proteases cooperate in the resolution of inflammation.

Here, we report that murine resolution phase macrophages contain truncated forms of Lf that are generated by aged/senescent PMN and are acquired following their engulfment. In turn, distinct shorter fragments of Lf are found in body fluids during the inflammatory and resolving phases of both murine peritonitis and bovine mastitis. A resolution-associated fragment of Lf contained two tripeptides that modulated in vivo pro-resolving properties of macrophages as well as the formation of aggNETs. These results suggest that macrophages acquire Lf from senescent PMN, process it to shorter bioactive peptides, and fragments thereof release them in a temporal manner. These peptides in turn promote pro-resolving actions of neutrophils and macrophages, as needed.

MATERIALS AND METHODS

Reagents

The following reagents were purchased as detailed: acrylamide/bis-acrylamide, fibronectin, lipopolysaccharide (LPS) (from Escherichia coli, clone 055:B5), staurosporine, TEMED, Tween-20, the neutrophil elastase inhibitor silevestat, and zymosan A from Sigma-Aldrich; clodronate from Liposoma BV; anti-goat horseradish peroxidase-conjugated immunoglobulin G (IgG) and anti-rabbit horseradish peroxidase-conjugated IgG from Jackson Immuno Research Laboratories; WesternBright™ ECL from Advansta, fetal calf serum (FCS), L-glutamine, penicillin–streptomycin, RPMI 1640 and trypan blue from Biological Industries, Kibbutz Beit Haemek; goat anti-mouse CD11b (M-19) polyclonal IgG and rabbit anti-human Lf (H-65) polyclonal IgG from SantaCruz Biotechnology; FITC-conjugated anti-mouse Gr-1, PE-conjugated anti-mouse F4/80, PerCP-conjugated anti-mouse CD11b, APC-conjugated anti-mouse CXCR4 (clone BL6-146508) and enzyme-linked immunosorbent assay (ELISA) kits for TNFα, IL-6, IL-12, and IL-10 from Biolegend; cycloheximide (CHX) from Cayman Chemical; PE selection kit was purchased from Stem Cell Technologies; and Protease Inhibitors Cocktail was purchased from Roche. FKD and FKE peptides were organically synthesized by GL Biochem (Shanghai) Ltd.

Murine Peritonitis

Male C57BL/6 mice (6–8 weeks from Harlan Biotech, protocol approved by the Committee of Ethics, The Technion, authorization no. IL-065-04-2010) were injected intraperitoneally (i.p.) with sterile zymosan A (1 mg/ml in PBS). At 24 or 66 h post-peritonitis initiation (PPI), mice were euthanized using isoflurane, and peritoneal exudates were collected by lavaging with 5 ml of sterile PBS. In some experiments, mice challenged with zymosan A for 42 h or unchallenged were injected i.p. with pre-made liposomal clodronate (1 or 0.1 mg/mouse, respectively) or empty liposomes. Then, unchallenged mice were injected with zymosan A. After additional 24 h, peritoneal fluids and spleens were collected from all mice and analyzed for leukocyte subsets by flow cytometry and by Western blotting for Lf as indicated below. Clodronate treatment resulted in an 84% reduction in peritoneal macrophages and no significant changes in the percentage of splenic macrophages. In other experiments, vehicle, FKD, or FKE peptides (50 μM) were injected i.p. at 48 h PPI, and peritoneal exudates were recovered at 66 h. Macrophages from the exudates were evaluated for CD11b expression, their apoptotic PMN content, and reprogrammed cytokine secretion as detailed below.

Apoptosis Induction

Jurkat T cells (1 × 106 cell/ml) were cultured in culture media (RPMI 1640 supplemented with 10% FCS, 2 mM L-glutamine, 100 μg/ml streptomycin, and 100 U/ml penicillin) under a humidified 5% CO2 atmosphere at 37°C. Apoptosis was induced by staurosporine (1 μM) for 4 h. PMN cells were isolated from peritoneal exudates 24 h PPI and incubated (1 × 106 cell/ml) in culture media under a humidified 5% CO2 atmosphere at 37°C for 16–24 h or for 4 h with roscovitine (10 μM) to promote apoptosis. After culturing, each cell type was collected, and the percentage of apoptotic cells was detected using MEBCYTO apoptosis kit (MBL). In some experiments, PMNs were treated with protease inhibitor (diluted 1:25), CHX (30 mM), or silevestat (40 nM), concomitantly with roscovitine and then analyzed for Lf content by Western blotting. In some experiments, the neutrophils were stained for CXCR4 and Annexin V and analyzed by flow cytometry.

Apoptotic Cell Engulfment Ex Vivo

Neutrophils or macrophages were isolated from peritoneal exudates 24 or 66 h after zymosan A injection, respectively, using EasySep® Selection Kit following the manufacturer’s instructions (Stem Cells Technologies Inc.) with primary antibodies directed against Ly-6G and F4/80, respectively. Then, macrophages were incubated with either apoptotic Jurkat T cells or senescent PMNs (1:5 ratio) for 24 h. Next, unbound cells were washed with PBS and the adherent cells were lysed with radioimmunoprecipitation assay (RIPA) buffer containing protease inhibitor cocktail for 20 min on ice, followed by centrifugation (15,000 RPM, 4°C) for 15 min and collection of supernatants.

Interstitial Fluids (ISFs) From Lymphoid Organs

Inguinal LN and spleens were harvested from mice 24 or 66 h PPI. The organs were mechanically dissociated and strained through a 100-μm nylon mesh (Beckton-Dickinson) to produce a single cell suspension, followed by separation of cells from ISF by centrifugation (1,200 RPM for 5 min). Then, red blood cells were lysed using RBC Lysis Buffer (biological industries), and both fluids and cells were saved at −20°C for further analysis. ISFs were added with a sample buffer and analyzed by Western blotting for Lf.

Mastitis Milk Sample Preparation

Milk samples were obtained from three different dairy cow farms. Samples were taken from cows undergoing resolving or non-resolving E. coli-induced mastitis or from healthy cows based on farmer’s criteria. The farmers’ criteria for resolving mastitis were high somatic cell counts and a swollen and red udder that resolved to a healthy state within 7–10 days. The milk initially became watered-down but later restored normal complexion. Non-resolving mastitis had the same diagnosis parameters initially, but instead of resolving, the milk became bloody and the udder became painful upon touching and eventually clogged. In order to separate the cellular and fat fraction from the aqueous fraction, samples were centrifuged at 1,200 RPM for 5 min (cellular fraction), and the supernatants were incubated overnight at 4°C to solidify the fat fraction. Then, the fat fraction was mechanically peeled from samples and sample buffer was added to the samples. Equal milk volumes were analyzed by Western blotting for Lf.

Purification of Lf-Derived Fragments

Mastitis milk samples from day 5 of resolving mastitis were defatted by centrifugation at 2,000 × g for 30 min at 4°C. The pH of the skim milk was adjusted to 4.6 with 5 N HCl and the milk was centrifuged at 10,000 × g for 1 h to remove the casein precipitate. The whey was then passed through a 0.45-mm filter (Millipore) to completely remove the casein precipitate and its pH was readjusted to 6.0 with 1 N NaOH. The immunoglobulin in the whey was removed by ammonium sulfate precipitation (48%). After passing through a 0.45-mm filter, the solution in the whey was replaced with 0.005 M sodium phosphate buffer (pH 6.0) using dialysis bag (33 mm cellulose membrane, 12–14 kDa cutoff, Sigma-Aldrich). Dialysis was performed in two repetitions, for 5 h and consequently overnight with stirring in a high volume of 0.005 M sodium phosphate buffer (pH 6.0) at 4°C. Then, the samples were loaded into a heparin affinity column (Affi-gel Heparin gel, Bio-Rad), washed and eluted by a stepwise elution with increasing salt concentrations (0.005 M sodium phosphate buffer; pH 6.0, containing 0.1, 0.3, or 0.5 M NaCl). The proteins were then collected at the 0.5 M NaCl fraction, and its content was assessed by sodium dodecyl sulfate-polyacrylamide gel electrophoresis (SDS-PAGE) followed by Coomassie Blue staining and Western blotting for Lf (SantaCruz).

Western Blotting

Isolated cells were washed with PBS and lysed in RIPA buffer containing Protease Inhibitors Cocktail (1:25 dilution, Roche). Cell lysates, ISF, milk samples or isolated Lf derivatives were added with a sample buffer, run by SDS-PAGE (7.5 or 10%), and then transferred to a polyvinylidene difluoride membrane. The membranes were blocked with 5% BSA and probed with primary rabbit anti-mouse Lf polyclonal IgG (SantaCruz). Next, the membranes were blotted with appropriate secondary antibodies (1:10,000 dilution, 1 h at room temperature, Jackson ImmunoResearch) conjugated with horseradish peroxidase. Membranes were developed with WesternBright™ ECL kit (Advansta) and analyzed using Luminescent Image Analyzer LAS-4000 (Fujifilm Corporation) and “Image Reader LAS-4000” software (Fujifilm Corporation). Densitometric analysis was performed using TotalLab TL100 (nonlinear dynamics) image analysis software.

Lf Fragment Sequencing

The Coomassie-stained bands corresponding to the 15- and 17-kDa fragments of bovine Lf from milk samples were proteomically analyzed at the Smoler Proteomics Center, The Technion, Israel, according to the following protocol: the proteins in each sample were denatured in 8 M urea, reduced with 3 mM DTT (60°C for 30 min), and modified with 10 mM iodoacetamide in 100 mM ammonium bicarbonate (room temperature for 30 min). The urea was diluted to 2 M, and the sample was trypsinized in 10 mM ammonium bicarbonate containing trypsin (modified trypsin; Promega) at a 1:50 enzyme-to-substrate ratio, overnight at 37°C. A second step of trypsinization was performed by adding another portion of trypsin and incubation at 37°C for 4 h. Mass spectrometry was done according to the following protocol: the resulting peptides were desalted using C18 tips (homemade), dried, and re-suspended in 50 mM Hepes (pH 6.4). Labeling by dimethylation was done in the presence of 100 mM NaCBH3 (Sterogene 1 M), by adding light formaldehyde (35% Frutarom, 12.3 M) to one of the samples and heavy formaldehyde (20% w/w, Cambridge Isotope Laboratories, 6.5 M) to the other sample to a final concentration of 200 mM. After 1-h incubation at room temperature, the pH was raised to 8 and the reaction was incubated for 1 h. Neutralization was done with 25 mM ABC for 30 min, and equal amounts of the light and heavy peptides were mixed, cleaned on C18, and re-suspended in 0.1% formic acid. The peptides were resolved by reverse-phase chromatography on 0.075 × 200-mm fused silica capillaries (J&W) packed with Reprosil reversed phase material (Dr. Maisch GmbH, Germany). The peptides were eluted with linear 90-min, gradients of 5–45% and 15 min at 95% acetonitrile with 0.1% formic acid in water at flow rates of 0.25 μl/min. Mass spectrometry was performed by an ion-trap mass spectrometer (Orbitrap, Thermo) in a positive mode using repetitively full MS scan followed by collision-induced dissociation (CID) of the seven most dominant ions selected from the first MS scan.

The mass spectrometry data were analyzed using the Sequest 3.31 software (J. Eng and J. Yates, University of Washington and Finnigan, San Jose) searching against the bovine part of the NCBI-NR database. Peptide quantities were calculated as area under the pick using the PepQuant algorithm from Bioworks.

Sequence Alignment

Sequences from the identified peptides were aligned relative to full-length Lf using STRAP, Interactive Structure based Sequence Alignment Program,1 along with PubMed protein database.2 For an illustration of the complete isolation and sequencing procedure, please see Figure S2 in Supplementary Material.

Macrophage CD11b Expression

Peritoneal exudates were recovered from mice 66 h PPI following treatment for 18 h with vehicle, FKD, or FKE peptides. The cells were enumerated and immune-stained for Gr-1, F4/80, and CD11b and analyzed by flow cytometry (FACSCanto II) for leukocyte subtypes. F4/80+ macrophages were analyzed for the expression of CD11b as previously (9).

In Vivo Efferocytosis

Peritoneal macrophages from Section “Macrophage CD11b Expression” were isolated using F4/80-directed magnetic beads, and 150 × 103 cells were plated in an 8-well glass chamber slide (Nunc) for 2 h in 150-μl culture medium. Then, medium was aspirated, and unbound cells were washed gently with PBS. Adherent cells were subsequently fixed (200 μl of 4% paraformaldehyde, 5% sucrose, 15 min). Next, the cells were washed in PBS and stained (overnight, 4°C) with 200 μl of CF488A-conjugated phalloidin (5 U/ml from Biotium), for F-actin. Next, cells were washed three times with PBS and stained for nuclear DNA in 200 μl of Hoechst (20 μg/ml, 5 min, from Invitrogen), and rinsed with PBS. Then, the chambers were removed, mounted with Fluoromount G, and visualized under a Nikon A1 confocal microscope. The number of engulfed apoptotic cells per macrophage was scored, as well as the percentage of non-engulfing macrophages. The results were obtained from eight mice and 503–592 macrophages per treatment.

Macrophage Cytokine Secretion

Peritoneal macrophages from Section “Macrophage CD11b Expression” were isolated and then treated with LPS (1 μg/ml, 24 h) or vehicle. Then, culture media were collected and its cytokine content was determined by standard ELISA for TNFα, IL-6, IL-10, or IL-12.

Regulation of aggNETs Formation

All analyses of material derived from human subjects were performed in full agreement with institutional guidelines and with the approval of the Ethical Committee of the University Hospital Erlangen (permit number 193 13B). Peripheral blood PMNs (>95% neutrophils) were separated from mononuclear cells by density gradient centrifugation on Lymphoflot (Bio-Rad, Hercules, CA, USA) and cleared from contaminating erythrocytes by short hypotonic lysis. PMNs were incubated at a low cell density (5 × 106 cells/ml) with 50 pg/cell MSU crystals and/or 10–100 μM Lf (Sigma-Aldrich) and/or 10–100 μM FKD or FKE peptides and 1 μg/ml propidium iodide solution in RPMI (Thermo Fisher Scientific) without serum supplementation for 3 h at 37°C and 5% CO2. NET aggregation was stopped by adding 1% paraformaldehyde to cell cultures for 20 min. NET aggregates were filtrated through a 40-μM mesh, and macrophotographs of captured material with UVB transillumination were made with a Nikon D700 reflex camera.

Data Analysis

Experimental data were analyzed by Student’s t-test or ANOVA followed by Tukey’s post hoc analysis. p-values of ≤0.05 were designated as statistically significant. Results are presented as average ± SEM.

RESULTS

Resolution Phase Macrophages Acquire Lf From Senescent PMN

During the resolution of inflammation, macrophages engulf apoptotic PMN and consecutively migrate to lymphoid organs (9, 23). Macrophages acquire granular defensins from neutrophils that had undergone apoptosis and “recycle” it for antimicrobial activity (8). Lf is a major constituent of neutrophils secondary granules. We hypothesized that Lf is acquired by macrophages once they engulf senescent PMN. To test this, we incubated neutrophils with resolution phase macrophages from the peritoneum ex vivo and quantified their levels of Lf. Apoptotic Jurkat T cells, latex beads (LBs), IgG-opsonized LB (oLB), and anti-CD11b antibodies were used as phagocytosis and CD11b crosslinking controls, respectively. The results in Figure 1A show that macrophages contained only a single 50-kDa band immunoreactive with anti-Lf antibodies. Incubation with aging/senescent neutrophils resulted in the appearance of an additional 78-kDa protein similar to the major band corresponding to neutrophil-borne Lf. Interestingly, the expression of the 50-kDa band in macrophages was not significantly modulated by incubation with apoptotic Jurkat cells or other phagocytic targets, such as LB and oLB. Crosslinking of CD11b did not modulate Lf levels in resolution phase macrophages either. To determine whether Lf fragmentation already takes place in PMN or whether Lf is expressed de novo in PMN, the recovered cells were treated with roscovitine in the presence of a general protease inhibitor cocktail, an elastase inhibitor (silevestat), or CHX. The results in Figure 1B indicate that roscovitine treatment enhanced Lf fragmentation to shorter fragments than 50 kDa already in unengulfed PMN. A fragment of 17 kDa was especially evident in apoptotic PMN. Moreover, both protease inhibitors significantly abrogated the generation of the 17-kDa Lf fragment, whereas CHX increased this Lf fragment levels. It was previously shown that senescent neutrophils express CXCR4 and migrate to the BM once they age through CXCL12 gradients (24). Of interest, the aging of peritoneal neutrophils ex vivo resulted in membrane expression of both annexin V and CXCR4 on most cells after 24 h (Figure S1 in Supplementary Material), and this was enhanced by roscovitine at 4 h, but not at 24 h. This indicates that aging PMNs have features of both apoptotic and senescent neutrophils. Altogether, these results indicate that Lf was processed, at least partially, in neutrophils during the apoptotic process, and consequently Lf and its fragments were acquired by resolution phase macrophages following the phagocytosis of apoptotic cells. Thus, macrophages can acquire Lf and its fragments from senescing neutrophils following their engulfment and maintain it as distinct fragments.
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FIGURE 1 | (A,B) Lactoferrin (Lf) fragments accumulate in macrophages following incubation with senescent neutrophils. (A) Peritoneal macrophages were recovered 66 h post zymosan A-induced (1 mg/mouse) peritonitis initiation and incubated with apoptotic Jurkat cells (AC), senescent peritoneal neutrophils (SN), latex beads (LBs), IgG-opsonized LB (oLB), or anti-CD11b monoclonal antibodies as indicated. After 24 h, unbound cells were washed and macrophages were recovered. Then, the cells were lysed, and equal amounts of protein extract were blotted for Lf. Protein extracts from apoptotic neutrophils were also analyzed as indicated. Results are representative from three independent experiments (cells were pooled from three to five mice). (B) Peritoneal neutrophils were recovered 24 h PPI and treated with roscovitine (10 μM) alone or with protease inhibitor cocktail (Pi), cycloheximide (CHX), or the neutrophil elastase inhibitor, silevestat (NEi) for 20 h. Then, neutrophils were lysed, and their protein content was immunoblotted for Lf [results are representative from three experiments (cells were pooled from three to five mice)]. (C,D) Lf fragments are found in interstitial fluids (ISFs) of spleen and inguinal lymph nodes (LN) during peritonitis. Spleen (C) and inguinal LN (D) were harvested 24 and 66 h after initiation of peritonitis (n = 4–5) and mashed in equal volumes of PBS employing a nylon grid. Equal amounts of ISF protein were run by 10% sodium dodecyl sulfate-polyacrylamide gel electrophoresis (SDS–PAGE), followed by Western blotting for Lf. Results are representative blots from three experiments. (E–G) Peritoneal resolution phase macrophages are essential for the differential production of splenic Lf fragments. Mice were injected intraperitoneally (i.p.) with clodronate-containing or empty liposomes 42 h PPI or before the initiation of peritonitis. After additional 24 h, the spleens were recovered and mashed in equal volumes of PBS employing a nylon grid. Equal amounts of ISF protein were run by 12% SDS-PAGE, followed by Western blotting for Lf. Results are a representative blot (E) and averages of densitometric analysis of the 23- (F) and 17 (G)-kDa bands from three experiments (n = 3–6 mice per group). **/*indicate statistically significant differences of P ≤ 0.01/P ≤ 0.05, respectively, by ANOVA with Tukey post hoc analysis. (H) Lf fragments are found in dairy cow milk during the onset and resolution of mastitis. Milk samples from dairy cows with mastitis (days 1–7) were defatted and separated into soluble and cellular fractions by centrifugation. The cellular fraction was lysed and the cytoplasmic proteins were recovered. Equal amounts of protein from both fractions were analyzed by Western blotting for Lf. Results show representative blots from three sample sets taken daily from three different cows.



Resolution-Associated Fragments of Lf Are Present in Murine Draining LN and Spleen as Well as Bovine Udder

Next, we analyzed whether Lf fragments can be detected in lymphoid tissues during inflammation and its resolution, since macrophages that engulf apoptotic PMN tend to adopt the CD11blow phenotype and migrate to lymphoid organs (9). To this end, we collected ISFs from meshed inguinal LN and spleens 24 and 66 h post initiation of murine peritonitis. Our results in Figures 1C,D show three specific bands corresponding to Lf fragments that were detected in both spleen and LN with molecular weights of 23, 17 and 15 kDa. Notably, the 23-kDa fragment was present at a higher amount during the inflammatory phase of the response (24 h) in comparison to the resolution phase (66 h) in both organs. The 15-kDa fragment showed a similar trend in the LN but did not reduce during the resolution phase in the spleen. Importantly, the 17-kDa fragment of Lf showed the opposite trend in both spleen and LNs. Essentially, its levels were significantly increased during the resolution phase compared to the inflammatory phase of peritonitis. To determine whether processing and/or release by peritoneal macrophages is key to determining the different fragments of Lf present at the spleen, we depleted peritoneal macrophages using clodronate 24 h prior to spleen recovery. Our results (Figures 1E–G) indicate that the depletion of resident macrophages did not affect the levels of either the 23- or 17-kDa fragments of Lf in the ISF at 24 h PPI. However, the depletion of resolution phase macrophages significantly reduced the levels of the 17-kDa fragment and increased the levels of the 23-kDa fragment at 66 h PPI. Thus, our results suggest that the inflammatory 23-kDa fragment of Lf is produced primarily by other cells, while the resolution phase-associated 17-kDa fragment is acquired and released by peritoneal macrophages that engulf PMN and migrate to the spleen.

Lactoferrin is a major component of milk and plays a key role in innate immune defense. We aimed to determine whether Lf fragments are also present in bovine milk during mastitis and its resolution, since neutrophils and macrophages increased in bovine milk during inflammation (25, 26). Our previous results determined that Lf fragments are accumulating in macrophages. Therefore, we sought to determine whether Lf fragments are also present in bovine milk during mastitis and its resolution. To this end, protein samples from the soluble and cellular fractions of bovine milk were collected daily during resolving mastitis (Figure S2 in Supplementary Material for Methodology; Figure 1H). As controls, milk samples were also collected from non-resolving mastitis as well as from healthy cows (Figure S3 in Supplementary Material). Our results indicate a similar fragmentation pattern for murine and bovine Lf. Moreover, during spontaneous resolution of mastitis, the amounts of the 17-kDa fragment of soluble Lf increase from day 1 until day 7. Concomitantly, the amounts of the 23- and 15-kDa fragments of Lf were decreased during the transition from the inflammatory phase to the resolving phase. The full-length 78-kDa Lf and its 50-kDa fragment are evident only at the beginning of the inflammatory episode (day 1) and during the late resolution phase of mastitis (days 6 and 7), while during the course of early inflammation, its levels are very low. Importantly, the 50- and 17-kDa fragments of Lf were also found in the cellular fraction of the milk from resolving mastitis, albeit in kinetics that preceded the soluble fraction by 24 h. This suggested that the soluble fragments originated in leukocytes that infiltrated into the infected udder. In non-resolving mastitis, the prevalence of Lf fragments was different from that of resolving mastitis. Only the 50-kDa fragment is evident in non-resolving mastitis, and its levels in the milk increased with time. Altogether, our findings indicate that Lf undergoes a distinct proteolytic processing during inflammation and its resolution in various organs and mammals, and that a leukocyte-derived 17-kDa fragment accumulates in various immune-active organs during the resolution of inflammation.

Isolation of Lf-Derived Fragments and Determination of Their Amino Acid Sequences

Next, we isolated the 17-kDa fragment of Lf from milk collected during the resolution of mastitis and determined its amino acid sequence, to identify novel resolution-associated molecules. To this end, milk samples from day 5 of mastitis were prepared and loaded on heparin liquid-gel columns. After washing of unbound material, the eluted products were run on 10% SDS-PAGE, blotted by anti-Lf antibodies, and visualized by Coomassie Brilliant Blue staining (Figures 2A,B). The bands at 17 and 15 kDa were identified as Lf fragments by Western blotting and therefore were excised from the gel and used for amino acid sequencing using mass spectrometry. No other small Lf-derived fragments were detected in our isolated proteins, suggesting that the other fragments found in bovine milk do not bind heparin. The proteomic analysis of the 15- and 17-kDa fragments of Lf resulted in a series of peptides with relative quantities (Figure 2C) that were aligned to the amino acid sequence of full-length bovine Lf as well as to Lf sequences from eight other species taken from the PubMed database. These species include Homo sapiens, Mus musculus, and two subgroups of the bovine family: Bos indicus and Bos taurus. Alignment, amino acid coloring, frame shift, and amino acid numbering were done using the STRAP software (Figure S4 in Supplementary Material). Our analysis was based on the notion that our anti-Lf antibody was generated against a peptide comprising amino acids 146–210, and therefore this portion of Lf should be included in both the 15- and 17-kDa fragments. Our results revealed that the 15-kDa fragment was composed of eight peptides that encompassed amino acids 19–183 (including the peptides 27WCTISQPEWFK38,47 KLGAPSITCVRRAFALECIRA68, 72KADAVTLD80, 80GGMVFEAGRD90,90 PYKLRPVAAE100,100 IYGTKESPQT110, 110HYYAVAVVKK120, 120GSNFQLDQLQGR132, and 171FFSASCVPCIDR183). Most of these peptides also appeared with similar frequencies in the 17-kDa fragment analysis (probably due to dispersion of the 15-kDa band and inaccuracies in the excision process). However, a second molecular species was also evident. This fragment ranged from amino acids 171–343 (including the peptides 171FFSASCVPCIDR183, 206EPYFGYSGAF216, 217CLQDGAGDVAFVK230, 231ETTVFENLPEK241, 278SVDGKEDLIWK289, and 333VDSALYLGSR343; Figure 2C, insert). These designated amino acid sequences matched in predicted molecular weights to 15 and 17 kDa, respectively. Notably, another Lf peptide that was not detected by Western blotting was identified using mass spectrometry within the 17-kDa band. This fragment from the C-lobe of Lf (containing peptides 598PVTEAQSCHLAVAPNHAVVSR619, 627QVLLHQQALFGK639, 669LGGRPTYEEYL-GTEYVTAIANLKK693, and 693CSTSPLLEACAFLTR708) was not further pursued as it is not known whether it is associated exclusively with the resolution phase of inflammation. Thus, we conclude that the 15- and 17-kDa fragments differ from one another, for the most part, with a short overlapping region in the domain that is recognized by the anti-Lf antibodies (Figure 2C, highlighted in orange).
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FIGURE 2 | Isolation and identification of lactoferrin (Lf)-derived fragments from udders with resolving inflammation. Milk samples from cows with mastitis (day 5, early phase of resolution) were defatted and run on heparin gel columns. The bound proteins and fragments were eluted stepwise with 0.005 M sodium phosphate buffer (pH 6.0) containing 0.1, 0.3, or 0.5 M NaCl. The recovered protein samples were run on 10% sodium dodecyl sulfate-polyacrylamide gel electrophoresis (SDS-PAGE) followed with Western blotting for Lf (A), and Coomassie Brilliant Blue staining for total protein content (B). The bands corresponding to the 15- and 17-kDa fragments of Lf were excised from the gel and analyzed by LC-MS-MS. Quantification of the frequency of each fragment was provided by analysis of area under the peak. The indicated fragments were aligned using STRAP software against the full-length Lf sequence taken from the PubMed database. Then, each peptide was associated with the corresponding fragment of 15 or 17 kDa (inset, highlighted in blue and red, respectively). One common peptide present in both fragments is highlighted in orange (C).



The Lf-Derived Peptides FKE and FKD Promote In Vivo Macrophage Conversion to the Pro-Resolving CD11blow Phenotype

Previously, Komine et al. (19) identified four peptides in serine protease-digested bovine Lf: FKECHLA, VPSHAVVAR, FQLFGSP, and PGQRDLLFKDSAL (designated pep1–4, respectively). All peptides are located within the 17-kDa Lf fragment (Figure S4 in Supplementary Material, underlined) and showed that pep4 had an enhanced pro-inflammatory effect in terms of cytokine and chemokine secretion in a bovine mammary gland epithelial cell line (19), while pep1–3 were devoid of activity. Other results from the same group (20) showed that the human homolog of pep1 contains an FKDCHLA sequence, induced pro-inflammatory cytokines and chemokines (IL-8, IL-6, and MCP-1), and activated NF-κB in the HSC-2 cell line. The human homolog of pep 4 (SGQKDLLFKDSAI) was active as well. Thus, we suggest that the difference in immune-modulatory properties between bovine pep4 and pep1 could be due to the replacement of a single aspartate by glutamate (D → E). As a result, the active consensus sequence changes from phenylalanine–lysine–aspartate (FKD) to phenylalanine–lysine–glutamate (FKE; Figure S4 in Supplementary Material, inside the red frame) and results in loss of activity under their experimental setting. Since our results indicate that both peptides are present in the 17-kDa Lf-derived fragment that accumulates during the resolution of inflammation in various species and models, we determined whether these peptides exert anti-inflammatory and pro-resolving actions and whether the FKD and FKE peptides differ in this respect. To this end, FKD and FKE peptides (50 μM) were injected i.p. to mice undergoing peritonitis for 48 h. After additional 18 h, peritoneal exudates from these mice were recovered, and the properties of the leukocytes collected were determined. Our results (Figures 3A,B) indicate that FKD, and to a higher extent FKE, reduced peritoneal macrophage and PMN numbers (0.7- and 0.51-fold of PBS for macrophages, 0.77- and 0.69-fold of control for PMN, respectively), although the latter reduction was not statistically significant. Importantly, the conversion of macrophages from the reparative CD11bhigh phenotype to the pro-resolving CD11blow phenotype (9, 27) in the peritoneum was upregulated by FKD and to a higher extent by FKE peptides (Figure 3C; 1.13- and 1.33-fold of PBS, respectively).
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FIGURE 3 | Lactoferrin (Lf)-derived peptides promote macrophage conversion to the CD11blow phenotype. Mice undergoing peritonitis for 48 h were injected intraperitoneally (i.p.) with PBS, FKE, or FKD peptides (50 μM each). After additional 18 h, peritoneal exudates were recovered and the cells were enumerated. Then, exudate cells were immunostained for Ly-6G, F4/80, and CD11b and analyzed by flow cytometry. The numbers of macrophages (A) and neutrophils (B), and the percentages of CD11bhigh and CD11blow macrophages (C) are presented. Results are averages ± SEM from three independent experiments (n = 4 per group). ***/**/*indicate statistically significant differences of P ≤ 0.005/P ≤ 0.01/P ≤ 0.05, respectively, by ANOVA with Tukey post hoc analysis.



FKE Peptides Promote Macrophage Efferocytosis

It was previously shown that macrophage conversion to the CD11blow phenotype can be induced by apoptotic PMN uptake (9). Hence, we examined the impact of Lf peptides on efferocytosis in vivo. Our results in Figures 4A–C indicate that FKE increased efferocytosis, while FKD reduced it (1.17- and 0.57-fold of PBS, respectively). These responses were primarily due to a decrease in non-efferocytic macrophages following FKE treatment, while the percentage of these macrophages was increased by FKD (0.72- and 1.35-fold of PBS, respectively). Thus, FKE, but not FKD, peptides enhance the uptake of apoptotic PMN by resolution phase macrophages.
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FIGURE 4 | FKE peptides promote macrophage efferocytosis. Mice undergoing peritonitis for 48 h were injected intraperitoneally (i.p.) with PBS, FKE, or FKD peptides (50 μM each). After additional 18 h, peritoneal macrophages were isolated and stained with CF488A-conjugated phalloidin and Hoechst. Slides were visualized under a Nikon A1 confocal microscope and nuclei of engulfed polymorphonuclear cells (PMN) were enumerated [see (A) for a representative image]. Results show the average number of engulfed apoptotic PMN per macrophage (B) and the percentage of macrophages that did not engulf apoptotic PMN (C). Results are averages ± SEM from three independent experiments (n = 4 per group). *indicate statistically significant differences of P ≤ 0.05 by ANOVA with Tukey post hoc analysis.



FKE Peptides Promote Macrophage Reprogramming

The uptake of apoptotic cells promotes macrophage reprogramming and results in a reduced secretion of pro-inflammatory cytokines and an increased secretion of anti-inflammatory/reparative cytokines upon exposure to bacterial agents (5). Hence, we examined whether Lf peptides can affect macrophage reprogramming and cytokine secretion upon LPS stimulation. Our results indicate that FKE exposure in vivo reduced TNFα and IL-6 secretion by LPS-stimulated resolution phase macrophages [(Figures 5A,B); 0.79- and 0.81-fold of PBS, respectively]. FKD peptides, on the other hand, increased the secretion of these inflammatory cytokines from LPS-stimulated resolution phase macrophages [(Figures 5A,B); 1.66- and 1.2-fold of PBS, respectively]. Notably, IL-10 secretion was induced by FKE, but not by FKD [(Figure 5C); 1.72- and 0.98-fold of PBS, respectively], whereas both peptides reduced IL-12 secretion but not in a statistically significant manner (Figure 5D). Thus, FKE, but not FKD, seems to promote macrophage reprogramming during resolving inflammation.
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FIGURE 5 | FKE peptides promote macrophage reprogramming. Mice undergoing peritonitis for 48 h were injected intraperitoneally (i.p.) with PBS, FKE, or FKD peptides (50 μM each). After additional 24 h, peritoneal macrophages were isolated and incubated ex vivo with lipopolysaccharide (LPS) (1 μg/ml, 24 h) or vehicle. Then, culture media were collected and its content of tumor necrosis factor α (TNFα) (A), interleukin (IL)-6 (B), IL-10 (C), and IL-12 (D) was determined by standard enzyme-linked immunosorbent assay. Results are representative (A,D) and averages ± SEM (B,C) from three experiments (n = 4 per group). ***/**/*indicate statistically significant differences of P ≤ 0.005/P ≤ 0.01/P ≤ 0.05, respectively, by ANOVA with Tukey post hoc analysis.



Lf-Derived Peptides Enhance MSU-Induced aggNETs Formation

The resolution of neutrophilic inflammation was recently shown to be associated with the formation of cytokine-scavenging aggNETs displaying a tophus texture (21). Since Lf promotes human neutrophil aggregation at low density, we determined whether Lf, Lf peptides (LFPs), or combinations of these agents also promote aggNETs formation. To this end, we added FKE or FKD peptides alone or together with full-length Lf to MSU crystals in NETs formation and aggregation assays. Our results show that treatment with FKE enhanced MSU-induced aggNETs formation at 100 μM, whereas FKD did it to a lower and nonstatistically significant manner (Figure 6A). Full-length Lf reduced MSU-induced aggNETs formation in a concentration-dependent (but not statistically significant) manner at 30–100 μM (Figure 6B). Surprisingly, this effect was enhanced by FKE and FKD peptides (at 100 μM) in a statistically significant manner (compared to MSU alone; Figure 6B). Notably, FKD (at 30 μM) and FKE (at 100 μM) modulated MSU-induced aggNETs formation in a significantly different manner than Lf (Figure 6C), suggesting that the fragmentation of Lf is necessary for it to enhance the resolution of inflammation through aggNETs formation. We conclude that LFP enhances aggNETs formation by human neutrophils and thus contributes to the resolution of inflammation.
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FIGURE 6 | Lactoferrin (Lf)-derived peptides induce aggregated neutrophil extracellular traps (aggNETs) formation. Human polymorphonuclear cells (PMN) from three healthy donors were freshly isolated from peripheral blood and seeded in a final cell density of 5 × 106 cells/ml. PMNs were incubated with 50 pg/cell monosodium urate crystals (MSU) and/or 10–100 μM Lf (LF) and/or 10–100 μM FKD or FKE peptides and 1 μg/ml propidium iodide solution. NET aggregation was stopped by fixation and aggNETs formed were filtrated through a 40-μM mesh. Macrophotographs with UVB transillumination were captured with a Nikon D700 reflex camera (A). Averages ± SEM of fluorescence values from three independent donors of the images of control, MSU, and MSU + Lf (B) and MSU + FKD/FKE peptides at the indicated concentrations (C). **/*indicate statistically significant differences of P ≤ 0.01/P ≤ 0.05, respectively, by ANOVA with Tukey post hoc analysis.



DISCUSSION

Rapid engulfment of senescent PMN by macrophages during the resolution phase of inflammation causes the accumulation of stodgy cellular remnants in phagolysosomes that is congruent with the satiation of the engulfing macrophages (9). Macrophages have developed specific molecular mechanisms to cope with this burden (28). We hypothesized that Lf, a major neutrophil constituent that contains several proteolytic peptides with variable actions, can be processed during neutrophil apoptosis into bioactive fragments that accumulate in the engulfing macrophages. These will in turn be released and regulate both inflammation and its resolution. Since macrophages are emigrating from inflammatory and resolving tissues to remote sites (9, 23, 29), they can release Lf-derived products either locally or at their final destination. Our results in Figure 1 indicate that a truncated form of Lf with 50 kDa is to be found in resolution phase macrophages and that the latter can acquire Lf from apoptotic PMN but not from engulfment of other apoptotic cells or phagocytic targets. Our results indicate that Lf and its fragments found in these macrophages are not expressed de novo, but rather accumulating following efferocytosis. The Lf is cleaved in either PMN or macrophages to yield smaller fragments of 23, 17, and 15 kDa, which can robustly be found in murine ISFs from spleen and inguinal LN and in the udder of cows inflicted by mastitis. Importantly, we also detected these Lf fragments in macrophages or immune cells collected at inflammatory sites. Of particular interest, the Lf fragments showed different kinetics. The 23- and 15-kDa fragments were associated with the inflammatory phase, while the 17-kDa fragment increased during the resolving phase of inflammation. Moreover, the levels of splenic 17-kDa fragment were reduced upon peritoneal macrophage depletion during the resolution phase, whereas the levels of the 23-kDa fragment were increased. Thus, apoptotic PMN and efferocytic macrophages processed Lf, and the later cells released its fragments in a spatially and temporally regulated manner during the inflammatory responses. Since the inflammatory 23- and 15-kDa fragments of Lf were not found in apoptotic PMN, it is not clear whether they are generated by diversion of the proteolytic cascade in PMN that were engulfed, the efferocytic macrophages themselves or cleavage of secreted Lf at local or remote sites.

Notably, during bacterial infection, a Lf fragment with 22 kDa was previously described in bovine and human samples (19, 20). This fragment contained four peptides generated by the serine proteases elastase and proteinase 3. One of these peptides with the sequences PGQRDLLFKDSAL/SGQKDLLFKDSAI in bovine and human Lf, respectively, induced cytokine and chemokine secretion in epithelial cells. Another peptide present in human Lf, FKDCHLA, induced inflammatory cytokine secretion, while its bovine homolog FKECHLA was inactive. It seems that the FKD tripeptide present in the first three peptides might account for their activity while the replacement of aspartic acid (D) to glutamic acid (E) results in the abortion of the stimulatory activity. Hence, we examined whether FKE or FKD peptides can shift resolution indices in vivo. Our previous studies (9) showed that a distinct subset of pro-resolving macrophages designated CD11blow macrophages were converted from CD11bhigh ones upon satiated efferocytosis of apoptotic PMN. These macrophages produced reduced levels of inflammatory cytokines and increased levels of tumor growth factor β (TGFβ) in comparison to their CD11bhigh counterparts. Earlier studies have shown that the uptake of apoptotic cells by monocyte/macrophage leads to their reprogramming that is accompanied by a reduced inflammatory cytokine production and increased IL-10 and TGFβ secretion (30, 31). Our current results indicate that FKE, and to a lesser degree FKD, reduced macrophage numbers in the peritoneum while increasing the percentage of CD11blow macrophages (Figure 3). In addition, FKE peptides promoted efferocytosis of apoptotic PMN (Figure 4) and reduced TNFα and IL-6 secretion while increasing IL-10 secretion by resolution phase macrophages in response to LPS, while FKD peptides exerted opposite actions (Figure 5). Altogether, our findings suggest that peptides present within the resolution-associated fragment of Lf can modulate resolution phase macrophage reprogramming toward a pro-resolving phenotype, with FKE having superior actions to FKD.

Lactoferrin has previously been shown to enhance MSU-induced aggregation of neutrophils at a low cellular density in PBS (21), but to limit phorbol myristate acetate-induced NET formation due to its positively charged amino acids (32). These apparently conflicting results can be explained by the activity of Lf in different in vitro conditions. In the presence of culture media like RPMI, full-length Lf has no effect on the formation of aggNETs induced by MSU crystals. Importantly, the FKE peptide, and to a lesser degree FKD, enhanced the pro-resolving action of MSU in promoting aggNETs formation even in low neutrophil densities (Figure 6). Both peptides had a significantly different impact than the parent protein, but surprisingly exerted an inhibitory effect on aggNETs formation when applied together with full-length Lf. Thus, LFP promoted human neutrophil-mediated resolution of inflammation by enhancing the generation of aggNETs, while full-length Lf failed to do so. These findings suggest that Lf cleavage and disposal of its positive charge are essential for its promotion of aggNETs formation (see Figure 7 for illustration).


[image: image1]

FIGURE 7 | A schematic illustration of the proposed model of generation and action of lactoferrin (Lf) fragments and peptides during the resolution of inflammation. (A) During inflammation and its resolution, neutrophils undergo apoptosis and get engulfed by macrophages. This process is accompanied by neutrophil elastase-mediated cleavage of Lf and generation of the 17-kDa fragment. (B) The engulfed polymorphonuclear cell (PMN) corpses traffic to the phagolysosome where most of their cellular components are hydrolyzed. Lf fragments are accumulating in resolution phase macrophages during the inflammatory and resolving phases of the response. 15- and 17-kDa fragments were produced during the inflammatory phase and the resolution of inflammation, respectively. The 17-kDa Lf fragment is released and possibly undergoes further processing to shorter peptides containing the tripeptides FKE and FKD. (C) Both peptides enhance macrophage conversion to the CD11blow phenotype, whereas FKE peptides enhance macrophage efferocytosis in vivo. FKE peptides also promote macrophage reprogramming in vivo culminating in a reduced secretion of tumor necrosis factor α (TNFα) and interleukin (IL)-6, and an increased secretion of IL-10 upon exposure to LPS. (D) Lf peptides also promote the generation of pro-resolving aggregated neutrophil extracellular traps (aggNETs) in monosodium urate (MSU)-activated human neutrophils, while Lf fails to do so. Intriguingly, when combined with full-length Lf, Lf peptides enhance its inhibition of aggNETs formation following MSU exposure. Altogether, these findings suggest that Lf undergoes specific proteolytic processing to yield functional fragments that are released and “recycled”. These fragments contain bioactive peptides with anti-inflammatory and pro-resolving properties that orchestrate the resolution of neutrophil-driven inflammation.



In sum, the current report unveils the generation and release of Lf-derived fragments temporally changing during the initiation and resolution of inflammation. The fragment that is prevalent during the resolution phase contains bioactive peptides that promote pro-resolving actions of human neutrophils and macrophages most likely through binding to surface receptors and intracellular signaling. These findings improve our understanding of the molecular aspects of resolving inflammation and may lead to novel Lf-based therapies for inflammatory conditions.
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FIGURE S1 | Senescent peritoneal neutrophils are primarily apoptotic with CXCR4 expression. Mice were injected with zymosan A (1 mg/mouse, i.p.), and neutrophils were isolated from peritoneal exudates at 4 h post-peritonitis initiation (PPI), and incubated with roscovitine (10 μM) or vehicle for 4–24 h. Next, the neutrophils were immunostained for FITC-annexin V and PE-CXCR4 and analyzed by flow cytometry. Results are representative dot plots (A) and averages ± SEM (B) from five to six independent experiments. ***/*indicate statistically significant differences of P ≤ 0.005/P ≤ 0.05, respectively, by ANOVA with Tukey post hoc analysis.

FIGURE S2 | Lactoferrin (Lf) fragment isolation and identification. Mastitis milk samples from dairy farms (A,B) were processed to separate the cellular and fat fractions from the aqueous fraction [(C–F), see Section “Materials and Methods” for details] and to prepare them for isolation of Lf peptides. To reduce the amount of low-molecular weight constituents, the samples were dialyzed (cutoff of 12–14 kDa). Then, Lf fragments were isolated on heparin columns (G,H). After stepwise elution with increasing NaCl concentrations, the samples were run on sodium dodecyl sulfate-polyacrylamide gel electrophoresis (SDS-PAGE) and the gel was stained with Coomassie Blue (I). Afterward, the 15- and 17-kDa bands were excised, digested, and analyzed by MS-MS mass spectrometry (J,K). The peptides contained in the fragments were identified and aligned in comparison to full-length Lf from various species (L). Adding quantitative properties of the MS-MS analysis and the known immunogenic epitope in both fragments allowed the determination of the fragment boundaries. The alignment of the various Lf species and the reports by Komine et al. allowed us to predict potentially bioactive peptides present in the 17-kDa fragment of bovine Lf. These peptides were synthesized and purchased from GL Biochem (Shanghai) Ltd. (M).

FIGURE S3 | The 17- and 15-kDa fragments of lactoferrin (Lf) are absent in non-resolving and healthy dairy cow milk. Milk samples from none-resolving mastitis-inflicted dairy cows (days 1–4) or healthy (H) cows were separated into soluble and cellular fractions by centrifugation. The cellular fraction was lysed, and the cytoplasmic proteins were recovered. Equal amounts of protein from both fractions were analyzed by Western blotting for Lf. Results show representative blots from two sample sets taken daily from two different cows.

FIGURE S4 | Alignment of the identified lactoferrin (Lf)-derived fragments to full-length Lf originated from different species. Protein bands corresponding to the 15- and 17-kDa fragments of Lf were sequenced using trypsin cleavage and mass spectrometry analysis. The sequences of the resulting peptides were aligned and compared to full-length Lf from nine species: Capra hircus, Equus caballus, Ovis aries, Sus scrofa, Camelus dromedarius, Bos indicus, Bos taurus, Homo sapiens, and Mus musculus, using STRAP software. Highlighted in yellow and in bright purple are peptides corresponding to the 15- and 17-kDa fragments, respectively. Positions 1–19 of all sequences (excluding E. caballus) serve as a signal peptide, and therefore amino acid numbering starts from the 19th amino acid. Peptides produced by serine proteases and reported by Komine et al. (FKECHLA, VPSHAVVAR, FQLFGSP, and PGQRDLLFKDSAL from bovine Lf) are underlined. The sequences in the red frame indicate the minimal consensus sequences in the 17-kDa fragment that were predicted to be bioactive.
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Heterogeneous populations of myeloid regulatory cells (MRC), including monocytes, macrophages, dendritic cells, and neutrophils, are found in cancer and infectious diseases. The inflammatory environment in solid tumors as well as infectious foci with persistent pathogens promotes the development and recruitment of MRC. These cells help to resolve inflammation and establish host immune homeostasis by restricting T lymphocyte function, inducing regulatory T cells and releasing immune suppressive cytokines and enzyme products. Monocytic MRC, also termed monocytic myeloid-derived suppressor cells (M-MDSC), are bona fide phagocytes, capable of pathogen internalization and persistence, while exerting localized suppressive activity. Here, we summarize molecular pathways controlling M-MDSC genesis and functions in microbial-induced non-resolved inflammation and immunopathology. We focus on the roles of M-MDSC in infections, including opportunistic extracellular bacteria and fungi as well as persistent intracellular pathogens, such as mycobacteria and certain viruses. Better understanding of M-MDSC biology in chronic infections and their role in antimicrobial immunity, will advance development of novel, more effective and broad-range anti-infective therapies.
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INTRODUCTION

Mononuclear myeloid cells encompass various phagocyte populations exerting distinct functions during infection. From progenitors and immature myeloid cells (IMC) to mature and polarized phagocytes, subsets of myeloid regulatory cells (MRC) have been described. These populations include regulatory dendritic cells (DCs), regulatory and alternatively activated macrophages (M2-like macrophages), tumor-associated macrophages (TAM), and a unique mixture of heterogeneous cells coined myeloid-derived suppressor cells (MDSC) (1). This nomenclature indicates their origin and ability to suppress T-cell immunity (2). MDSC comprise morphologically distinct subsets, monocyte-like [monocytic MDSC (M-MDSC)] and neutrophil-like (PMN-MDSC) cells. Phenotypically, M-MDSC are HLA-DR−/lowCD11b+CD33+/highCD14+CD15− in humans and Gr-1dim/+CD11b+Ly6C+Ly6G− in mice (2). Several studies report on CD11b+Ly6C+/dimLy6Gint murine M-MDSC, a phenotype that requires further validation in additional disease models and in-depth characterization (3, 4). These cells have biochemical features characteristic of the myeloid lineage, notably abundance of products downstream of arginase 1 (ARG1), inducible nitric oxide synthase (iNOS), indoleamine dioxygenase (IDO), and cyclooxygenase (COX1) (2, 5). Unequivocal phenotypic markers for MDSC have not been identified so far, implying that cells can only be classified as MDSC upon demonstration of their lymphocyte suppressive function. This suggests that MDSC are likely underreported, particularly in conditions characterized by expansion of myeloid cells such as in infectious diseases.

Most of the information on MDSC emerges from cancer research where MDSC are associated with poor disease outcome. However, reports on myeloid suppressor cells in infection date back four decades. “Natural suppressor” cells were identified in spleens of experimentally infected animals following systemic delivery of mycobacteria, notably the vaccine strain Mycobacterium bovis Bacille Calmette–Guérin (BCG) (6). Although research on suppressor cells in cancers has flourished since then, studies in infectious diseases lagged behind. Cancer and infection share several pathophysiological features, including the non-resolving inflammation (7), which often triggers emergency hematopoiesis and expansion of MDSC (8). Given such similarities and encouraged by progress made in cancer biology, recent investigations found MDSC in communicable diseases (9–12), uncovered their interactions with microbes and emphasized critical roles in disease pathogenesis. This review focuses on M-MDSC and discusses their genesis during infection as well as interactions with immune cells, elaborating on targets and mechanisms of suppression. We will mostly describe M-MDSC biology in infections caused by M. tuberculosis, Staphylococcus aureus, hepatitis viruses [hepatitis B virus (HBV), hepatitis C virus (HCV)], and human immunodeficiency viruses (HIV) and to a lesser extent fungi and parasites (Box 1). We will use the term MDSC to refer to the total MDSC population, without further subset phenotype characterization. For studies using monocytic subsets, within the MDSC pool, we will use the acronym M-MDSC.


BOX 1 | Chronic infections associated with monocytic myeloid-derived suppressor cells (M-MDSC).

Monocytic myeloid-derived suppressor cells have been reported in various infections caused by bacterial and viral agents, many of them causing diseases highly relevant for the public health. Key points about the pathogen and the respective disease are presented in the following. M. tuberculosis is a Gram-positive bacterium and represents the etiologic agent of human tuberculosis (TB). TB primarily affects the lungs of millions of people, and is among the top 10 causes of death worldwide (13). Infection with M. tuberculosis frequently leads to latent TB, bacteria being contained within tissue lesions, but not eliminated. Such individuals, estimated at one-third of global population, are at risk of developing active TB upon immune suppression. S. aureus is a Gram-positive bacterium that often colonizes the human skin and nose (14). It is the leading cause of skin and soft tissue infections, pneumonia, osteomyelitis, endocarditis, and septicemia. Such conditions can manifest as acute and often long-lasting, frequently nosocomial-associated diseases, which are often resistant to antibiotics. Increased antimicrobial resistance characterizes current clinical isolates of M. tuberculosis and S. aureus. This results in significant therapy failures and economic burdens because of refractoriness to canonical chemotherapy (15). HCV and HBV are single-stranded RNA (Flaviviridae) and double-stranded DNA (Hepatdnaviridae) viruses, respectively, which cause chronic infection of the liver leading to end-stage liver disease in the absence of therapy. Prevalence of HCV and HBV in human population is high, reaching 70 million and 250 million chronic cases, respectively (16). HIV, encompassing HIV-1 and HIV-2, are lentiviruses belonging to the Retroviridae family that cause the acquired-immune deficiency syndrome (AIDS). AIDS affects more than 35 million people worldwide and the virus causes lytic infection of immune cells, primarily CD4+ lymphocytes (17). Often AIDS leads to reactivation of latent TB and such a comorbidity results in high death tolls (13).



GENESIS OF M-MDSC IN INFECTIOUS DISEASES

Expansion of M-MDSC occurs in various infectious diseases. Accumulating evidence indicate that oncogenic viruses, including HBV (18) and HCV (19–22), retroviruses, notably HIV (23, 24), simian immunodeficiency virus (SIV) (25, 26), and mouse immunodeficiency virus LP-BM (27), as well as Gram-positive bacteria, such as mycobacteria (28–30), staphylococci (31–33), enterotoxigenic bacilli (34), and Gram-negative pathogens, such as klebsiellae (35), trigger generation of M-MDSC. Fluctuation of this MDSC subset during anti-infective therapy was demonstrated in patients undergoing canonical TB chemotherapy (29), further strengthening the notion that disease progression in chronic infections is associated with expansion of M-MDSC. For some microbes, precise microbial cues and corresponding host pathways triggering M-MDSC generation or reprogramming of monocytes into M-MDSC have been elucidated (Figure 1). However, to date, for most infections, expansion of M-MDSC is explained solely by generation of inflammatory mediators during the course of the disease. Cytokines (IL-1 family members, IL-6, TNF, IL-10), lipid mediators (prostaglandin E2, PGE2), and growth factors (GM-CSF) foster generation of M-MDSC by promoting emergency myelopoiesis, skewing differentiation of progenitors into monocytes and DCs (STAT3/STAT5 activation) and promoting survival of M-MDSC (TGF-β, MCL-1-related anti-apoptotic A1) (36–40) (Figure 1). Just like in cancer, M-MDSC and populations containing M-MDSC are detectable at the site of pathology; e.g., in infected lungs in TB (29, 30, 41), pneumonia caused by Francisella tularensis (42), and influenza A virus (43, 44), in liver during HBV infection (45, 46), in skin and prosthetic bone implants during S. aureus colonization (32, 47, 48), and systemically in AIDS and sepsis (23, 24, 49). M-MDSC have also been detected in bone marrow and spleen, e.g., in TB (50), indicating their origin.
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FIGURE 1 | Genesis of monocytic myeloid-derived suppressor cells (M-MDSC) during infectious diseases. Hypothetical models were derived from ex vivo results, correlative studies in animal models as well as clinical observations. Immature myeloid cells (IMC) are generated either in bone marrow or in spleen as a consequence of emergency myelopoiesis. Growth factors, cytokines, and lipids promote progression of hematopoietic stem cells (HSC) toward common myeloid progenitor (CMP) development and subsequent IMC genesis. Combination of cytokines as well as direct stimulation of selected microbial receptors by various microorganisms may activate or reprogram circulating monocytes toward M-MDSC. M-MDSC are recruited in various organs where they exert suppressive function and modulate manifestations and outcome of the disease. Abbreviations: AdV, adenovirus; AKT, protein kinase B; ERK, extracellular signal-regulated kinase; GM-CSF, granulocyte-macrophage colony stimulating factor; gp120, glycoprotein 120; HBV, hepatitis B virus; HBVsAg, HBV soluble antigen; HCV, hepatitis C virus; HIV, human immunodeficiency virus; IAV, influenza A virus; IFN-γ, interferon gamma; IL-6, interleukin 6; LPS, lipopolysaccharide; LP-BM5, virus murine acquired-immune deficiency syndrome (AIDS); MHV-68, murine herpesvirus 68; MyD88, myeloid differentiation primary response gene 88; NF-κB, nuclear factor “kappa-light-chain-enhancer” of activated B-cells; PI3K, phosphatidylinositide 3-kinase; PGE2, prostaglandin E2; STAT, signal transducer and activator of transcription; SIV, simian immunodeficiency virus; tat, trans-activator of transcription; TLR, toll-like receptor.



Microbial Signatures and Microbial Sensors Trigger M-MDSC Genesis

Pathogen Sensors Involved in Generation of M-MDSC

Microbial signatures are detected by non-clonally distributed innate receptors termed pattern recognition receptors (PRR). PRR are grouped in families and the founder toll-like receptors (TLR) have been best characterized so far. TLR are present on the plasma membrane and within endosomes and are activated by diverse microbial structures, including lipids [e.g., TLR-4 senses lipopolysaccharide (LPS)], lipoproteins (e.g., TLR-2 senses acylated peptides) and proteins (e.g., TLR-5 senses flagellin). Generally, microbial-derived cognates of TLR-2 and -4 induce M-MDSC (20, 32, 51–53). LPS, which is the major cell wall component of Gram-negative bacteria, triggers proliferation of HSC (40) and induces M-MDSC upon pulmonary instillation or subsequent infection with Salmonella spp. or Klebsiella pneumonia (35, 51). Stimulation of human monocytes with TLR-4 agonists reprograms the cells into M-MDSC in a process dependent on STAT-3 activation (54). Crosstalk between TLR/MyD88 and JAK2/STAT5 pathways following receptor activation by LPS and GM-CSF is critical for M-MDSC generation (35, 51). The adaptor MyD88, which converges signals from multiple TLR, has also been implicated in generation of MDSC during polymicrobial sepsis (55). TLR-4 appears dispensable for sepsis-induced suppression of T cells (55) thereby indicating that IL-1, which binds IL-1R upstream of MyD88, conditions MDSC differentiation.

Several bacterial and viral agonists of TLR-2 promote M-MDSC differentiation from monocytes and in certain instances precise signaling pathways have been identified. S. aureus lipopeptides activate TLR2/6 dimers in skin cells for IL-6 production which in turn promote local MDSC accumulation (32). HCV reprograms monocytes into M-MDSC by stimulating TLR-2. More precisely, HCV core proteins or HCV cell culture-derived virions trigger TLR-2/PI3K/AKT/STAT3 pathway and this leads to cytokine production, notably IL-10 and TNF-α, and monocyte differentiation into MDSC (19–21). By contrast, TLR-3 ligation restricts HCV and LPS-induced M-MDSC differentiation (19, 52). Nonetheless, vesicular stomatitis virus activation of TLR-3 induces MDSC expansion (56). Alike TLR-3, TLR-7 activation by influenza virus blocks MDSC, including M-MDSC, accumulation in infected lungs (44). Both TLR-3 and -7 are located in endosomes. Whether signal compartmentalization, notably at the cell membrane or within endosomes, is critical for MDSC genesis remains to be established. Very little information exists on the roles of cytosolic PRR, such as nod-like receptors and AIM-like receptors, in monocyte reprogramming or M-MDSC generation. Moreover, many pathogens, notably mycobacteria, simultaneously stimulate multiple PRR (57) and the net outcome of such innate recognition on M-MDSC in TB awaits clarification.

Host alarmins that activate PRR have also been implicated in MDSC generation. S100A proteins, high-mobility-group-protein B1 and heat-shock proteins bind the receptor for advanced glycation products (RAGE), TLR-2, and TLR-4. In cancer and autoimmune diseases, these ligands have been associated with increased dynamics of MDSC, including M-MDSC (58–60). Just like microbial-derived PRR agonists, alarmins may induce cytokine release, such as IL-6 and subsequent autocrine or paracrine differentiation of immature mononuclear cells toward MDSC (61). In chronic infections, for instance, in TB patients, S100A8/9 proteins are abundant in the lung (62). These alarmins besides driving recruitment of MDSC (63) bind RAGE and subsequently upregulate ARG1, a key suppressive enzyme in M-MDSC (2). Since tissue damage often occurs during microbial insult, PRR stimulation by host-derived danger molecules along with microbial-derived agonists could contribute to the regulation of MRC. Similarly, synergy between microbial products, such as LPS, and inflammatory cytokines, notably IFN-γ, restricts differentiation of DCs and fosters genesis of M-MDSC in the bone marrow (64).

Microbial Factors Required for M-MDSC Genesis

For many microbes, the precise pathways required for M-MDSC genesis are not known. Mycobacteria induce accumulation of such cells irrespective of key virulence features, notably the type VII secretion system. M-MDSC have been reported for both M. tuberculosis and the vaccine BCG (29, 30, 50, 65). Mycobacterial glycolipids appear sufficient to induce these regulatory monocytes, as indicated by the presence of MDSC in animals inoculated with complete Freund’s adjuvant (66). In contrast to mycobacteria, non-colitogenic bacteria and oncogenic gut species (Fusobacterium nucleatum, pks+ Escherichia coli) do not trigger M-MDSC, whereas enterotoxigenic Bacillus fragilis employs the toxin to prime epithelial cells for IL-17 and M-MDSC expansion (34). HIV and SIV infection triggers accumulation of M-MDSC in the blood and their reduction in the bone marrow, which correlates with plasma viral loads and disease progression (25, 49). Several HIV viral factors promote expansion of the M-MDSC or reprogramming of monocytes. Human monocytes stimulated with HIV gp120 (23, 24) and/or with Tat proteins (54) acquire T-cell suppressive activity. This differentiation requires autocrine release of IL-6 and activation of STAT-3 (23, 54). HBV surface antigen similarly triggers differentiation of human monocytes toward M-MDSC in an autocrine manner depending on activation of the kinase ERK and the transcription factor STAT-3 (18). The necessity of specific kinases, such as ERK (18) and AKT (19, 20) for microbial-induced M-MDSC generation resembles kinase signatures of MDSC in cancer (67). Similarly, STAT-3 is required for M-MDSC in cancer (68) as well as during infection with HIV (23, 54), HCV (20, 22), and stimulation with bacterial LPS (54). For many bacterial (Mycobacterium spp., F. tularensis, Porphyromonas gingivalis) (29, 30, 42, 50, 69) and viral pathogens [vaccinia virus, lymphocoriomeningitis virus (LCMV), MCMV, murine gamma virus, LP-BM5] (70–72), and protozoa (Leishmania spp.)(73, 74), the host pathways or microbial signatures required for M-MDSC genesis are still undefined.

Inflammation Drives M-MDSC Generation during Infection

A common denominator in infection and cancer biology is the inflammation. Whereas physiological inflammation protects the host and restores homeostasis, in exuberant acute infections and chronic processes, inflammation often becomes pathologic and leads to disease manifestation. In such a scenario, inflammation-induced pathology becomes life-threatening. M-MDSC are primarily associated with chronic infections; however, they have been also reported in acute infectious diseases. Genesis of this myeloid regulatory subset is uncoupled from a specific phase of an infectious process. For instance, F. tularensis triggers IMC with M-MDSC features during acute, but not sub-acute, non-lethal infection (42). In polymicrobial sepsis M-MDSC are present early, as well as at late stages of sepsis, during the suppressive phase (55, 75). In infection with the LCMV, acute strains (Armstrong) do not induce M-MDSC, whereas chronic strains (Clone 13) induce suppressive myeloid cells (71).

Certain transcription factors and inflammatory mediators are critical for generation of MRC in infections. These requirements resemble those observed for MDSC in cancer (63). In sepsis, myeloid specific deletion of the myeloid differentiation-related transcription factor nuclear factor I-A, or deletion of the transcription factor C/EBPβ, result in reduction of MDSC, including M-MDSC (76, 77). Pro-inflammatory cytokines, notably IL-6, TNF-α, and IL-1, drive generation of MDSC in various infection models. In viral infections, including HIV (23) and HBV (18), IL-6 reprograms monocytes into suppressor cells. The same cytokine drives accumulation of M-MDSC in S. aureus skin infection and into the lungs subsequent to LPS instillations (32, 35). TNF promotes differentiation of MDSC in chronic inflammation (37, 78), likely through membrane expression of TNFR2, as shown in sterile inflammation (79). TNF signaling contributes to M-MDSC generation in HCV infection (19) and regulates M-MDSC dynamics and activity also in murine mycobacterial infection (80). Besides cytokines, pro-inflammatory lipids such as the eicosanoid PGE2 are highly abundant in the TB-susceptible mouse strain C3HeB/FeJ (81) and these animals also accumulate M-MDSC (41). Interestingly, application of a COX2 inhibitor which lowers PGE2 levels rescues C3HeB/FeJ from TB lethality (81), thereby suggesting that this lipid may be critical for genesis of host-detrimental MDSC in TB. In addition, PGE2 positively regulates enzymatic pathways critical for the suppressive function of the MDSC, including iNOS, IDO1, and IL-10. COX2 crosstalks with the IL-1/IL-1R pathway, as well as with IFN I pathway, which has been revealed in TB and flu (82, 83). The positive cross-regulation between COX2 and IL-1 may affect M-MDSC genesis. IL-1/IL-1R pathway drives accumulation of M-MDSC in BCG-vaccinated mice (65). IL-1β also regulates PMN-MDSC generation by itself and during fungal disease (84). Activation of specific inflammasomes for release of bioactive IL-1β has not yet been related to MDSC induction during infectious diseases. However, the NLRP3 inflammasome drives MDSC accumulation in cancer (85). To what extent key inflammatory molecules, including IL-1β and the downstream inflammasome platforms, may affect generation and accumulation of M-MDSC in other chronic infections than TB remains to be established.

As a corollary, various stimuli trigger M-MDSC generation and expansion during microbial insult. Additional pathways will likely be uncovered as the research into M-MDSC in infection expands. Recent studies indicate that GM-CSF licenses monocytes for suppressive activity upon further stimulation with PRR agonists or cytokines (86). Such a two-step process likely occurs during infection. Furthermore, fate-mapping studies are imperative to elucidate whether bone marrow or extramedullary myelopoiesis are unique sites for M-MDSC expansion or whether this myeloid subset can self-maintain in situ, at the site of the infection. Furthermore, the signals triggering recruitment of M-MDSC at the site of the pathology require further elucidation. Panoply of chemokines and alarmins are generated during infection. These, along with factors known to drive MDSC accumulation in cancer may be essential for MDSC dynamics in infected tissue. For instance, both PGE2 and TGF-β upregulate CXCR2 and CXCR4 expression in M-MDSC in cancers and they may be critical for the accumulation of such cells toward CXCL12 or CCL2 gradients at the site of infection, as it has been demonstrated in tumors (63, 87–89).

M-MDSC IN PATHOPHYSIOLOGY OF CHRONIC INFECTIONS

M-MDSC Immunosuppressive Mechanisms and Cellular Interactions

Myeloid regulatory cells regulate host immunity through interaction with immune and non-immune cells (90) (Figure 2). This link is typically bi-directional: e.g., T-cells also regulate MRC expansion and activity, to induce tissue healing and remodeling (91, 92). Here, we describe current information on monocytic MDSC immunosuppressive machinery and interaction with archetypal immune cells (Table 1).


[image: image1]

FIGURE 2 | Features of monocytic myeloid-derived suppressor cells (M-MDSC) and their interactions with immune cells during infection. M-MDSC express membrane-bound inhibitory receptors and upregulate enzymatic pathways [inducible nitric oxide synthase (iNOS), ARG1, COX2, IDO] conferring suppressive activity toward multiple myeloid and lymphoid cell subsets. The key function of M-MDSC is suppression of T-cell immunity. M-MDSC restrict proliferation and release of cytokines by effector CD4 and CD8 lymphocytes and induce apoptotic cell death in these cells. In addition, these myeloid regulatory cells induce regulatory T and B cells, while limiting antibody release and proliferation of conventional B cells. M-MDSC alter activity of NK cells and antigen-presenting cells (APCs) and induce polarization of macrophages toward a regulatory phenotype. Color-coded arrows indicate induction/activation (green) or suppression (red), and molecules employed by M-MDSC for such effects are highlighted. Size- and color-coded arrows indicate gradient fluxes for selected essential amino acids. Boxes indicate cellular functions or pathways modulated by M-MDSC. Abbreviations: ADAM17, ADAM metallopeptidase domain 17; ARG1, arginase 1; CD, cluster of differentiation; COX2, cyclooxygenase 2; DC, dendritic cell; IDO1, indoleamine dioxygenase 1; IFN-γ, interferon gamma; IL-10, interleukin 10; iNOS, inducible nitric oxide synthase; Kyn, kynurenine; L-Arg, L-arginine; L-Cys, L-cysteine; MΦ, macrophage; NK, natural killer cell; NKGD2, killer cell lectin like receptor K1; NOX1, NADPH oxidase 1; PGE2, prostaglandin E2, PD-L1, programmed-death ligand 1; RNS, reactive nitrogen species; ROS, reactive oxygen species; STAT, signal transducer and activator of transcription; TGF-β, transforming growth factor beta; Trp, tryptophan; VISTA, V-domain Ig suppressor of T-cell Activation.



TABLE 1 | Impact of monocytic myeloid-derived suppressor cells (M-MDSC) on infectious disease outcome and their immunosuppressive effects.
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T Cells

Immunosuppression by MDSC has the potential to inhibit innate and adaptive immune cell activation, proliferation, viability, trafficking, and cytokine production. M-MDSC utilize a variety of suppressive mechanisms and likely differ in their ability to initiate antigen-specific versus non-specific suppression (126, 127). Each immune suppressive function is determined by the type of MRC, the microenvironmental components and the state of T-cell activation, favoring the probability that non-specific and antigen-specific suppressive mechanisms may coincide. Although not the focus of this review, as an example, PMN-MDSC can present peptides to T cells, but their low expression of major histocompatibility complex (MHC) II and costimulatory molecules, suggest they might only affect CD8 T-cell responses in an antigen-specific manner, as reported during retrovirus infection (128). This idea is supported by reports on MDSC-mediated inhibition of antigen-specific CD8 T-cell responses in tumors, likely due to the MHC I-restricted nature of cancer MDSC (2, 127, 129, 130). In infection, antigen-specific immunosuppression of CD8 T cells by M-MDSC is restricted to polymicrobial sepsis (131), HCV (21), HBV (46), murine encephalomyelitis virus (132), SIV and HIV infections (26), and LCMV infection (71). Data on the effect of MDSC on CD4 T helper cell (TH) subsets during infectious diseases are limited, but do exist as a result of the MHC-independent suppressive effects of MDSC in the context of HCV (21), HIV (24), and murine encephalomyelitis virus infection (132). During BCG-induced pleurisy, transmembrane TNF on M-MDSC restricts proliferation of CD4 T cells via interaction with lymphocyte-expressed TNFR2 (80). Results on MDSC interaction with TH17 and TH2 polarized CD4 T cells are contradictory and reports exist of mainly PMN-MDSC-mediated induction and suppression of TH17 responses in cancer, autoimmunity and infection (133–138), likely indicating that the combination of mediators present in the microenvironment determines the final outcome. In turn, TH1 and TH2 are involved in the expansion and activation of MDSC in cancer and also hepatitis (137, 139). Interestingly, recent findings suggest that CD1d-restricted natural killer T cells can convert immunosuppressive murine-MDSC into immune stimulating APCs following influenza virus infection, via their interaction with CD40 (140).

Regulatory T cells (Treg) are equally important components of the host immunoregulatory network. Data suggest reciprocal regulation of MDSC and Treg through mechanisms involving presence of IL-10, TGF-β, IL-4Rα, p47phox, PD-L1, TGF-β, and CD40–CD40L interactions, ARG1 induction and CCR-5-mediated recruitment (91, 126, 141–144). Interactions between total MDSC and Treg in cancer are well described (145, 146) with Treg depletion reducing MDSC immunosuppression by lowering their expression of PD-L1 and IL-10 production (147). Evidence of interaction in non-cancerous models, including type-1 diabetes, cardiac allograft and airway hyper-responsiveness, also exist (148–150). More specifically, the induction of Treg by M-MDSC, has also been described during HIV infection and shown to contribute to host immunosuppression (23, 49, 54). Data by O’Connor suggest reciprocal crosstalk between M-MDSC and Treg during LP-BM5-induced murine AIDS. Here, M-MDSC subsets display differential suppression of T- and B-cells, thereby indicating functionally overlapping, but distinguishable, immunosuppressive effects (27, 95). Incubation of M-MDSC from peripheral blood of HIV-1-infected individuals, even those on antiretroviral therapy with undetectable viremia, with CD4 T cells from healthy individuals, significantly increased differentiation of Foxp3 Treg, whereas depletion of MDSC significantly increased IFN-γ production by CD4 T cells (54).

B Cells

Information on MDSC interaction with B-cells only recently started to accumulate. In autoimmune disease, M-MDSC inhibit B-cell proliferation and antibody production via an iNOS and a PGE2-induced pathway (151). However, opposing data demonstrated that the total MDSC population promotes proliferation and differentiation of immunoglobulin-A-producing immunosuppressive plasma B-cells via cell contact in mouse tumor models (152). In infectious diseases, M-MDSC suppressed B-cell responsiveness to retroviral infection in mice via iNOS and the negative immune checkpoint regulator V-domain Ig Suppressor of T-cell Activation (VISTA) (72, 93).

Myeloid Cells

Data on MDSC interaction with myeloid cells, such as DC, neutrophils, and macrophages in infectious diseases, are equally restricted, with reports mainly revealing that their inhibitory effects are exacerbated by cross-regulation with macrophages at tumor sites. In lung infections, such as Pneumocystis pneumonia (PcP), M-MDSC expressing PD-L1 are induced and impair alveolar macrophage (AM) phagocytic activity while increasing AM expression of PD-1 (153). MDSC interaction with neutrophils has been described in mice infected with K. pneumoniae or challenged with LPS, demonstrating that MDSC efferocytose infected, apoptotic neutrophils (35). Furthermore, M-MDSC suppress DC maturation, antigen uptake, migration, and TH1 cytokine production following administration of a DC vaccine for malignant melanoma (154). Similar findings were reported following LPS stimulation and in hepatocellular carcinoma, where both MDSC subsets reduced expression ofMHC II, stimulatory molecules on DC, and cytokine production (64, 155). It stands to reason that these MDSC-induced modifications, affecting DC-mediated activation of T cells and antigen uptake, could also be effective in infectious diseases and warrant further investigation.

Natural Killer (NK) Cells

Reports on MDSC-mediated impairment of NK cell function emanate mainly from the cancer field. NK cells are critical to the innate immune system, exhibit cytotoxic and cytolytic functions, and target pathogens and malignant cells. In tumors, M-MDSC and also a population containing M-MDSC, inhibit cytotoxic activity and cytokine production by NK cells through cell contact-dependent mechanisms involving membrane-bound TGF-β and NKp30 ligand (156–158). NK cell-mediated suppression by total HLA-DRloCD33+CD11blo MDSC has also been reported in chronic HCV infection and it is mediated via an ARG1-dependent inhibition of mammalian target of rapamycin (102).

Kinetics, Interference with Immunity, and Impact on Disease Outcome

The immune inhibitory functions of M-MDSC have extensive consequences on disease outcome (Table 1). According to current understanding, the class of pathogen and the immune mediators present, collectively determine pathogen persistence versus clearance. M-MDSC have versatile roles in infection, with either beneficial or detrimental outcomes for the host depending on the pathogen and the course of infection. During long-lasting infections, MDSC may even exhibit dual roles depending on the disease stage. E.g., M-MDSC are host-protective in certain fulminant acute infections by restricting immunopathology (35, 112, 159). During late sepsis, the immature total MDSC population aggravates disease (76, 77, 160). M-MDSC may, however, be harmful in acute infection with intracellular microbes, notably francisellae (42). Alternatively, M-MDSC may be detrimental to the host, irrespective of the phase of the disease, as reported in AIDS (25). By limiting anti-viral immunity early, these regulatory monocytes foster disease progression, while provoking disease exacerbation during the chronic HIV infection.

Viruses

Viral infections are known for their induction of pro-inflammatory mediators associated with the generation of MDSC. E.g., M-MDSC are increased in both clinical and experimental viral infections, such as HIV, SIV, and LP-BM5 (25–27, 49, 93, 94). During these retroviral infections, increased levels of M-MDSC are likely detrimental to disease outcome and facilitate pathogen survival, when considering the TH1 immunosuppressive effect and correlation to viral load and CD4 T-cell count (24, 49, 54, 95). Interestingly, HIV infection-mediated expansion of M-MDSC in peripheral blood mononuclear cells may also negatively affect containment of other concurrent infections, as reported for cytomegalovirus (CMV) infection (96). Recruitment of M-MDSC-like cells were also reported for murine CMV mono-infection and shown to impair viral clearance (70). Information on MDSC in HCV infections has been variable, but largely provides evidence of unfavorable effects on host protective immunity (19, 22, 104). Increased MDSC frequencies positively correlate with HCV viral load and decreased CD8 T-cell function (21, 99). Reports show that elevated levels of immature Lin−HLA-DR−CD33+CD11b+ MDSC, consisting of M-MDSC and PMN-MDSC, in chronic HCV-infected patients, decline following successful IFN-α treatment (98), while treatment-naive HCV-infected individuals show significantly increased liver- and circulating MDSC frequencies compared to treated and uninfected individuals (99, 161). Nonetheless, other in vivo investigations failed to show significant MDSC elevations or an association with viral load (100). Ning et al. also provided evidence of increased M-MDSC in HCV-infected patients; however, this was correlated with age and not viral load, suggesting that the immune response caused by viral replication, rather than the virus itself, is responsible for increased M-MDSC (101). HBV infections are also associated with induction of MDSC. HLA-DR−/lowCD14+ M-MDSC occur at higher frequency in peripheral blood of chronic HBV-infected patients and suppress HBV-specific CD8 T-cell cytotoxicity (105). Suppressive MDSC are also increased in murine HBV infection (45) and drive CD8 T-cell exhaustion via their crosstalk with γδT-cells (46). M-MDSC accumulate during viral coinfections, but frequencies appear to be similar with those observed in mono-infections (103). E.g., elevated number of MDSC were reported for HCV/HIV (103) and shown to regulate excessive IFN-γ production in HIV/CMV coinfected individuals (96).

Bacteria

Bacterial infections are often associated with excessive inflammation or low-grade chronic production of pro-inflammatory cytokines and chemokines known to induce the expansion and activation of MDSC. E.g., chronic S. aureus infection in mice is sustained by M-MDSC and PMN-MDSC expressing ARG1, iNOS, and IL-10 which foster an immunosuppressive environment and impair monocyte/macrophage responsiveness (33, 47, 48, 108). Similarly, during infections with intracellular bacteria, such as F. tularensis, MDSC frequencies correlate with the extent of tissue pathology, loss of pulmonary function, and host mortality (42). Several reports demonstrate that inoculation of mice with BCG or infection with M. tuberculosis induce M-MDSC that diminish pathogen control and promote disease lethality (50, 65, 109). Obregón-Henao provided new evidence, demonstrating accumulation of ARG1-producing MDSC in M. tuberculosis-infected mice (41). Similar findings were reported in human TB, with increased immunosuppressive M-MDSC in TB patients and individuals with recent exposure to TB patients (28, 110). More recently, a protective role of M-MDSC in early stages of BCG-induced pleurisy was reported (80). This effect has been linked to TNF-dependent suppression of CD4+ T-cell inflammation. MDSC were also highly induced following infection with a clinical isolate of multidrug-resistant K. pneumoniae. These M-MDSC express anti-inflammatory surface markers and displayed compromised phagocytic abilities (3). Impairment of IL-10 production from total MDSC inhibited resolution of K. pneumoniae-induced inflammation (4). H. pylori-mediated inflammation of the gastric mucosa also promoted an influx of M-MDSC that countered host protective TH1 immune responses (111). In addition, MDSC gradually increase after polymicrobial sepsis (75–77), with M-MDSC mainly promoting sepsis-induced mortality early during infection (75).

Fungi

TH17-polarized immunity is generally required for protection against fungal infections; however, fungi modulate host immunity by inducing immunosuppressive MDSC which could also benefit the host by reducing hyperinflammatory responses (84). The majority of studies only report the induction of PMN-MDSC following infection with pathogenic fungi, such as Candida albicans and Aspergillus fumigatus (84, 162). In line with this, treatment of mice with yeast-derived antigens, such as β-glucan specific to dectin-1, reduced accumulation of PMN-MDSC but not M-MDSC and significantly decreased tumor burden (163).

Protozoa

Induction of potent TH1 immunity is generally sufficient to protect the host against debilitating protozoal expansion and pathology. While MDSC are typically detrimental to diseases requiring a robust host protective TH1 response, MDSC induction could in fact be beneficial during infections triggering inflammation-mediated tissue damage. For example, chronic and acute protozoan infections with L. major or Trypanosoma cruzi, mediate induction of M-MDSC which protect against pathology and parasite load, despite suppression of T-cell proliferation (73, 116, 118), although contradictory evidence have been reported (117). Similar results were shown in a mouse model of Toxoplasma gondii infection, where the total MDSC population induced hyporesponsiveness and were required for resistance against the pathogen (119). Corroborating work demonstrated that the absence of cells resembling total MDSC during acute T. gondii infection resulted in extensive intestinal necrosis due to the host TH1 inflammatory response (119, 120). More recent data on L. donovani provided evidence of the expansion of myeloid cells, likely a combination of M-MDSC and PMN-MDSC, in the spleens of infected BALB/c and C57BL/6 mice. These cells exhibit TH1 immunosuppressive features and their immunosuppressive capacity is reduced following soluble leishmanial antigen vaccination (114, 115).

Helminths

Helminths characteristically cause stable, long-term infections with severe host immunomodulatory consequences, such as triggering TH2 host immune polarization. Several helminth species and their excretory/secretory products induce accumulation of M-MDSC, including Schistosoma spp. (121), Echinnococcus granulosus (122), and Nippostrongylus brasiliensis (123). Important work in a mouse model of Heligmosomoides polygyrus bakeri infection revealed the induction of a MDSC subset, likely comprising M-MDSC and PMN-MDSC, with TH2 immunosuppressive capabilities that exacerbate infection and worm burden (124, 125). Another important consideration during helminth infections is the host protective effect of MDSC-mediated suppression of TH1 immunity and induction of TH2 immunity. E.g., MDSC mediate enhanced pathogen clearance in a model of N. brasiliensis infection, although this appears to be specific to the granulocytic subset and might increase host susceptibility to diseases requiring TH1 for protection (123).

Monocytic myeloid-derived suppressor cells have been investigated only in a number of infections. In some circumstances, this MRC subset emerges as a regulator of disease pathogenesis. Based on depletion studies in animal models and correlative studies in humans undergoing anti-infective therapy, M-MDSC have both host-destructive and -protective roles. They promote establishment and progression of HIV/SIV (24, 25, 49), LCMV (71), staphylococcal prosthetic complications (33, 48, 108), and TB (29, 30) (Table 1). On the contrary, several studies indicate that this MRC subset protects from immunopathology, particularly in certain acute bacterial infections (35) and in protozoal infection (73), but also at distinct stages of viral infection with vaccinia virus (164). In such circumstances, M-MDSC contribute to resolution of inflammation or prevent disease flares. Such dual roles may correlate with biology of M-MDSC, notably their interaction with pathogens.

Phagocytic M-MDSC Harboring Pathogens

Subcellular compartmentalization of microbes within M-MDSC, as well as how pathogens modulate cell death patterns or metabolic features of these monocytic cells have not been fully elucidated. Since MDSC are phagocytes, an alternative function of M-MDSC is as a reservoir for invading pathogens. Initial evidence of impaired pathogen elimination came from a mouse model showing that mycobacteria, notably BCG, are phagocytosed by CD11b+Ly6CintLy6G− MDSC (65). Despite NO production, they were unable to kill M. bovis or the nonpathogenic M. smegmatis and suppressed T-cell activation. More recent data demonstrate that murine MDSC, induced following M. tuberculosis infection, display dose-dependent phagocytic and endocytic capabilities (30). Considering that M. tuberculosis survival in phagocytes is attributed to host-derived lipids, and since these serve as their primary carbon source via the glyoxylate shunt, it is tempting to speculate that MDSC provide niche for pathogen persistence. This assumption is supported by the finding that MDSC highly express complement receptor-3 CD11b and receptors for oxidized lipid (oxLDL)-uptake (CD36 and LOX-1) (165), which assist M. tuberculosis engulfment (166, 167). MDSC-resembling cells were shown to contain microbes, such as Escherichia coli and L. major (52, 55, 73, 113).

Other investigators report on defects in MDSC phagocytic potential under conditions of persistent stimulation or chronic inflammation (168). M-MDSC displayed reduced uptake of F. tularensis in comparison to naïve bone marrow-derived macrophages or AM (42) and poor phagocytic/killing potential of K. pneumoniae (3). MDSC may also impair the phagocytic potential of other innate cells. For example, the phagocytic ability of AM is significantly reduced in the presence of MDSC from PcP-infected mice. These adverse effects on AM are dependent on MDSC expressing PD-L1 and induction of PD-1 expression in AM during PcP infection (153, 169). Nonetheless, others failed to show any significant impact of MDSC on macrophage phagocytic potential (170).

Besides harboring bacterial pathogens, M-MDSC may support replication of viruses. Retroviruses, including SIV (25), LP-BM5 (93), and HIV (24) have been detected within this monocytic subset in macaques, mice, and humans, respectively. M-MDSC may traffic and interact with lymphocytes and thereby contribute to viral spread, besides limiting functionality of T lymphocytes.

CONCLUSION AND OUTLOOK

Many open questions and challenges for MDSC research remain. In particular, evidence on human MDSC subset characterization and their place in the spectrum of the myeloid lineage are still conflicting. In mice, TAM differentiation from M-MDSC may be accomplished to some extent based on positivity of TAM for F4/80 and their low or negative expression of Ly6C along with higher transcript levels for IRF8, M-CSF, and reduced ER-stress markers (2, 36, 171, 172). A detailed comparison between activated tissue macrophages and M-MDSC has not been conclusively conducted in infection. Lineage-tagging studies and phenotype stability are currently lacking and, therefore, tracing M-MDSC development in infection is either hypothetical or based on ex vivo observations and extrapolations from cancer models. Furthermore, a detailed understanding of the pathogen- and host-derived signals modulating MDSC induction and function will assist in the development of their therapeutic application. Specifically, the factors mediating suppression of host immunity in an antigen-specific manner need to be better understood to exploit drugs inhibiting MDSC in infections where these cells favor pathogen survival or limit optimal host responses. Moreover, pathogen responses, including stress and adaptation, to M-MDSC have not been investigated yet.

Although several therapeutic approaches involving re-purposed agents, mostly all-trans retinoic acid, effectively reverse MDSC immunosuppressive features in murine infection models of TB (30) and sepsis (173) as well as in few ex vivo human studies in HBV (18), comprehensive human clinical studies are required to systematically assess the safety, efficacy, dose, and timing of such interventions. Same rationale may improve vaccination in case of live vaccine, notably BCG and viral vector-based vaccines against HIV, known to trigger M-MDSC (65, 94). Furthermore, considering the diagnostic and prognostic potential of MDSC in the cancer field, these myeloid regulatory subsets should be considered for their potential role in biomarker development for infectious diseases.
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The mononuclear phagocyte system comprises a network of circulating monocytes and dendritic cells (DCs), and “histiocytes” (tissue-resident macrophages and DCs) that are derived in part from blood-borne monocytes and DCs. The capacity of circulating monocytes and DCs to function as the body’s first-line defense against offending pathogens greatly depends on their ability to egress the bloodstream and infiltrate inflammatory sites. Extravasation involves a sequence of coordinated molecular events and is initiated by E-selectin-mediated deceleration of the circulating leukocytes onto microvascular endothelial cells of the target tissue. E-selectin is inducibly expressed by cytokines (tumor necrosis factor-α and IL-1β) on inflamed endothelium, and binds to sialofucosylated glycan determinants displayed on protein and lipid scaffolds of blood cells. Efficient extravasation of circulating monocytes and DCs to inflamed tissues is crucial in facilitating an effective immune response, but also fuels the immunopathology of several inflammatory disorders. Thus, insights into the structural and functional properties of the E-selectin ligands expressed by different monocyte and DC populations is key to understanding the biology of protective immunity and the pathobiology of several acute and chronic inflammatory diseases. This review will address the role of E-selectin in recruitment of human circulating monocytes and DCs to sites of tissue injury/inflammation, the structural biology of the E-selectin ligands expressed by these cells, and the molecular effectors that shape E-selectin ligand cell-specific display. In addition, therapeutic approaches targeting E-selectin receptor/ligand interactions, which can be used to boost host defense or, conversely, to dampen pathological inflammatory conditions, will also be discussed.
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INTRODUCTION

The mononuclear phagocyte system (MPS) comprises monocytes, dendritic cells (DC), and tissue-resident macrophages. MPS cells have specialized phagocytic capabilities, and antigen processing and presenting functions, thereby initiating the immune response and linking innate and adaptive immune systems (1). In addition to their role as key sentinels and regulators of immunity, mononuclear phagocytes are also involved in several pathological inflammatory conditions, including autoimmune diseases, infection, cancer, and abnormal wound healing processes (2). To access inflammatory sites, circulating monocytes and DCs must first engage the vascular endothelial barrier against the prevailing forces of hemodynamic shear, a process that occurs via adhesive interactions between vascular E-selectin and its glycan counter-receptors (E-selectin ligands) on the circulating cells (3). This initial contact results in tethering and slow rolling of the cells along the endothelial surface at velocities well below that of blood flow (4). E-selectin-mediated slow rolling is a vital step in this cascade of events as it allows intimate contact between MPS cells and the inflamed endothelium, and the recognition of inflammatory molecules within the milieu (3). Consequently, a greater knowledge of how E-selectin ligand display is elaborated by different types of circulating monocytes and DCs is key to understanding the physiological and pathological events associated with the MPS. In this review, we will provide information on the structural biology and operation of the wide variety of E-selectin-binding glycoconjugates expressed by circulating MPS cells (i.e., blood monocyte and non-tissue-resident DC populations) in light of their impact on pathology and potential therapies. Furthermore, we will discuss the molecular basis of the biosynthesis of these glycoconjugates, and how such knowledge can frame novel strategies to inhibit or enforce trafficking of MPS cells.

MONONUCLEAR PHAGOCYTE FAMILY: HETEROGENEITY AND MIGRATORY CAPABILITIES

Monocytes

Monocytes constitute a heterogeneous cell population, comprising approximately 5–10% of total peripheral blood leukocytes. These cells arise from granulocyte–macrophage progenitors in the bone marrow and are subsequently released into peripheral blood, where they circulate for several days (5). At steady state (i.e., without any inflammatory cue), monocytes can enter non-lymphoid tissues, and there they either retain their blood monocytic behavior (6), or generate the immediate precursors of “monocyte-derived macrophages and DCs,” which constitute a small portion of tissue-resident macrophage and DC populations (7–9). On the other hand, under inflammatory conditions, monocytes transmigrate into injured tissues, where they then directly mediate antimicrobial activity or, depending on the local biochemical milieu, differentiate into inflammatory macrophages or monocyte-derived DCs (moDCs) (10) (Figure 1). Circulating monocytes, thus, function as a systemic reservoir of tissue-resident myeloid cells (11, 12).


[image: image1]

FIGURE 1 | Proposed model for migration of human monocytes and dendritic cell (DC) progenitors into tissues in steady-state and inflammatory conditions. After differentiation in the bone barrow, precursors of DCs and monocytes enter the blood stream and are distributed to lymphoid organs [through high endothelial venules (HEV)] and to various peripheral tissues. In steady state, non-classical monocytes are preferentially recruited into the resting vasculature, where they patrol the endothelium and may contribute to the maintenance of tissue-resident macrophage and DC populations. Conventional DCs (cDCs) recirculate between peripheral tissues and lymphoid organs (migratory cDCs), participating in the induction of peripheral tolerance, or reside in the lymphoid organs (lymphoid-resident cDCs). By contrast, plasmacytoid DCs (pDCs) mostly populate lymphoid tissues (lymphoid-resident pDCs) and lack migratory ability under steady-state conditions. Upon inflammation, classical monocytes, cDCs, and pDCs are recruited to affected tissues. After antigen uptake and differentiation into fully functional mature DCs, monocyte-derived DCs (moDCs), and cDCs enter draining lymph nodes via afferent lymphatics. pDCs can only access reactive lymph nodes from the blood stream via HEVs.



There are three subsets of human monocytes, each of which display different functional and migratory abilities and can be distinguished based on their expression of specific chemokine receptors, CD14 [the lipopolysaccharide (LPS) receptor], and CD16 (Fcγ RIII) (13). “Classical” monocytes (CD14++CD16−), which account for about 90% of circulating monocytes in healthy individuals, express high levels of the C-C chemokine receptor type 2 (CCR2), display high phagocytic and myeloperoxidase activities, generate reactive oxygen species, and produce inflammatory cytokines, such as interleukin (IL)-1β, IL-6, and tumor necrosis factor (TNF)-α (14). On the other hand, the “non-classical” monocytes (CD14+CD16++) comprise a population that exhibits low phagocytic and myeloperoxidase activities (15, 16). Importantly, while classical monocytes are recruited preferentially to distressed tissues (17), non-classical monocytes are recruited to non-inflamed areas, where they patrol the microvasculature via the CX3C chemokine receptor 1 (CX3CR1) and leukocyte function-associated antigen (LFA)-1, monitoring the luminal surface of resting endothelium for signs of tissue damage or infection (18–20). In addition, non-classical monocytes are mainly responsive to virus-associated signals, via toll-like receptors (TLRs) 7 and 8, whereas classical monocytes respond mostly to bacteria-associated signals (21). An intermediate subset of monocytes, characterized as CD14++CD16+, is viewed as being a transitional population between classical and non-classical monocyte subsets, displaying significant production of TNF-α and IL-1β, but low peroxidase activity (16, 22). While the migratory ability of the intermediate subset is controversial, they express the chemokine receptor CCR2, a feature supporting their ability to infiltrate sites of inflammation (23). Still, overall, the intermediate monocyte population reportedly displays weaker ability to migrate across resting endothelium compared to the other two monocytic subsets (24).

Dendritic Cells

Dendritic cells are the antigen-presenting cells par excellence, showing a unique capacity to initiate immune responses. These specialized antigen-presenting cells constitute a unique leukocyte population that display high morphological and functional heterogeneity (25). DCs can be originated from common myeloid or lymphoid precursors and are divided into two main groups: conventional DCs (cDCs) and plasmacytoid DCs (pDCs) (26). After being released into the bloodstream, they are distributed to lymphoid organs (lymph nodes, spleen, and thymus) and various peripheral tissues. DC function is intrinsically related to their anatomical localization, and, therefore, a stringent DC functional-anatomical classification needs to be defined (Figure 1). At steady state, DCs are found to be immature (as indicated by high phagocytic and endocytic capacity and low expression of MHC and costimulatory molecules) and can be classified as either migratory or lymphoid-resident DCs (27, 28). Migratory DCs serve as immune sentinels screening peripheral tissues for signals of danger. They can also capture apoptotic cells or self-antigens in non-inflamed tissues and, after entering lymph nodes via afferent lymphatics, present these to T cells in the lymph nodes, thus playing a key role in antigen-mediated peripheral tolerance (29–31). On the other hand, lymphoid-resident DCs differentiate within lymphoid organs directly from blood DC precursors, and they function to continuously survey blood or lymph (27, 32). Both cDC and pDC hematopoietic progenitors contribute to the lymphoid-resident DC pool, whereas most migratory DCs arise from blood cDCs (33). Under infection or sterile inflammatory circumstances, both circulating cDCs and classical monocytes enter inflamed tissues, where they capture antigens and differentiate into highly functional mature DCs. The mature DCs migrate to the lymph nodes via the afferent lymph, initiating T cell-mediated immune responses.

In addition to cDCs and pDCs, a distinct subset of DCs are derived from monocytes (known as “moDCs”) which are considered to be “inflammatory DCs”; these cells prominently produce TNF-α, nitric oxide, and IL-23, and are potent inducers of TH17 cells (34–37). Interestingly, although pDCs are believed to be absent from peripheral tissues under steady-state conditions, a number of recent publications reported pDC extravasation into some inflamed tissues, where they secrete large amounts of type I interferon (38–42). In contrast to cDCs, pDCs do not enter reactive secondary lymphoid organs after trafficking from peripheral tissue via afferent lymphatics; instead, they apparently migrate directly from the bloodstream via high endothelial venules (HEVs) by an E-selectin-dependent mechanism (43–47).

Macrophages

Macrophages are a heterogeneous and versatile population of tissue-resident cells, mostly originating from self-renewing embryo-derived progenitors and from blood monocytes that have colonized tissues (48, 49). They exist virtually in every tissue throughout the body, where they survey for potential signs of infection/danger and perform phagocytic clearance of dying cells (50). In addition, macrophages play a role in adaptive immunity through antigen presentation and production of cytokines (51, 52).

There are two main macrophage subsets, the M1 and the M2 macrophages, with distinct responses to environmental signals. The M1 subset produces high amounts of pro-inflammatory cytokines and reactive oxygen and nitrogen species, thus playing a crucial role in Th1 polarization and promotion of cellular immunity. M2 macrophages are characterized by their ability to stimulate humoral immune responses, fight extracellular parasite infections, and promote tissue repair, angiogenesis, and tumor progression (53, 54). Whereas the major function of macrophages is to fight infections and kill target cells, they do not typically display hematogenous migration, nor leave sites of tissue injury (11, 55).

MPS Extravasation Cascade: The Multistep Model

Recruitment of circulating cells from blood to inflamed tissue involves a sequential and coordinated series of molecular actions mediated by adhesive interactions between circulating sentinels and endothelial cells in post-capillary venules (56). Here, we review the molecular effectors that regulate the initial phagocyte–endothelial binding interactions, which are essential for transendothelial migration of blood monocytes and DCs to sites of injury.

To initiate the extravasation process, circulating phagocytes establish low-affinity and reversible interactions (tethering) on target endothelial cells, achieving low velocity “rolling” adhesive interactions (Step 1, Figure 2). Rolling exposes these cells to chemokines that are immobilized by glycosaminoglycans on the endothelial surface, and, in turn, facilitates engagement of G-protein-coupled chemokine receptors (GPCRs) expressed on the mononuclear phagocyte cell surface (Step 2, Figure 2), with resultant G-protein-driven integrin activation (3, 57). Activated integrins on phagocytes, principally very late activation protein 4 and LFA-1, bind to their respective endothelial receptors vascular cell adhesion molecule-1 and intercellular adhesion molecule-1 (ICAM-1), leading to firm adhesion of MPS cells on the endothelium (Step 3, Figure 2) (3, 57). The binding of activated integrins then allows diapedesis into the tissue (Step 4, Figure 2). Two distinct mechanisms enable diapedesis: (1) transient dismantling of endothelial junctions (paracellular migration) or (2) migration through individual endothelial cells (transcellular migration) (58, 59).
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FIGURE 2 | Multistep model of circulating blood cell adhesion and migration along the vascular endothelium. Cells make adhesive contacts onto the inflamed endothelial surface through engagement of their sialofucosylated glycan determinants to vascular E-selectin (Step 1—tethering and rolling). Subsequent engagement of chemokine receptors leads to integrin activation (Step 2) and firm adhesion of leukocytes to endothelium (Step 3), allowing their transmigration (Step 4).



Although several cell-associated proteins are specialized at mediating the first step of cell migration, the selectins and their ligands are the most potent effectors of tethering and rolling adhesive interactions. These molecules are responsible for the initial low-affinity binding interactions of leukocytes on endothelial layer (60), a property related to the unique biophysics of lectin–carbohydrate interactions under fluid shear conditions.

SELECTINS AND THEIR GLYCOCONJUGATE LIGANDS

The Selectin Family

The selectins are a family of three carbohydrate-binding proteins that can be expressed on endothelial cells, leukocytes and platelets (Figure 3). Due to their requirement of calcium ions for binding, all three selectins, E-selectin (CD62E), P-selectin (CD62P), and L-selectin (CD62L), belong to the C-type lectin family (61). Selectins share a common structure of five different domains: an N-terminal carbohydrate recognition domain (CRD), an epidermal growth factor-like domain (EGF), a varying number of short consensus repeats that have homology to complement regulatory domains (“CRs” of which there are 2, 6, and 9 within L-, E-, and P-selectin, respectively), a transmembrane region, and a C-terminal cytoplasmatic domain (Figure 3) (62–64). While the CRD and EGF domains are highly homologous between the three selectins, the structure of the transmembrane and cytoplasmic portions, as well as the extracellular CR domains are not conserved across the selectins, resulting in structural diversity and varying molecular weights between selectins (61, 65).
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FIGURE 3 | The selectin family. Selectins are a family of three carbohydrate-binding proteins: P-selectin, expressed on activated platelets and endothelial cells, E-selectin expressed on activated endothelial cells, and L-selectin expressed on leukocytes. The figure represents the five domains shared by selectins: C-type lectin domain, epidermal growth factor-like domain (EGF), a varying number of short consensus repeats having homology to complement regulatory proteins, a transmembrane region, and a cytoplasmatic domain.



Despite sharing common elements, the three selectins have different functions in diverse pathological and physiological processes and vary in their distribution and binding kinetics.

The biology of L-selectin was first elucidated by use of an in vitro assay in which suspensions of lymphocytes were overlaid onto lymph node sections (66). This assay then allowed for creation of mAb that could interrupt this binding, such as the mAb known as “MEL-14” described by Gallatin and coworkers (67) in 1983, and thereafter led investigators to cloning of this structure (62). L-selectin is highly expressed on hematopoietic stem cells and mature leukocytes, including all myeloid cells, subsets of natural killer cells, naïve T and B cells, and central memory T cells. When leukocytes are activated, cell surface levels of L-selectin are downregulated by proteolytic cleavage via metalloprotease-dependent shedding of the extracellular domain (61, 68, 69).

P-selectin was described in 1984 by McEver and coworkers (70, 71) and Furie and coworkers (72) as a glycoprotein expressed on the cell surface of activated platelets. P-selectin is constitutively expressed by circulating platelets and endothelial cells, where it is stored in α-granules and Weibel–Palade bodies, respectively. Because it can be expressed on endothelial cells, P-selectin together with E-selectin (described below) are known as the “vascular selectins.” Following pro-inflammatory stimulus by molecules such as thrombin or histamine, P-selectin is rapidly translocated from the granules to the cell surface by fusion of intracellular storage compartments with the plasma membrane. In murine endothelial cells, inflammatory mediators, such as TNF-α, IL-1β, and LPS, induce P-selectin mRNA transcription, which requires the cooperative binding of the nuclear factor κ-light chain-enhancer of activated B cells (NF-κB) and activating transcription factor-2 (ATF-2) to their response elements within the P-selectin promoter (73–75). However, importantly, the promoter of P-selectin in humans and other primates lacks binding sites for NF-κB and ATF-2 (76). For this reason, in human endothelial cells, the only vascular selectin inducibly expressed by TNF-α, LPS, and IL-1β is E-selectin (77).

E-selectin was first reported by Bevilacqua and coworkers (63, 78) in 1980s as a leukocyte adhesion molecule on activated endothelial cells. Skin and bone marrow microvessels express E-selectin constitutively (79), however, in other tissues, endothelial cells do not constitutively express E-selectin but its expression is strongly upregulated by inflammatory cytokines, such as TNF-α and IL-1β. These cytokines potently induce transient transcription (within hours of exposure) of E-selectin mRNA in both human and mouse endothelial cells (80). Cytokine-dependent activation of E-selectin is mediated by NF-κB binding to regulatory domains in the E-selectin promoter (81). Functionally, E-selectin slows leukocyte rolling to much lower velocities than do either L- or P-selectin, favoring subsequent leukocyte arrest (4, 82). This capacity, along with the inability of human endothelial cells to upregulate P-selectin in the presence of IL-1β and TNF-α, is why E-selectin is considered to be the most important selectin for cell trafficking to sites of inflammation in humans, and it plays a critical role in the recruitment of immune effectors to target inflammatory sites.

The Carbohydrate E-Selectin Ligands

E-selectin recognizes a range of structurally diverse glycan epitopes expressed by human leukocytes that typically contain α(1,3)-fucose (Fuc) and α(2,3)-sialic acid (Sia) modification(s) on a lactosamine backbone [consisting of galactose (Gal) linked to N-acetylglucosamine (GlcNAc)], as shown in Figure 4 (79). The terminal tetrasaccharide known as sialyl Lewis X (sLex—Siaα2-3Galβ1-4(Fucα1-3)GlcNAc) is the prototypical E-selectin-binding determinant (83–85). Some sLex-variant structures can also exhibit E-selectin binding activity, namely an internally fucosylated sLex-variant (VIM-2) and other polylactosamine structures, in which Fuc modifications occur at more than one GlcNAc residue along the polylactosamine chain (tri-fucosyl-sialyl Lewisx and di-fucosyl-sialyl Lewisx) (86–88). In addition, other glycan structures that are not natively expressed on leukocytes exhibit E-selectin binding activity, namely the sLex isomer, sialyl Lewis a (sLea—Siaα2-3Galβ1-3(Fucα1-4)GlcNAc) (89), some sulfated derivatives of Lex and Lea (3′-sulfo-Lex and 3′-sulfo-Lea, respectively) (90, 91), and a fucosylated glycoform of LacdiNac that displays a terminal N-acetylgalactosamine (GalNAc) instead of Sia (GalNAc-Lewis x) (92).
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FIGURE 4 | Schematic representation of biosynthesis of the E-selectin ligand determinants. The α(2,3)-sialyltransferases, ST3Gal-III, -IV, and -VI, terminate the elongation of both O- and N-glycans by creating sialylated type 2 lactosamine chains. These can be further fucosylated by the action of the specific fucosyltransferases, yielding different Lewis-related structures that display E-selectin binding activity.



Glycosyltransferases Involved in the Biosynthesis of Selectin–Carbohydrate-Binding Determinants

E-selectin binding determinants are typically displayed at the end of O-glycans, N-glycans, or glycolipid precursor structures, and require the coordinated and sequential action of specific glycosyltransferases localized within the lumen of the Golgi apparatus. Assembly of sLex is driven by the terminal addition of Sia (to Gal) and of Fuc (to GlcNAc) through the action of α(2,3)-sialyltransferases and α(1,3)-fucosyltransferases (FTs), respectively, on type 2 lactosamine (LacNAc) chains (i.e., Gal connected to GlcNAc through a β(1,4)-linkage) (Figure 4) (93, 94). The sialylated forms of Lewis antigens are synthesized by the action of the α(2,3)-sialyltransferases (ST3Gal isoenzymes). These enzymes transfer Sia residues to the Gal on the LacNAc chain, exclusively acting prior to fucosylation (95, 96). There are six members of the α(2,3)-sialyltransferase family (ST3Gal-I–ST3Gal-VI), but only ST3Gal-III, ST3Gal-IV, and ST3Gal-VI are reported to sialylate lactosamine chains (97). Importantly, ST3Gal-III exhibits preference for type 1 lactosamine chain acceptors (wherein Gal is connected to GlcNAc through a β(1,3)-linkage), whereas ST3Gal-IV and ST3Gal-VI preferentially act on type 2 polylactosamine chains (98–100). When Type 1 lactosamines are decorated with Sia in α(2,3)-linkage to Gal and with Fuc in β(1,3)-linkage to GlcNAc, this tetrasaccharide is known as sialyl Lewis A (sLeA).

So far, six human FTs have been found to catalyze the addition of Fuc at α(1,3) linkage to GlcNAc with a type 2 lactosamine—FTIII, FTIV, FTV, FTVI, FTVII, and FTIX. Each enzyme exhibits specificity for acceptor substrates and, therefore, has the ability to generate distinct fucosylated structures (101, 102). Particularly, FTIII and FTV are unique in that they exhibit both α(1,3) and α(1,4) FT activity on both sialylated and unsialylated type 2 and type 1 lactosamines thereby creating (s)Lex and (s)Lea epitopes, respectively (103, 104). On the other hand, FTIV and FTVI fucosylate both sialylated and unsialylated type 2 lactosamine chains, with FTIV creating VIM-2 and Lex (105, 106) and, modestly, sLex determinants (107, 108), and FTVI creating these structures as well as di-fucosyl-sLex (108–110). Uniquely, FTVII can only act on sialylated type 2 lactosamines, yielding sLex and di/tri-fucosyl-sLex-structures (111, 112), whereas FTIX is known to synthesize mostly Lex (101, 106).

Most of the reports that assess the role of the different glycosyltransferases involved in selectin ligand biosynthesis in leukocytes have been performed using knock-out mouse models, with a small proportion of these studies using human leukocytes or human hematopoietic cell lines. Concerning the role of the α(2,3)-sialyltransferases, murine studies suggest that ST3Gal-IV and ST3Gal-VI collaborate together in murine E-selectin ligand biosynthesis, with ST3Gal-IV having an important role in the regulation of E-selectin-dependent rolling velocity (113, 114). Interestingly, ST3Gal-III does not seem to contribute to the synthesis of murine E-selectin ligand moieties, since deficiency of this enzyme did not affect E-selectin ligand expression or activity on murine leukocytes (113). Surprisingly, ST3Gal-IV is reportedly the only human α(2,3)-sialyltransferase involved in the biosynthesis of E-selectin ligands in human myeloid leukocytes, since ST3Gal-IV-silenced HL-60 cells (a human promyelocytic cell line), and neutrophils derived from stable ST3Gal-IV knockdown hematopoietic stem cells fail to engage in tethering and rolling interactions on E-selectin-bearing substrates (115). In case of α(1,3)-FTs, studies demonstrate that mostly FTVII, and to a lesser extent FTIV, are the key murine α(1,3) FTs that mediate leukocyte selectin ligand biosynthesis. In fact, murine leukocytes lacking FTVII show poor adhesive contacts with E- and P-selectin, indicating that this FT plays a prominent role in murine E-selectin ligand biosynthesis (116, 117). However, others reported that FTIV is crucial for slow murine leukocyte rolling velocity (118, 119). Importantly, E-selectin binding activity conferred by murine FTIV, but not by FTVII, apparently occurs mainly on glycolipids rather than glycoproteins (120). Conversely, in human leukocytes, there is evidence that FTVII, FTIV, and FTIX could each act in synthesis of E-selectin ligand determinants (121). Notably, the mouse genome encodes only FTIV, FTVII, and FTIX (122), whereas primates possess an additional three FT gene products—FTIII, FTV, and FTIV. These additional FTs provide for a much wider capacity to create sLeX; in addition, the expression of FTIII and FTV in primates uniquely drives creation of sLeA determinants. Human circulating monocytes express all the α(1,3)-FTs, with the exception of FTV, heightening the potential for variability in glycoconjugates bearing sLex among human and mouse cells (123). Notably, sLeA is not expressed on any primate leukocytes as these cells do not synthesize Type 1 lactosamines (3).

Other glycosyltransferases involved in the biosynthesis of sLex have also been studied for their relevance in generating functional selectin ligands (Figure 5). Regarding sLex presentation on O-glycans, one study reported that leukocytes from mice deficient in the enzyme required for initiation of O-glycosylation, ppGalNAcT-1, showed impaired recruitment during inflammation due to a significant reduction in E- and P-selectin ligand levels (124). Mice lacking the O-glycan core 1 β3galactosyltransferase (C1GalT-I) showed dramatic loss of leukocyte rolling on E-selectin and, consequently, these leukocytes did not transmigrate into inflamed tissues (125). Transgenic mouse studies, where the O-glycan core 2 β6-N-acetylglucosaminyltransferase-I (C2GnT-I) was knocked out, also showed reduced E-selectin and P-selectin binding activity of leukocytes under static and shear-based rolling assays, with impaired leukocyte recruitment to sites of inflammation (126–128). In agreement, in human moDCs, the downregulation of C2GnT-I, with concurrent upregulation of ST3Gal-I and GalNAc α(2,6)sialyltransferase (ST6GalNAc)-II, results in a loss of the core 2 structures required for O-glycan display of sLex (Figure 5) (129). Furthermore, studies using HL-60 cells have revealed that the ST6GalNAc-II overexpression abrogates sLex cell surface display and reduces the number of adherent cells to E-selectin under flow conditions, reinforcing the notion that there exists a competition between ST6GalNAc-II and C2GnT-I for core 1 acceptors, affecting the biosynthesis of sLex-bearing core 2-O-glycan structures (Figure 5) (130). Interestingly, in mice, knockout of one of the β(1,4)galactosyltransferases (of the family of five isoenzymes) involved in Type 2 lactosamine synthesis, β(1,4)galactosyltransferase-I (β(1,4)GalT-I), showed reduced inflammatory responses and impaired P-selectin binding activity; however, the contribution of this enzyme in the synthesis of E-selectin counter-receptors remains to be elucidated (131).
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FIGURE 5 | Schematic representation of the biosynthetic pathways leading to glycoprotein synthesis: O-linked and N-linked glycosylation. The O-glycosylation process is characterized by a stepwise sugar addition that occurs in the Golgi apparatus and involves a broad array of enzymes. This synthesis is initiated by one of the N-acetylgalactosaminyltransferase (ppGalNAcTs) family members, forming the Tn antigen. After the first sugar [N-acetylgalactosamine (GalNAc)] addition, Tn is typically elongated by Core 1 β(1,3)galactosyltransferase (Core1GalT or T synthase, whose Golgi expression requires the activity of its chaperone COSMC), creating the “Core 1” O-glycan (also known as “T antigen”). Core 1 is then further lengthened by C2GnT-I, which adds an N-acetylglucosamine (GlcNAc) to the GalNAc, forming the “Core 2” O-glycan structure. Alternatively, Core 1 sialylation, by ST3Gal-I or ST6GalNAc-II [forming sialyl-T (sT) or sialyl-6T (s6T) antigens, respectively] stops Core 2 formation. In contrast to O-glycosylation, the N-glycosylation process requires the production of an oligosaccharide precursor (GlcNAc2Man5) in the cytoplasmic face of the endoplasmic reticulum (ER) membrane. This glycan flipped in the ER lumen and is then transferred en block from a lipid donor to the Asn residue of a newly synthesized protein within the ER lumen, and then further processed in the Golgi compartment. Biosynthesis of hybrid and complex glycans is initiated by the action of MGAT-I, which adds a GlcNAc residue to the mannose (Man) present on the α(1,3)-arm of the Man5GlcNAc2 structure. Repetitive additions of galactose (Gal) and GlcNAc by β(1/4)GalT and β(1,3)GnT enzymes, respectively, can further elongate Core 2 O-glycan and hybrid- and complex-type N-glycan structures, creating the lactosaminyl type 2 chains that serve as acceptors for terminal sialofucosylation reactions.



One study has recently evaluated the contributions of N-glycans, O-glycans and glycosphingolipids (GSLs) to E-selectin binding by human myeloid cells under physiological flow conditions (132). To address this issue, O-glycan and GSL synthesis was abolished by, respectively, knocking-out the core 1 Gal transferase chaperone, i.e., the C1GalT-I-specific Molecular Chaperone (COSMC), β1,2 GlcNAc-transferase (MGAT-I), and UDP-glucose ceramide glucosyltransferase (UGCG). Notably, these studies indicate that while O-glycans are indispensable for myeloid cell binding to L- and P-selectins, N-glycans play the major role in the initial myeloid cell recruitment into E-selectin-bearing substrates, with O-glycans playing a more modest role. In addition, both glycolipids and N-glycans are responsible for the slowing down of rolling velocities that precede firm arrest (132).

Most studies that have assessed biologic modulators of E-selectin ligands in leukocytes have been performed using human and murine T cells. An array of cytokines has been shown to regulate E-selectin ligand expression via upregulation or downregulation of specific glycosyltrasferases that control sLex expression. Specifically, IL-2, IL-7, IL-15, and IL-12 increase the expression of glycosyltransferases involved in the biosynthesis of E-selectin ligand determinants, whereas IL-4 has the opposite effect (133). This selectin ligand upregulation in T cells in response to cytokine signaling was shown to be dependent on Th1 transcription factor T-bet (134) and on STAT4-mediated pathways (135). Interestingly, human myeloid cells treated with granulocyte-colony stimulating factor (G-CSF) show increased cell surface expression of E-selectin ligands associated with significant increases in gene expression of the glycosyltransferases ST3Gal-IV, FTIV, and FTVII (136).

E-SELECTIN LIGAND ACTIVITY DISPLAYED BY CIRCULATING MPS SUBSETS

Among the cells of MPS, human circulating monocytes and, to a lesser extent, human blood cDCs and moDCs are the most comprehensively analyzed group in terms of E-selectin ligand activity. In our studies, human classical monocytes (CD14++CD16−) showed significantly higher levels of sLex determinants as compared to intermediate monocytes (CD14++CD16+), whereas non-classical monocytes (CD14+CD16++) were almost devoid of sLex expression (123). Another study compared the trafficking capacity of human monocyte subsets by analyzing their ability to bind to activated endothelial monolayers, and commensurately, classical monocytes showed noticeably higher capability of adhering to reactive endothelium than did non-classical/intermediate monocytes (137). In agreement with human studies, murine classical monocytes (Ly-6Chi) exhibit greater binding to E-selectin under flow conditions and express higher levels of the scaffolds that bear sLex determinants compared to non-classical monocytes (Ly-6Clo) (138, 139). This differential pattern of E-selectin ligand display is in agreement with the specific migratory requirements among the monocyte subsets: classical monocytes are typically recruited to inflamed lesions (138, 139), whereas non-classical monocytes migrate to non-inflamed endothelium (14) upon which they patrol healthy tissues in a LFA-1-dependent manner (19). Indeed, although the first observations of non-classical monocytes were made in non-inflamed skin blood vessels (19), these cells were further described in the microvasculature of kidney under steady-state conditions (20). The patrolling profile that these cells exhibit is independent of the activation state of the endothelium, since non-classical monocytes constitutively scavenge the luminal side of non-reactive endothelium (18). Therefore, their ability to bind to endothelium seems to be independent of E-selectin receptor/ligand interactions, but, instead, appears critically regulated by LFA-1 expression and its interaction with endothelial ICAM (19, 20). Notably, although selectins play a major role in the initial adhesive contacts with endothelium surfaces, integrins can also support tethering and rolling events under flow conditions, albeit with less potency than do selectins (140, 141).

Multiple adhesion molecules are involved in monocyte attachment to endothelium. While E-selectin receptor/ligand interactions prominently mediate Step 1 events in transmigration for all leukocytes, L-selectin-dependent binding interaction have also been observed to potently mediate human peripheral blood monocyte binding to activated vascular endothelium under shear stress (142–144). Thus, even though the majority of the reports indicates that initial monocyte adhesion to activated endothelial cells is most critically dependent on E-selectin receptor/ligand interactions (123, 145–150), distinct interactions were also reported by other authors. The differences have to do with differences in the leukocyte populations under study, variations in the assay conditions employed (i.e., shear stress levels employed, rotatory shear versus fluid shear conditions, temperature, etc.), differences in the adhesion metrics (i.e., number of adhered cells, number of rolling cells, rolling velocity measurements, etc) altogether compounded by the innate biologic differences between mice and human cells, could alternatively emphasize the contribution(s) of other adhesion molecules.

Concerning DCs, human blood cDCs express high levels of sLex determinants, which allow them to tether and roll on E-selectin under flow conditions (151, 152). Importantly, in in vivo intravital microscopy studies, human blood cDCs adoptively transferred into mice were observed to roll along resting murine skin endothelium and extravasate at sites of inflammation (151). Notably, human moDCs significantly express sLex, especially on O-glycan structures. Upon maturation of moDCs with the TLR4 ligand, LPS, sLex expression is downregulated due to decreased C2GnT-I expression and upregulation of ST6GalNAc-II and ST3Gal-I (129). Biologically, these observations suggest that sLex is less relevant for transendothelial migration of TLR4-induced-mature moDCs, or that maturation is a step that follows transendothelial migration. By contrast, IFN-γ-induced maturation of moDCs leads to an upregulation of C2GnT-I, resulting in increased expression of core 2 O-glycan substrates for sLex decoration (153). These features suggest that sLex-bearing core 1-derived (or core 2) O-glycans are required for human moDC migration and are modulated according to specific maturation stimuli. Human pDCs also express sLex, allowing their recruitment to some inflamed tissues (38, 39, 154) and to reactive lymph nodes (43), a process believed to be mediated by the expression of E-selectin in HEVs (45, 47).

GLYCOCONJUGATE STRUCTURES THAT DISPLAY E-SELECTIN LIGAND DETERMINANTS IN CIRCULATING MPS CELLS

Several diverse and structurally singular glycostructures with E-selectin binding activity have been identified on human classical monocytes or human blood DCs. Human classical monocytes greatly display sLex decorations on an array of protein scaffolds, consisting of P-selectin glycoprotein ligand-1 (PSGL-1), CD43 and CD44, and GSLs (123), whereas human circulating DCs appear to display sLex solely on PSGL-1 (129, 155).

Cutaneous Lymphocyte Antigen

The cutaneous lymphocyte antigen (CLA) is the E-selectin-reactive glycoform of PSGL-1. PSGL-1 is a transmembrane 240-kDa homodimeric, mucin-like glycoprotein expressed on leukocytes (and, reportedly, on some activated endothelial cells) that plays a crucial role in the homing of leukocytes into inflamed tissue (156, 157). E-selectin binding activity of PSGL-1 is conferred by sialylated and fucosylated core 2-based-O-glycans that are cluster-distributed along the stalk region of the PSGL-1 extracellular domain (158). A number of studies have identified PSGL-1 as one of the several scaffolds expressed by human classical monocytes displaying E-selectin-binding activity (123, 155). On the other hand, PSGL-1 is the only known scaffold that presents sLex determinants on human circulating cDCs (151, 155) and moDCs (129). Yet, Silva et al. observed that although PSGL-1 is essential for P- and L-selectin recognition by human moDCs under fluid shear conditions, it is not mandatory for tethering to E-selectin (153). Moreover, there are reports that extravasation of murine immature DC to inflamed tissues requires both E- and P-selectin, but not PSGL-1 (159). Together, these data suggest the expression of ligands for E-selectin in addition to CLA by human and murine DCs. Still, PSGL-1 is the dominant ligand for P- and L- selectin and is the only known glycoprotein that binds all three selectins (160, 161). Accordingly, circulating monocytes that have already bound to E-selectin on inflamed endothelium can also interact with L-selectin expressed by other circulating monocytes/DCs via PSGL-1 and support their secondary capture, potentiating mononuclear phagocyte recruitment to sites of inflammation (162).

Hematopoietic Cell E- and L-Selectin Ligand

HCELL is a sialofucosylated glycoform of CD44 that exhibits potent E-selectin (and L-selectin) binding activity. CD44 is a transmembrane protein that exists in a wide variety of protein isoforms due to alternative splicing and extensive post-translational modifications (with molecular weight ranging from 80 to 220 kDa). CD44 is expressed by most mammalian cells, where it serves as the principal receptor for hyaloronic acid and participates in a broad range of cellular activities, including lymphocyte activation, leukocyte trafficking, hematopoiesis, cell growth and survival, and tumor dissemination (163). Post-translational modifications along with extensive alternative splicing allow the formation of multiple protein isoforms, expressed in a tissue-specific manner (164, 165). The standard protein isoform of CD44 (CD44s or CD44H) is encoded by mRNA transcripts comprising exons 1–5 and 16–20 (“s1–s5 and s6–s10”). CD44s is ubiquitously expressed by mammalian cells and is the form most often displayed by hematopoietic-lineage cells. In addition to CD44s, non-hematopoietic cells characteristically display CD44 variant isoforms contain peptide products of variant exons (exons “v2–v10”) in addition to the standard exon peptide products.

CD44 post-translational modifications include the addition of different glycan structures, namely glycosaminoglycans, and N- and O-glycan substitutions (166). While previous studies indicated that HCELL was only expressed by human hematopoietic stem and progenitor cells (HSPCs) (167, 168), and some hematologic (167, 169) and solid malignancies (170), HCELL was recently reported to be expressed by classical human monocytes (123). Importantly, for human HSPCs, the sLex determinant is exclusively displayed on N-glycan lactosamines on CD44s, but classical monocytes express sLex on O-glycans of CD44s (123). Because of its ability to engage E- and L-selectin under relatively high fluid shear conditions (i.e., in excess of 20 dynes/cm2 shear stress), HCELL is considered the most potent L- and E-selectin ligand expressed on mammalian cells (167, 171).

CD43E

CD43, also known as sialophorin or leukosialin, is a cell surface glycoprotein expressed by nearly all hematopoietic cells and is involved in several important processes, including cell development, activation, survival, and migration (172–176). Glycosylation of CD43 molecules with either core 1 or core 2 O-glycan structures produces the ~115 and ~135 kDa glycoforms, respectively (177). Recently, we reported that human classical monocytes display E-selectin binding activity on CD43 (123). CD43 that displays sLex and binds E-selectin is known as “CD43E” and this protein harbors sLex on O-glycans (178).

Glycosphingolipids

In contrast to results in mouse leukocytes, reports using human cells have suggested that sialofucosylated determinants displayed on lipid scaffolds can mediate adhesion to E-selectin under static and flow conditions. In native human leukocytes and in the myelocytic leukemia cell line HL-60, the glycolipid structures that display ability to bind to E-selectin consist of sialylated lactosylceramides decorated with internal fucosylated GlcNAc structures (myeloglycans) (86, 87, 179). It has been reported that the disruption of myeloglycan biosynthesis via knockdown of ceramide glucosyltransferase (UGCG) in HL-60 cells disturbed stable cell rolling and impaired transmigration across inflamed endothelial cells (180). Finally, human classical monocytes treated with a broadly active protease did not show a complete abrogation of sLex staining, suggesting that although the majority of sialofucosylated moieties required for E-selectin binding are preferentially expressed on proteins rather than lipids, a considerable amount of sialofucosylated determinants are present on glycolipids (123).

PATHOPHYSIOLOGICAL IMPORTANCE OF THE SELECTINS

Due to its crucial role in the transmigration of specific myeloid populations to sites of inflammation, the selectin/selectin–ligand axis is involved in the development of many acute and chronic inflammatory conditions (181, 182). In fact, cutaneous inflammatory disorders, such as allergic contact dermatitis (183), atopic dermatitis (184–188), and psoriasis (183, 184, 189–191), are known to be promoted by the upregulation of selectins on dermal microvasculature. Specifically, P- and E-selectins are upregulated in skin lesions of cutaneous inflammatory patients, which enables inflammatory mononuclear phagocyte infiltration with subsequent release of soluble cytotoxic mediators, T cell activation, and destruction of the dermal layer of skin (154, 192–194). Atherosclerosis is another chronic inflammatory disease in which the recruitment of monocytes into selectin-expressing endothelial beds constitutes a key molecular event in the pathogenesis of the disease (195). Both E-and P-selectins are expressed on human arterial luminal endothelial cells of atherosclerotic plaques (195, 196), and mouse studies have shown that E-selectin and/or P-selectin deficiency substantially reduces the formation of atherosclerotic plaques, suggesting an overlapping function of these two selectins in the development of atherosclerotic lesions (197, 198). Murine classical monocytes (Ly6Chi) preferentially migrate into activated endothelium and infiltrate developing atheromas to become atherosclerotic macrophages, inflammatory DCs, or foam cells (139). Indeed, murine classical monocytes display high levels of PSGL-1 and higher binding affinity to E-/P-selectin expressing cells than do the non-classical patrolling monocytes, which might explain why they are preferentially recruited to sites of endothelial inflammation and thrombosis (138).

Inflammatory bowel disease (199–202), multiple sclerosis (203, 204), rheumatoid arthritis (205–207), and type 1 diabetes (208, 209) are other examples of inflammatory diseases in which upregulated E-/P-selectin expression in tissue microvasculature drives myeloid cell recruitment crucial for the development of the disease. Increased E-selectin expression and mononuclear phagocyte infiltration have been similarly observed in cases of transplantation rejection, including human renal (210, 211), lung (212–214), and cardiac (215–217) rejection and in acute graft versus host disease (218–221). Recruitment of inflammatory classical monocytes (222, 223) and pDCs (38, 41, 224) to tumor-cell-activated endothelium has also been reported to be dependent on E-selectin expression, which can lead to an inhibition of the tumor-specific immune defense response and induction of tolerance (225, 226). Some studies have also indicated that inflammatory monocytes license extravasation of tumor cells via the induction of E-selectin-dependent adhesive interactions (222).

THERAPEUTIC STRATEGIES TARGETING THE SELECTIN/SELECTIN–LIGAND AXIS

The critical role of selectins and their ligands in the pathogenesis of many inflammatory conditions makes them potential molecular targets for therapy and, therefore, several strategies have been developed to interfere with this biology (182, 227, 228). One strategy relies on the development of pan-selectin competitive inhibitors that inhibit leukocyte/endothelial cell interaction and, therefore, cell recruitment to affected inflammatory or metastatic tissues. One example is the molecule Bimosiamose (Encysive Pharmaceuticals), a sLex mimetic that showed clinical efficacy in both asthma and psoriasis (229, 230). Other examples of pan-selectin inhibitors include sLex-peptides (231), sLex-bearing liposomes (232) or heparin oligosaccharides (233, 234). Also, GMI-127 and GMI-1271, E-selectin antagonists developed by GlycoMimetics based on the bioactive conformation of sLex in the carbohydrate-binding domain of E-selectin, have been used in treatment of sickle cell crisis (ClinicalTrials.gov Identifier: NCT00911495) and as an adjuvant for chemotherapy of hematological malignancies, including multiple myeloma and acute myeloid leukemia (NCT02811822, NCT02306291). In addition, an alternative approach involves the inhibition of the selectin ligand synthesis, either by interfering with the expression of key glycosyltransferases involved in sLex biosynthesis (235), or by using fluorinated analogs of Sia and/or Fuc residues (232, 236) that inhibit sLex synthesis. Finally, competing antibodies that bind to vascular E- and P-selectins and/or to selectin ligands expressed on the leukocyte cell surface constitute alternative methods that have been explored to prevent inflammatory exacerbation (182, 228). Indeed, a soluble form of PSGL-1 linked to the Fc portion of human IgG1 (PSGL-1-Ig) has been shown to inhibit leukocyte rolling in several disease models in mice (237–240).

On the other hand, the disruption of the selectin–leukocyte interaction has been reported to trigger severe immune-deficiency by disruption of immunosurveillance (241). Leukocyte adhesion deficiency Type II is a rare genetic disorder characterized by defective neutrophil and monocyte migration caused by a mutation in a GDP-Fuc transporter gene (242). This mutation leads to the formation of glycans that lack fucosylation, resulting in impaired leukocyte rolling and consequent leukocytosis and recurrent infections (242, 243). To overcome deficient cellular rolling, our lab developed a FT-driven sLex biosynthesis approach to enforce cell surface expression of E-selectin ligands while preserving cell viability, called glycosyltransferase-programmed stereosubstitution (GPS) (244, 245). This platform uses optimized reaction conditions, which enables the efficient α(1,3)-fucosylation of underfucosylatated sialylated type 2 lactosamine acceptors (Siaα2-3Galβ1-4GlcNAc), via a soluble α(1,3) FT, installing expression of sLex (Siaα2-3Galβ1-4GlcNAcα1-3Fuc) (3). GPS has been used to improve the recruitment of a variety of human and mouse cells into E-selectin-bearing endothelial beds, driving cell migration into bone marrow and inflammatory sites (123, 178, 208, 244, 246–248).

CONCLUDING REMARKS

Specific migratory routes and distinct localization in steady and inflammatory conditions of the different human MPS subsets suggests that they play differential roles in immunity. These cells are operational in multiple beneficial processes, including immediate antimicrobial host defense, activation of the adaptive immune system, and tissue healing processes. However, they may also contribute to the pathobiology of several inflammatory conditions. A better understanding of the molecular basis of glycosylation-dependent creation of E-selectin ligands could yield the development of novel therapeutic approaches for inflammatory diseases, or, alternatively, could yield enhanced ability to infiltrate sites where immunity is needed (e.g., tumors or infection). To our knowledge, only a limited number of studies have analyzed the functional and structural biology of the full spectrum of E-selectin ligands expressed by different circulating human MPS subsets. Future work will be required to address this issue and to elucidate how custom-modified expression of these homing receptors can be achieved to preferentially influence the specific migratory routes of the different subsets of circulating MPS cells.
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Dendritic cells (DC) are professional Antigen-Presenting Cells scattered throughout antigen-exposed tissues and draining lymph nodes, and survey the body for pathogens. Their ability to migrate through tissues, a 3D environment, is essential for an effective immune response. Upon infection, recognition of Pathogen-Associated Molecular Patterns (PAMP) by Toll-like receptors (TLR) triggers DC maturation. Mature DC (mDC) essentially use the protease-independent, ROCK-dependent amoeboid mode in vivo, or in collagen matrices in vitro. However, the mechanisms of 3D migration used by human immature DC (iDC) are still poorly characterized. Here, we reveal that human monocyte-derived DC are able to use two migration modes in 3D. In porous matrices of fibrillar collagen I, iDC adopted the amoeboid migration mode. In dense matrices of gelled collagen I or Matrigel, iDC used the protease-dependent, ROCK-independent mesenchymal migration mode. Upon TLR4 activation by LPS, mDC-LPS lose the capacity to form podosomes and degrade the matrix along with impaired mesenchymal migration. TLR2 activation by Pam3CSK4 resulted in DC maturation, podosome maintenance, and efficient mesenchymal migration. Under all these conditions, when DC used the mesenchymal mode in dense matrices, they formed 3D podosomes at the tip of cell protrusions. Using PGE2, known to disrupt podosomes in DC, we observed that the cells remained in an immature status and the mesenchymal migration mode was abolished. We also observed that, while CCL5 (attractant of iDC) enhanced both amoeboid and mesenchymal migration of iDC, CCL19 and CCL21 (attractants of mDC) only enhanced mDC-LPS amoeboid migration without triggering mesenchymal migration. Finally, we examined the migration of iDC in tumor cell spheroids, a tissue-like 3D environment. We observed that iDC infiltrated spheroids of tumor cells using both migration modes. Altogether, these results demonstrate that human DC adopt the mesenchymal mode to migrate in 3D dense environments, which relies on their capacity to form podosomes independent of their maturation status, paving the way of further investigations on in vivo DC migration in dense tissues and its regulation during infections.
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INTRODUCTION

Dendritic cells (DC) are professional phagocytic and antigen-presenting cells, which populate the skin, mucosal surfaces, and most organs of the body (1, 2). They scan their environment in search for antigens, collect antigenic materials, and transport them via lymphatic vessels to draining lymph nodes where they trigger T lymphocyte activation and the onset of the adaptive immune response (2). Yet, while DC functions rely on their ability to migrate in tissues, the mechanisms underlying DC migration in three-dimensional (3D) environments are not completely understood.

Immature DC (iDC) have been shown in vivo to patrol randomly in tissues, such as the gut and the skin, constantly sampling the interstitium for potential pathogen entry (3, 4). Using micro-channels as an in vitro model of constrained migration, iDC alternate phases of rapid migration with phases of arrest, corresponding to random scanning of the environment and antigen capture (5–7).

During infection, Toll-like receptors (TLRs) mediate cellular responses to a large variety of pathogens (viruses, bacteria, and parasites) by inducing DC activation and maturation. DC maturation is characterized by changes in the surface expression pattern of CC-chemokine receptors. A decrease in the expression of CCR5, which is highly abundant in iDC and involved in their recruitment to the site of inflammation, is accompanied by an increase in the expression of CCR7 that is required for mature DC (mDC) migration toward its ligands CCL19 and CCL21 expressed by lymphatic vessels (2, 8–13). mDC also upregulate protein surface expression of antigen-presenting and co-stimulatory molecules for a proper activation of the T cell responses. Regarding the mechanisms of mDC migration, data from in vivo approaches and in vitro 3D collagen models showed that the so-called “amoeboid” migration mode, which refers to crawling amoeba, are used in porous environments. The amoeboid mode is integrin and protease independent, it involves cell contractility induced by activation of RhoA, the Rho-associated protein kinase ROCK and myosin II, and it is characterized by a round cell shape (1, 14–21).

Podosomes are adhesion cell structures, which are formed constitutively by macrophages, DC, and osteoclasts (22). The known podosome functions are cell adhesion, substrate rigidity sensing, and matrix degradation (22–28). In addition, podosomes and their cancer cell counterpart, invadopodia, are involved in the protease-dependent cell migration that takes place in dense 3D-environments. This mode is integrin-dependent and ROCK-independent. It is characterized by an elongated and protrusive cell shape, and it involves proteolytic degradation of the extracellular matrix (ECM) mediated by podosomes in macrophages and osteoclasts precursors (29–31). This migration mode is called mesenchymal migration. Interestingly, while TLR4-mediated human DC maturation by LPS induces the loss of podosomes (32–34), the TLR2-mediated maturation by Pam3CSK4 maintains podosome formation and stability (34), suggesting that DC migration capacity may be differentially regulated by TLR activation.

Therefore, in the present study, we hypothesized that the migration capacity of DC in 3D environments could be influenced by the architecture of the matrix, the cell maturation status, and the presence/absence of podosomes. We report that human monocyte-derived DC display amoeboid 3D migration in porous matrices of fibrillar collagen I, independent of their maturation status. We demonstrate that both iDC and mDC can adopt the mesenchymal migration mode to infiltrate 3D dense environments, a process that relies on their capacity to form podosomes.

MATERIALS AND METHODS

Dendritic Cell Differentiation and Activation

Human monocytes were obtained from blood donors (Etablissement Français de Sang, EFS, Toulouse). For this report, written informed consents were obtained from all the donors under EFS contract n°21/PLER/TOU/IPBS01/2013-0042. According to articles L1243-4 and R1243-61 of the French Public Health Code, the contract was approved by the French Ministry of Science and Technology (agreement number AC 2009-921). All subjects gave written informed consent in accordance with the Declaration of Helsinki. Monocyte-derived macrophages and DC were differentiated as previously described (29, 35). Briefly, purified CD14+ monocytes were seeded in 24-well plates (5 × 105 cells/well) with RPMI 1640 supplemented with 10% FCS, human IL-4 (Miltenyi Biotec) at 20 ng/mL, and human GM-CSF (Miltenyi Biotec) at 10 ng/mL. Cells were allowed to differentiate for 5–7 days. Fresh culture medium was added at day 3 of differentiation. For DC activation, cells were stimulated overnight with either LPS (from Escherichia coli O111:B4, Sigma-Aldrich) at 10 ng/mL, Pam3CSK4 (Synthetic triacylated lipoprotein, Invivogen) at 100 ng/mL, or PGE2 (Prostaglandin E2, kindly provided by Agnès Coste (PharmaDev, Toulouse)) at 5 μM, then harvested and used for the following assays. We also used ultra-pure LPS (from Escherichia coli O111:B4, Invivogen) and obtained similar results as those obtained with LPS from Sigma.

Flow Cytometry

Immature DC, mDC-LPS, mDC-Pam3CSK4 and, iDC treated with PGE2 were harvested by gentle flushing with 1 mL of culture medium, centrifuged for 5 min at 340 g, incubated in staining buffer (PBS, 2 mM EDTA, 0.5% FBS) with a 1:100 dilution of Human TruStain FcX (Biolegend) for 5 min at room temperature. Cells were then stained in cold staining buffer for 25 min with fluorophore-conjugated antibodies (APC-Cy7 labeled anti-HLA-DR (clone: L243, 1/400), PE labeled anti-CD80 (clone: 2D10, 1/200), PerCP-Cy5.5 labeled anti-CD86 (clone: IT2.2, 1/400), Pacific Blue labeled anti-PD-L1 (clone: 29E.2A3, 1/400), PerCP-Cy5.5 labeled anti-CCR5 (clone: J418J1, 1/400), and PE labeled anti-CCR7 (clone: G043H7, 1/400)) from Biolegend. After staining, the cells were washed with cold staining buffer, centrifuged twice for 5 min at 340 g at 4°C, and analyzed by flow cytometry using LSR-II flow cytometer (BD Biosciences) and the associated BD FACSDiva software. Data were then analyzed using the FlowJo 7.6.5 software (TreeStar).

3D Migration Assay

Fibrillar (2.15 or 4 mg/mL) and gelled (5.15 mg/mL) collagen I, and Matrigel were prepared as previously described (29). Matrices (100 μL) were polymerized for 1 h and 30 min, respectively, in Transwell Invasion Chambers (BD Falcon) within 24-well companion plates. The viscoelasticity parameters of these matrices have been measured previously (29, 36). Matrigel, gelled collagen I at 5.15 mg/mL and fibrillar collagen I at 4 mg/mL display comparable viscoelasticity, while fibrillar collagen I at 2.15 mg/mL displays lower viscoelasticity. iDC, mDC-LPS, mDC-Pam3CSK4, and iDC treated with PGE2 (5 × 103/transwell) were seeded on top of matrices. Migration experiments were conducted for 24–72 h, and the percentage of migrating cells, the distance of migration, and the number of membrane protrusions were quantified as described (29, 37). For live cell imaging of 3D migration (see Video S2 in Supplementary Material), pictures at the matrix surface and at 300 μm below the surface were recorded every 10 min during 13.5 h, using the 10× objective of an inverted video microscope (Leica DMIRB, Leica Microsystems, Deerfield, IL, USA) equipped with an incubator chamber to maintain constant temperature and CO2 levels. The chemokines CCL5, CCL19, and CCL21 (Immunotools) were added in the bottom chamber at 20 ng/mL. The mixture of protease inhibitors (PI mix) comprises E64c (100 μM), GM6001 (5 μM), aprotinin (0.04 TIU/mL), leupeptin (6 μM), and pepstatin (2 μM) (29). Y27632 was used at 20 μM. DMSO at the concentration of PI mix was used as a control in all experiments.

Fluorescence Microscopy

Glass coverslips were coated with fibronectin (10 μg/mL, Sigma Aldrich) in PBS for 1 h at 37°C. Cells were seeded on fibronectin-coated coverslips (3 × 105/well in 24-well plate), left to adhere for 1–3 h and stimulated as indicated. DC were then fixed and stained with anti-Vinculin (Sigma-Aldrich) and Texas-Red-coupled phalloidin as previously described (38) and imaged using the 60 × 1.4 objective on an FV1000 confocal microscope (Olympus). The number of cells displaying podosomes was counted using a Leica DM-RB fluorescence microscope on least 100 cells per experimental conditions.

3D Podosome Staining and Imaging

At the end of migration experiments, matrices were fixed with 3.7% (w/v) paraformaldehyde (PFA) and 15 mM sucrose for 45 min at room temperature. PFA was quenched with 50 mM NH4Cl for 5 min. Cells embedded in matrices were permeabilized with PBS–Triton X-100 0.1% supplemented with 3% (w/v) BSA to perform saturation at the same time for 1 h. Afterward, cells were stained anti-vinculin (Sigma-Aldrich) and secondary AlexaFluor 488-coupled secondary antibody, phalloidin-Texas Red (Invitrogen) and DAPI (0.5 mg/mL; Sigma-Aldrich). Cells were imaged using an Olympus/Andor CSU-X1 spinning disk with a 60× objective.

Scanning Electron Microscopy

Scanning electron microscopy (SEM) observations were performed as previously described (39, 40). Briefly, at the end of the 3D migration assay, cells and matrices were fixed in 2.5% glutaraldehyde/3.7% PFA/0.1M sodium cacodylate (pH 7.4) and dehydrated in a series of increasing ethanol. Critical point was dried using carbon dioxide in a Leica EMCPD300. After coating with gold, cells were examined with an FEI Quanta FEG250 scanning electron microscope.

Tumor Cells and Spheroid Culture

Spheroids were generated as previously described (36). Briefly, 24-well tissue culture plates were coated with 500 μL of 2% agar per well. The human breast tumor cell line SUM159PT (103 cells/20 μL) was plated in the lid of tissue culture plates. After 7 days, each spheroid was transferred into wells with 500 μL culture medium. Preliminary studies have established that after 20–24 days of culture, spheroids reached a diameter of ~400 μm. DC staining was performed using the cell-live permeant probe CellTracker Red CMPTX (Molecular Probes, Invitrogen) at 0.5 μM in PBS, as described by the manufacturer. DC at day 7 of differentiation were distributed (104 cells) into agar-coated wells containing a single spheroid and co-incubated for 3 days. Formalin-fixed spheroids stained with DAPI were imaged in chambers (CoverWell PCI-1.0; Grace Bio-Labs, Bend, OR) using a Zeiss LSM710 microscope (10× objective, NA 0.3, voxel size 1.3 μm × 1.3 μm × 5.5 μm) with a multiphoton source at 715 nm (coherent Chameleon) for z-stack acquisition of DAPI and CellTracker fluorescence. With the cell counter plugin of ImageJ software (National Institutes of Health, Bethesda, MD, USA), CellTracker-stained DC associated to spheroids were counted. DC were classified “out of spheroids” when located in the first line of nuclei, and “inside” when entering the first line of nuclei. At least three spheroids per condition were used.

Statistics

A Wilcoxon matched-paired signed rank test was used for statistical analyses performed using GraphPad Prism 6.0 (GraphPad Software Inc.). The P < 0.05 was considered significant.

RESULTS

Immature DC Adopt Either the Amoeboid or the Mesenchymal Migration Mode, and Form Podosomes Depending on the Matrix Architecture

To study the 3D migration ability of human monocyte-derived DC, we used different matrices presenting distinct architectures that were polymerized in transwells as thick layers (>1 mm) (29). Fibrillar collagen I is a porous matrix used to mimic classical stromal/interstitial ECM, and Matrigel is a dense matrix composed of a mixture of ECM proteins particularly rich in laminin and collagen IV (Figure 1A) (41). Since Matrigel and fibrillar collagen I have distinct biochemical compositions, we also used collagen I polymerized as a dense gel, called gelled collagen I, which displays a dense architecture and viscoelasticity parameters similar to Matrigel (Figure 1A). As shown in Figure 1B, iDC migrated in fibrillar collagen I, Matrigel and, to a lower extent, in gelled collagen I. iDC, imaged inside gelled collagen I and Matrigel, displayed an elongated cell shape with long protrusions (Videos S1 and S2 in Supplementary Material; Figure 1C). In fibrillar collagen I, iDC displayed a round cell shape (Video S1 in Supplementary Material; Figure 1C). The number of cells forming membrane protrusions and the number of membrane protrusions per cell were quantified. More than 90% of iDC migrating in gelled collagen I and Matrigel form membrane protrusions (mean of two to three protrusions per cell), while cells in fibrillar collagen I had occasional protrusions (Figure 1D).
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FIGURE 1 | Immature DC (iDC) adopt either the amoeboid or the mesenchymal migration mode depending on the matrix architecture. iDC were seeded on top of a thick layer of fibrillar or gelled collagen I, or Matrigel polymerized in culture transwell inserts. (A) Scanning electron microscopy pictures revealing the porous (fibrillar collagen I) versus dense (gelled collagen I and Matrigel) architecture of the matrix. (B) The percentage of migrating cells and the mean migration distance of iDC in fibrillar, gelled collagen I or Matrigel were measured. Results are expressed as mean ± SEM of at least three independent experiments. (C) Bright field images of iDC within matrices were taken using an inverted video microscope and illustrate the round cell morphology in fibrillar collagen I and the elongated and protrusive cell morphology in gelled collagen I and Matrigel. (D) Quantification of the number of membrane protrusions per cells. Results are expressed as mean ± SEM of at least 100 cells counted per conditions. (E) After migration in matrices in Transwell inserts for 24 h, samples were fixed, permeabilized, and stained with anti-vinculin (green), phalloidin Texas-Red (red) and DAPI (blue). iDC form 3D podosomes, F-actin-, vinculin-enriched structures at the tip of membrane protrusions when migrating in dense matrices of gelled collagen I and Matrigel (arrowheads). (F–H), The percentage of iDC migrating in fibrillar collagen I (F), gelled collagen I (G) or Matrigel (H) was measured in control or drug-treated cells (PImix or Y27632). Results are expressed as mean ± SEM of at least three independent experiments.



Next, we examined whether iDC migrating in dense matrices form 3D podosomes, as these structures are instrumental for matrix remodeling and protease-dependent migration (26, 29, 30, 42). Cell staining in dense matrices revealed that the tips of membrane protrusions were enriched in F-actin and vinculin (Figure 1E), indicative of the presence of 3D podosomes. When iDC migrated inside fibrillar collagen I, they did not form 3D podosomes as observed with F-actin and vinculin at the subcortical area (Figure 1E).

To further characterize the migration mode of iDC, we used the ROCK inhibitor Y27632 or a mix of protease inhibitors [PImix (29)], which inhibit the amoeboid and mesenchymal migration modes, respectively. In the presence of Y27632, iDC migration in fibrillar collagen I was strongly inhibited, whereas it was not affected by PImix (Figure 1F). Since Matrigel and fibrillar collagen I have distinct viscoelasticity parameters, we also used fibrillar collagen I at 4 mg/mL, which displays similar viscoelasticity parameters as Matrigel but the same porous architecture as fibrillar collagen I at 2.15 mg/mL (29). Using this matrix, we showed that iDC migration was inhibited by Y27632 (43 + 1.2% versus 1.6 + 2.4%, P = 0,0022). On the contrary, while Y27632 did not affect cell migration in gelled collagen I and Matrigel, PImix significantly reduced it (Figures 1G,H). We verified that podosomes displayed a proteolytic activity on gelatin-FITC coated glass coverslips (Figures S1A–D in Supplementary Material) that was markedly reduced in the presence of PImix (Figures S1C,D in Supplementary Material). As previously reported (43), protease inhibitors induced podosome dissolution (Figures S1A,B in Supplementary Material). By contrast, Y27632 did not affect podosome formation and matrix degradation activity (Figures S1A–D in Supplementary Material).

Taking together the results on the cell shape, the effect of inhibitors and the formation of 3D podosomes, we conclude that iDC use the amoeboid migration mode in porous matrices of fibrillar collagen I and the mesenchymal migration mode in dense matrices of gelled collagen I and Matrigel. Thus, iDC adapt their migration mode to the architecture rather than the composition of the 3D matrix. As these results are comparable to those obtained with human monocyte-derived macrophages (26, 29), we decided to compare the 3D migration capacity of these two cell types that form podosomes [Figure S2A in Supplementary Material (23, 27, 29)]. Macrophages and iDC were differentiated from monocytes isolated from the same donors. The percentage of macrophages and iDC migrating in fibrillar collagen I was similar, but macrophages covered a longer distance than DC at 24 h (Figure S2B in Supplementary Material). In Matrigel, iDC displayed a higher capacity to infiltrate the matrix compared to macrophages (percentage of migrating cells and migration distance) during the first 24 h; however, both cell types migrated equally after 3 days (Figure S2C in Supplementary Material). Therefore, macrophages and iDC display similar ability to migrate in both types of matrix.

Podosomes, Rather Than the Maturation Status, Determine the Ability of DC to Perform Mesenchymal 3D Migration

Next, we investigated the influence of DC maturation on the 3D migration capacity. iDC were stimulated by LPS (TLR4 agonist) or Pam3CSK4 (TLR2 lipopeptide agonist) to generate mDC-LPS or mDC-Pam3CSK4. LPS- and Pam3CSK4-induced DC maturation was confirmed by the up-regulation of maturation markers at the cell surface, such as HLA-DR, CD80, CD86 and PD-L1 (Figures S3A,B in Supplementary Material). On top of porous fibrillar collagen I, both iDC, mDC-LPS and mDC-Pam3CSK4 exhibited a round cell shape with large membrane ruffles and blebs, as shown by SEM (Figure 2A). They efficiently infiltrated the matrix and covered a similar migration distance (Figure 2C). SEM pictures of Matrigel revealed that iDC and mDC-Pam3CSK4 remodeled the matrix by forming infiltrating holes, while mDC-LPS failed to do so (Figure 2B). In line with these observations, unlike mDC-LPS that did not infiltrate Matrigel or gelled collagen I, iDC and mDC-Pam3CSK4 infiltrated dense matrices and covered a similar migration distance (Figure 2C). Similar to iDC, mDC-Pam3CSK4 displayed a round cell shape in fibrillar collagen I and an elongated cell shape in dense matrices (Video S3 in Supplementary Material).
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FIGURE 2 | TLR4 and PGE2, but not TLR2, activation induced podosome dissolution and abolished 3D mesenchymal migration of dendritic cells (DC). Immature DC (iDC) were left untreated or stimulated with LPS (10 ng/mL) or Pam3CSK4 (100 ng/mL) for 16 h. (A,B), Morphology of cells and interaction with the surrounding matrix of fibrillar collagen I (A) or Matrigel (B) were visualized by scanning electron microscopy. Note the presence of holes in the matrix around iDC and mature DC (mDC)-Pam3CSK4 penetrating Matrigel (arrowheads), which were not seen in mDC-LPS. (C) The percentage of migrating cells and the mean migration distance in fibrillar, gelled collagen I or Matrigel, were measured after 24 h. Results are expressed as mean ± SEM of at least three independent experiments. (D) 2D podosomes were stained with an anti-vinculin Ab (green), phalloidin Texas-Red to detect F-actin (red), and DAPI to stain nuclei (blue) (scale bar inset: 2 μm). (E) The percentage of cells forming 2D podosomes was quantified. Results are expressed as mean ± SEM of seven independent experiments. (F) 3D podosomes of iDC and mDC-Pam3CSK4 in gelled collagen I were stained with an anti-vinculin Ab (green), phalloidin Texas-Red to detect F-actin (red), and DAPI to stain nuclei (blue). (G) The number of membrane protrusions per cell was quantified in gelled collagen I (white) and Matrigel (gray). (H–K), iDC were left untreated or treated with PGE2 (5 μM) for 16 h. (H) Podosomes were stained with an anti-vinculin Ab (green), phalloidin Texas-Red to detect F-actin (red), and DAPI to stain nuclei (blue). (I) the percentage of cells forming 2D podosomes was quantified. Results are expressed as mean ± SEM of seven independent experiments. (J) Morphology of cells and interaction with the surrounding matrix of Matrigel were visualized by scanning electron microscopy. Note the presence of holes in the matrix around iDC (arrowhead), which were not seen in iDC + PGE2. (K) The percentage of cells migrating in fibrillar collagen I or Matrigel was measured after 24 h. Results are expressed as mean ± SEM of at least three independent experiments. *P < 0.05; **P < 0.01; ***P < 0.001 compared to iDC condition. #P < 0.05 compared to mDC-LPS condition.



Of note, we observed that LPS treatment triggered DC maturation along with podosome dissolution (32–34). By contrast, podosomes were maintained when DC maturation was induced by Pam3CSK4 (34). These previous observations were confirmed in Figures 2D,E. iDC and mDC-Pam3CSK4 formed 3D podosomes in gelled collagen I (Figure 2F) and membrane protrusions in dense matrices (Figure 2G). Altogether, these results suggest that the ability of DC to migrate in dense matrices is independent of their maturation status, but it relies on the capacity to form podosomes.

To further characterize the role of podosomes in DC mesenchymal migration, we looked for a way to trigger podosome dissolution without inducing DC maturation. To address this question, PGE2 was used as a potent inducer of podosome dissolution (44), and thus we examined whether it modifies the DC maturation status. PGE2 did not induce DC maturation, as the cell surface expression of HLA-DR, CD80, and CD86 remained unchanged compared to iDC (Figure S3B in Supplementary Material), and we confirmed its capacity to disrupt podosomes (Figures 2H,I). When PGE2-treated iDC were seeded on top of matrices, we observed that both matrix proteolysis and migration in Matrigel were impaired without affecting amoeboid migration in fibrillar collagen I (Figures 2J,K).

Collectively, these results indicate that the presence of podosomes, rather than the maturation status of DC, determines the ability to migrate in dense 3D environments.

CC-Chemokines Regulate 3D Migration of DC

Since mDC-LPS migration in Matrigel is impaired, we next investigated whether it could be restored by chemokines. Upon TLR4 activation by LPS, the expression pattern of CC-chemokine receptors was modified with decreased expression of CCR5 and enhanced expression of CCR7 (Figure S4A in Supplementary Material), as previously described (8). Consequently, we used CCL5 or a combination of CCL19 and CCL21, as ligands for CCR5 and CCR7, respectively. In fibrillar collagen I, the percentage of migrating cells and the distance covered by iDC and mDC-LPS were enhanced by CCL5 and the combination of CCL19 and CCL21, respectively (Figure 3A). Under the influence of chemokines, both iDC and mDC-LPS exhibited the characteristic amoeboid round cell shape in fibrillar collagen I (Figure 3B), and their migration capacity was inhibited by Y27632 (Figures S4E,F in Supplementary Material). In Matrigel, however, CCL5 strongly increased the 3D migration and the distance covered by iDC, while CCL19 and CCL21 had no effect on these cells (Figure 3C). CCL5 also enhanced iDC migration in gelled collagen I (Figure S4B in Supplementary Material), and the percentage of migrating iDC under the influence of CCL5 was inhibited by PImix in Matrigel and gelled collagen I (Figures S4G–H in Supplementary Material). Importantly, none of these cytokines triggered mDC-LPS migration in Matrigel. Under the influence of CCL5, iDC displayed an elongated cell shape in Matrigel while mDC-LPS remained on top of the matrix (Figure 3D). Finally, we did not observe any influence of these chemokines on the capacity of iDC and mDC-LPS to degrade the matrix (Figures S4C,D in Supplementary Material).
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FIGURE 3 | Chemokines regulate three-dimensional (3D) migration of dendritic cells (DC). (A) Immature DC (iDC) and mature DC (mDC)-LPS were seeded on top of a matrix of fibrillar collagen I and the percentage of migrating cells (left) or the mean migration distance (right) were monitored after 6 h, when none (white), CCL5 (gray), or a mixture of CCL19 and CCL21 (black) were added in the lower chamber as chemoattractant. Results are expressed as mean ± SEM of three independent experiments. *P < 0.05; ***P < 0.001 compared to iDC condition. (B) Bright field images of iDC and mDC-LPS within the matrix of fibrillar collagen I were taken using an inverted video microscope and illustrate the round cell morphology in response to CCL5 or a mixture of CCL19 and CCL21 chemokines, respectively. (C) iDC and mDC-LPS were seeded on top of Matrigel and the percentage of 3D migrating cells (left) or the mean migration distance (right) were monitored after 6 h, when none (white), CCL5 (gray), or a mix of CCL19 and CCL21 (black) were added in the lower chamber as chemoattractant. Results are expressed as mean ± SEM of three independent experiments. *P < 0.05; ***P < 0.001. (D) Bright field images of iDC within Matrigel were taken using an inverted video microscope and illustrate the elongated cell morphology in response to CCL5, while mDC-LPS remained on top of the matrix under the influence of CCL19 and CCL21 chemokines.



Due to the switch in CC-chemokine receptor expression pattern, we observed that the amoeboid migration of iDC and mDC-LPS is, as expected, influenced by CCR5 and CCR7 ligands, respectively. While the mesenchymal migration of iDC is influenced by CCL5, CCL19 and CCL21 failed to trigger mDC-LPS infiltration in Matrigel. We infer that this is likely due to the dissolution of podosomes induced by LPS resulting in mDC-LPS inability to degrade the matrix.

Immature DC Use Both Migration Modes in Tumor Cell Spheroids

To examine the migration of iDC in a tissue-like 3D environment, we used spheroids of the breast carcinoma cell line SUM159PT, which secrete several ECM proteins including fibronectin, laminin, and collagen IV (36). DC were stained with CellTracker and co-cultured with spheroids in the presence of DMSO (vehicle), the pan-matrix metalloprotease inhibitor GM6001 (a component of PImix), or Y27632. After 3 days of co-culture, iDC infiltrated in spheroids were visualized using multiphoton microscopy (Figure 4A) and quantified. As shown in Figure 4B, iDC efficiently infiltrated tumor spheroids and both GM6001 and Y27632 significantly decreased the percentage of iDC inside spheroids (Figure 4B). Therefore, iDC are able to use both the mesenchymal and amoeboid modes in a complex tissue-like environment.
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FIGURE 4 | Immature dendritic cells (iDC) adopt both amoeboid and mesenchymal three-dimensional (3D) migration in tumor spheroids. SUM159PT cell spheroids were coincubated for 3 days with CellTracker-stained DC, with or without drugs. (A) Multiphoton acquisition of DAPI stained spheroids (gray) infiltrated by CellTracker-stained iDC (purple). A spheroid cross-section (left) set in the 3D spheroid reconstitution is shown (right). The arrow indicates a CellTracker-stained iDC located inside the spheroid. (B) Quantification of iDC infiltration into spheroids, with or without inhibitors. Results are expressed as the percentage of iDC inside spheroids (100% corresponds to iDC inside plus iDC at the periphery). Results are expressed as mean ± SEM of five independent experiments. *P < 0.05.



DISCUSSION

This study extends our knowledge on the migration ability of human DC in 3D environments and its modulation during TLR-induced DC maturation. We report the following novel findings: (1) both iDC and mDC use the amoeboid mode to migrate in porous 3D collagen I; (2) only DC forming podosomes migrate in dense environments, independent of their maturation status or the presence of chemokines; and (3) iDC use both the mesenchymal and amoeboid migration modes to infiltrate tumor cell spheroids.

Our first attempt was to investigate the migration capacity of iDC and the influence of TLR-induced maturation in 3D environments using different matrices with distinct architectures (29). We observed that, independent of their maturation status, DC adopt the amoeboid mode to migrate in porous collagen I as characterized by ROCK dependency and round cell shape. Hence, both iDC and mDC behave like other leukocytes, namely monocytes, T lymphocytes, macrophages, and neutrophils (14, 18, 29, 38, 45) with the 3D amoeboid mode as a common feature to migrate in porous 3D environments.

We demonstrate that, independent of their maturation status, DC migrate in dense matrices if they form podosomes as examined in 2D and 3D settings. Both the TLR4 and TLR2 agonists, LPS and Pam3CKS4, respectively, induce DC maturation. However, although LPS triggers podosome dissolution and loss of the mesenchymal migration capacity, Pam3CKS4 maintains podosomes and mesenchymal migration in dense matrices. These results suggest that in the context of infectious diseases, activation of distinct TLR triggers DC maturation with distinct impact on podosome formation and matrix degradation capacity. Using PGE2, which is synthesized downstream of LPS stimulation and mediates podosome dissolution (44, 46), we showed that it maintained DC in an immature state and abolished migration in Matrigel concomitantly to podosome disruption. In contrast to the TLR4 signaling pathway, PGE2 is not produced upon TLR2 stimulation (47), and thus podosomes are maintained. Due to the unique ability of DC to dissolve their podosomes, this study further supports the critical role of these cell structures in 3D migration in dense environments. We also report that when DC form podosomes in 2D, they form 3D podosomes during migration in dense 3D environments, as previously described in macrophages (29, 30, 36). Altogether, these data provide evidence that when DC form podosomes, they have the dual 3D migration ability, using the amoeboid mode in a porous matrix and the mesenchymal mode in a dense environment.

Among leukocytes, only macrophages and osteoclast precursors perform mesenchymal migration, which is functionally linked to their capacity to form podosomes (26, 29, 31, 37, 38, 42, 48). Macrophages that form podosomes (in 2D and 3D environments) are able to degrade, ingest, and compact the matrix to form tunnels and create paths allowing migration into dense matrix (26, 30). Interestingly, gene deletion or knockdown of podosome effectors such as Hck, WASp, or Filamin A translate in reduced podosome stability, ECM proteolysis and mesenchymal migration without any effect on amoeboid migration (39, 49, 50). Conversely, the HIV-1 protein Nef, which stabilizes podosomes and increases their proteolytic activity, enhances the mesenchymal migration of human macrophages (37). Thus, a pathogen able to modify podosome formation and function alters the 3D migration of its host cell in dense matrices (37). A few other studies described the influence of pathogens on podosomes and the consequences on DC migration mainly studied in 2D. In 2D, the influence of podosomes on cell migration is likely related to their adhesion property rather than to their proteolytic activity. Gram-positive versus Gram-negative bacteria have distinct effects on podosomes. Gram-negative bacteria, such as Neisseria meningitidis or Salmonella enteritidis, induce podosome dissolution in DC associated with enhanced migration on 2D surface in a LPS- and TLR4-dependent manner (34). Gram-positive bacteria, such as Staphylococcus aureus or Streptococcus pneumoniae, maintain podosomes and do not influence 2D migration of DC (34). Infection of human DC with the parasite Toxoplasma gondii induces a rapid dissolution of podosomes (51, 52) and enhanced amoeboid 3D migration in fibrillar collagen I (53). Finally, Helicobacter pylori is able to induce podosome formation in cells devoid of podosomes. Hepatocytes infected with H. pylori form podosomes, degrade the matrix, and exhibit diminished 2D cell migration (54). Altogether, these data show that several pathogens target podosomes with potential consequences on cell adhesion, matrix degradation, and cell migration, likely influencing tissue immunopathology and activation of the adaptive immune response.

Although podosomes in macrophages and DC are involved in mesenchymal migration, they exhibit distinct behaviors in response to protease inhibitors. The presence of protease inhibitors in the culture medium disrupted podosomes in DC, as previously observed with a cathepsin B inhibitor (43), but they exhibited no effect on podosomes in macrophages (29). Thus, proteases in macrophages and DC are involved in the proteoly-tic activity of podosomes toward the ECM and regulate podosome dynamics only in DC. Additional comparative experiments are required to further characterize specific properties of podosomes between macrophages and DC.

Chemokines, together with the switch in CC–chemokine receptor expression operating during DC maturation, tightly regulate DC migration (2). Here, we observed that chemokines enhanced the 3D migration capacities of DC and the migration distance in both dense and porous matrices, but none of them modulated their matrix degradation capacities. In addition, when DC are devoid of podosomes, chemokines are unable to trigger mesenchymal migration. Thus, chemokine receptors do not directly govern the 3D migration mode used by DC, but they facilitate their intrinsic migratory capacities. In response to CCL19, the small Rho-GTPase Cdc42 is essential for an efficient unipolar and directional migration of mDC-LPS both in vivo and in vitro in a 3D collagen matrix (16), likely explaining the increased distance covered by DC in matrices. Moreover, PGE2 induced during TLR4-mediated maturation of DC plays a critical role in CCR7 expression and signaling for an efficient migration of mDC-LPS toward CCL19 and CCL21 (55–57). Our results are in line with these previous studies since CCR7 expression is up-regulated and the amoeboid migration of mDC-LPS is enhanced in response to CCL19 and CCL21, probably facilitating the amoeboid migration to lymph nodes (1). The dual capacity of CCL5 to enhance both amoeboid and mesenchymal migration in iDC suggests that activation of CCR5 might support cell migration in all types of matrix architecture. Whether common or distinct molecular mechanisms are involved downstream of CCR5 activation to stimulate both migration modes remains to be determined.

The role of proteases in DC migration has been already reported showing that the Matrix Metallo-Proteases MT1-MMP and MMP9 regulate CCL5-induced iDC migration (58, 59). Interestingly, MT1-MMP localizes on podosome protrusions in iDC where it mediates ECM degradation (60–63). Moreover, MMP9 and MMP2 activities are also involved in Langerhans and dermal DC emigration from ex vivo murine and human epidermis (64). However, in these studies, it was not investigated whether cells form podosomes and exhibit the characteristics of mesenchymal motility. In tumor cell spheroids, we found that the pan-MMP inhibitor reduced cell infiltration, indicating that MMPs are involved in mesenchymal migration used by DC to infiltrate a tissue-like environment.

In vivo, existence of podosomes in myeloid cells and their role in 3D migration have not been formally demonstrated, but correlations have been provided between the capacity of cells to form podosomes in 2D and their migration capacity in vivo. In the past, we showed that deficiency of the tyrosine kinase Hck in macrophages reduces podosome stability and mesenchymal migration in vitro, which correlated with impaired migration of macrophages in the peritoneal cavity during inflammation (39, 49). Conversely, the HIV-1 protein Nef, which increases the podosome stability and mesenchymal migration in vitro, enhances the recruitment of macrophages in tumors in Nef-transgenic mice (37). Here, we showed that iDC infiltration in tumor cell spheroids was in part dependent on MMP activity, suggesting that DC might use proteases, probably through podosome formation, to migrate in tumors. Interestingly, abolition of tumor cell-secreted PGE2 enhanced conventional DC1 infiltration in tumors, and this was associated with tumor rejection (65). Although the impact of PGE2 on the actin cytoskeleton was not addressed, we hypothesize that tumor-derived PGE2, by partly disrupting podosomes, may prevent protease-dependent DC accumulation and immune-dependent tumor rejection. In vivo, conventional DC subsets (cDC1and cDC2) and monocyte-derived DC have a different ontogeny (66) and functions (2, 67, 68). Whether these DC subsets share the capacity to form podosomes and migrate in 3D in a protease-dependent manner remains to be explored.

In conclusion, DC adapt their migration mode to the matrix architecture: in a matrix with large pores, they use the amoeboid mode; in a matrix with a low porosity, they use the mesenchymal mode. Interestingly, we demonstrate that mesenchymal migration relies on the capacity to form podosomes and not on the DC maturation status. It is likely that differential regulation of podosome maintenance or dissolution during DC activation has consequences on DC migration in tissues and immune responses during infections and cancer.
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FIGURE S1 | (A) iDC were left untreated or treated with PImix or Y27632 for 16 h, and stained with phalloidin Texas-Red to detect F-actin (red) to reveal podosomes and DAPI to stain nuclei (blue). (B) The percentage of cells forming podosomes was quantified. *p < 0.05. (C) iDC seeded on gelatin-FITC-coated glass coverslips were left untreated or treated with PImix or Y27632 for 16 h. Cells were stained with phalloidin Texas-Red to detect F-actin (red) and DAPI to stain nuclei (blue). Dark areas correspond to gelatin-FITC degradation. (D) The percentage gelatin-FITC matrix degradation was quantified. Results are expressed as mean ± SEM of at least three independent experiments. ***p < 0.001 (related to Figure 1).

FIGURE S2 | (A) Macrophages and iDC were stained with an anti-vinculin Ab (green), phalloidin Texas-Red to detect F-actin (red) revealing podosomes, and DAPI to stain nuclei (blue). (B) The percentage of migrating cells and the mean migration distance of macrophages and iDC migrating in fibrillar collagen I were measured. Results are expressed as mean ± SEM of three independent experiments. (C) The percentage of migrating cells and the mean migration distance of macrophages and iDC in Matrigel were measured. Results are expressed as mean ± SEM of three independent experiments. **p < 0.01; ***p < 0.001 compared to iDC condition (related to Figure 1).

FIGURE S3 | (A) Histograms showing the MFI of cell-surface maturation markers in iDC and mDC-Pam3CSK4. Results are expressed as mean ± SEM of 10 independent experiments. *p < 0.05; **p < 0.01; ***p < 0.001 compared to iDC condition. (B) Histograms showing the MFI of cell-surface maturation markers in iDC, mDC-LPS, and iDC+PGE2. Results are expressed as mean ± SEM of 10 independent experiments. **p < 0.01; ***p < 0.001 compared to iDC condition (related to Figure 2).

FIGURE S4 | (A) Histograms showing the MFI of cell-surface CCR5 or CCR7 in iDC and mDC-LPS. Results are expressed as mean ± SEM of 10 independent experiments. **p < 0.01; ***p < 0.001 compared to iDC condition. (B) The percentage of iDC migrating in gelled collagen I was monitored after 24 h when none (white) or CCL5 (grey) was added in the lower chamber as chemoattractant. Results are expressed as mean + SEM of three independent experiments. **p < 0.01 compared to none condition. (C) quantification of gelatin-FITC degradation by iDC and mDC-LPS left untreated or treated with either CCL5 or CCL19 and CCL21 for 16 h. (D) iDC and mDC-LPS seeded on gelatin-FITC-coated glass coverslips were left untreated or stimulated with either CCL5 or CCL19 and CCL21 for 16 h. Cells were stained with phalloidin Texas-Red to detect F-actin (red) and DAPI to stain nuclei (blue). Dark areas correspond to gelatin-FITC degradation. (E) The percentage of iDC migrating in fibrillar collagen I was measured when none (white) or CCL5 (grey) was added in the lower chamber as chemoattractant, in control or drug-treated cells (PImix or Y27632). Results are expressed as mean ± SEM of at least three independent experiments. *p < 0.05 compared to DMSO condition. (F) The percentage of mDC-LPS migrating in fibrillar collagen I was measured when none (white) or CCL19 and CCL21 (grey) were added in the lower chamber as chemoattractant, in control or drug-treated cells (PImix or Y27632). Results are expressed as mean ± SEM of at least three independent experiments. *p < 0.05 compared to DMSO condition. (G) The percentage of iDC migrating in Matrigel was measured when none (white) or CCL5 (grey) was added in the lower chamber as chemoattractant, in control or drug-treated cells (PImix or Y27632). Results are expressed as mean ± SEM of at least three independent experiments. *p < 0.05; **p < 0.01 compared to DMSO condition. (H) The percentage of iDC migrating in gelled collagen I was measured when none (white) or CCL5 (grey) was added in the lower chamber as chemoattractant, in control or drug-treated cells (PImix or Y27632). Results are expressed as mean ± SEM of at least three independent experiments (related to Figure 3).

VIDEO S1 | Immature dendritic cell migrating in 3D matrices. iDC were seeded in transwells filled with fibrillar collagen I, gelled collagen I or Matrigel. z-series of images were acquired after 24 h of migration at the surface of the matrices and at several depth (until 660 μm, 30 μm intervals) into the matrix.

VIDEO S2 | Immature dendritic cells migrating in Matrigel. Time-lapse every 10 min during 13.5 h, using the 10× objective of an inverted video microscope.

VIDEO S3 | mDC-Pam3CSK4 migrating in 3D matrices. mDC-Pam3CSK4 were seeded in transwells filled with fibrillar collagen I, gelled collagen I or Matrigel. z-series of images were acquired after 24 h of migration at the surface of the matrices and at several depth (until 420 μm, 30 μm intervals) into the matrices.
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The gut represents a potential entry site for a wide range of pathogens including protozoa, bacteria, viruses, or fungi. Consequently, it is protected by one of the largest and most diversified population of immune cells of the body. Its surveillance requires the constant sampling of its encounters by dedicated sentinels composed of follicles and their associated epithelium located in specialized area. In the small intestine, Peyer’s patches (PPs) are the most important of these mucosal immune response inductive sites. Through several mechanisms including transcytosis by specialized epithelial cells called M-cells, access to the gut lumen is facilitated in PPs. Although antigen sampling is critical to the initiation of the mucosal immune response, pathogens have evolved strategies to take advantage of this permissive gateway to enter the host and disseminate. It is, therefore, critical to decipher the mechanisms that underlie both host defense and pathogen subversive strategies in order to develop new mucosal-based therapeutic approaches. Whereas penetration of pathogens through M cells has been well described, their fate once they have reached the subepithelial dome (SED) remains less well understood. Nevertheless, it is clear that the mononuclear phagocyte system (MPS) plays a critical role in handling these pathogens. MPS members, including both dendritic cells and macrophages, are indeed strongly enriched in the SED, interact with M cells, and are necessary for antigen presentation to immune effector cells. This review focuses on recent advances, which have allowed distinguishing the different PP mononuclear phagocyte subsets. It gives an overview of their diversity, specificity, location, and functions. Interaction of PP phagocytes with the microbiota and the follicle-associated epithelium as well as PP infection studies are described in the light of these new criteria of PP phagocyte identification. Finally, known alterations affecting the different phagocyte subsets during PP stimulation or infection are discussed.
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INTRODUCTION

In mammals, the gastrointestinal mucosa is the largest surface of interaction with the external environment. This ensures an efficient absorption of nutrients, electrolytes, and water but concomitantly it exposes the body to environmental threats through the ingestion of contaminated food or drinks. Thus, the gut represents a privileged site of entry for various pathogen agents, such as protozoa, bacteria, viruses, toxins, or prion. Different mechanisms of defense exist to protect the body integrity against these threats. The efficient and size-selective shield provided by the mucus layer and the glycocalyx above the villous epithelium favors the uptake of small diffusible molecules while preventing microorganisms from reaching the epithelium. Protection is also ensured through secretion of antimicrobial compounds and innate polyreactive and antigen-specific secretory immunoglobulin A (sIgA) in the intestinal lumen. Finally, the intestinal epithelium forms a physical barrier between the lumen and the lamina propria. However, pathogens, such as Salmonella and Shigella, can survive challenging environmental conditions, disrupt the mucus and the continuity of the epithelial barrier, and penetrate the epithelium to reach interstitial tissues (1). It is, therefore, important for the mucosal immune system to be aware of the presence of pathogens as soon as possible. A simple way to achieve this objective is to provide a facilitated access to the gut luminal content toward the mucosal surface at restricted areas distributed regularly along the gastrointestinal tract. The mammal small intestine possesses such specific sentinel sites marked by the presence of lymphoid follicles. Peyer’s patches (PPs) are the most important of these monitoring sites since they are constituted of several clustered B-cell follicles forming domes interspersed with T-cell zones termed interfollicular regions (IFR). While villi are specialized for absorption of nutrients, PPs are dedicated to the sampling of foreign material and to the induction of mucosal immune responses (2–4). Due to the low number of mucus-secreting goblet cells and lack of polymeric immunoglobulin receptor expression in the follicle-associated epithelium (FAE), PP have a reduced mucus layer and no IgA secretion, respectively, which may favor interaction with pathogens (5, 6). Moreover, the FAE is characterized by the presence of specialized epithelial cells termed M cells, which lack a typical brush border and possess a thin glycocalyx that give a better accessibility to large particulate antigens (7–12). The underlying stromal cell network ensures at least in part this specialization of the FAE. Thus, subepithelial stromal cells express high amounts of the cytokine RANKL, which is necessary to both the production of the chemokine CCL20 by the FAE and the development of M cells (13, 14). The latter display specific carbohydrates and receptors that are used as binding sites by pathogens (15–22). Following their adherence to M cells, particulate antigens are rapidly transported from the lumen to the subepithelial dome (SED) or to an invagination of the basolateral membrane of M cells forming a pocket in which phagocytes, T and B cells reside. Importantly, the presence of M cells is critical for the sampling of both commensals and pathogens (17, 23–25). Once delivered into the basolateral pocket or in the SED, uptake, degradation, and presentation of antigens by the mononuclear phagocyte system (MPS), i.e., macrophages (MF) and dendritic cells (DCs), are key steps to induce a mucosal immune response. During infection, subepithelial phagocytes are, therefore, involved both in PP innate defense and in the initiation of the mucosal immune response (11). However, the role of each phagocyte subpopulation in infection has remained elusive due to an absence of consensual phenotype markers for each subset. Studies have indeed pointed out the substantial overlap in several key surface markers between MF and DC (e.g., CD11c, CD11b, SIRPα, and the major histocompatibility complex class II, MHCII) (26). Thus, until very recently, the characterization of MF in PP has been hampered by the lack of reliable markers. Finally, each dome of a given PP is surrounded by villi, thus preventing an easy discrimination of phagocytes from dome and dome-associated villus (DAV). Although IFRs are located on the sides of each dome, we, hereafter, refer FAE, SED, follicle, and IFR-located phagocytes jointly as dome phagocytes by opposition with DAV phagocytes.

In this review, we focus on recent advances, which have allowed distinguishing the different dome mononuclear phagocyte subsets. We provide an overview of their phenotype, distribution, ontogeny, lifespan, transcriptional profile, and function. We then consider some PP functional studies in the context of these new criteria to propose an identification of implicated dome phagocytes. Finally, we discuss alterations affecting the different phagocyte subsets upon PP stimulation or infection.

DIVERSITY AND SPECIFICITY OF THE PP MPS

Recent progresses in the characterization of PP MPS have demonstrated that dome DC and MF display unique characteristics very distinct from their DAV counterparts (Table 1).

TABLE 1 | Peyer’s patch (PP) phagocyte subsets at steady state.
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Dome Conventional DC

Mouse common DC precursor (CDP)-derived DC, also called conventional DC (cDC), comprise two major subsets, which have been first identified through the expression of either CD8α (cDC1) or CD11b (cDC2) in addition to CD11c and MHCII (27, 28). Recently, more reliable, specific, and cross-species conserved markers for cDC1, such as XCR1 and Clec9a, have been identified (29–34). Similarly, SIRPα is a more widely distributed marker of cDC2 than CD11b, although shared with MF (35). Both cDC1 and cDC2 are present in domes (Figure 1) (36, 37). In addition, a third cDC subset, termed double negative cDC (DN cDC), which neither expresses CD11b nor CD8α, has been described in PP (37, 38). However, DN cDC have been recently identified as belonging to the cDC2 subset (Figure 1). They indeed share key surface markers with cDC2, such as SIRPα and Clec4a4, and, unlike cDC1, do not depend on Batf3 for their differentiation (39, 40). In addition, the transcriptional programs of CD11b+ and DN cDC are very close from each other. Notably, CD11b+ cDC express more MHCII at their surface and higher levels of key maturation marker genes such as Stat4, Ccr7, Ccl22, Socs2, and Il6 than DN cDC (40). Moreover, the latter are able to express CD11b upon in vitro culture and are recruited in PP before CD11b+ cDC (40). Therefore, it is assumed that DN and CD11b+ dome cDC represent immature and mature homeostatic differentiation stages of cDC2, respectively. Dome cDC2 encompass actually a developmental continuum of cells with gradual surface acquisition of CCR7, CD11b, EpCAM, JAM-A, and MHCII and decrease of CD24 expression (40). Importantly, dome cDC2 are distinct from DAV cDC2 (Table 1). Thus, the latter display more CD11b and less SIRPα at their surface than dome cDC2. Moreover, most of them express CD101 whereas dome cDC2 do not (40).
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FIGURE 1 | The Peyer’s patch (PP) mononuclear phagocyte system (MPS). The PP MPS encompasses two large families of cells based on their origin, the common DC precursor (CDP)-derived and the monocyte-derived phagocytes. The CDP-derived cells comprise CD11chi conventional DC (cDC) and CD11cint plasmacytoid DC. Among cDC, cDC1 are CD8α+ but SIRPα− whereas cDC2 are SIRPα+ but CD8α−. cDC2 exist in several stages of differentiation among which the two extremes are the so-called double negative (DN) cDC2, which do not express CD11b, and the CD11b+ cDC2. CD11b+ cDC2 derive from DN cDC2 through the upregulation of CCR7, CD11b, EpCAM, JAM-A, and MHCII. CDP-derived cells are mainly located in the T cell zones, i.e., interfollicular regions (IFR), at the exception of DN cDC2, which transit through the subepithelial dome (SED). cDC excel in helper T cell priming but are poorly phagocytic. On the contrary, CD11chi monocyte-derived cells are strongly phagocytic. They also display a broad range of antimicrobial defense mechanisms. CD11chi monocyte-derived cells encompass two main subsets based on their phenotype, lifespan, and ability to prime T cells: macrophages (MF) and the monocyte-derived dendritic cell (DC) termed LysoDC. LysoDC are CD4−MHCIIhi short-lived SED-located DC with helper T cell priming ability. CD11chi MF, also called LysoMac, are CD4+MHCIIlo long-lived cells without any helper T cell priming ability. TIM-4− LysoMac are mainly located in the SED whereas TIM-4+ LysoMac are mainly located in the IFR. A third type of MF, termed tingible-body macrophages, reside in the germinal center (GC) of the follicle (F) where they are involved in apoptotic B cell removal. Unlike other PP MF, they do not express CD11c. Although shown on the monocyte-derived cell part of the diagram, it is currently unknown whether they truly derive from monocytes or whether they self-renew from embryonic precursors. Adapted from Ref. (39).



Dome MF

Unlike villous MF, identification of dome MF has remained unsolved for decades due to the lack of expression of classic macrophage markers such as F4/80 (EMR1), sialoadhesin (Siglec1/CD169), Mannose Macrophage Receptor (MMR/CD206), or Fc Gamma Receptor I (FcGRI/CD64) (39). Moreover, a substantial overlap of key surface markers, such as CD11c, CD11b, MHCII, and SIRPα, exists between MF and cDC (26). By the past, this has led to a great confusion concerning location and functions of both dome phagocyte populations. However, recent works managed distinguishing dome cDC from monocyte-derived cells (Table 1) (39–41). The latter encompass dome MF and the monocyte-derived DC termed LysoDC (Figure 1). Most dome monocyte-derived cells express CD11c, CD11b, SIRPα, BST2, CX3CR1, MerTK, and lysozyme (Table 1). BST2 and lysozyme expression are hallmarks of dome monocyte-derived cells since DAV MF express little or none of these molecules (39, 42). Thus, CD11c+ dome MF have been termed LysoMac by analogy with LysoDC and by opposition to villous MF, which do not express lysozyme. LysoMac are strongly autofluorescent large long-lived cells, which depend on the growth factor M-CSF to develop (39). They express CD4 but only low levels of MHCII. They encompass two main subsets based on the expression of the phosphatidylserine receptor TIM-4 (Figure 1) (39).

Tingible-body macrophages (TBM), which also display TIM-4 at their surface, form a third dome macrophage subset (39). Like LysoMac, TBM express MerTK, CX3CR1, SIRPα, lysozyme, and CD4 but typically lack CD11c, CD11b, and MHCII expression (Table 1) (39, 42). BST2 expression in TBM has not been investigated so far. Although easily detectable in situ through the presence of many internalized apoptotic bodies, they have been poorly characterized and their origin, either circulating monocytes, embryonic precursors or both, is unknown. In addition to these subsets, PP contain a layer of poorly described serosal/muscularis MF, which, depending on their location, express or not CD169 (see below) (39).

LysoDC

LysoDC are short-lived monocyte-derived DC (Figure 1; Table 1) (39). Unlike LysoMac, they are weakly autofluorescent, express very high levels of MHCII, but no CD4, and are strongly dependent on CCR2, the chemokine receptor that allows monocyte egress from the bone marrow (39). Morphologically, they are large stellate motile cells (42, 43). Upon stimulation with the TLR7 agonist R848, they secrete IL-6 and TNF but no IL-10 (Table 2) (39). So far, no equivalent of LysoDC has been described in villous lamina propria. LysoDC are present in mouse, rat, and human PP (42). Thus, these phagocytes seem to be specific of PP and maybe of isolated lymphoid follicles in several species including humans.

TABLE 2 | Functions of dome phagocyte subsets.
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Plasmacytoid DC

Although PP plasmacytoid DCs (pDCs) share BST2 expression with monocyte-derived cells, they constantly express higher levels of BST2 and lower levels of CD11c and SIRPα than LysoDC and LysoMac (Table 1) (39, 40). One can also distinguish PP pDC from monocyte-derived cells, thanks to their B220 expression. PP pDCs are distinct from pDCs isolated from other tissues by their inability to secrete abundant type I IFN in response to the TLR9 agonist CpG (Table 2) (44). Expression of the mucosal migratory receptor CCR9 and of the specific transcriptional regulator of the pDC lineage E2-2 is also reduced in PP pDCs as compared to other pDCs (45). Like other pDCs, PP pDCs are derived from the CDP and are induced by Flt3L, but their recruitment also requires type I IFN/STAT1 signaling (45). This type I IFN conditioning of PP pDC could favor the production of the inflammatory cytokines IL-6, IL-23, and TNF instead of type I IFNs (45).

ANATOMIC LOCALIZATION OF PP PHAGOCYTE SUBSETS AT STEADY STATE

Each region of the dome, i.e., FAE, SED, follicle, germinal center (GC), and IFR, is populated with specific subsets of phagocytes (Figure 2).
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FIGURE 2 | Anatomic localization of Peyer’s patch (PP) phagocyte subpopulations. Origin and shape of each PP phagocyte subset is displayed on the right. Color codes correspond to colors displayed in pie charts. The latter show in each region of the dome the distribution of PP phagocyte subsets at the exception of plasmacytoid DC (pDC). FAE, follicle-associated epithelium; SED, subepithelial dome; F, follicle; IFR, interfollicular region; DAV, dome-associated villus; MF, macrophages. Adapted from Ref. (40).



FAE and SED

Subepithelial phagocytes are mainly composed of CD11c+ CD11b+ cells (37, 40, 42). Due to the expression of both surface markers, these cells were initially thought to be cDC2. However, these subepithelial CD11c+CD11b+ cells also express CX3CR1 and lysozyme and belong to the monocyte-derived family of phagocytes, i.e., LysoDC and LysoMac (40). Both represent actually two-third of subepithelial phagocytes with increasing ratio while reaching the upper part of the dome (Figure 2). By contrast, the SED contains few cDC, mainly DN cDC2 (JAM-A−CCR7−CD11b−SIRPα+ cDC), which are rather located in the lower part of the dome (Figure 3) (40). Both subepithelial LysoDC and DN cDC2 can penetrate the FAE and strongly interact with M cells, whereas LysoMac remain mainly located in the SED (40). Heterogeneity in dome macrophage-associated phenotype is tightly linked to their different anatomic localization within PP (Figure 2). This suggests that these phenotype differences reflect an important regional specialization of macrophage functions. Thus, subepithelial LysoMac do not express TIM-4 (39).
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FIGURE 3 | Location of dome double negative (DN) and CD11b+ cDC2 based on JAM-A and CCR7 expression. (A) Left panel: normalized mean relative expression ± SD of F11r (JAM-A) in dome conventional DC (cDC) subsets. Mid-panel: identification of four developmental stages of dome cDC2 based on CD11b and MHCII surface expression. Stage I, CD11b−MHCIIlo; Stage II, CD11b−MHCIIint; Stage III, CD11bloMHCIIhi; Stage IV, CD11bintMHCIIhi. Right panel: mean fluorescence intensity of JAM-A in the four developmental stages of dome cDC2. JAM-A expression increases from stage I (DN cDC2) to stage IV (CD11b+ cDC2). Lower panel: confocal microscopy projection of a Zbtb46-GFP−/+ mouse Peyer’s patch (PP) section stained for EGFP (green), CD11c (red), JAM-A (orange), and collagen IV (magenta). Higher magnifications of the numbered boxed area are shown on the right. cDC (CD11c+GFP+ cells) are mainly located in the IFR. However, some of them are located in the SED with a progressive decrease in numbers while reaching the upper part of the dome. Like LysoDC, they can penetrate into the follicle-associated epithelium (FAE). Subepithelial cDC2 (boxed area 1–4) express no or faint levels of JAM-A (stage I or II of dome cDC2; DN cDC2) whereas interfollicular cDC2 (boxed area 5 and 6) express it (stage III or IV of dome cDC2; CD11b+ cDC2). (B) Left panel: normalized mean relative expression ± SD of Ccr7 in dome cDC subsets. Right panel: confocal microscopy projection of a Zbtb46-GFP−/+ mouse PP section stained for EGFP (green), CD11c (red), and CCR7 (orange). Higher magnifications of the numbered boxed area are shown on the right. Subepithelial cDC2 (boxed area 1) do not express CCR7 (DN cDC2) whereas interfollicular cDC2 (boxed area 2 and 3) do (CD11b+ cDC2). Parts of (A,B) are adapted from Ref. (40).



Follicle and GC

Conventional DCs are generally absent from the follicle and from the GC. The upper part of the follicle comprises exclusively scattered LysoDC and TIM-4− LysoMac, whereas in its lower part, TIM-4+ LysoMac replace TIM-4− LysoMac (39). Finally, TBM are the only phagocytes of the GC.

Interfollicular Regions

Interfollicular regions contain mainly cDC1 (SIRPα− cDC), CD11b+ cDC2 (JAM-A+CCR7+CD11b+SIRPα+ cDC), and scattered TIM-4+ LysoMac (Figures 2 and 3) (39, 40). Of note, by microscopy, CD11b staining is not detectable in interfollicular CD11b+ cDC2 and TIM-4+ LysoMac due to its low levels of expression in these cells (40). Only LysoDC and subepithelial TIM-4− LysoMac actually stain for CD11b in the dome. Since interfollicular cDC (cDC1 and CD11b+ cDC2) express CCR7 whereas subepithelial cDC (DN cDC2) do not (Figure 3B), the former are likely recruited through the specific expression of CCL19 and CCL21 in the IFR whereas the latter are likely recruited in the SED through their expression of CCR6 and secretion of CCL20 by the FAE (37, 40, 46–49). Surprisingly, interfollicular TIM-4+ LysoMac do not express CCR7, indicating that another factor may be involved in their addressing to the IFR (40). Interestingly, a layer of these MF surrounds the IFR, thus forming border guards of the T cell zone. Finally, CD169 is only expressed by MF located at the base of the IFR toward the serosa, including serosal/muscularis MF (39).

BST2 has been extensively used to identify pDC in different mouse organs including PP (44, 50). Based on this marker, pDCs were first supposed to be located in the SED and in the IFR (44, 50). However, PP monocyte-derived cells express BST2 at steady state (Figure 4A) (39). Moreover, stimuli that trigger interferon responses induce BST2 expression in several cell types (51). We, therefore, decided to re-investigate pDC location. We found that pDCs are mainly located in the IFR but not in the SED where BST2 is weakly displayed by monocyte-derived cells (Figure 4B).
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FIGURE 4 | Location of plasmacytoid DC (pDC) in Peyer’s patch (PP). (A) Left panel: normalized mean relative expression ± SD of Bst2 in intestinal phagocytes based on Immgen database (139) and on the PP phagocyte microarray data deposited to NCBI GEO under accession numbers GSE94380 and GSE65514 (39, 40). Expression of Bst2 by LysoDC and LysoMac is shown. Right panel: in PP, monocyte-derived cells (CD11chiB220−lysozyme+ in blue), i.e., LysoDC and LysoMac, express lower levels of BST2 than pDC (CD11cintB220+lysozyme− in red). (B) Confocal microscopy projection of CX3CR1-EGFP−/+ mouse PP sections stained for EGFP (green), CD11c (red), lysozyme (yellow), CD4 (blue), and BST2 (magenta). Upper panel: BST2 is strongly expressed by cells of the dome-associated villus (DAV) but only weakly by LysoDC and LysoMac (CX3CR1+CD11c+lysozyme+ cells) in the subepithelial dome (SED). A single putative pDC (arrow) strongly stained for BST2 is located in the SED. Lower panel: unlike the SED, the IFR is enriched in pDC. (A) is adapted from Ref. (39).



FUNCTIONS OF PP PHAGOCYTE SUBSETS

Interaction with the FAE and Antigen Sampling Activity

The preferential uptake of luminal particulate antigens in PP as compared to villi first relies on the specific characteristics of the FAE (5–10, 52). Some of these properties, such as low levels of mucin expression, altered surface glycosylation, and lack of secretion of antimicrobial proteins, depend on IL-22 signaling inhibition through the production of IL-22 binding protein (IL-22BP) by CD11c+CD11b+MHCII+ cells of the SED (53). Thereby, IL-22BP promotes microbial uptake into PP by influencing the FAE transcriptional program. Unfortunately, the markers used to identify IL-22BP-secreting cells do not allow distinguishing cDC from monocyte-derived cells (53). In order to better characterize these IL-22BP-secreting phagocytes, we decided to interrogate the gene expression database of dome CD11chi phagocytes (NCBI GEO accession numbers GSE94380 and GSE65514) for IL-22BP transcripts (Il22ra2). Il22ra2 was enriched in LysoDC and TIM-4− LysoMac as compared to cDC (Figure 5A). These results, together with the preferential location of LysoDC and TIM-4− LysoMac in the SED, support their role in the secretion of IL-22BP, which in turn inhibits IL-22 signaling, alters the FAE transcriptional program, and favors the internalization of both commensal and pathogenic bacteria (53).
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FIGURE 5 | Expression of defined markers by Peyer’s patch (PP) phagocyte subpopulations. (A–D) Normalized mean relative expression ± SD of Il22ra2, Ltbr, Naip1, Naip2, Naip5, Il1b, Il18, Ftl1, and Lamp1 in intestinal phagocytes based on Immgen database (139) and on the PP phagocyte microarray data deposited to NCBI GEO under accession numbers GSE94380 and GSE65514 (39, 40). (A) In the gut, Il22ra2 [IL-22 binding protein (IL-22BP)] is mainly expressed by LysoDC and TIM-4− LysoMac. (B) In PP, Ltbr (lymphotoxin β receptor) is mainly expressed by LysoDC, LysoMac and, to a lesser extent, conventional DC (cDC). (C) Enrichment of some members of the NAIP/NLRC4 inflammasome pathway (Naip1, Naip2, Naip5, Il1b, and Il18) in LysoDC and LysoMac. Note that Naip1 is only expressed by dome monocyte-derived cells. (D) Left panel: in the gut, LysoDC and LysoMac express higher levels of Ftl1 (ferritin light chain) and Lamp1 than other phagocytes. Right panel: labeling of a PP section shows enrichment of ferritin and LAMP1 expression in LysoDC and LysoMac of the subepithelial dome (SED) and of the follicle (F). Inserts: higher magnification of the boxed area showing one LysoDC strongly stained for ferritin and LAMP1.



In addition to this strong influence on FAE global characteristics, monocyte-derived cells and especially LysoDC maintain privileged interaction with M cells. Thus, LysoDC are able to extend dendrites through M cell specific transcellular pores to gain access to the lumen (Figure 6) (43). The cell adhesion molecules EpCAM and JAM-A are recruited at the M cell pore-forming membrane but neither the tight junction proteins ZO-1 and occludin nor the adherens junction proteins E-cadherin and β-catenin. Therefore, the formation of these M cell transcellular pores does not alter the integrity of the epithelial barrier. JAM-A is also enriched at the trans-M cell dendrite (TMD) membrane, which may favor homotypic interaction. In addition, there is a strong recruitment of filamentous actin in TMD in agreement with their high level of motility. These TMD scan indeed rapidly the surface of M cells and attract particulate antigens and bacteria from the lumen to capture them (43). Since blockade of the M cell-specific chemokine CCL9 drastically reduces the number of CD11c+CD11b+ cells in the SED and since LysoDC strongly express its receptor CCR1, it is tempting to speculate that the degree of interaction between M cell and LysoDC is regulated through the release control of this chemokine by M cells (39, 49).
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FIGURE 6 | Involvement of LysoDC trans-M cell dendrites in the sampling of Salmonella typhimurium. (A) A CX3CR1-deficient LysoDC (GFP in place of CX3CR1 in green; CD11c in red; lysozyme in yellow) extends a dendrite through the follicle-associated epithelium (FAE) to reach the lumen. In addition to CX3CR1, CD11c, and lysozyme, LysoMac (*) stain for CD4 (blue). (B) 2 h postoral infection, a Salmonella (red) is taken up by a LysoDC (green) extending a dendrite into an uninfected FAE. (C) M cell transcellular pores (arrowheads), through which trans-M cell dendrites (CD11c in blue) cross the FAE, are highlighted by circular holes in the UEA-I cell surface staining. (D) By correlative scanning electron microscopy (SEM), Salmonella (second and last panels in red, large arrows) are located at the periphery of a protrusion (pseudocolored in blue) arising from an M cell. Circular holes (thin arrowheads) in the UEA-I cell surface staining indicate the presence of M cell transcellular pores. (B,C) are adapted from Ref. (43), (D) is adapted from Ref. (110).



Although LysoDC are the main TMD-forming phagocytes, subepithelial LysoDC and TIM-4− LysoMac equally internalize particulate antigens (Table 2) (39). This suggests that, at least at steady state, the main route of particulate antigen sampling across the FAE is mediated through M cell transcytosis rather than by TMD. The lack of particulate antigen uptake by subepithelial cDC (DN cDC2) in vivo is in agreement first with their low number in this region and second with in vitro microparticle uptake assays showing a much more efficient phagocytic activity of LysoDC and LysoMac as compared to dome cDC (40, 42). Interestingly, in addition to transporting luminal antigens in their basolateral pocket or in the SED, M cells constitutively release on their basal side microvesicles, which are taken up by subepithelial CD11c+CD11b+CX3CR1+ cells, i.e., LysoDC and TIM-4− LysoMac (54). Finally, monocyte-derived cells and M cell cooperation extend beyond cell death since the former engulf dying M cells (Table 2) (42). In summary, particulate antigen uptake in the SED is mainly performed by subepithelial monocyte-derived cells and occurs through at least four distinct mechanisms, which all involve M cells: (i) M cell-mediated transcytosis; (ii) M cell microvesicle shedding; (iii) formation of TMD; (iv) dying M cell phagocytosis.

Innate Defense Functions

LysoDC and LysoMac have been first identified through their strong expression of the antibacterial compound lysozyme (42). Then, they have been distinguished from dome cDC by their surface expression of the host antiviral restriction factor BST2 (39). This suggests that, in addition to playing a primary role in antigen sampling, this family of dome phagocytes are strongly involved in the innate defense of PP. Analysis of their transcriptional profile confirmed this assumption (39). Dome monocyte-derived cells display indeed a strong antibacterial and antiviral gene signature as compared to cDC. This includes genes encoding for viral and bacterial-associated molecular pattern recognition molecules such as toll-like receptors (TLRs), NAIPs, STING, DAI, and RIG-I. Several pathways of antiviral and antibacterial defense such as replication inhibition, metal sequestration, NLRC4 inflammasome formation, and detoxification mechanisms are also upregulated in monocyte-derived cells as compared to cDC. Therefore, LysoDC and LysoMac, but not cDCs, display strong innate defense mechanisms against both viral and bacterial infections (Figure 1).

Priming of T Cells

Conventional DC have been long recognized as the most efficient professional antigen-presenting cells to initiate an antigen-specific immune response through the priming of both naïve CD4+ and CD8+ T cells (55). Upon activation, cDC initiate a process of differentiation, also termed maturation, which involves an important genetic reprogramming (56, 57). This induces profound phenotypic, morphological, and functional changes, which allow their migration to lymph node T cell zones and their antigen presentation and naïve T cell priming ability. Depletion of CD11c+ phagocytes showed that in PP they are involved both in the retention of interfollicular naive helper T cells and in their priming following antigen feeding (58, 59). Most dome cDC reside in the IFR and, therefore, do not require to migrate to encounter naïve T cells (40). Although it may be convenient and secure to rapidly prime naïve T cells, it raises indubitably the question of antigen acquisition. It could be, however, hypothesized that, after acquisition of soluble antigens or transfer of particulate antigens from monocyte-derived cells, DN cDC2 upregulate CCR7 and downregulate CCR6 to rapidly shuttle from the SED to the IFR. Their constant migratory activity would thus lead to the apparent underrepresentation of cDC in the SED where most of the luminal antigen sampling activity is performed (39, 40). By contrast, LysoDC, which are highly efficient in particulate antigen sampling, are mainly located in the SED and, to some extent, in the follicle but their migration to the T cell zone or their ability to prime T cells in vivo in the SED remain pending issues (39, 42, 43).

In vitro, unlike LysoMac, both dome cDC and LysoDC are able to induce naïve antigen-specific T helper cell proliferation (Table 2) (39). This is in line with the fact that, upon TLR7 stimulation, LysoDC upregulate MHCII and the co-stimulatory molecules CD40 and CD86 whereas LysoMac do not. Both cDC1 and LysoDC prime naïve antigen-specific T helper cells for IFNγ production. LysoDC also induce the production of IL-6, a property shared with cDC2 (Table 2).

Interaction with the Microbiota and Induction of the Mucosal Humoral Immune Response

Peyer’s patches are the primary site of antigen-specific sIgA-secreting cell induction (3, 4, 60–64). Production of sIgA is rapidly induced upon microbial colonization and strongly reduced in germ-free animals (65). Moreover, sIgA coating of the microbiota plays a critical role in its diversification (66–68). Interestingly, sIgA predominantly target specific members of the microbiota, especially those residing in the small intestine and those considered as pathobionts (69–71). Therefore, microbiota influences the mucosal immune system, which in turn regulates symbiont diversity and stability (72, 73). Among commensal bacteria that profoundly influence the mucosal immune system in mouse, segmented filamentous bacteria (SFB) play a privileged role, through induction of Th17 cells and IgA-secreting cells (74–76). This SFB-induced immune response largely depends on the stimulation of PPs and isolated lymphoid follicles (77). Interestingly, specific members of the microbiota, including SFB, colonize PPs (77–80). Moreover, M cells are able to transport different defined commensal bacteria, which induce distinct M cell transcriptional programs (81). This sampling of gut microbiota through M cell-mediated pathways is crucial to initiate mucosal sIgA production (25). Thus, it is tempting to speculate that microbiota members capable of inducing strong humoral immune responses are those that strongly interact with the FAE. Once translocated in the SED, SFBs are internalized by CD11cintCD11b+ and CD11chiCD11b+ phagocytes (82). Other IgA-inducer commensals, especially Alcaligenes species, reside inside CD11c+ cells within isolated lymphoid follicles, PP, and mesenteric lymph nodes (MLN) of mice and humans (79, 80, 83). PP CD11c+ phagocytes are known to carry commensal bacteria through a CCR7-dependent mechanism to the MLN, which are required to restrict commensal-loaded CD11c+ phagocytes to the mucosal compartment but are dispensable for IgA induction (84). However, the accurate identification of the CD11c+ phagocyte subset(s), which sample(s) and carry(ies) commensal bacteria, remains currently unknown.

In vitro, the role of PP phagocytes in IgA class switching has long been recognized (85, 86). More recently, it has been shown that PP and MLN pDC efficiently promote IgA class switch recombination through their expression of membrane-bound BAFF (B-cell activating factor) and APRIL (a proliferation-inducing ligand) independently of any T-cell or microbial stimulus (Table 2) (87). However, a recent pDC depletion study showed that pDCs are dispensable for intestinal IgA production in vivo (88). CD11chiCD11b+B220− phagocytes have also been implicated in the differentiation of naïve B cells into sIgA-secreting cells in vitro (89). It remains, however, to establish whether these CD11chiCD11b+B220− phagocytes are LysoDC, LysoMac, or dome CD11b+ cDC2 and to confirm their function in vivo. The role of each dome phagocyte subset in sIgA-secreting cell commitment in vivo is indeed not well-established (Table 2). However, efficient IgA class switching requires interaction of CCR6+ B cells with lymphotoxin-dependent CD11chiMHCII+CD11b+ phagocytes in the SED (90). Since lymphotoxin β receptor transcripts (Ltbr) are expressed by monocyte-derived cells and, to a lesser extent, by cDC (Figure 5B), it remains to establish whether these CD11chiMHCII+CD11b+ phagocytes correspond to CD11b+ cDC2, LysoDC, or LysoMac. Nevertheless, the sampling activity and the anatomic localization of the different phagocyte subsets as described above would argue for LysoDC/LysoMac rather than for CD11b+ cDC2 involvement. The lymphotoxin required to maintain these phagocytes in the SED could be mainly provided by subepithelial innate lymphoid cells type 3 (ILC3) (90). However, a recent report indicates that microbiota-derived butyrate suppresses ILC3 in terminal ileal PP, rendering their role in subepithelial phagocyte maintenance unlikely at least in this part of the gut (91). Lack of CCR6 expression by B cells or RANKL expression deficiency in subepithelial stromal cells, which results in inhibition of CCL20 production by the FAE, prevents B cells migration into the SED, precludes their interaction with CD11chiMHCII+CD11b+ phagocytes and finally inhibits IgA class switching and bacteria-specific sIgA production (14, 90). The integrin complex αvβ8 expressed by CD11chiMHCII+CD11b+ phagocytes could directly activate TGFβ during the interaction of these phagocytes with CCR6+ B cells and promote IgA class switching (90). In summary, induction of commensal bacteria-specific sIgA-secreting cells is a complex process involving many different cell types: (i) subepithelial stromal cells producing RANKL for the formation of M cells and for the production of CCL20, which recruits CCR6+ B cell and DN cDC2 into the SED; (ii) M cells for antigen sampling; (iii) lymphotoxin-producing cells for the maintenance of CD11chiMHCII+CD11b+ phagocytes; (iv) CD11chiMHCII+CD11b+ phagocytes for activation of CCR6+ B cells.

Regulation of the Adaptive Immune Response

Tingible-body macrophages are critical in the removal of apoptotic B cells during the selection process that occurs in the GC (Table 2) (92). Defect in this scavenging function leads to secondary necrosis, release of noxious molecules and pro-inflammatory signals, and is linked to autoantibody production and autoimmune disease development. This scavenging function requires the expression of the apoptotic receptor MerTK by TBM and of the soluble bridging molecule MFG-E8 by follicular DC, the GC stromal cells involved in the shaping of the B cell response (93–96). A number of other factors and receptors, such as TIM-4, have also been implicated in this process and their deficiency leads to autoimmunity, too (92). Therefore, although some of these molecules may have redundant roles, they may also function together to be more efficient in apoptotic cell removal through several mechanisms, thus preventing the arising of autoimmunity (97).

Like TBM, interfollicular MF express the apoptotic cell receptor TIM-4 and are located in a region of effector cell priming (39). Although the function of these TIM-4+ LysoMac remains elusive, they are thus likely to participate to the clearance of dying T cells like TBM contribute to the removal of dying B cells. Interestingly, TIM-4 deficiency leads to not only B cell but also T cells hyperactivity (98). Moreover, TIM-4 functions have been linked to the control of the adaptive immune response and tolerance through the removal of antigen-specific T cells (99, 100). Concerning PP phagocytes, while LysoDC interact with and prime naïve helper T cells in vitro, in the same conditions LysoMac phagocytize them, supporting their role in the removal of T cells (Table 2) (39). Thus, the location of TIM-4+ LysoMac in the T cell zone correlates well with a possible function in the removal of some naïve T cells during their priming process. Therefore, TBM and TIM-4+ LysoMac could perform a crucial role in PP adaptive immune response regulation at the level of GC and IFR, respectively.

PP PHAGOCYTES IN INFECTION

Sensing and Uptake of Immune Complexes

Innate polyreactive and antigen-specific sIgA are secreted by lamina propria plasma cells and transported through the epithelium by the polymeric immunoglobulin receptor to be finally released in the lumen. During infection, sIgA recognize and bind pathogens, thus participating to their clearance through a process called immune exclusion. Interestingly, M cells express on their surface dectin-1 and Siglec-F, which can serve as sIgA receptors allowing the uptake of luminal sIgA immune complexes (101). Since uptake of sIgA-coated bacteria persists in PP of dectin-1-deficient mice, Siglec-F expression may be sufficient to mediate sIgA binding to M cells (102). In the SED, sIgA immune complexes are associated with CD11c+CD11b+CX3CR1+MHCII+ cells, i.e., LysoDC and/or TIM-4− LysoMac (101). Entry of IgA-coated bacteria into PP does not require CX3CR1 expression (102). However, this does not preclude a potential role of TMD in sIgA immune complex uptake since CX3CR1 is not involved in TMD formation (Figure 6A) (39). Finally, this mechanism of immune complex sampling ensures the constant monitoring of sIgA-coated antigens present in the gut, including both pathogens and symbionts (103, 104). Through this process, new antigen-specific IgA-secreting cells could be produced to allow a better exclusion of pathogens.

Bacterial Infection: The Case of Salmonella

Salmonella enterica is an enteroinvasive bacterium typically acquired by ingestion of contaminated water or food. In the absence of dysbiosis, the primary invasion sites of Salmonella enterica serovar Typhimurium, the murine model of systemic salmonellosis, are PP of the distal ileum and cecal patches (105, 106). Through their fimbrial FimH adhesin, Salmonella Typhimurium are able to bind to the GP2 molecules expressed at the surface of M cells (17). Then, they use their Salmonella pathogenicity island 1 (SPI-1) type III secretion system to deliver effector proteins, which reorganize the cytoskeleton and allow the translocation of bacteria through M cells by inducing membrane ruffling (17, 107, 108). However, even SPI-1 and FimH Salmonella mutants or GP2-deficient mice show, to some extent, bacterial translocation into PP (17, 102, 109–111). One possible mechanism for this residual penetration could be transcytosis mediated by M cells, as observed with inert particles (13, 112, 113). Alternatively, these bacteria could be directly sampled by TMD (Figure 6) (43). Salmonella Typhimurium indeed induce TMD that rapidly internalize bacteria before retracting back to the SED (43). As soon as 2 h after oral infection, bacteria are present in LysoDC extending dendrites into the FAE in absence of any bacterial invasion of epithelial cells (Figure 6B). Interestingly, similar trans-M cell passages of uncharacterized leukocytes have been observed by electron microscopy using rabbit intestinal loop models of Streptococcus pneumoniae and Vibrio cholerae infection (114, 115). TMD are, therefore, infection-inducible and transient processes, which allow a fast M cell-regulated uptake of luminal material by immunocompetent cells. Such mechanism of sampling may notably avoid risks of massive penetration by pathogens. A typical feature of TMD formation is the appearance of a circular hole at the M cell apical membrane (Figure 6C). Interestingly, correlative scanning electron microscopy studies of PP in mouse intestinal loop infected with SPI-1 Salmonella mutants, which are unable to induce epithelial cell apical membrane ruffling, have highlighted the formation of membrane protrusions above M cell surface circular holes (Figure 6D) (109, 110). Therefore, these protrusions, which do not express the M cell marker UEA-I but bind bacteria, are likely TMD.

Once translocated by M cells or internalized by TMD, Salmonella Typhimurium are predominantly found in subepithelial lysozyme-expressing cells, i.e., TIM-4− LysoMac and/or LysoDC (Table 2) (42). Importantly, these phagocytes express genes involved in innate defense against Salmonella (39). These genes notably include Naip1, Naip2, and Naip5, which encode cytosolic receptors for the needle and inner rod proteins of the type III secretion system and for flagellin, respectively (Figure 5C) (116). Upon recognition of their ligands, NAIP proteins co-oligomerize with the adaptor NLRC4 to form an inflammasome complex and to recruit and activate caspase-1, which in turn process IL-1β and IL-18 into their active form. Interestingly, monocyte-derived cells express high levels of Il1b and Il18, indicating that, upon inflammasome activation, they may secrete large amounts of these pro-inflammatory cytokines (Figure 5C). Despite the expression of all these defense genes, it is currently unknown whether TIM-4− LysoMac and/or LysoDC are able to kill internalized Salmonella and die from pyroptosis upon inflammasome activation or whether bacteria have evolved strategies to survive, replicate inside, and kill these phagocytes.

Invasion of PP by Salmonella also induces the CCR6-dependent recruitment of CD11c+ cells in the SED and the FAE, probably through the release of CCL20 by the latter (117). As mentioned above, CCL20 is indeed specifically expressed by the FAE, thanks to its contact with RANKL-producing stromal cells (14). Among PP CD11c+ phagocytes, CCR6 expression is restricted to cDC2, and more specifically, DN cDC2 (40, 118). Thus, Salmonella induce the recruitment of DN cDC2 in the SED and the FAE. CCR6 expression also promotes the activation of Salmonella-specific T cells upon infection (117). Whether this activation relies on the cooperation between monocyte-derived cells that internalize bacteria and DN cDC2, which are recruited to the SED, remains to establish. Interestingly, upon inflammasome activation, pyroptosis of monocyte-derived cells could lead to the release of bacterial antigens and presentation of the latter to T cells by cDC2 as demonstrated in in vitro models using mouse bone marrow-derived DC and MF (119). However, since CCR6 is expressed by many other PP immune cell types and is involved in many cellular processes such as B cell migration in the SED and M cell differentiation, it remains to establish whether CCR6+ DN cDC2 are directly involved in activation of Salmonella-specific T cells upon infection (90, 118, 120–122).

Viral Infection: Reovirus and Norovirus

Reovirus enters the host through intestinal M cells and lack of M cells prevents from productive infection (18, 23, 123). Similarly, norovirus infection is reduced in M cell-deficient mice (23). Thus, M cells represent preferential entry sites for viruses, in addition to enteropathogenic bacteria. Although noroviruses have a tropism for DC and MF, their precise target following transport through M cells is currently unknown (124, 125). Unlike norovirus, reovirus preferentially replicates within the FAE (126). Interestingly, CD11c+ cells of the SED internalize reovirus-infected apoptotic FAE cells (127). As mentioned above, lysozyme-expressing CD11c+ cells, i.e., LysoDC and TIM-4− LysoMac, internalize apoptotic FAE cells (Table 2), suggesting their involvement in apoptotic epithelial cell-derived viral antigen handling (42). Importantly, PP CD11c+ cells from infected mice are able to process and present viral antigens from apoptotic cells to activate reovirus-primed T cells (127). Finally, initiation of an anti-reovirus immune response characterized by the production of virus-specific sIgA and cytotoxic T cells occurs in PP.

Prion Infection

Infectious prions are proteins with an abnormal conformation, which, upon conversion of the normally folded endogenous cellular prion protein and spreading to the central nervous system, lead to neurodegenerative diseases. Natural infection occurs mainly by oral consumption of prion-contaminated food. After oral exposure, uptake of infectious prions by M cells and their accumulation and replication upon follicular DCs in small intestine PP are essential for the efficient spread of disease to the brain (128, 129). CD11c+ cells are also required for the early stage of PP infection (130). In the SED, infectious prions are located in cells enriched for ferritin and LAMP1 but not MHCII (131). To better characterize these subepithelial phagocytes, we examined the expression of ferritin and LAMP1 transcripts in the gene expression database of dome phagocytes. We found that these transcripts are enriched in LysoDC and LysoMac as compared to cDC (Figure 5D). We also confirmed by immunostaining of PP sections the increased expression of ferritin and LAMP1 inside subepithelial LysoDC and LysoMac (CD11c+CX3CR1+ cells) as compared to other cells (Figure 5D). Since LysoDC express high levels of MHCII, this rather supports a role of TIM-4− LysoMac in the transmission of infectious prion (Table 2). Another population of infectious prion-loaded CD11b+ phagocytes is located in the subfollicular area of PP (132). These subfollicular phagocytes are absent from uninfected animals, which suggests that TIM-4− LysoMac could migrate from the SED to this subfollicular area upon infection. Interestingly, CXCR5 expression deletion in CD11c+ cells delays accumulation of infectious prion upon follicular DC and impedes oral prion disease pathogenesis (133). This suggests that CXCR5 could allow migration of CD11c+ phagocytes from the SED to the follicle or subfollicular area, which would promote spreading of infectious prion to follicular DC. However, when we interrogated the gene expression database of dome phagocytes, we did not find significant CXCR5 expression in any CD11c+ phagocytes. Therefore, identity of CD11c+CXCR5+ cells in PP as well as the mechanism of transfer of infectious prion from TIM-4− LysoMac to follicular DC remain pending issues.

Behavior of PP Phagocytes upon Infection

Our knowledge on the alteration induced by pathogens on PP phagocyte populations is scarce. What we know relies mainly on stimulation of PP with pathogen-derived compounds or mimetics. Thus, the cholera toxin induces the migration of CD11c+ cells into the FAE. Several TLR ligands induce similar CD11c+ cell relocation (112, 134–136). This is in line with the recruitment of DN cDC2 and formation of TMD observed shortly after Salmonella infection (43, 117). Thus, the first event that occurs upon pathogen detection is an increase of the sampling activity by recruitment in the FAE of both DN cDC2 and LysoDC. Then, SED-located CD11c+ cells are thought to migrate from the SED to the IFR in order to prime naïve T cells. Microsphere-loaded CD11c+ cells usually located in the SED are indeed observed in the IFR after cholera toxin or Salmonella Typhimurium-induced stimulation (137). Moreover, systemic injection of soluble Toxoplasma gondii tachyzoite antigen leads to a loss of CD11c+CD11b+ cells in the SED combined with the recruitment of CD11c+CD11b+ cells in the IFR (37). Actually, all activated dome cDC are located in the IFR as exemplified by their specific expression of CD83, CD86, CD205, CCL22, and CCR7 (40). Finally, the number of interfollicular cDC increase in the IFR of R848-fed animals (40, 138). However, this is at least in part due to interfollicular cDC1 number increase and to DAV cDC2 recruitment through a TNF-dependent pathway (40). The respective contribution of DAV and SED cDC2 to the migratory pool of interfollicular cDC is currently unknown, as well as their role in the induction of the mucosal immune response. Nevertheless, DAV and SED cDC recruitment in the IFR upon stimulation may allow in a single region the presentation of antigens sampled both in DAV and in SED. Since uptake of pathogens is facilitated in the FAE as compared to villous epithelium (11, 25, 42, 43), such mechanism of antigen sorting could help the mucosal immune system to discriminate between innocuous and harmful matters. Whether other stimuli than R848 induce similar recruitment of DAV cDC in the IFR is, however, currently unknown. If so, the current model of PP phagocyte activation will have to be modified to include DAV cDC as an integral part of the process.

CONCLUDING REMARKS

Although PP phagocytes are now well characterized, many efforts have to be done in order to understand the role of each phagocyte population in the mucosal immune response initiation during enteric infection. Importantly, to assess carefully these functions, a convenient and well-established panel of markers should be used in the different research laboratories in order to clearly identify each subset and avoid confusion between them. Here, we propose two panels of markers, one for microscopy and one for flow cytometry, which allow distinguishing each PP subset including DAV cDC and DAV MF (Table 1). These panels undoubtedly identify each subset of PP phagocytes and in the future should help clarify their functions in the initiation of the mucosal immune response.
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Macrophages are the primary immune cells that reside within the myocardium, suggesting that these mononuclear phagocytes are essential in the orchestration of cardiac immunity and homeostasis. Independent of the nature of the injury, the heart triggers leukocyte activation and recruitment. However, inflammation is harmful to this vital terminally differentiated organ with extremely poor regenerative capacity. As such, cardiac tissue has evolved particular strategies to increase the stress tolerance and minimize the impact of inflammation. In this sense, growing evidences show that mononuclear phagocytic cells are particularly dynamic during cardiac inflammation or infection and would actively participate in tissue repair and functional recovery. They respond to soluble mediators such as metabolites or cytokines, which play central roles in the timing of the intrinsic cardiac stress response. During myocardial infarction two distinct phases of monocyte influx have been identified. Upon infarction, the heart modulates its chemokine expression profile that sequentially and actively recruits inflammatory monocytes, first, and healing monocytes, later. In the same way, a sudden switch from inflammatory macrophages (with microbicidal effectors) toward anti-inflammatory macrophages occurs within the myocardium very shortly after infection with Trypanosoma cruzi, the causal agent of Chagas cardiomyopathy. While in sterile injury, healing response is necessary to stop tissue damage; during an intracellular infection, the anti-inflammatory milieu in infected hearts would promote microbial persistence. The balance of mononuclear phagocytic cells seems to be also dynamic in atherosclerosis influencing plaque initiation and fate. This review summarizes the participation of mononuclear phagocyte system in cardiovascular diseases, keeping in mind that the immune system evolved to promote the reestablishment of tissue homeostasis following infection/injury, and that the effects of different mediators could modulate the magnitude and quality of the immune response. The knowledge of the effects triggered by diverse mediators would serve to identify new therapeutic targets in different cardiovascular pathologies.
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INTRODUCTION

Cardiovascular diseases are the leading causes of worldwide morbidity and mortality. In consequence, understanding the precise contribution of the mechanisms involved in cardiovascular tissue injury and repair is of prominent importance. In this sense, increasing evidences reveal that innate immune response plays a critical and complex role throughout the acute inflammation and regenerative process triggered after cardiac or vascular injury. As such, leukocytosis and monocytosis have been associated with cardiovascular diseases in numerous epidemiological studies, prompting speculation on the functional importance of these cells (1). The goal of this review is to summarize the complex immunobiology of mononuclear phagocytic cells and their relevance to the pathogenesis of cardiovascular diseases, highlighting the effect of major immune modulators.

Origin

In the last decade, important advances in the knowledge of macrophage origin have triggered an essential conceptual progress in the mononuclear phagocyte system field. Parabiosed mice and genetic fate-mapping experiments have revealed that the majority of resident macrophages in healthy tissues are established from the yolk sac and fetal liver before birth (2–4). This cellular compartment locally self-maintains throughout life within the tissue and is independent from the hematopoietic input. On the other hand, during adulthood tissue-infiltrating macrophages can develop from circulating monocytes. The recruitment of monocytes is associated with pathological, but also with homeostatic response. Macrophages derived from monocytes display a short lifespan, although exceptions have also been reported. Embryonic- and adult-derived macrophages generally coexist in a given tissue, and their respective number correlates with the origin and records of their tissue of residence. Seminal experiments have demonstrated that embryonic- and monocyte-derived macrophages make different functional contributions in homeostatic conditions or following challenge. In this sense, Levine and coworkers have revealed that embryonic-derived macrophages are clue for cardiac recovery after injury (5). Their results suggest that targeting specific macrophage lineages could have important therapeutic implications in order to improve treatments for heart diseases.

Adult resident macrophage compartments seem to be independent from monocyte recruitment in a given tissue, as was demonstrated by parabiotic experiments. Monocyte compartments of the parabionts reach, with time, considerable chimerism in the joined circulation. However, tissue macrophages failed to equilibrate even after several months of parabiosis, suggesting the absence of an ongoing steady-state contribution of bone marrow-derived cells to adult tissue macrophage compartments (3). Furthermore, recruited monocytes are short-lived effector cells in tissues and assumed different roles that have yet to be better defined; emerging reports suggest, for example, that monocytes can promote angiogenesis and arteriogenesis (6). In addition, it was recently reported that inflammatory Ly6Chigh monocytes persist during the steady state without commitment toward macrophage or dendritic cell (DC) fates and might contribute to antigen transport toward lymph nodes (7). Remarkably, macrophage effector function also needs to be tailored to its tissue of residence, an adaptation that is driven by the local microenvironment and by the inflammatory history of a given tissue.

Phenotypes and Functions of Monocytes

Monocytes/macrophages are very plastic cells and can acquire distinct phenotypes and activation states under the influence of different microenvironments. Although several authors have shown that macrophages treated with different stimuli display altered phenotypes or functional capacities, many of these studies are limited considering that they compare only one particular activation state with non-polarized macrophages. Although macrophage activation was initially seen as a dichotomy between classically and alternatively activated states, it is now clear that the spectrum of macrophage activation states is much more diverse.

Monocytes develop in steady state in the bone marrow from hematopoietic precursors, and they enter the circulation via CCR2 receptor. In mice, circulating monocytes are phenotypically and functionally heterogeneous and can be defined according to Ly6C expression marker (Figure 1). In mice, during steady-state conditions, about 50–60% of circulating monocytes belongs to the Ly6Chigh CCR2high CX3CR1low CD62L+ subset. These inflammatory or classical monocytes have a relatively short-circulating lifespan and are preferentially recruited to injured/inflamed tissues where they maturate to macrophages. The remaining non classical (Ly6Clow CCR2low CX3CR1high CD62L−) subset patrols blood vessels and accumulates at low numbers in the steady state (8). The number of Ly6Chigh monocytes rises during inflammation, at expenses of enhanced monocytopoiesis in the bone marrow and spleen (1, 9–11). Regarding the origin, evidence shows that monocyte subpopulations do not arise from separate progenitors, but rather convert from the Ly6Chigh to Ly6Clow subset (12) (Figure 1).
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FIGURE 1 | Murine monocyte and macrophage subsets. Murine monocytes develop from a common myeloid progenitor and leave the bone marrow through the chemokine receptor CCR2. In bloodstream, circulating monocytes are phenotypically and functionally heterogeneous. Non-classical monocytes (Ly6Clow CCR2low CX3CR1high CD62L−) patrol the vasculature and accumulate at low numbers in the steady state. Inflammatory or classical (Ly6Chigh CCR2high CX3CR1low CD62L+) monocytes have a relatively short-circulating lifespan and preferentially accumulate in inflammatory sites where they give rise to inflammatory M1 macrophages (F4/80+ CD11b+ CD86+ CD206−). M1 macrophage subset has high microbicidal capacity due to their ability to produce inflammatory cytokines [TNF, IL-1β], reactive oxygen species (ROS) secretion and the expression of iNOS enzyme that metabolizes arginine to arginine-derived killer molecule NO. Non-classical monocytes can be recruited to tissue and differentiate to M2 macrophages (F4/80+ CD11b+ CD86− CD206+), which secrete anti-inflammatory cytokines (IL-10, IL-4) and contribute to tissue repair mechanisms.



In humans, circulating monocytes can be segregated into three major subsets based on the expression of CD14 and CD16 (13). Over the past decades, human circulating monocytes had been separated into two subpopulations based on CD16 expression, the CD14+ CD16− and CD14+ CD16+ monocyte subsets (hereby designated as CD16− and CD16+, respectively). A new nomenclature defines three monocyte populations, where the minor CD16+ subset is further separated into two subpopulations (Figure 2). The intermediate subset expresses relatively high levels of CD14 coupled with low CD16 expression (CD14++ CD16+), while the non-classical subset expresses low levels of CD14 with high expression of CD16 (CD14+ CD16++). The subset with high CD14 and no CD16 expression, termed classical subset (CD14++ CD16−), constitute approximately 85–90% of human monocytes in the peripheral blood. Several studies have demonstrated that circulating CD16+ monocytes are found in large numbers in patients with inflammation processes (14) and infectious diseases (15, 16).


[image: image1]

FIGURE 2 | Human circulating monocyte subsets. Human blood monocytes can be separated into three subsets according to the CD16 and CD14 expression: classical monocytes (CD14++ CD16−), which represent the majority of circulating monocytes produce the anti-inflammatory IL-10 upon stimulation; intermediate monocytes (CD14++ CD16+); and non-classical monocytes (CD14+ CD16++), which secrete inflammatory cytokines such as IL-1β, IL-12, TNF, and antimicrobial molecules [nitric oxide (NO) and reactive oxygen species (ROS)].



Analyses based on hierarchical clustering of gene expression profiles of human monocyte subsets have been a matter of debate. Cros et al. reported that the classical and intermediate subpopulations were most closely related among the subsets, while the most distant was the non-classical subset (17). However, other independent groups described that both CD16+ subpopulations are more closely related (18, 19). Indeed, the number of genes that were significantly different between both CD16+ subsets was the lowest among the three subpopulations. Until now, there is poor agreement on the effector functions of the three monocyte subsets. In this sense, it was reported that TNF is produced mainly by CD16+ monocytes (intermediate and non-classical subsets) (20, 21). However, recent results have evidenced that TNF is produced by the three subsets. While Cros et al. (17) described that non-classical monocytes were poor producers of several cytokines [TNF, interleukin (IL)-1β, CCL2, IL-10, IL-8, IL-6, and CCL3] in response to LPS, other reports showed that the stimulation of intermediate subset with LPS produced the most TNF, IL-1β, and IL-6. In agreement, others also showed that intermediate monocytes produced the most TNF and IL-1β upon treatment with LPS and that this subset is the highest producer of TNF when cocultured with pre-activated T cells (22). In addition, Wong et al. (18) showed that non-classical monocytes upon LPS stimulation produced the highest levels of TNF and IL-1β, while equivalent amounts of IL-6 and IL-8 were produced by all three subsets. Other reports also recognized non-classical monocyte population as the greatest producer of TNF (21). Hence, it seems that non-classical monocytes constitute the subset capable of producing inflammatory cytokines in response to TLR ligands. There are also controversies on which monocyte subset is the major producer of the anti-inflammatory cytokine IL-10. In this sense, although it was demonstrated that intermediate monocytes produced the most IL-10 in response to LPS and zymosan (23), some recent reports showed that classical monocytes produced the most IL-10 (17, 18, 24). Further studies are necessary to clarify this relevant question.

Phenotypes and Functions of Macrophages

Several studies on macrophage biology have focused on the particular functions that these cells acquire after tissue accumulation. Macrophages are highly plastic and can adapt to environmental stimuli, displaying either a classically activated (M1) or alternatively activated (M2) profile, which represent extremes of a spectrum of functional phenotypes (25, 26). M1 macrophages are activated by pro-inflammatory Th1 cytokines and LPS. Besides being antigen-presenting cells, the M1 subset shows an enhanced microbicidal capacity attributable to the production of reactive oxygen species (ROS) (such as hydrogen peroxide, superoxide, nitric oxide (NO), and peroxynitrite) and inflammatory cytokines (TNF, IL-1β, IL-12, and IL-23). On the other extreme, M2 macrophages are activated by Th2 cytokines (IL-4 and IL-13) or by anti-inflammatory mediators (IL-10), enhancing the arginase activity and mannose receptor (CD206) expression, to promote wound healing and reduce Th1 response. However, the M2 subset development can also be detrimental to host tissue, leading to fibrosis when their matrix-enhancing activity is not regulated (27). Although embryonic and monocyte-derived macrophages likely are on a continuum spectrum that lies between (and outside of) the M1 and M2 classifications, the terminology nevertheless has been helpful in order to elucidate macrophage heterogeneity. When Ly6Chigh monocytes are recruited to atherosclerotic lesions, they mature to F4/80+ macrophages. In a persistent inflammatory environment, these Ly6Chigh monocyte-derived macrophages contribute to oxidative stress and are inflammatory by producing IL-1β and TNF (9). In this respect, Ly6Chigh monocyte-derived cells are M1 macrophages. In the setting of inflammation resolution, M1 macrophages are replaced by M2 repairing macrophages. Although it has been proposed that M1 to M2 conversion occurs locally (28–30), M2 macrophages also could derive from non-classical and less inflammatory Ly6Clow monocytes (12). Otherwise, M2 macrophages may arise through direct differentiation of Ly6Chigh monocytes in a microenvironment that favors wound healing. This option should be further explored because it is enticing for potential therapeutic reasons.

Cardiac resident macrophages coexpress M1 and M2 markers suggesting no specific polarization (31). However, within myocardium macrophages respond to systemic Th2 environment induced by helminth parasites infection, adopting an M2 phenotype associated with enhanced fibrosis. In this model, the increased amount of cardiac macrophages relies on recruitment of Ly6ChighCCR2+ monocytes instead of IL-4-induced expansion. In this sense, Jenkins et al. have shown that IL-4 and IL-13 through IL-4Rα not only activate macrophages but also cause proliferative expansion of resident macrophages (32, 33). Moreover, IL-33 also induces macrophages proliferation, but in an IL-4Rα-signaling-independent manner (34), suggesting that the number and activation state of cardiac macrophages largely depend on mediators locally produced.

RELEVANCE TO CARDIOVASCULAR PATHOLOGIES

Mononuclear phagocytes are becoming increasingly recognized as key cells in the initiation and propagation of cardiac injury and remodeling. This growing body of evidence should prompt cardiovascular researchers to explore new therapeutic targets. Because of their functional and phenotypic versatility, manipulating specific macrophage subsets may spare key and vital cardiovascular functions, such as tissue repair and defense against pathogens, while preventing specific deleterious effects that contribute to adverse cardiac remodeling or atherosclerotic plaque formation.

Infections

Chagas Cardiomyopathy

Chagas disease is caused by Trypanosoma cruzi infection and constitutes a major public health problem in Latin America due to its prevalence, morbidity, and mortality. The World Health Organization (WHO) classifies it as a neglected tropical disease, and has recently estimated that 6–7 million people worldwide are infected, and about 7,000 people annually die (35). The cardiomyopathy represents the most frequent and serious complication of Chagas disease, affecting about 30–40% of infected individuals. In consequence, Chagas myocarditis is the most common form of infectious cardiomyopathy worldwide.

The clinical course of the disease is divided into acute and chronic phases. During the acute phase, which lasts 2–4 months, the infective trypomastigote form is in the bloodstream and invades target cells, where it replicates as amastigote form. This stage is followed by a life-long chronic phase, in which parasites are cleared from the circulation but persist for years within the myocardium among other target tissues. Nowadays, it is widely accepted that the persistence of parasites in target tissues coupled with an unbalanced immune response is a necessary and sufficient condition for the development of the cardiomyopathy (36–39).

In response to the infection, macrophages are one of the main infiltrating leukocytes arriving early to the myocardium (40) and they remain as an important immune cell population in heart explants from patients with severe advanced chronic Chagas disease (41). Interestingly, selective depletion of macrophages causes a significant increment in the number of amastigote nests within cardiomyocytes, suggesting a crucial role for macrophages in the resistance to this infection (42). Even though several anti-parasitic roles of these cells in Chagas disease has been further documented, the functional characterization of resident and infiltrating macrophages in infected myocardium has not been widely studied until very recently. In this sense, we have described the kinetics of macrophage populations during the acute and chronic phase of T. cruzi infection in BALB/c and C57BL/6 cardiac tissue (43, 44). In both mouse strains, macrophages with M1 phenotype (CD45+ F4/80+ CD11b+ CD86+ CD206−) predominate only at short times postinfection [4 days postinfection (dpi)], but then macrophages are rapidly polarized toward M2 phenotype (CD45+ F4/80+ CD11b+ CD86− CD206+), which remains sustained during the acute and chronic phase (90 dpi). The sudden shift in cardiac M1/M2 ratio correlates with the changes in local cytokine milieu. These works evidence that alternatively activated macrophages are the main cardiac cell subset throughout the infection. Alternative macrophages provide protection against overwhelming cardiac inflammation, but they also interfere with the activation of M1 macrophages and its microbicidal function, promoting parasite persistence. The sustained M2 profile is promoted, at least in part, by the action of IL-6 (44).

In order to stablish the possible mechanisms by which cardiac M1 macrophages shift toward M2 profile quickly after infection, we focused on purinergic signaling. The ecto-5′-nucleotidase (CD73) enzyme is part of the purinergic system and together with ectonucleoside triphosphate diphosphohydrolase-1 (CD39) metabolize, in a step-wise manner, the extracellular ATP into adenosine (ADO). ADO has a regulating role on macrophage functions associated with M1 profile, such as suppression of chemokines and pro-inflammatory cytokines production, impairment of inducible nitric oxide synthase (iNOS) activity and induction of anti-inflammatory IL-10 production (45). CD73 is the rate-limiting enzyme in the ADO generation and it is expressed by immune and parenchymal cells (46). We showed that pharmacological inhibition of CD73 enzymatic activity with ADO 5′α,β-methylene-diphosphate (APCP) during the early acute phase enhances the number of M1 cardiac macrophages over the M2 subset and increases cardiac levels of NO, IL-6, TNF, and IL-1β in infected BALB/c mice (Figure 3A). These APCP-induced changes result in a concomitant reduction of cardiac parasite load during the acute phase and, as a direct consequence, improve the outcome of chronic cardiomyopathy (43). The study demonstrates that the polarization of cardiac macrophages is strongly influenced by the products of extracellular ATP metabolism and that the manipulation of this pathway could provide new approaches to reduce Chagas heart pathology.
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FIGURE 3 | Role of macrophages in the immune response against Trypanosoma cruzi infection. Macrophages are the main infiltrating cells arriving to the myocardium early after T. cruzi infection. Different mediators can regulate the magnitude and quality of the cardiac immune response by modulating macrophages activation. (A) ATP is released by infected/injured cells and hydrolyzed by two ectoenzymes, CD39 and CD73, to the immunoregulatory metabolite ADO. Pharmacological inhibition of CD73 activity with APCP enhances M1 over M2 macrophage phenotype and increases the local production of TNF, IL-1β, IL-6, and NO and diminished IL-10 levels. (B) IL-6 is a pleiotropic cytokine that contributes to the establishment of cardiac M2 macrophage profile during T. cruzi infection by inducing an anti-inflammatory microenvironment and augmented CD39 expression. Deficiency of IL-6 (IL6KO mice) dysregulates inflammasome activation with a consequent increases in IL1-β-induced NO production. The excessive oxidative stress and exacerbated pro-inflammatory immune response cause the lethal effect observed in infected IL6KO mice.



In response to different cardiac injuries, soluble mediators are key players since they drive the immune response and the reestablishment of homeostasis. In this sense, IL-6 cytokine is suddenly and continuously produced by cardiomyocytes and neighboring cells after different pathological stimuli, suggesting that this cytokine is clue for the heart’s intrinsic stress response system. We and others have reported that IL-6-deficient (IL6KO) mice succumb to T. cruzi infection very early during the acute phase (44, 47, 48). By analyzing immune mechanism that could explain the lethal effect observed in the absence of this cytokine, we discovered that IL-6 negatively regulates inflammasome activation and, consequently, IL-1β-induced NO production, and that excessive oxidative stress accounts for the increased mortality of infected IL6KO mice (44). We also found that IL-6 promotes the establishment of M2 cardiac macrophage profile during infection and induces in vivo and in vitro expression of the enzyme CD39 on macrophages, suggesting that IL-6 could promote a shift from an ATP driven pro-inflammatory environment to an anti-inflammatory milieu induced by ADO (44) (Figure 3B). Considering that IL-6 is a therapeutic target in individuals with different inflammatory diseases (49), our results provide the basis for understanding why blocking IL-6 in certain clinical situations does not represent an effective treatment; instead triggering pro-inflammatory adverse events.

In agreement with the results obtained with the mouse experimental model, the culture of in vitro-infected peripheral blood mononuclear cells obtained from control human donors with IL-6 blunted T. cruzi-induced nitration of cytotoxic T-cell subpopulation and increased their survival. The nitration of surface proteins on T cells is a consequence of NO and superoxide anion reaction which generates peroxynitrite. Furthermore, the blockade of IL-6 in these cultures with an IL-6 neutralizing antibody increased the frequency of T. cruzi-induced nitration of CD8+ T cells as a consequence of elevated NO production. In line with these results, leukocytes from chronic Chagas patients show increased NO production concomitant with significant tyrosine nitration mainly in CD8+ T cells compared with seronegative patients. Superficial tyrosine nitration on cytotoxic cells is concomitant with impaired effector functions and lower capacity for activation but also it is associated with a significant fall in the number of circulating CD8+ T cells (50). Altogether, the results suggest that CD8+ T cell functionality decreases in the setting of human Chagas disease, but this under-responsiveness could be reverted by the pleiotropic actions of IL-6, which functions as a survival factor for this population and improves its effector functions. Strikingly, the parasite has evolved strategies to counteract IL-6-dependent signaling through the specific cleavage of its receptor, the gp130 chain (51).

In contrast to the antioxidant properties of IL-6, IFN-γ enhances iNOS expression in infected macrophages resulting in the killing of intracellular parasites. Strikingly, IL-17A-stimulated macrophages control replication in a comparable level to IFN-γ treatment (52). The IL-17 stimulation alters the uptake pathway of trypomastigotes promoting phagocytosis over active invasion of macrophages. Phagocytosis of trypomastigotes enhances the number of internalized parasite and prolongs its residency in the endosomal/lisosomal compartment. A recent report demonstrates that IL-17-mediated direct protection of infected macrophages involves the NADPH oxidase activation and ROS production (53). In concordance, mice deficient in IL-23 (IL23p19KO), a potent inducer of IL-17A production, show enhanced parasitemia and a greater susceptibility to acute T. cruzi infection compared with infected WT mice. Moreover, IL-17AKO mice seemed to be even more susceptible to T. cruzi infection than IL23p19KO mice. The fact that the treatment of macrophages with IL-17A plus IFN-γ is more efficient to eliminate the parasite compared with single-cytokine stimulation, might explain the higher mortality ratio in IL23p19KO and IL-17AKO mice even though the Th1 immune response, measured by IFN-γ production and the iNOS expression, is not impaired during the infection in both KO mice (52). Finally, correlation analysis in Chagas disease patients demonstrates that high IL-17 serum levels are associated with better cardiac function (54–56).

After reaching the cytosol in macrophages, T. cruzi is recognized by innate receptor NLRP3, a member of nod-like receptor family (57). Infected mice deficient in IL-1β receptor, ASC, or caspase-1 are defective in NO production and exhibit an enhanced cardiac parasitism and mortality (58). Furthermore, the weak IL-1β production in NLRP3KO macrophages is compensated by an enhanced ROS production that mediates an effective parasite killing, indicating that NLRP3 modulates NADPH oxidase/ROS levels (59). Moreover, these low levels of IL-1β and the partial survival of infected NLRP3KO mice suggest that another Nod-like receptor might be activating inflammasome during infection.

Following cardiac injury, immune cell infiltration and fibroblasts migration trigger tissue remodeling, that is largely dependent on matrix metalloproteinases (MMPs) activity. Immunohistochemistry analysis revealed that vascular wall and infiltrating leukocytes are the cellular source of MMP-2 and MMP-9, which are increased in cardiac tissue during the acute phase of T. cruzi infection. As expected, treatment with MMP inhibitors reduces myocarditis in infected mice (60). In Chagas disease patients, T cells, neutrophils and monocytes are source of MMP-2 and MMP-9. In vitro stimulation with T. cruzi-derived antigens induces higher MMP-2 and MMP-9 expression in monocyte from patients with cardiac clinical forms of Chagas disease compared with those from non-infected patients (61). Recent reports showed a significant positive correlation between the levels of MMP-9, IL-1β and TNF, but a negative correlation between MMP-2 levels and these inflammatory cytokines and a positive correlation with IL-10 expression in serum from chronic Chagas disease patients (61, 62). These results suggest that MMP-9 may be related to inflammation and cardiomyopathy development; meanwhile, MMP-2 would be associated with regulation of chronic inflammatory process. Other study indicated that MMP-2 and MMP-9 levels peaks in plasma from patients clinically asymptomatic with an abnormal ECG (an early indicator of cardiac disease) and progressively augmented in patients with advancing Chagas cardiomyopathy. Although MMPs are strongly associated with several inflammatory diseases, the data suggested that MMP-2 and MMP-9 plasmatic levels could be used as early biomarkers of cardiac disease (63).

It is widely accepted that T. cruzi modulate apoptosis of different target cells in order to evade the immune response. In this sense, Freire-de-Lima and coworkers demonstrated that phagocytic removal of apoptotic T lymphocytes by infected-macrophages exacerbate parasite replication by driving its differentiation toward an M2-like phenotype concomitant with TGF-β, IL-10, and PGE2 production (64, 65). TGF-β promotes in macrophages the L-arginine metabolism by arginase to synthesize polyamines which functions as a growth factor for parasites (66). Another work found that blocking apoptosis of CD8+ T cells in cocultures, infected macrophages increase NO levels and M1 features leading to restrict intracellular parasite growth (67). In addition, while coculture of apoptotic neutrophils induce an M2-like phenotype in infected macrophages, live neutrophils via elastase induce M1 macrophages with NO and TNF production that allow to control T. cruzi replication (68). Further studies in human cells are needed to validate these findings.

Similar to others cardiac pathologies, cardiomyocyte apoptosis seems to be determinant of Chagas disease progression. In this sense, it was found that infection induces apoptosis of cardiomyocytes (69, 70). In contrast, several reports demonstrated that T. cruzi induces anti-apoptotic effect on cardiac cell (51, 71–75). Indeed, it is plausible to think that cardiac cell exposure to pro-inflammatory milieu may precondition the heart tissue to protect cardiomyocytes from a massive apoptosis (76). This hypothesis is clinically supported by experiments performed by Metzger et al. The authors described that apoptotic cells are increased in the myocardium from Chagas disease patients with severe heart failure. However, the apoptotic cells are not cardiomyocytes, and the majority of TUNEL+ cells are also CD68+ (human macrophage marker) (77), similar results also being observed by other researchers (78). Related to this, an intense Bcl-2 expression is induced in cardiomyocytes during the acute phase of the experimental infection, likely establishing a higher threshold to apoptosis in this cell type (73).

Although enthusiastic researchers have suggested the therapeutic use of apoptosis inhibitors as an attractive choice for adjuvant therapy during the chronic phase (79), the effects of apoptosis modulation on the outcome of chronic cardiomyopathy requires further studies.

Viral Myocarditis

The cardiotropic viruses that cause myocarditis in humans include enteroviruses, adenoviruses, influenza viruses, cytomegaloviruses, parvoviruses, and herpes viruses. Although most of these viruses commonly cause only mild upper respiratory or gastrointestinal complications in most individuals, a few infected people develop cardiac clinical symptoms (80). The enteroviral coxsackievirus B group type 3 (CVB3), adenoviruses parvovirus B19, and human herpes virus 6 are frequently observed in myocarditis biopsies. The most common viral myocarditis is caused by CVB3 infection. It affects about 5–20% of world population, and yet lacks efficient treatments. Although acute viral myocarditis is self-limiting in most individuals, in others develop chronic myocarditis, progressive cardiac fibrosis, dilated cardiomyopathy, heart failure, and even death (81–83). Strong clinical and experimental evidence has demonstrated that two main mechanisms are involved in pathogenesis of CVB3-induced myocarditis, first a direct viral injury to cardiac cells during the acute stage of infection and second, the excessive pro-inflammatory immune response against CVB3 which can subsequently evolve to a chronic autoimmune cardiac pathology in some susceptible patients (80).

Monocytes/macrophages represent one of the major infiltrating inflammatory cells in CVB3-induced myocarditis. It was reported that cardiac CCL2 levels are significantly enhanced at 1 dpi and peak at 4 dpi and hence closely involved in CVB3-induced myocarditis initiation, by attracting monocytes. CCL2 incidence in viral myocarditis was even more evident after blocking CCL2 activity in vivo, since those infected mice exhibit reduced myocardial cell infiltration, decreased serum CK-MB levels and increased host survival (82).

Other study showed that in vivo CVB3 infection also triggers the production of galectin-3 (a β-galactoside binding lectin) in cardiac macrophages during acute and chronic phases. Abrogation of galectin-3 expression or its pharmacological inhibition does not affect viral titers but reduce acute myocarditis and chronic fibrosis, suggesting a critical role of galectin 3-producing macrophages in the induction of fibrosis subsequent to CVB3 infection.

Studies in experimental murine infection with CVB3 have been widely employed as a model of human enteroviral infection and they have significantly contributed to the understanding of the immunological mechanisms underlying acute and chronic viral inflammatory heart disease. Strikingly, male, but not female, mice infected with CVB3 present a severe myocarditis with a pathological process resembling human disease. Although similar viral infection titers have been detected in patients of both genders, the estimated incidence of myocarditis in men is twofold increase or more than in women (84, 85).

Experimental approaches assessing the differential susceptibility against CVB3 infection between male and female mice have greatly contributed to the knowledge of the etiopathological mechanisms of this viral myocarditis. During the early acute infection, cardiac tissue from male and female mice presents high levels of IFN-γ and IL-4, respectively. Consistently, male cardiac macrophages express M1 markers; meanwhile, female cardiac macrophages polarize toward M2 phenotype (86, 87). Employing adoptive transfer experiments of in vitro IFN-γ-induced M1 macrophages, the authors demonstrated this pro-inflammatory subset is responsible for myocardial inflammation and damage after CVB3 infection (86).

It is important to highlight that IL-10 has a protective role during virus-induced cardiac fibrotic process by inhibiting fibroblast collagen synthesis (85, 88). As counterpoint, male infected mice exhibit a reduced frequency of cardiac monocytic-myeloid-derived suppressor cell (MDSC) subset and regulatory T cells, which negatively correlates with the severity of cardiac fibrosis induced by CVB3 infection. Although it was reported that myocardial infiltrating immune cells have a different cell composition in both mouse genders, how this difference affects macrophage functions and the development of CVB3-induced myocarditis needs further studies. In this sense, infiltrating NK cells could have a role in the physiopathology of the disease. Kinetic studies of myocardial infiltrate revealed that NK cells arrive together with macrophages and the synergistic action of sex hormones and CVB3 infection contribute to NK cells differential cytokine production (87).

On the other hand, it was reported that CVB3 can efficiently induce endoplasmic reticulum (ER) stress in infected cardiomyocytes and, in turn, stressed myocardial cells transfer the ER stress to macrophages via some unknown soluble molecules and facilitate the pro-inflammatory phenotype. In concordance, an in vivo pharmacological treatment with ER stress inhibitor induces a substantial reduction of pro-inflammatory cytokines in macrophages, diminishes CK-MB serum levels, relieves myocardial inflammation and improves cardiac functions. Moreover, adoptive transfer experiments of ER stress-inhibited macrophages into infected mice also alleviate viral-myocarditis together with an increase in mice survival, confirming the pathological role of ER stressed macrophages in CVB3-induced myocarditis (89). Other work showed that CVB3 infection in cardiac cells induces ROS production and alters potassium efflux, triggering NLRP3 inflammasome activation in infected cardiomyocytes (90). Therefore, all these studies indicate that the cardiac environment that shape macrophages polarization has a key role in the outcome of CVB3-induced heart disease.

Bacterial Infections

Mononuclear phagocytic cells are essential in cardiac immunity to several myocarditis-related to bacterial infections. Lyme disease is a long-term infection caused by Borrelia burgdorferi spirochetes. Its most severe complications are myocarditis and inflammatory arthritis of the lower bearing joints. An important difference between arthritis and myocarditis is the distribution of phagocytes within the lesions; while polymorphonuclear leukocytes are more prevalent in the joint, macrophages are the predominant infiltrating cells in infected hearts (91). The severity of Lyme myocarditis is controlled by CD11c integrin, because CD11cKO mice caused increased cardiac MCP-1 production and consequently, increased macrophage infiltration. The loss of this integrin generates an impaired macrophage immune response leading to an aggravated Lyme disease (92). Similarly, in absence of CCR2, the receptor that induces monocyte recruitment to the site of infection, resistant CCR2KO mice had augmented bacterial heart burden compared with WT counterpart (C57BL/6) suggesting a reduced clearance of the bacteria. In contrast, deficiency of CCR2 in sensitive mice strain CCR2KO (C3H) produced severe inflammation with increased presence of polymorphonuclear cells but decreased B. burgdorferi burden in comparison with WT (C3H/HeJ) mice. The less efficient spirochete clearance from hearts of WT C3H mice compared with CCR2KO C3H mice suggests an impaired recruitment or function of macrophages in C3H mice, which may contribute to the susceptibility of this animal strain to B. burgdorferi infection (93). Nevertheless, there were no differences in cardiac macrophage polarization of C3H sensitive strain, with similar number of M1 and M2 subtype macrophages at the peak of inflammation (94).

Regarding cytokine production, there are several reports showing that IFN-γ is a key cytokine that modulates the immune response to B. burgdorferi, particularly the macrophage activation and functions. Sabino and coworkers proposed that IFN-γ influence the composition of cardiac leukocyte infiltrates. They found that B. burgdorferi and IFN-γ synergistically enhance the secretion of mononuclear cell chemoattractants such as CXCL9 and CXCL10, decrease those for neutrophils (CXCL1 and CXCL2), and, in consequence, this modifies the nature of the cellular infiltration (95). Additionally, the production of IFN-γ by iNKT cells enhance the bacterial recognition and activation of macrophages as evidenced by augmented TNF and IL-6 production, leading to an increased phagocytic activity (91). Importantly, IFN-γ is produced in lesions of Lyme patient myocarditis and its levels positively correlate with the severity of the pathology.

Considering innate receptors, it was reported that mice deficient in the intracellular adapter molecule myeloid differentiation antigen 88 (MyD88KO), which is required for several TLR-induced inflammatory responses had 250-fold higher pathogen burden than WT mice. In agreement, in vitro experiment confirmed that MyD88KO macrophages phagocytize spirochetes but degrade them more slowly than WT macrophages (96). In accordance, Hawley et al. demonstrated that CR3KO-mediated spirochete internalization requires the participation of CD14 molecule as an accessory receptor and showed that CR3/CD14-mediated phagocytosis generates a pro-inflammatory macrophage phenotype in response to bacterial invasion (97). On the other hand, several reports demonstrate key roles for the intracellular innate receptor Nod2. In B. burgdorferi infection context, Nod2-deficient mice resulted in increased myocarditis compared with control mice. Although Nod2 induces inflammatory milieu in in vitro models of B. burgdorferi infection, BMDM upon a prolonged stimulation of Nod2 no longer respond in the same manner. Indeed, prolonged exposure to the Nod2 ligand results in suppression of pro-inflammatory responses. The authors theorize that the dual role of Nod2 signaling in the inflammatory response may be associated with the chronicity of the infection (98). In the same way, Zlotnikov et al. revealed that a high fat diet-induced obesity (DIO) in a murine model of Lyme disease was associated with systemic suppression of innate immune response. The hearts of DIO-infected mice presented significantly elevated inflammation and increased bacterial burden due to an impaired bacterial uptake and pro-inflammatory cytokine production by macrophages and this effect became more pronounced as infection progressed (99). All these data together substantiate the importance of macrophages in the immune response against this pathogen, but also the dual role that they can play in order to control the infection or perpetuate the inflammation state.

Other bacterial infection in which macrophages play a key role on disease outcome is poststreptococcal myocarditis. Streptococcus pneumoniae is capable of invading the heart soon after the development of bacteremia. The pneumococcus is the responsible of the community-acquired pneumonia and sometimes it may worsen by producing the invasive pneumococcal disease that injures the heart. Macrophages have been postulated as inducers of heart-reactive T cells due to their capacity to transfer the inflammatory lesions into normal recipient mice when they are pulsed with group A streptococcus extract (SAE) resulting in an increased serum CK levels, an enzyme that is released in the bloodstream after inflammatory cardiac muscle injury. SAE pulsed macrophages may present to T cells an antigenic determinant characteristic to rheumatogenic streptococci that cross-reacts with a normal component of the heart tissue (100). In accordance, group A streptococcal M proteins had the ability to stimulate human PBMC to proliferate and induce cytotoxic T cells against cultured human heart cells (101). The results suggest a critical role for monocytes/macrophages as antigen-presenting cells in the outcome of heart damage after infection.

More recent studies have proposed that S. pneumoniae forms discrete pneumococcus-filled micro lesions in the myocardium during invasive pneumococcal disease (102) generating direct tissue damage. The pneumococci within cardiac micro lesions produce pneumolysin, a cholesterol-dependent pore-forming toxin, which kills cardiomyocytes and macrophages due to pneumolysin-induced necroptosis. This precludes the generation of an effective immune response and perpetuates cardiac damage (103). These reports bring to light that macrophages are crucial for innate immune response to bacterial infections and that the alteration of their functions can alter the outcome of the disease.

Sterile Inflammation

Although inflammation is the process in which components of the innate immune system respond to an injury or infection, inflammatory response can also be triggered in absence of infection by a process known as sterile inflammation. This type of inflammation is implicated in the development of a variety of clinical conditions such as atherosclerosis, cardiac injury, neurodegenerative and metabolic disorders. Unlike microbial-induced inflammation, sterile inflammation is activated by endogenous danger-associated molecular patterns (DAMPs) released as a consequence of cellular injury and/or inflammation, such as oxidized low-density lipoprotein (oxLDL), oxidized phospholipids (oxPLs), amyloid β or uric-acid crystals (104, 105). This sterile inflammatory response induces recruitment of neutrophils and monocytes leading to production of pro-inflammatory cytokines and chemokines, mainly IL-18 and IL-1β in a caspase-1-dependent manner. As mentioned above, monocytes subsets (classical, intermediate, and non-classical) extensively participate in the response to infectious disease; however, their role in sterile inflammation in cardiac ischemia-reperfusion injury and atherosclerosis is still not well understood. Myocardial ischemia-reperfusion injury is a condition that involved cardiomyocytes death affecting contractibility and loss of heart function as a result of a vascular occlusion and loss of tissue irrigation. While different pathways contributed to limit the damage, the inflammatory response in the ischemic heart can be detrimental (106).

The knowledge gained on the origin of resident cardiac macrophages has greatly improved the therapeutic potential of macrophage manipulation in the context of sterile inflammation. Considering that adult mammalian heart contains two macrophage pools which include: Ly6Clow MHC-IIlow and MHC-IIhigh (CCR2−) representing embryonically established macrophages and the second pool and much less abundant derived from blood Ly6Chigh CCR2+ monocytes. Altered homeostasis induced by transient depletion (chemically) of monocytes and macrophages population in heart shown proliferation of CCR2− resident macrophages and recruitment of Ly6Chigh CCR2+ monocytes from blood to contribute to tissue macrophages repopulation (107). Thus, after myocardial injury and knowing that NLRP3 inflammasome activation impair tissue regeneration, blockage of CCR2 abolishes ischemic damage. This concept suggests that blockage of CCR2+ monocytes influx or recruitment during cardiac ischemia-reperfusion will be protective, while a strategy of depletion of resident macrophages (CCR2−) abolished that protection. In the same way, Marchetti et al. applied a pharmacological inhibitory strategy for NLRP3 inflammasome in a mouse model of myocardial injury. They found that in acute myocardial infarction (MI) with reperfusion and in a model of non-ischemic injury induced with doxorubicin, the inhibition of NLRP3 inflammasome cause a significantly reduction of infarct size and preserved systolic function (108).

The understanding of circulating monocytes and cardiac macrophage biology under physiology and disease condition may help discover new mechanisms to target specific subset population of macrophage that impact in cardiac cytoprotective pathways.

Atherosclerosis

Atherosclerosis is the result of lipid accumulation and chronic inflammation in the arterial wall where macrophage plays a central role in the development and progression of plaque formation (Figure 4). Thus, transmigration of monocytes into the subendothelial space, lipid uptake (oxLDL) and foam cell differentiation are key step in atherogenesis. The maintenance of a healthy endothelium regulates the precise balance in vascular homeostasis between vasoconstriction and vasodilation, trombogenesis and fibrinolysis, cellular migration and proliferation (109). Disturbance of normal vascular physiology is characterized by endothelial activation, which may be caused by infection or by cardiovascular risk factor such as hyperlipidemia (pathophysiologic). Thus, pro-inflammatory mediators (IL-1β, TNF, and MCP-1) induce a deleterious effect on NO bioavailability increasing ROS which stimulate the expression of endothelial adhesion molecules (VCAM-1, ICAM-1) to favor the passage of monocytes to the subendothelium and promoting their differentiation into macrophages (110).
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FIGURE 4 | Role of macrophages in the pathogenesis of atherosclerosis. Disturbance of normal vascular physiology is characterized by endothelial activation which stimulates the expression of endothelial adhesion molecules (VCAM-1, ICAM-1) to favor the passage of inflammatory monocytes to the subendothelium. Modified LDL and other DAMPS are recognized by pattern-recognition receptors such as CD36 (scavenger receptor-B) in infiltrating macrophages. Thus, these innate cells are transformed into lipid-laden foam cells in the vasculature intima. The activation of NF-κB in response to ox-LDL induce the secretion of inflammatory cytokines (IL-1β, TNF), NO, MCP-1, and macrophage-derived matrix metalloproteinases (MMPs) that degrade the extracellular matrix generating a maladaptative inflammatory response and contribute to plaque formation.



In atherosclerosis, circulating low-density lipoprotein (LDL) molecules undergoes modifications mainly oxidation, acetylation and glycation that alter the normal metabolism of lipoprotein to promote cytotoxic damage on endothelial cells and macrophages. There is a broad spectrum of mediators that induce LDL oxidation from enzymatic (lipoxygenase and cyclooxygenase) to non-enzymatic reactions (free radicals and oxidants). Some of these reactions have differential selectivity for LDL components as occur with ROS that oxidize predominantly the lipid portion of LDL or the neutrophil myeloperoxidase that oxidize the protein portion (Apo B) of LDL by action of hypochlorous acid byproducts (111, 112).

In this inflammatory milieu, other biomolecules, in addition to LDL, such as lipids and proteins are target of oxidation and nitration reactions generating new species that may affect the fate of the plaque development and limit or exacerbate the inflammatory state. Thus, nitro-fatty acids (NO2-FAs) are the product of the reaction of unsaturated fatty acids and nitrogen-derived species (NO and nitrites) (113). Administration of NO2-FA in a mice model of atherosclerosis (ApoEKO) exhibited anti-inflammatory and protective actions, decelerating the development of the atheroma plaque, affecting oxLDL uptake and foam cell formation in macrophages (114).

Modified LDLs are recognized and internalized in macrophages by pattern-recognition receptor (PRR) which includes scavenger receptor (SR) and toll-like receptor (TLR). SRs bind diverse ligands and contribute to the clearance of foreign or modified particles. Regarding to macrophage cholesterol metabolism, CD36 (SR-B) and SR-A1 mediate internalization of oxLDL and transform these cells into cholesterol-laden foam cells in the vasculature intima. Exploration in experimental models evidenced that CD36-deficient macrophages exhibited a reduced uptake of oxLDL; further study in ApoE/CD36 double mutant mice described the reduction of the size of atherosclerotic plaque (115, 116). These results emphasized the role of CD36 as a pro-atherogenic receptor in the vasculature and cardiovascular disease. However, discrepancy on CD36 implication as pro- or anti-atherogenic has been raised by other studies in which described advanced atherogenesis in LDLR/CD36 double mutant mice or less macrophage accumulation but increased aortic lesions in ApoE/CD36 double KO (117). The inconsistency of this result may be in part explained by the different experimental model and animal background employed. Besides the discrepancy on CD36 function in atheroma plaque formation the binding of oxLDL stimulates pro-inflammatory signaling pathways (NF-κB) in macrophage contributing to maintain the chronic inflammatory state generated during the onset of atherosclerosis disease.

In atherosclerosis, the recognition of the subsets of recruited monocytes that differentiate into macrophages in the atheroma plaque may be relevant to design new strategies to treat pathological inflammatory process. During the development of atheroma plaque, the recruitment of monocytes are drawn from the Ly6Chigh circulating subset (precursor of M1 macrophages) but after treatment and control of hyperlipidemia a rapid reduction of plaque inflammation and regression was exhibited, characterized by decrease number of macrophages and the relative increase in markers of M2 macrophages state. Rahman et al. described in a model of aortic arch transplantation that plaque regression is characterized by recruitment of Ly6Chigh circulating monocytes and the posterior polarization to M2 phenotype (118). This result is contrary to the prevailing paradigm about M2 macrophages recruitment in plaque regression and the authors promote the strategy of M2 macrophage accumulation in atherosclerotic lesions to stimulate plaque regression. Consistent results were obtained in mice treated with IL-13 and IL-4 (promote M2 polarization) which describe protective effects in plaque progression in mice (119).

Summing up, the data obtained clearly illustrate the clue role that mononuclear phagocytic cells play in the development of the atherosclerotic pathology, further molecular mechanisms involved in plaque formation are described in the next chapter.

SIGNALING PATHWAYS AND MOLECULES MODULATING CARDIOVASCULAR IMMUNE RESPONSE

Cytokines and Chemokines

Macrophages are major contributors to the inflammatory response in the setting of cardiovascular diseases. They secrete diverse pro-inflammatory mediators (including cytokines, chemokines, ROS and nitrogen species, among others), and MMPs and they eventually die by necrosis or apoptosis. Dying macrophages release their lipid contents, which lead to the development of a pro-thrombotic necrotic core. The necrotic core is, in turn, a clue component of unstable plaques and contributes to their rupture and the consequent intravascular blood clot that causes MI and stroke. The main effect of cytokines/chemokines released by macrophages is the recruitment of different innate and adaptive immune cell populations into the atherosclerotic lesions (120, 121), thereby amplifying the inflammatory environment. For example, different inflammatory mediators such as IL-1, TNF and IFN-γ increase the expression of MCP-1 in macrophages (120, 122). Also, under inflammatory conditions macrophages produce different enzymes such as MMPs, cathepsins and serine proteases that degrade the extracellular matrix of the atherosclerotic plaque contributing to the pathogenesis of atherosclerosis (123). In this sense, IL-1 and TNF increase the expression of numerous MMPs, such as MMP-9, and their activity contribute to unstable plaque morphology (123).

While initial reports indicated that IFN-γ prevented macrophage foam cell formation (124), subsequent studies demonstrate that this cytokine promotes foam cell formation through diverse mechanisms: enhancing the uptake of oxLDL/AcLDL through SRs (122, 125), diminishing efflux of cholesterol via inhibition of ABCA-1 transporter and ApoE expression (126, 127) and increasing ACAT-1 levels (126) in macrophage-derived foam cells. For example, it was recently reported that the axis IFN-γ/STAT1 mediates the uptake of acLDL/oxLDL by human macrophages in an extracellular signal-regulated kinase (ERK)-dependent signaling (125). The activity of IFN-γ as a pro-foam cell mediator has been supported by several in vivo studies (128).

Since IFN-γ was identified as a pro-foam cell cytokine, different authors evaluated the effect of other pro-inflammatory cytokines. Studies using a murine macrophage cell line have shown that TNF inhibits the expression of SRs and the uptake of oxLDL (129). Regarding additional mechanisms, more recent evidence has suggested that TNF promotes foam cell formation in vitro by reducing the mRNA expression of ABCA-1/ABCG-1 (130), and intracellular lipid catabolism (131), and by enhancing the expression of ACAT-1 and the accumulation of cholesteryl ester (132). However, the role for TNF remains controversial since other studies have shown that TNF enhances ABCA-1 expression and the efflux of cholesterol in peritoneal macrophages stimulated with ApoA–I (133, 134) and since evidences from studies performed in murine models are also contentious (128).

Regarding anti-inflammatory cytokines, it has been demonstrated that TGF-β decreases CD36/SR-A expression and the uptake of oxLDL in human macrophages (135, 136). Additional data emphasized this anti-foam cell effect by showing that TGF-β downregulates CD36/SR-BI mRNA levels in peritoneal macrophages (137) and increases ApoA–I and HDL-stimulated cholesterol efflux and ABCA-1 gene transcription in foam cells (138). Argmann et al. (139) demonstrated that TGF-β1 decreases LPL expression/activity and cholesteryl ester accumulation with a coincident increase in the expression of ABCG-1 in murine macrophages. Recently, it was reported that TGF-β diminishes LPL gene transcription (140) and increases the expression of ApoE (141). Moreover, other group has shown that CD4+ CD25+ regulatory T cells use TGF-β1 to inhibit the uptake of oxLDL and the expression of CD36/SR-A mRNA (142). These mechanisms evidence an anti-foam cell role for TGF-β1, although it is important to stress that TGF-β may promote development either of anti-atherosclerotic regulatory T cells or of T-helper 17 (Th17) cells, depending on factors in the local milieu. Therefore, TGF-β signaling in T cells could promote stabilization of atherosclerotic plaques through an IL-17-dependent pathway.

The effect of IL-10 on plaque formation has also been reported. This anti-inflammatory mediator downregulates the CD36 SR expression (143) and, in consequence, decreases the accumulation of cholesterol in human macrophages (144). In addition, two independent groups have reported anti-foam cell activity of IL-10. Indeed, they found that IL-10 enhances the uptake and efflux of cholesterol by human macrophages in vitro and reduces foam cell formation and atherosclerotic plaque progression in vivo (145, 146). Altogether, the results suggest that IL-10 counteract atherogenesis.

Besides M1 and M2 macrophage profiles, additional phenotypes have been described within atherosclerotic lesion and they have become a topic of increasing relevance. In areas of hemorrhage, macrophages respond adaptively to heme acquiring an activation status that was designated hemorrhage-associated macrophages (Mhem). In vitro human blood-derived monocytes are induced to Mhem by stimulation with hemoglobin–haptoglobin complexes and it is dependent on an autocrine action of secreted IL-10 (147, 148). This macrophage profile prevents foam cell formation and has antioxidant functions. Other study showed that oxPL products that accumulate in atherosclerotic lesions induce another phenotype designated as Mox. Data indicate that Mox macrophages are characterized by high expression of heme oxygenase-1 and it comprises approximately 30% of all macrophages in established atherosclerotic lesions in experimental models (149). In addition, CXCL4, a chemokine released by activated platelet, was demonstrated to prevent monocytes/macrophages apoptosis and promote its differentiation into a phenotype called “M4” (MMP7+ S100A8+ CD68+). M4 macrophage was described in human coronary atherosclerotic plaques ex vivo and postmortem (150, 151). The prevalence of this macrophage subset is higher in patients with severe coronary artery disease and there is a significant correlation between the accumulation of M4 macrophages within the intima and plaque destabilization, which is independent of the overall number of macrophages in the vascular wall (150).

Recently, several groups have published that IL-17A-stimulated macrophages are suggested to constitute a new macrophage population. Barin et al. (152) showed that IL-17A induces activation of primary macrophages in a unique profile of cytokines and chemokines, including IL-12p70, GM-CSF, IL-3, IL-9, CCL4 and CCL5, that can be distinguished from previously characterized macrophage activation states. Moreover, another work showed that IL-17A induces a pro-inflammatory transcriptome in human monocytes/macrophages, including cytokines such as IL-1α and IL-6, chemokines like CCL2, CCL8, CCL20, CXCL1, CXCL2 and CXCL6, genes involved in oxidative stress, upregulation of CD14, CD163 levels and downregulation of genes associated with T cell costimulation. By comparing the entire transcriptomes of M1, M2 and M4 macrophages, authors confirm that IL-17A-treated macrophages are a unique polarization subset (153). On the other hand, it was reported that IL-17 also can strongly amplifies human monocytes/macrophages differentiation toward M2c profile, making it resistant to apoptosis and promoting its MerTK-dependent clearance of apoptotic bodies (154). M2c cells (CD14bright CD16+ CD163+ MerTK+) are a subset of alternatively activated macrophages induced by M-CSF plus IL-10 or glucocorticoids and they are involved in inflammation resolution through phagocytosis of early apoptotic neutrophils and anti-inflammatory cytokines production (155). In contrast with the mentioned effects of IL-17, authors demonstrated that both IFN-γ/Th1 environment and IL-4-chronic exposure impair glucocorticoid and IL-10-induced M2c macrophage differentiation and also alters phagocytosis function of stablished M2c macrophages by reducing MerTK levels and promoting its apoptosis. Thus, this work indicates that Th17 environment orchestrates the resolution of innate inflammation through expansion of M2c regulatory macrophages.

An important point to note is that in a predominantly Th17 environment, monocytes/macrophages have a key role in the IL-17-induced inflammatory responses. In an experimental murine autoimmune myocarditis (EAM) model, the genetic ablation of IL-17RA alters the recruitment of monocytes/macrophages, which is the most numerous component of the inflammatory infiltrate and it is implicated in the cardiac damage (152). In concordance, other work shows that IL-17A promotes cardiac infiltration of Ly6Chigh monocytes by inducing fibroblasts to produce high levels of cytokines and chemokines. Particularly, GM-CSF production by IL-17-stimulated cardiac fibroblasts drives differentiation of infiltrating monocytes into an even more inflammatory phenotype which further intensifies the myocarditis. Experiments performed in IL17RAKO mice or depletion of Ly6Chigh monocytes/macrophages demonstrates the involvement of these innate cells in the inflammatory dilated cardiomyopathy (156). On the other hand, in an advanced atherosclerotic model in ApoEKO mice, in vivo IL-17A blocking markedly prevents atherosclerotic lesion progression and improves its stability by reducing inflammatory burden and monocyte infiltration (153). Moreover, the CCL2 and CCL5 production were significantly reduced in those IL-17A mAb-treated mice. In vitro experiments demonstrated that IL-17A induces adhesion of human monocytes, adhesion and rolling of platelets on endothelial cells. Other studies performed in early stages of atherosclerosis demonstrate that IL-17/IL-17RA axis has a pro-atherogenic role by promoting early monocyte recruitment into plaque through CCL5 production, endothelial VCAM-1 expression and increasing CXCL1 expression on the vessel lumen (157–159).

Purinergic Signaling

Purinergic system has been recognized as a main pathway to regulate immune response and it is critical to prevent the collateral damage produced by the exacerbation of the immune response in several diseases including cardiac pathologies. In normal conditions, ATP is localized intracellularly where it is the main source of energy for cell functions and it accomplishes indispensable functions in cellular metabolism such as proliferation, migration, motility, biosynthesis and contraction functions within the cardiomyocytes. In addition to its metabolic function, ATP also acts as an important signaling molecule when it is released to the extracellular compartment. After it is released, the extracellular ATP hydrolysis is governed by the activity of two membrane ectoenzymes, the CD39 that catalyzes the phosphohydrolysis of ATP to ADO monophosphate (AMP) and CD73 that hydrolyzes AMP into ADO and inorganic phosphate (45). CD39 and CD73 expression on immune and vascular cells and their enzymatic activities play decisive role in the regulation of the magnitude and duration of purinergic signals that modulate cellular function in an autocrine or paracrine manner (160). These effects are mediated by two types of nucleotide/nucleoside receptors: P1 receptors activated by extracellular ADO and P2 receptors activated by ATP and other nucleotides such as ADP and AMP. The first group includes 4 ADO receptors (ADORA 1, ADORA 2A, ADORA 2B, and ADORA 3), and the second group includes several P2X and P2Y subtypes of receptors (161).

Purinergic signaling is highly described in tumoral context (162) and in autoimmune diseases (163) but poorly studied in the context of cardiac pathologies. Given the high production rate of ATP and the turnover required to maintain its continuous mechanical work, disruption of heart tissue generates the release of high amounts of ATP to the extracellular space. Bonner et al. have reported that cardiomyocytes and erythrocytes do not detectably express the ATP catabolic machinery, but coronary endothelial cells were highly positive for CD39 under basal conditions and a low proportion of these cells express CD73. Furthermore, they stated that resident cardiac APCs and monocytes were the responsible of the first step of ATP degradation in the heart after ischemic injury because they were highly positive for the CD39 while CD73 was absent. Likewise, the dephosphorylating step of AMP to immunosuppressive ADO seems to take place on T lymphocytes and granulocytes because CD73 was mainly expressed in those populations (164).

In contrast to the pro-inflammatory action of ATP, ADO exhibits diverse immunoregulatory roles. Bonner and coworkers found that macrophages stimulated through ADORA 2A and ADORA 2B receptors with ADO undergo M2 phenotype in infarcted mice. In addition, in CD73KO mice there was augmented expression of microbicidal M1 genes, while the expression of M2 genes like arginase-1, IL-10, and TGF-β decreased. This monocyte imbalance toward inflammatory Ly6Chigh-expressing monocytes in mice lacking CD73 had been related to adverse myocardial healing and ventricular dilatation after MI (165). Furthermore, Haskó et al. reported that ADO diminish the oxidative burst by downregulating NO production and inhibit TNF release from monocytes and macrophages (166). A parallel mechanism has also been reported by Cain group in murine isquemia/reperfusion model where ADO pretreatment decreased myocardial TNF production (167). There is strong evidence that ADO can modulate leukocyte adhesion to vascular endothelium in vivo. In this sense, Koszalka et al. demonstrated that ADO is an important endogenous pathway to modulate the inflammatory vascular response. After a period of ischemia-reperfusion, they observed significant increase of leukocyte adherence to the vascular endothelium only in the CD73 mutant (168). It has also been suggested that purinergic signals play a role in cellular migration. Analysis of atherosclerotic lesions of P2Y6 KO mice revealed fewer macrophages, diminished RNA expression of IL-6 and VCAM-1, suggesting that deficiency in this ATP receptor limits atherosclerosis and plaque inflammation (169). Recently, it was reported that lack of P2X7 receptor resolute plaque destabilization by inhibiting inflammasome activation and consequently ameliorates experimental atherosclerosis. ATP binding to P2 receptors is crucial to NLRP3 assembly and the subsequent IL-1β release. P2X7 null mice had decreased amount of macrophages in the wound and, in consequence, smaller and less inflamed atherosclerotic lesions than respective control animals (170). Altogether, the data indicate that purinergic signaling can modulate macrophage polarization and infiltration; and that ADO is a key metabolite in suppressing inflammation following injury or infection.

In addition, ADO induces the production of vascular endothelial growth factor (VEGF) in human macrophages, associated with increased hypoxia inducible factor-1α (HIF-1α) expression, the main transcriptional inducer of VEGF in hypoxic milieu. VEGF promotes blood vessel formation, induces cell proliferation and initiates immune cell migration to stimulate vasculogenesis and angiogenesis (171). On the other hand, extracellular ATP contributes to tissue repair by the stimulation of P2X7 receptor and release of the pro-angiogenic factor VEGF (172). Summing up, activation of purinergic receptors in macrophages can promote wound healing and may be targeted to improve cardiac repair mechanisms.

Metabolism

The heart changes its substrate preferences throughout the life, under physiological or pathological conditions. This metabolic flexibility allows it to adapt to environmental changes. However, shifts in fuel selectivity can become detrimental in the pathological heart (173).

Pathological cardiac hypertrophy is a common consequence of several cardiovascular diseases and is a maladaptive response to chronic stress, sometimes resulting in cardiac failure. Pathological hypertrophy involves a shift in fuel metabolism from fatty-acid oxidation to enhanced reliance on glucose. Increased glucose utilization is characterized by upregulation of glucose uptake and glycolysis concomitant with no change or a decrease in glucose oxidation, resulting in uncoupling of glucose uptake/oxidation metabolism. Nowadays, it is accepted that changes in mitochondrial function and cardiac metabolism precede heart dysfunction, indicating that metabolic remodeling is an early event in the development of cardiac diseases.

Recent interest in understanding the impact of these fundamental metabolic changes on immune cell differentiation and function has yielded numerous studies examining the pathways and metabolites involved in driving protective immune responses. A key question that has emerged is whether differential metabolic activity (i.e., use of glycolysis versus mitochondrial respiration) is coincident with differentiation or if it is a direct driver of alterations in immune cell differentiation and function. Classically activated macrophages that promote inflammation utilize glycolysis and glutamine metabolism to generate large quantities of succinate which enhances inflammation and IL-1β production (174). In contrast, macrophages that play a role in tissue healing and inflammatory resolution increase mitochondrial lipid oxidation (175). A key differentiator between these metabolic phenotypes may arise in the mitochondria, where rather than engaging in conventional electron transport, altered electron flow through the succinate dehydrogenase complex promotes ROS generation and inflammation (176). Enhanced glycolysis in coronary artery disease patients drives mitochondrial ROS production, resulting in pyruvate kinase M2 (PKM2) assembly and translocation to the nucleus. It then phosphorylates and activates STAT3 to promote the production of the cytokines IL-1β and IL-6 (177). Indeed, the increased activation of glycolytic pathway was associated with epigenetic changes in monocyte-derived macrophages describing a new mechanism to explain trained immunity in human innate immune cells (178).

Diabetes is a major risk factor for cardiovascular diseases (179). As such it may lead to heart failure indirectly, by promoting the development of coronary artery disease. However, it is now known that diabetes may cause heart failure also by eliciting a direct detrimental impact on the myocardium leading to the development of cardiac hypertrophy, diastolic and systolic dysfunction (180). The clinical condition associated with the spectrum of cardiac abnormalities induced by diabetes is termed diabetic cardiomyopathy. High glucose levels and dyslipidemia directly induce the upregulation and secretion of cytokines, chemokines and adhesion molecules in immune cells by modulating multiple signaling pathways that converge toward NF-κB signaling (181–183). Activation of the renin–angiotensin–aldosterone system and accumulation of advanced glycation end-products (AGE) and DAMPs molecules like extracellular high-mobility group box-1 protein (HMGB1), also represent key mechanisms that mediate inflammatory response in the diabetic heart primarily by acting TLRs (184–186). Following these initial molecular events, leukocytes infiltrate the myocardium and perpetuate the inflammatory process through secretion of cytokines and pro-fibrotic factors and by increasing the production of ROS. Mediators resulting from this inflammatory cascade, in turn, modulate specific intracellular signaling mechanisms in cardiac cells causing hypertrophy, mitochondrial dysfunction, ER stress and cell death fibroblast proliferation and collagen production. In addition, inflammatory factors may affect myocardial metabolic processes and interfere with cardiomyocyte contractile properties. These abnormalities together promote the development of diabetic cardiomyopathy.

Diabetes-associated metabolic derangements can directly induce cytokine expression and release from cardiac cells. It was previously shown that hyperglycemia augmented the expression of HMGB1 in isolated cardiomyocytes, macrophages and cardiac fibroblasts, thereby activating the MAPK and NF-κB pathways and by inducing TNF and IL-6 secretion (187). Inhibition of HMGB1 decreased myocardial inflammation and fibrosis in a murine model of type 1 diabetes and protected diabetic animals in response to postinfarction remodeling (187, 188).

An increase in circulating lipids may also contribute to cardiac inflammation in diabetes. Fatty acids activate TLR4 that strongly promotes inflammation through the NF-κB pathway (189). Mice with a TLR4 gene deletion demonstrate improved cardiac function and reduced cardiac intracellular lipid accumulation in response to streptozotocin-induced diabetes (190). Fatty acids induce the subsequent expression of IL-6, TNF and IL-1, which can be reversed by peroxisome proliferator-activated receptor-γ, β/δ (PPAR-b/d) (191). Previous work showed that hyperglycemia and high circulating levels of lipids promote inflammation through the activation of protein kinase C (PKC), which activates MAPK pathway thereby inactivating IkB (192).

The challenge to improve cardiovascular disorders therapy by modulating metabolic pathways must take into account potential off-target effects on other cells and tissues. In these sense, by exploiting the intrinsic capacity of monocytes and macrophages to take up foreign particles, the use of nanoparticle formulations might be one option to achieve targeting specificity (193).

Oxidative Stress

Oxygen is the molecular source of the production of several molecules that damage vital tissues. Reactive oxygen and nitrogen species (RONS) are continuously produced as by-products of the reaction leading to energy production through the mitochondrial and microsomal electron-transport chains. In phagocytes, the oxidative bursts and enzyme systems such as xanthine oxidase and cytochrome P-450 oxidase are the endogenous sources of RONS. While physiological levels of RONS are crucial for cell function, excessive RONS levels trigger oxidative stress. Oxidative stress may damage clues molecules (proteins, lipids, DNA) and could, eventually, conducted to cell death. To prevent oxidative stress, antioxidants have evolved to protect biological systems against RONS-induced damage. Oxidative stress resulting from uncontrolled production of RONS that exceeds the antioxidant capacity, exacerbate atherosclerosis; since it induces endothelial dysfunction by impairing the bioactivity of endothelial NO and promotes leukocyte adhesion, enhances inflammation and thrombosis.

Numerous reports demonstrated that increased oxidative stress is associated with disturbances in cardiovascular diseases. In this sense, it was reported an overproduction of superoxide anion by cardiac dysfunctional mitochondria or increased production of RONS from non-mitochondrial sources in experimental models of type 1 diabetes (194, 195). The augmented production of RONS induces maladaptive cardiac response causing cardiac cells death contributing to cardiovascular disease (196). An excessive oxidative stress has been associated with increased cardiac cell apoptosis, as was evidenced by TUNEL+ cells and caspase 3 activation in T. cruzi-infected cardiac tissue (44). In this sense, high oxidative state has been associated with amplified lipid and DNA damage and the consequent cardiac cell injury and death. Therapeutic treatment that promotes RONS regulation have been shown to be effective in reducing cardiovascular dysfunction.

It is known that increased oxidative stress induces modifications of LDL, generating DAMPs that are detected by TLRs on different immune cell populations, mainly monocytes/macrophages. A variety of mechanisms mediated by enzymatic (such as 12/15-lipoxygenase and myeloperoxidase) or no-enzymatic redox reaction (such as RONS) boost LDL oxidation in the artery wall. The level of LDL oxidation modulates the immune system, when cells were treated with low oxLDL, the expression level of CD86, a marker for M1 macrophages, increases compared with that in cells treated with high oxLDL. In contrast, the expression level of the marker for M2 macrophages, CD206, significantly increases in cells treated with high oxLDL compared with that in cells treated with native LDL or low oxLDL. These results indicate that the degree of LDL oxidation affects the differentiation of monocytes into different subtypes of macrophages (197). Further research is needed to assess the functional consequences of oxidation processes on human macrophage behavior.

CONCLUSION AND PERSPECTIVES

The crucial role of mononuclear phagocyte system in homeostasis and inflammation described herein makes it a potential therapeutic target for a variety of cardiovascular diseases. However, most of our current knowledge on monocyte/macrophage phenotypes and functions is derived from studies performed in murine models and, as such, requires clinical translation and validation in human cells. Understanding macrophage activation in such settings using high-resolution, single-cell and deep phenotyping approaches will provide the basis for therapeutic proposals directed to target specific subsets while sparing others.
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Sepsis, in essence, is a serious clinical condition that can subsequently result in death as a consequence of a systemic inflammatory response syndrome including febrile leukopenia, hypotension, and multiple organ failures. To date, such life-threatening organ dysfunction remains one of the leading causes of death in intensive care units, with an increasing incidence rate worldwide and particularly within the rapidly growing senior population. While most of the clinical trials are aimed at dampening the overwhelming immune response to infection that spreads through the bloodstream, based on several human immunological investigations, it is now widely accepted that susceptibility to nosocomial infections and long-term sepsis mortality involves an immunosuppressive phase that is characterized by a decrease in some subsets of dendritic cells (DCs). Only recently substantial advances have been made in terms of the origin of the mononuclear phagocyte system that is now likely to allow for a better understanding of how the paralysis of DCs leads to sepsis-related death. Indeed, the unifying view of each subset of DCs has already improved our understanding of the pivotal pathways that contribute to the shift in commitment of their progenitors that originate from the bone marrow. It is quite plausible that this anomaly in sepsis may occur at the single level of DC-committed precursors, and elucidating the immunological basis for such a derangement during the ontogeny of each subset of DCs is now of particular importance for restoring an adequate cell fate decision to their vulnerable progenitors. Last but not least, it provides a direct perspective on the development of sophisticated myelopoiesis-based strategies that are currently being considered for the treatment of immunosenescence within different tissue microenvironments, such as the kidney and the spleen.
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INTRODUCTION

Where Do We Stand in Regard to the Ontogeny of Dendritic Cells?

The mononuclear phagocyte system has been initially formulated by the late 1960. It consists of a network of cells, comprising monocytes, macrophages, and dendritic cells (DCs) that are dis-seminated throughout the organism. These cells are characterized by their morphology, their phenotypic characteristics (including phagocytic activity), and their roles in orchestrating the immune system. The majority of their committed progenitors are quiescent at homeostasis, although their very high proliferative potential provides them with the capacity to continuously maintain their numbers. Significant progresses in system biology have been made only recently in regard to understanding of the ontogeny and the function of mononucleated cells (referred to as myelopoiesis). This led to the discovery of committed precursors for adult-derived monocytes, conventional, plasmacytoid, or monocyte-derived dendritic cells (Mo-DCs), which are primarily described in the present perspective article. For more details on the embryonically derived phagocytes, we direct the reader to the following outstanding review (1).

Macrophage and DC precursor cells (referred to as MDP) does not constitute a homogeneous population but rather consists in a mixture of progenitors committed either to the DC lineage or the monocyte/macrophage lineage when they are transferred into the bone marrow (BM) of hosts that have previously been irradiated (2, 3). While less is known about the ontogeny of monocytes, macrophages, and DCs in humans than in mice, recent studies have allowed a link to be made with what has been observed in animal models. Notably, a homolog of murine MDP has been identified based on the in vitro differentiation of human CD34+ hematopoietic progenitors into type 1 conventional DC (cDC1) (4). There has since been a concerted effort to identify precursors restricted to either cDCs or those derived from the monocytic lineage. MDP express M-CSF-R (or CD115) and the Flt3 receptor (CD135), which are receptors for cytokines that play important roles in the development of monocytes or DCs, respectively. It is likely that the commitment shift of MDP depends on the balance between signals linked to the activation of these receptors (5). This hypothesis is bolstered by the fact that the expression of M-CSF-R decreases in the precursors of cDCs and plasmacytoid DCs (pDCs), although it is not detectable in mature cells. Conversely, Flt3 is not found in the precursors restricted to the monocytic lineage (6, 7). Signaling by the aforementioned growth factors could induce changes at the level of the expression of certain transcription factors. For example, the hematopoietic transcription factors PU.1 and MAFB (for MAF BZIP Transcription Factor B) are crucial for the development of DCs or monocytes, respectively, and they could be implicated in engagement in one of these lineages (8).

Apart from the MDP, the precursor CDP stands for common DC progenitor (Figure 1). Like the MDP, it expresses M-CSF-R and Flt3 (9–11). The CDP on the one hand generates pDCs, and on the other hand generates pre-cDCs, which are the direct circulating precursors of the cDCs in tissues. In parallel, other teams have elegantly shown that, as is the case with mice, the generation of cDC1 and cDC2 by common DC progenitor (hCDP) occurs by production of a circulating progenitor, namely the hPre-cDC, which is incapable of generating pDCs (12). Like their murine homologs, hPre-cDCs are heterogeneous and they comprise various fractions already committed to become cDC1 or cDC2 (13–15). Pre-cDCs leave the BM via blood circulation and then penetrate into lymphoid and non-lymphoid tissues in order to differentiate into cDCs (9–11). The factors that influence the differentiation of pre-cDCs into cDC1 or DC2 are still unknown. However, it appears that this decision is taken at the CDP stage, which can already exhibit a transcriptional signature similar to cDC1 or cDC2. Moreover, the pre-cDC population appears to be heterogeneous, comprising a mixture of pre-cDC1 and pre-cDC2 in mice (16) and in humans (15).
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FIGURE 1 | Schematic overview of dendritic cell (DC) and monocytes generation at homeostasis and in systemic infection or endotexemia murine models. The common myeloid progenitor (CMP) derived from hematopoietic stem cells (HSCs) in the bone marrow and can give rise to the monocyte and DC progenitor (MDP) which in turn differentiates into the DC or monocytic lineages. The differentiation toward DC and monocytes is influenced by cytokines and growth factors (noted in green), notably Flt3-L and M-CSF. Transcription factors involved in cell’s fate choice are noted in blue. Infectious stimuli (in red) can affect this process. Lipopolysaccharides (LPS) of the Gram negative bacilli Yersinia enterocolitica are sensed by radio-resistant cells that produce IFNγ, inducing a selective differentiation of myeloid progenitors toward the monocytic lineage (monocytopoiesis) at the expense of conventional DC (cDC) (17). Moreover, R848 and LPS induce the production of type I IFN involved in the differentiation of myeloid progenitors toward the monocytic lineage (18, 19). cDC, conventional dendritic cell; CDP, common dendritic cell progenitor; Pre-DC, precursor of cDCs; pDC, plasmacytoide DC; cMoP, common monocyte progenitor; Mo-DC, monocyte-derived dendritic cells, Mo-Mac, monocyte-derived macrophages; IFNγ, interferon γ; TLR toll-like receptor.



More recently, a progenitor restricted to monocytes and derived directly from MDP was identified and designated as cMoP, for common monocyte progenitor (Figure 1). It differs phenotypically from MDP by the loss of Flt3 expression. Consequently, cMoPs differentiate into monocytes and their descendants, but they do not generate cDCs (7). The development of cMoPs into monocytes also takes place as monoblast and then as pro-monocyte stages. They are characterized by the expression of stem cell antigen 1 (Sca-1) and they undergo very fast turn-over in the BM (20, 21). The monocytes generated in this manner then migrate from the BM to the tissues where they differentiate depending on the microenvironment (22). Furthermore, a recent study has shown that the generation of human monocytes by hMDP occurs by production of restricted precursors referred to as cMoPs (23), as in mice (7).

These novel concepts are not yet set in stone, however, as the single cell genomic era is already leading to refinements in ontogeny of each subsets of DCs and macrophages. For instance, Helft and colleagues recently demonstrated that human cDC1 are derived more efficiently from the multipotent lymphoid progenitor than from the common myeloid progenitor (CMP) (24). In parallel, it is proposed that the MDP does not constitute a homogeneous population but rather consists in a mixture of progenitors committed either to the DC lineage or the monocyte/macrophage lineage, with no or only very few individual cells able to yield both cell lineages in their progeny (25, 26).

The Myeloid Enigma of Sepsis-Related Mortality

Monocytopoiesis is a dynamic process that occurs in the BM as well as in other organs as an adaption to several physiological stresses that varies over time, while emergency myelopoiesis refers to the rapid generation of myeloid effector cells in response to purified lipopolysaccharide (LPS) (27). A hallmark of septicemia is a profound decrease of circulating DCs, which is also an indicator of a poor prognosis for septic patients (28–30). Two main types of murine models of sepsis or acute inflammation are generally used. On the one hand, the model of peritoneal or intravenous injection of purified endotoxins constitutes a simple model of acute inflammation. On the other hand, the other widely used murine sepsis model is based on cecal ligature and puncture (CLP). This chirurgical model induces intestinal bacterial translocation into the peritoneal cavity, generating a systemic infection and massive inflammation. Meanwhile, the extent to which murine models adequately reflect the complexity of human sepsis or acute inflammation is a matter of debate (31, 32). Although differences in TLR distribution among the various mononuclear phagocyte subsets exist between humans and mice (33), the latter are widely used to understand part of these complex disorders.

In order for this emergency myelopoiesis to be induced, TLR4 needs to be expressed by the radiation-resistant cells of the host. These cells then produce the growth factor G-CSF, which is sufficient to induce this phenomenon (34). G-CSF can also be produced following activation of inflammasomes, which depends on the cytokines IL-1beta and IL-1alpha, thereby inducing emergency myelopoiesis (35, 36). A recent study has also provided evidence for the production of IL-3 by B lymphocytes in a murine model of septicemia. This IL-3 allows for a significant increase in the production of monocytes and neutrophils, which are involved in systemic inflammatory respiratory syndrome (SIRS) and the “cytokine storm.” Furthermore, an elevated level of IL-3 in serum is predictive of a poor prognosis in septic patients (37). The hematopoietic progenitors can hence be indirectly activated in case of severe infection, so as to reorient the production of cells toward the myeloid lineage. However, the mechanisms causing this decrease in DCs during sepsis remain unclear, possibly encompassing both enhanced cell death of at least some subsets of DCs (and their defective reconstitution from their progenitor cells, e.g., originated from cMop and/or pre-cDC). Using the recently accepted nomenclature (38), we herein discuss the potential mechanisms causing this decrease in some DCs during sepsis that is linked to long-term sepsis-related mortality, especially in elderly and diabetic populations. In addition to studies of DCs in sepsis and endotoxemia models, we also review the contribution of macrophages, as these phagocytes have sometimes been incorrectly classified as Mo-DCs with the use of non-discriminating markers (38), such as CD64.

Monocytes

Monocytes are circulating hematopoietic cells generated in the BM, with a very short half-life that does not exceed a few days. In mice, they are generally divided into two subpopulations that are distinguished based on the expression of Ly6C surface molecules (39). Ly6Chi monocytes, or inflammatory monocytes, are rapidly recruited at sites of infection and inflammation in a CCR2 chemokine-dependent manner. Once inside tissues, diverse signals from the microenvironment can induce an increase in phagocytosis, the production of cytokines, antimicrobial activity, and antigen presentation by the cells, thereby inducing a phenotype that is sometimes very similar to that of macrophages or DCs (22, 40). Ly6Clow monocytes, also called patrolling monocytes, are less common than inflammatory monocytes, and they express the CX3C chemokine receptor 1 (CX3CR1) also known as the G-protein coupled receptor 13 (GPR13) or fractalkine receptor. Indeed it appears that their main function is to ensure endothelial integrity, by patrolling in the lumen of the blood vessels along the endothelium (41). These cells are the product of the differentiation of Ly6Chi blood monocytes at homeostasis (42). Ly6Clow monocytes could hence be considered as macrophages of the vascular system (22, 40). Two monocyte populations are also present in humans, and they correlate with those found in mice (43, 44). However, they are not distinguished based on the same surface markers as in mice. Rather, they are distinguished by the expression of the LPS CD14 coreceptor and of the CD16 receptor for crystalizable fragments of antibody. Human CD14+CD16− monocytes appear to be the homologs of the murine Ly6Chi population, while the CD14+CD16+ population appears to be analogous to the murine Ly6Clow population (22, 40, 41). During polymicrobial sepsis, inflammatory monocytes prevent renal damage in a CX3CR1-dependent adhesion mechanism (45) and a decrease in circulating patrolling monocytes is associated with unfavorable outcome (46). While reactivity to the subsequent endotoxin challenge is enhanced by muramyldipedtide, it remains to be determined whether the anaphylactic reactions are influenced by the muramyldipeptide-induced conversion of Ly6Chi toward Ly6Clow monocytes (47) or by other mechanisms involved in leukocyte binding and adhesion.

Macrophages

Adult-derived macrophages have been assumed to be the progeny of monocytes in tissues (48). However, although monocytes can indeed generate macrophages under certain conditions, circulating monocytes do not appear to be the main source of these cells. With the aim of simplifying nomenclatures, Martin Guilliams and his collaborators recently proposed that the use of the term “macrophage” should be restricted to mononucleated phagocytes of embryonic origin (49). Indeed, recent studies have shown that the majority of macrophages residing in the brain, the liver, the lungs, and even the spleen are derived from embryonic precursors in the vitellin vesicle and in the fetal liver. These macrophages disseminate to the various tissues of the body once the blood circulation becomes established, and they are maintained there by proliferating locally throughout the individual’s lifetime (42, 50–57). These embryonic macrophages can be progressively displaced by blood-derived monocytes. For instance, the intestinal macrophages that are of embryonic origin are replaced by the differentiation of blood monocytes that are recruited into tissues several weeks after birth (58). Moreover, monocytes constitute a major source of tissue macrophages already at steady state, including the skin (59) and the oral mucosa (60), and this phenomenon is amplified by inflammatory and/or aging processes in a range of organs such as the intestine (61), the heart (62, 63), the peritoneal cavity (64), and the liver (65, 66). Hotchkiss et al. reported that the number of splenic macrophages is not reduced in septic and trauma patients (67). These observations still need to be investigated with up-to-date markers to decipher the exact changes in the mononuclear phagocytes at the subset level. Indeed, the identification of splenic macrophages with CD14 is not sufficient.

Monocyte-Derived Antigen-Presenting cells

Upon homeostasis in certain tissues such as the kidney, or in case of either infection or inflammation, numerous studies have shown that some DCs and macrophages are two sides of the same coin, as they both are derived from monocytes. These cells will hence be referred to here as monocyte-derived antigen-presenting cells (Mo-APCs). The cells derived from monocytes can express high levels of major histocompatibility complex class II (MHC-II) and CD11c, and they can migrate and efficiently present Ag to T lymphocytes (59). Certain studies have also shown their efficacy at cross-presentation of Ag, although these cells appear to use different intracellular components than cDC1 to achieve this (68–71). As suggested by their cross-presenting activity, like cDC1, APCs derived from monocytes have been implicated in cytotoxic Th1 responses (72, 73). However, like cDC2, Mo-APCs have also been reported to induce Th2 and Th17 types of responses (74–76). Depending on the context, Mo-APCs could develop functions similar to those of the various populations of cDCs. However, the lack of markers to discriminate these cells from cDCs, macrophages, or active monocytes greatly complicates the study of Mo-APCs. A study has shown the presence of MHC-II+CD11c+ cells derived from monocytes in skeletal muscles under conditions of homeostasis. The intramuscular administration of alum adjuvant induced a very pronounced increase in the representation of these cells and the simultaneous administration of LPS greatly increased their capacity to migrate to lymph nodes and the spleen. These cells are capable of presenting Ag to naive T lymphocyte by normal as well as cross-presentation. They are characterized by the expression of inducible nitric oxide synthase (iNOS) and of the Fc receptor CD64 (FcγRI), which are not expressed by cDCs and pDCs (69). The CD64 marker can also be used to distinguish CDP-derived cells from monocyte-derived cells at the level of the intestine and the skin under homeostatic or inflammatory conditions in mice (59, 61), but not at the level of the kidney (77). The immunoglobulin FcεRI receptor has also recently been reported to be expressed by Mo-APCs in mice and in humans (70, 74), and on human cDC2 (15, 78, 79), it appears that Fc receptors are mainly restricted to phagocytes of monocytic origin (80), thereby they may facilitate their identification in conjunction with other discriminative traits (80). Improvements in the characterization of these cells within distinct tissue microenvironments will undoubtedly increase our knowledge of their biology and presumably provide an explanation for the poor clinical impact of past investigations regarding each DC subsets in sepsis. Despite these limitations, Kassianos et al. demonstrated that human Mo-APCs are the major subsets responsive to Escherichia coli in terms of inflammatory cytokine secretion, antigen presentation to CD8+ T cells, and phagocytosis (33).

Dendritic Cells

Dendritic cells are the main antigen-presenting cells (APCs) of the organism. They are characterized by the expression of MHC-II, integrin CD11c, and the transcription factor Zbtb46 (sometimes referred to as zDC) (81–83). However, these markers are also expressed by certain macrophages or other cells that are derived from monocytes. Generally, a distinction is made between cDCs, plasmacytoid (pDCs), which are present in the basal state, and DCs derived from monocytes (Mo-DCs), which are recruited extensively in case of inflammation (6). cDCs are found in the vast majority of lymphoid and non-lymphoid tissues. The term “conventional” refers to DCs that are non-plasmacytoid and that are not derived from monocytes but from a precursor restricted to these cells. cDCs induce either immunity or tolerance toward the Ag that they present to lymphocytes (6). There is a general consensus that there are two populations of cDCs, namely cDC1 and cDC2, which are endowed with distinct functional specialization and thus play complementary roles in the shaping of immune responses (6, 49, 83, 84). Numerous studies have shown a dramatic decrease in DCs during septicemia. Integrin CD11c is often used as a marker of DCs, although it is also expressed to a varying degree by other cell populations such as certain macrophages, neutrophils, and lymphocytes (Table 1). A dramatic decrease in CD11c+ cells in the periphery has been observed over the first days of a murine model of polymicrobial sepsis (85–90), and in the BM (91) (Table 2). Wen and colleagues found that there was a significant reduction in the percentage of CD11c+CD11b+MHCIIhi cells in lung and spleen from 3 to 14 days post-CLP procedure in comparison to sham mice (86). They also noted a decrease in the percentage of lung CD11c+CD11b+ and CD11c+B220+ cells at days 2 and 8 in post-CLP mice infected by S. mansoni eggs, which was associated with a diminished ability of lung CD11c+ cells to produce IL12p70 after TLR agonist stimulation (88).

TABLE 1 | Different markers used to distinguishe mouse and human phagocytes.
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TABLE 2 | Comparison of cell numbers for mononuclear phagocytes populations in murine models of polymicrobial sepsis, systemic inflammation, or endotoxemia.
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In order to evaluate the impact of septicemia on different populations of DCs, Flohé and his collaborators used a mouse CLP model, and they distinguished CD11c+ cells on the basis of expression of CD8 (expressed by cDC1) and CD4 (expressed by cDC2), from double-negative cells that might be cDC precursors, for example (108). In light of this, the observed loss of DCs at 36 h postoperative to the procedure was due to the CD8+ and CD4+ populations, while the total number of double-negative cells itself was increased in this model (94). Another CLP study has also provided evidence for a depletion of DCs from the local mesenteric and systemic inguinal lymph nodes, with a preferential loss of cDC1 expressing CD8, which was associated with increased apoptosis (92). This splenic cDC1 loss was maintained up to 5 days post-CLP procedure, and the cells repopulated the spleen at day-7 post-CLP procedure in an NF-kB signaling-dependent pathway (90).

It hence appears that, in mice, polymicrobial septicemia induces a specific depletion of certain DC populations of the lymphoid organs. Some populations may be depleted more so than others, as has been observed in the spleen with an increase in the CD4– CD8– population, for which the exact link with cDC1 and cDC2 is not known (94, 108). In keeping with a less-mature phenotype of this double-negative population, when cell proliferation was measured, during a CLP procedure, by BrdU incorporation after 4 days, these cells had a significantly higher BrdU content compared to sham control mice (91). The double-negative splenic cells were differently affected according to the model selected. Thus, they were not affected after CLP, although they were significantly increased after LPS or Pam3CSK4 injection (95).

Type 1 Conventional DC

Type 1 conventional DCs are characterized by the expression of TLR3 that is required for sensing of viral RNA, and by a greater capacity for secretion of the cytokine IL-12p70 following their activation. This cytokine allows for differentiation of type 1 T helper cells (Th1) implicated in cytotoxic anti-viral and anti-tumor immunity (100, 109, 110), and promotes CD4+ T helper cells for CD8+ responses (101). This subpopulation of cDCs has also been reported to be efficient in terms of a particular mechanism of antigen presentation that is called “cross-presentation”, which allows these cells that are constitutively resistant to viral infection to acquire exogenous antigens from the infectious agent (111). This cross-presentation process consists of the processing of exogenous antigens into peptides and their loading onto MHC-I molecules so as to be presented to CD8+ T cells. This process is called cross-priming if it results in their activation (112, 113). In humans, a very similar population has been reported to be present in the blood and in the spleen, expressing CLEC9A, as do their murine homologs (4, 114–117) (Table 1). Overall, the data in humans suggest that cDC1 excels at cross-presentation of cell-associated antigens (115, 118–122) or of antigens that are delivered to late endosomes/lysosomes (123, 124). However, the data in mice show that other DC subsets are also capable of cross-presentation, provided that they have been properly stimulated (125, 126). Meanwhile, this function could depend on a number of variables such as the type of antigen, its intracellular route of delivery, and the accompanying adjuvant signal sensed by the DCs. cDC1 cells are more effective in regard to this function in specific pathophysiological contexts including viral infections or tumor development/treatment (127–129). During LPS-induced endotoxemia in mice, a reduced cross-priming activity of splenic cDC1 (130) correlates with a prominent loss of splenic cDC1, defined as CD8+ DCs, which is glucocorticoid dependent (98). Indeed, endogenous glucocorticoids blunt LPS-induced inflammation and they promote tolerance by suppressing cDC1 IL-12 production. In the absence of glucocorticoid signaling in CD11c-expressing cells, LPS treatment induces higher serum levels of IL-12, type I IFN, TNF-α, and IFN-γ (98). In terms of epigenomic reprogramming, the inflammatory function of TNF is potentiated by type I IFN by prevention of the silencing of genes encoding inflammatory molecules in human macrophages (131). A similar decrease in mouse splenic cDC1 has also been observed after CLP procedures (89, 95). However, injection of different PAMPs induced various effects on cDC numbers. Indeed, LPS does significantly affect splenic cDC1 numbers within 2 days after LPS injection (96), which is followed by a cDC1 number recovery (95, 96) (Table 2). On the other hand, Pam3CSK4 does induce an increase in cDC1 cells after 4 days (95) (Table 2). Like their mouse counterpart (114, 132), human blood cDC1 cells were found to not express or very low level of TLR4 and they failed to ingest E. coli (33). It remains to be investigated whether these differences are still maintained in human lymphoid and non-lymphoid tissues during sepsis and endotoxemia.

cDC2

By contrast, cDC2 are often characterized by the expression of integrin CD11b and SIRPα (also referred to as CD172a) (80), and in the spleen as CD4+CD8– cells (Table 1). They are found in lymphoid and non-lymphoid tissues, and they predominate over the cDC1 population in nearly all tissues. The development and maintenance of cDC2 appear to be dependent, for example, on the IRF4 transcription factor (102, 103, 133) and the activation of Notch-2 receptors (134). This population of cDCs appears to be more efficient than the cDC1 in terms of the interaction with CD4+ T lymphocyte and the polarization of helper T lymphocytes, particularly for Th2 and Th17, which are implicated in immune responses toward extracellular pathogens and the regulation of immunity (74, 133, 135–137). However, the heterogeneity of CD11b+ cells has greatly complicated the study of this population. Indeed, distinguishing cDC2 from macrophages and cells derived from monocytes is difficult as they can express numerous markers that they have in common. To date, it has hence been difficult to assign them non-overlapping immunological properties as well as to establish their dependence on specific transcription factors. New markers have recently been described to assist with the discrimination between cDC2 and macrophages and the cells derived from monocytes in various tissues, such as the lungs, muscles, and the intestines. A decrease in splenic cDC2 has been observed in CLP models (91, 94, 95), associated with a decrease in proliferation of the residual cells (91) (Table 2). Proper definition of cDC2 cells in various species and tissues, and in various acute inflammatory models and human samples to define their decline in numbers and alteration of their function, still needs to be investigated with the improved definition of the markers (Table 1). Indeed it has been proposed a set of markers to define properly cDC2, and cDC1, across species and tissues (38), and the new refinements by single cell approaches would need to be taken into account to further study cDC2 cell modulations during sepsis and endotoxemia (15, 79, 138).

Plasmacytoid DCs

Already in the first papers describing their discovery more than 15 years ago, human and mouse pDCs have been shown to lack any antigen presenting functions at steady state but to acquire it upon proper stimulation. Relative to human pDCs that do not express CD11c, mouse pDCs may express intermediate, not low, levels of this marker. While mouse and human pDCs have been found to express Siglec-H or Blood Dendritic Cell Antigen 2 (BDCA-2) markers, respectively, they are not sufficient to characterize them, since they are also expressed on subsets of macrophages in mouse (16, 139) and of pre-cDCs in human (15, 79). pDCs are found in blood, as well as peripheral lymphoid and non-lymphoid tissues. The main function of pDCs is the rapid and pronounced release of type 1 IFN in case of viral infection, due to activation of TLR7 and TLR9 by viral nucleic acids (140). Despite their role in secreting type I IFNs during endotoxemia, pDCs may also be critically involved in regulating endotoxemia through their function in cross-priming and cross-presentation of antigen to T cells (141–143). While the inability to present antigens of steady state human pDC is widely accepted since their discoveries, measuring this function necessitates both to properly purify pDC ensuring lack of contamination by other DCs (15, 79) and also to segregate pDC according to their different activation states that may be linked to distinct functional specialization (138, 144). Indeed, a proper preparation of pDC from human blood can be reached by studying Lin− (by using these markers: CD14, CD16, CD19, CD20 and CD56), CD123+HLA-DR+AXL−CD11c− cells (Table 1) (15, 79, 138, 144). As few studies have investigated pDC during endotoxemia and sepsis (Table 2) (88), there is a need to revisit the role of pDCs during endotoxemia and sepsis. In the future, these refinements to ensure proper purification of pDCs should allow for a better delineation of the roles of these various populations in immunological processes, such as sepsis (61, 69, 74, 102, 132).

Toward the Identification of Novel Myelopoiesis-Based Therapeutic Targets in Sepsis

The different types of mononuclear phagocytes might be affected during sepsis by a reduction in their number, by cell death or precursor fate mechanisms, or by their resolutive functions. Numerous studies have shown that immune cell death contributes to immunosuppression and damage to organs during the development of septicemia (145). Apoptosis appears to at least partially explain the loss of DCs observed in a murine model of septicemia (146). For instance, sera from sepsis patients has been shown to induce death of circulating CD11c+ CD123− DCs, CD14+ monocytes and of in vitro generated monocyte-derived DCs (147). However, the markers used do not allow the subset specificity to be determined. Moreover, the potentially lowered survival of pDC needs to be evaluated with more specific markers that preclude pre-DC contamination (15, 79). This programmed cell death is in part due to the engagement of some TLRs (89, 96, 148). For instance, cDC1 apoptosis in the spleen within 48 h following live E. coli injection is TLR4- and TRIF-dependent (96). Furthermore, phagocytosis of apoptotic cells by DCs renders them tolerogenic. Immunosuppression induced by an endotoxic shock is restrained by the expression of an anti-apoptotic protein by DCs, or by an increase in their number and their activation state by treatment with Flt3L (106, 107, 149). In conclusion, the increase in apoptotic cells with septicemia could contribute to immunosuppression by, on the one hand, the loss of effector cells, and, on the other hand, the induction of tolerance (150).

In addition to death-mediated modulation of the mononuclear phagocyte system, these cells can also be affected by their functions. For instance, during sepsis, monocytes are reprogrammed to enhance protective functions such as anti-microbial functions, which are dependent on hypoxia inducible factor-1α (151). In contrast to this beneficial modulation, the mononuclear phagocyte system can also be modulated during the course of sepsis to promote immunosuppression. For instance, the mononuclear phagocyte system might lose the ability to drive a suitable adaptive immune response. DCs of septic patients, for example, exhibit a decrease in the expression of HLA-DR, thereby reducing their capacity to interact with T lymphocytes (152). Similarly, DCs of septic mice also exhibit a decrease in the expression of MHC-II (91). Moreover, numerous studies in humans as well as in mice have provided evidence for a pronounced decrease in the production of pro-inflammatory cytokines such as IL-12 or TNF by septic DCs stimulated by several PAMPs, while DC dysfunction during sepsis is partly mimicked by the TLR2 agonist Pam3CSK4, rather than the TLR4 agonist LPS (95). Conversely, their capacity to produce the anti-inflammatory cytokines IL-10 or TGF-β is significantly increased (86, 94, 152, 153). Like DCs, monocytes isolated from the blood of septic patients exhibit decreased expression of HLA-DR molecules and lower production of the pro-inflammatory cytokine IL-12 following stimulation after an increase in the production of the anti-inflammatory cytokine IL-10. A high concentration of IL-10 is particularly associated with a poor prognosis for septic patients (93). In the same way, human blood cDC2 produced immunoregulatory molecules, such as IDO, upregulated PD-L1 (a ligand of the inhibitory co-receptor PD1 on T cells), produced high levels of IL-10, and were immunosuppressive in response to E. coli (33). Similarly, PD-1 or PD-L1 was expressed at higher levels in septic shock patients (154), and their functional blockade by antibodies restored monocyte functions (155). In terms of helper T cell (Th) polarization, in mice it appears that the interaction between septic DCs and CD4+ T lymphocytes induces preferential polarization of the latter toward a Th2 type or T regulatory profile (86, 91, 153, 156). In addition, GM-CSF-derived BM DCs from CLP- and Pam3CSK4-treated mice were less effective in vivo at Th1 priming compared to GM-CSF-derived DCs from LPS-treated mice (95). It is possible that the loss of the capacity to induce Th1 responses is due, at least in part, to a specific loss of cDC1 which appear to be crucial for the development of such responses (92, 94, 107, 112, 113). Although progress has been made in this regard, the exact molecular mechanism of such functional difference remains unclear. Moreover, it has been reported that the failure of DCs generated by post-septic mice to produce IL-12 with the CLP model was observed at least 6 weeks after this process. This failure to produce IL-12 appears to be due to epigenetic changes induced at the level of promoters for genes coding for this cytokine (86). In summary, these long lasting events might occur in myeloid progenitors as DCs are short lived. Future molecular investigations should consider their epigenetic regulation.

In contrast to modulation of the mononuclear phagocyte system at a functional level, sepsis may affect the developmental fate of myeloid progenitor cells. Monocytes can also acquire phenotypic and functional characteristics of DCs, although the factors influencing this differentiation are still unknown. In keeping with the high level of plasticity of monocytes, the differentiation of these cells depends on local mediators such as cytokines, PAMPs, or DAMPs (76, 157). Some of these cytokines are induced by these danger signals, such as type I IFN. Indeed, type I IFN gives rise to Mo-APCs by acting through the IFNAR receptor on direct monocyte progenitors (Figure 1) (18). Similar to DAMPs, microbiota-dependent metabolites affect the balance between Mo-DCs and macrophages. For instance, aryl hydrocarbon receptor (AHR) ligands, derived either from dietary food intake or from tryptophan catabolism at the mucosal barrier, shift the monocyte cell fate toward monocyte-derived DCs in a PRDM1- (also known as BLIMP1) and IRF4-dependent manner (99, 158). It appears that activation of IRF4 allows monocytes to differentiate into Mo-DC while it remains controversial that only monocytes re-expressing Flt3 can generate Mo-APCs (71, 99, 159). It might be of interest to understand the molecular mechanism of how reprogramming of each monocytes impacts their subsequent ability to differentiate into either DCs or macrophages within different microenvironment. In summary, the generation of monocytes at the expense of cDCs could limit the availability of innate immune effector cells that can counter the infection, and this process might be involved in the immunosuppression in septic animals and patients.

Recent studies have shown that hematopoietic progenitors themselves express PRR, such as TLR (160, 161). They can hence theoretically directly detect PAMP and react as a consequence. In vitro culture experiments of murine and human HSC stimulated by agonists of TLR have shown their preferential differentiation into phagocytes at the expense of cells of the lymphoid lineage (161–164). Furthermore, experiments with parabiotics have ele-gantly demonstrated that a low number of HSC continuously enter the blood circulation before returning to the BM (165). This phenomenon could allow HSC to locally generate effector cells, directly after encountering a circulating microorganism and in a way that is tailored to the molecular signature of the invading pathogens (166).

Type I IFNs can have an effect on hematopoiesis in vivo, particularly by induction of the proliferation of quiescent HSC following injection of the TLR3 agonist polyinosinic: poly cytidylic acid (poly I:C) into mice (167). However, excessive signaling by type 1 IFNs, induced for example by a deficiency in the negative regulator IRF-2, leads to attenuation of HSC proliferation over time, as evidenced by the low capacity of these hematopoietic cells to repopulate following transplantation (168, 169). Additionally, chronic administration of poly I:C induces a selective depletion of WT hematopoietic stem cells (HSCs) in chimeric mice with WT: Ifnar1−/− BM cells. Excessive proliferation could, as a matter of fact, induce a state of attenuation of the function of stem cells by differentiation, senescence, or also apoptosis, thereby decreasing the risk of malignant transformation and of perturbation of the tolerogenic tissue architecture (167, 170). This attenuation of stem cells could, over time, lead to leukopenias and hematopoietic anomalies. There is still scant documentation regarding the influence of the infectious context on the potential for differentiation of myeloid precursors. In addition to their roles in regard to HSC, type 1 IFNs are involved in the differentiation of common myeloid precursors into macrophages, following the direct activation of TLR7 of these cells by R848 (19). Also, a study has shown that the precursor cells of common DC progenitors express several TLR in mice, including TLR4. In vitro activation of these TLR induces a reduction in the expression of the chemokine receptor CXCR4, which is involved in the retention of CDPs in the BM. In vitro activation of the TLR of CDP also induces an increase in the expression of the chemokine receptor CCR7, which is involved in migration of DCs toward the lymphoid organs. When these active CDP were transferred to mice, they were preferentially found at the level of lymph nodes rich in agonists of TLR, subsequent to local TLR agonist injection, where they underwent differentiation. As the various populations of DCs were not studied in detail in this study, it is hence not possible to draw conclusions regarding the potential selective differentiation of stimulated CDP (160). However, a study has shown that the in vitro differentiation by the cytokine GM-CSF of hematopoietic cells derived from CLP septic mice induced the generation of DCs with an immunosuppressive phenotype, aggravating the susceptibility to secondary infections with Pseudomonas aeruginosa when they were injected into post-CLP septic mice (91, 171). Conversely, the injection of DCs derived in vitro from the BM of healthy mice considerably increased the resistance of septic mice to secondary infections (171). Similarly, when injected intratracheally at day-5 after CLP surgery, cultures of DCs isolated from mouse BM with GM-CSF and IL-4 protected recipient mice from Aspergilus fumigatus-induced death (153). The exact contribution of each DC subset in cultures of mouse BM with GM-CSF remains to be investigated, as in vitro generated CD11c+MHC II+ cells are a heterogeneous population of cells, with some resembling macrophages more than DCs (172).

Similarly, IL-4 may favor monocyte development toward monocyte-derived DCs to the detriment of monocyte-derived macrophages (99, 172). Aside from a role for IL-4 in the ontogenic shift between DCs and macrophages, IL-4 plays an important role at the functional level as it is required for optimal cross-priming by GM-CSF-induced Mo-DCs (71). A side-by-side comparison of these in vitro generated DC subsets in the protection of septic mice needs to be undertaken. Moreover, the contribution of in vitro generated cDC1 and cDC2 needs to be investigated by using cultures of mouse BM with Flt3L (173). Finally, supplementation of mouse BM cultures with GM-CSF and IL-4 should be studied so as to determine the contribution of each DCsubset in the resolution of sepsis. As done recently in a cancer model, and because in vitro generated DCs might lack environmental cues, the benefit of directly ex vivo extracted DC in sepsis models might be of interest (174). Despite this comparison between in vitro and ex vivo generated DC subsets, their ability to reach the organs of interest, such as lung-draining lymph nodes in the case of intratracheally injected cells, remains to be verified in each sepsis model (153). Meanwhile, limitations of diphtheria toxin-mediated models of cell type depletion have been described such as for DC targeting in CD11c-hDTR mice where many other cell types are affected (175). This implies performing complementation studies with each DC subset obtained in vitro or ex vivo, for proper interpretation of the phenotype of diphtheria toxin-treated mice. For instance, adoptive transfer of GM-CSF-derived DCs into DC depleted mice prevents CLP-induced mortality (176).

It hence appears that DCs generated during septicemia have different effects compared to those produced under homeostatic conditions, and that they are involved in the immunosuppression observed in septic patients. In various models of bacterial infection, the chemokine CCR2 receptor-dependent mobilization of monocytes is crucial for the control of the pathology. Pasquevich and his collaborators have recently shown that the infection of mice with Gram-negative Y. enterocolitica bacilli induces a selective differentiation of myeloid progenitors toward the monocytic lineage (monocytopoiesis) at the expense of cDCs. This process depends on the activation of TLR4 and on the production and the detection of IFN-γ by non-hematopoietic cells (17).

CONCLUDING REMARKS

The word “Septicemia” is of Greek origin and it means blood putrefaction. Aside from septicemia, sepsis is a medical term defined as “life-threatening organ dysfunction due to a dysregulated host response to infection” (97, 104, 177). Sepsis is a common and lethal syndrome for which no specific treatments exist (105). In the United States, severe sepsis has been shown to occur in about 2% of patients admitted to hospital. The number of cases in the United States exceeds 750,000 per year and was recently reported to be increasing. Whereas the estimated annual economic burden of this condition is about € 2 billion, the lifetime therapeutic management of sepsis is still far from optimal. Sepsis develops when an initial immune response to an endotoxin derived from an infectious agent becomes amplified and deregulated, leading to persistent inflammation and, in the most severe cases, multiorgan failure and death. Sepsis is often thought to result from systemic invasion of the bloodstream by pathogenic organisms. However, several lines of evidence have converged in support of the notion that it also develops in the absence of any invading pathogens as a consequence of tissue injury and/or unrestrained translocation of commensals. Roquilly et al. showed that resolution of the primary infection changed the local lung environment, which led to the development of tolerogenic DCs and macrophages that contributed to immune suppression (178).

As a conceptual framework, we herein propose that sepsis-mediated mononuclear phagocyte system deregulation might occur at the mononuclear phagocyte precursor level. Therefore, strategies aiming to restore the differentiation of DCs, and maintenance of their physiological functions (178) could be beneficial in the treatment of sepsis. However, it remains to be clearly established whether these tolerogenic cells have been biased in their development at the precursor level in a specific environment, such as the kidney. Such a precursor effect is supported by the fact that the impaired capacity of antigen presentation through MHCII molecules lasts for 21 days or more after recovery from the primary infection, which exceeds the short lifetime of DCs. Moreover, if BM precursors are affected by the primary infection, their degree of resilience needs to be measured in the framework of the new paradigm of infection memory (179).

It is worth noting that similar inflammatory pathways that are required for host protection against infectious agents can also be induced in response to sterile tissue damage (180). For instance, type I interferons and TNF cooperatively induce signals to epigenetically reprogram macrophages, thereby rendering them more sensitive to weak signals, such as responses to LPS, while also making them resistant to suppression by IL-10 (131). In other words, the hematopoietic cells integrate infection marks with deleterious consequences and they are then reinitialized differently in a subsequent challenge. It remains to be investigated whether the epigenetic reprogramming of the mononuclear phagocyte system and their precursors may influence long-term disease outcomes. Indeed, new technologies such as single cell RNA sequencing, epigenomic approaches such as ATAC-seq, mass cytometry, and mass histology may improve our knowledge regarding the developmental and functional changes that affect mononuclear phagocytes during various inflammatory conditions such as sepsis and endotoxemia. The availability of different conditional mice to deplete specific genes or subsets would shed light on their specific requirements during sepsis and endotoxemia situations.

Overall, these data indicate functional changes in various populations of myeloid cells over the course of septicemia. However, these results also suggest that sepsis could induce modulations of myeloid cells in terms of the overall populations; promoting the production, survival, differentiation, or proliferation of certain cells at the expense of others. These results therefore suggest that therapeutic strategies aimed at maintaining the number and the functions of the mononuclear phagocyte system, in particular DCs, are likely to limit the immunosuppressive state that is commonly found during septicemia and infectious situations (178).
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Brain-resident microglia and peripheral migratory leukocytes play essential roles in shaping the immune response in the central nervous system. These cells activate and migrate in response to chemokines produced during active immune responses and may contribute to the progression of neuroinflammation. Herein, we addressed the participation of type I–II interferons in the response displayed by microglia and inflammatory monocytes to comprehend the contribution of these cytokines in the establishment and development of a neuroinflammatory process. Following systemic lipopolysaccharide (LPS) challenge, we found glial reactivity and an active recruitment of CD45hi leukocytes close to CD31+ vascular endothelial cells in circumventricular organs. Isolated CD11b+ CD45hi Ly6Chi Ly6G−-primed inflammatory monocytes were able to induce T cell proliferation, unlike CD11b+ CD45lo microglia. Moreover, ex vivo re-stimulation with LPS exhibited an enhancement of T cell proliferative response promoted by inflammatory monocytes. These myeloid cells also proved to be recruited in a type I interferon-dependent fashion as opposed to neutrophils, unveiling a role of these cytokines in their trafficking. Together, our results compares the phenotypic and functional features between tissue-resident vs peripheral recruited cells in an inflamed microenvironment, identifying inflammatory monocytes as key sentinels in a LPS-induced murine model of neuroinflammation.
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INTRODUCTION

Immunological surveillance of the central nervous system (CNS) is dynamic, specific, and tightly regulated. During neuroinflammation, the blood–brain barrier (BBB) might get disrupted, enabling peripheral immune cells to gain access to the brain parenchyma. Brain-resident microglia encounter myeloid immune cells that have been primed in the periphery, establishing an interplay that could lead to the development and worsening of this inflammatory process with a detrimental outcome (1, 2).

Systemic injection of the endotoxin lipopolysaccharide (LPS), a cell wall component of Gram-negative bacteria and a canonical ligand for toll-like receptor 4 (TLR4), has been widely used as an inflammatory model (3–14). These peripherally applied stimuli leads to a cytokine-storm that signals to the brain, inducing a decline in BBB integrity and triggering an immune response within it.

Tissue-resident microglia represent the first line of defense against invading pathogens and modulate neuroinflammation. Despite being extremely long-lived, microglia exhibit considerable self-renewal (15) and are highly active surveillants of the CNS under steady-state conditions (16). Peripheral blood-derived monocytes consist of two functional subsets, a patrolling CX3CR1hi CCR2− subset and an inflammatory CX3CR1lo CCR2+ subset (17) with the ability to migrate to inflamed tissues and differentiate into dendritic cells (18) or microglia under defined conditions (19, 20).

Current knowledge in neuroimmunology remains scarce. The recognition of a lymphatic drainage system of the CNS has drawn attention to the meninges and the choroid plexus, challenging the established basic assumptions of the CNS immune privilege (21, 22). In this regard, type I and II interferon (IFN-a/b and IFN-g) pathways have proved to be part of an elaborate cytokine network regulating the migration of immune cells through these CNS gateways (23), seemingly yielding opposite effects.

There is growing evidence that systemic inflammatory events can have devastating effects in the brain (4, 24, 25) due to their impact in the progression of several CNS disorders (11, 26), such as autoimmune and neurodegenerative diseases in which leukocyte recruitment is a key feature. Understanding the impact of systemic inflammation in myeloid cell trafficking into the CNS and the underlying mechanisms involved in this process is determining.

In our study, we shed light on the differential roles of microglia and inflammatory monocytes (27, 28) and contributed to elucidate the participation of type I–II interferons during the immune response elicited by these tissue-resident versus peripheral recruited cells in a lipopolysaccharide (LPS)-induced murine model of neuroinflammation.

MATERIALS AND METHODS

Animals and LPS Administration

Wild-type (WT) C57BL/6 mice were originally obtained from School of Veterinary, National University of La Plata. IFN-g−/− (B6.129S7-Ifngtm1Ts/J strain) mice were obtained from The Jackson Laboratory and IFNAR−/− (Ifnar1tm1Ag strain) mice were kindly provided by Institut Pasteur. Between 8- and 12-week-old male mice were maintained in the specific pathogen-free barrier facilities at the School of Chemical Sciences animal facility, where all experiments were done in compliance with the procedures outlined in the “Guide for the Care and Use of Laboratory Animals” (NIH Publication No. 86-23, 1985). The experimental protocols were approved by the Institutional Animal Care and Use Committee (IACUC). Our animal facility obtained NIH animal welfare assurance (No. A5802-01, OLAW, NIH, US).

Lipopolysaccharide from Escherichia coli 055:B5 (purified by gel-filtration chromatography) was purchased from Sigma-Aldrich and freshly dissolved in sterile saline prior to intraperitoneal (i.p.) injection. Mice were treated with either vehicle or 40 µg of LPS (1,6 mg/kg) for four consecutive days to induce neuroinflammation, following an injection scheme modified from Cardona et al. (5).

Isolation of Immune Cells from Mice Brains

Twelve hours post the last i.p. injection, mice were weighed and deeply anesthetized with a ketamine/xylazine cocktail according to their weight. Immune cells were isolated from whole brain homogenates as follows. Briefly, mice were transcardially perfused with ice-cold PBS (Gibco), and brains were collected in DMEM (Gibco) supplemented with sodium pyruvate (Gibco) and a penicillin, streptomycin, and glutamine cocktail (Gibco), gently disaggregated mechanically and resuspended in PBS containing 3 mg/mL collagenase D (Roche Diagnostics) plus 10 µg/mL DNAse (Sigma-Aldrich) for an enzymatically homogenization. After this incubation, brain homogenates were filtered in 40-µm pore size cell strainers (BD Biosciences), centrifuged 8 min at 1,800 rpm, washed with PBS, and resuspended in 6 mL of 38% isotonic Percoll® (GE Healthcare) before a 25-min centrifugation at 800g without neither acceleration nor brake. Myelin and debris were discarded. Cell pellets containing total brain immune cells were collected, washed with DMEM supplemented with 10% fetal bovine serum (Gibco), and cell viability was determined by trypan blue exclusion using a Neubauer’s chamber. Finally, cells were labeled for subsequent flow cytometric analysis or cell sorting.

Flow Cytometric Analysis and Cell Sorting

Surface staining of single-cell suspension of isolated brain immune cells was performed using standard protocols and analyzed on a FACS Canto II (BD Biosciences) or sorted on a FACS Aria III (BD Biosciences). Sort gates were defined based on the expression of CD11b, CD45, Ly6C, and Ly6G as follows: microglial cells, CD11b+ CD45lo; neutrophils, CD11b+ CD45hi Ly6C+ Ly6G+; inflammatory monocytes, CD11b+ CD45hi Ly6Chi Ly6G−. Data analysis was conducted using FCS express (De Novo Software). The following antibodies were used in the procedure: monoclonal anti-mouse CD11b APC (BioLegend, clone M1/70), CD11b FITC (BD Pharmingen, clone M1/70), CD45 APC-Cy7 (BioLegend, clone 30-F11), CD11c PerCP (BD Pharmingen, clone N418), Ly6C PE-Cy7 (BD Pharmingen, clone AL-21), Ly6G PE (BD Pharmingen, clone 1A8), I-A/I-E Alexa Fluor 647 (BioLegend, clone M5/114.15.2), Fc[image: image1]RI PE-Cy7 (eBioscience, clone MAR-1), CCR2 (Abcam, clone E68), or polyclonal anti-mouse CX3CR1 (Abcam) plus Alexa Fluor 488 (Molecular Probes) antibody or isotype control antibodies (BD Pharmingen, APC, clone R35-95; PerCP/PE, clone A95-1; PE-Cy7, clone G155-178). The assessment of intracellular expression of chemokine receptors was performed according to the Cytofix/Cytoperm™ fixation/permeabilization solution kit (BD Biosciences) manufacturer’s instructions. Briefly, cells were surface-labeled as mentioned above. Then, samples were fixed and permeabilized for 20 min at 4°C with Fixation/Permeabilization solution and washed with BD Perm/Wash buffer™. Next, cells were incubated with BD Perm/Wash buffer™ containing monoclonal anti-mouse CCR2 (Abcam, clone E68) or polyclonal anti-mouse CX3CR1 (Abcam). Finally, samples were washed with BD Perm/Wash buffer™ and resuspended in the same buffer containing Alexa Fluor 488 antibody (Molecular Probes).

Ex Vivo Suppression Assays

Microglial cells or inflammatory monocytes isolated from endotoxemic mice, stimulated or not with a LPS (100 ng/mL) plus interferon gamma (IFN-g, 20 ng/mL) (Peprotech) cocktail were cocultured with splenocytes derived from naïve control mice and previously stained with CFSE (4 µM) (Molecular Probes), at a 1:1 ratio (1 × 105 cell/mL). For mitogenic-induced cell proliferation, cocultures were maintained for 72 h in round-bottom 96-well plates in the presence or absence of Concanavalin A (Con A, 5 µg/mL) (Sigma-Aldrich) in RPMI (Gibco) supplemented with 10% fetal bovine serum (Gibco). Cells were then harvested and stained with CD4 APC (BD Pharmingen, clone RM4-5) and CD8 PE (BD Pharmingen, clone 53-6.7) and analyzed as mentioned above.

Reverse Transcription of mRNA and Quantification by Real-time PCR

Brain homogenates or isolated cells were incubated with TRIzol® (Invitrogen), then RNA was extracted according to the manufacturer’s instructions and stored at −80°C. Total RNA was quantified using a Synergy HT spectrophotometer (BioTek) and 1 µg was treated with DNAse (Sigma-Aldrich) and reverse-transcribed using the High-Capacity cDNA Reverse Transcription Kit (Applied Biosystems) and following the manufacturer’s protocol. Real-time PCR was performed on a StepOnePlus™ real-time PCR system (Applied Biosystems) using SYBR® Green real-time PCR master mix (Applied Biosystems), and relative quantification (RQ) was calculated by using StepOne™ software V2.2.2, based on the equation RQ = 2−ΔΔCt, where Ct is the threshold cycle to detect fluorescence. Ct data were normalized to the internal standard HPRT1. Primer sequences were as follows: CCL2, sense: CCC ACT CAC CTG CTA CT, anti-sense: TCT GGA CCC ATT CCT TCT TG; CCR2, sense: GTG TGA TTG ACA AGC ACT TAG ACC, anti-sense: GGA GAG ATA CCT TCG GAA CTT CTC; CX3CL1, sense: CGA AAT GCG AAA TCA TGT GCG AC, anti-sense: GAC TCC TGG TTT AGC TGA TAG CG; CX3CR1: GGA CTC ACT ACC TCA GCC, anti-sense: TCC GGT TGT TCA TGG AGT TGG; CXCL1, sense: CAC CTC AAG AAC ATC CAG AGC, anti-sense: GGT CGC GAG GCT TGC CTT GA; CXCR2, sense: CTG GCA TGC CCT CTA TTC TGC, anti-sense: GCT GGT CAT CTT ATA CAA CGG G; IFN-b, sense: TTA CAC TGC CTT TGC CAT CC, anti-sense: ACT GTC TGC TGG AGT TCA T; IFNAR, sense: CGA GGC GAA GTG GTT AAA A, anti-sense: ACG GAT CAA CCT CAT TCC AC; HPRT1, sense: TCA GTC AAC GGG GGA CAT AAA, anti-sense: GGG GCT GTA CTG CTT AAC CAG.

H&E Staining and Immunofluorescence

Twelve hours post the last i.p. injection, mice were weighed and deeply anesthetized with a ketamine/xylazine cocktail according to their weight. Animals were transcardially perfused once with ice-cold PBS (Gibco) and then with 4% paraformaldehyde. Brains were collected in 4% paraformaldehyde for an additional 24 h post-fixation and incubated in 20% sucrose for 24 h more.

For H&E staining, brains were embedded in paraffin, cut into 10 µm sections of thickness using a Shandon Cryotome E cryostat (Thermo Scientific), and mounted on Starfrost® adhesive slides (Knittel Glass). Then, sections were immersed in hematoxylin and rinsed in distilled water. Next, slides were immersed in eosin and rinsed three times with 95% isopropilic alcohol. Following that, sections were quickly rinsed in a combined solution of xylene and ethanol and twice in xylene. Finally, slides were mounted with a drop of Canada balsam and analyzed under an Eclipse TE 2000-Ulight microscope (Nikon) with an ACT-2U digital camera (Nikon) attached to it to capture the images.

For immunofluorescence, brains were embedded in Tissue-Tek® optimal cutting temperature compound (Sakura), cut into 10 µm sections of thickness using a Shandon Cryotome E cryostat (Thermo Scientific), and mounted on Starfrost® adhesive slides (Knittel Glass). Sections were rehydrated with blocking buffer (10% BSA, 0.3% Triton in TBS), rinsed with TBS (Gibco), and incubated overnight at 4°C with the corresponding dilutions of the antibodies CD45 (BioLegend, clone 30-F11), CD31 (Santa Cruz, clone M-20), or glial fibrillary acidic protein (Abcam, clone GF5) in blocking buffer. After several rinses, sections were incubated with Alexa Fluor 488 (Molecular Probes), Alexa Fluor 546 (Molecular Probes), or Alexa Fluor 633 (Molecular Probes) antibodies and counterstained with DAPI. Slides were analyzed under a FV1000 laser scanning confocal fluorescence microscope (Olympus).

Statistical Analysis

Results are expressed as mean ± SEM. Data distribution was assumed to be normal, but this was not formally tested for all experiments. All statistical analyses were performed using Prism® 7.0 (GraphPad software). Means between two groups were compared with unpaired t-test. Means between three or more groups were compared with two-way analysis of variance followed by a Tuckey’s post hoc test. Statistical significance levels were set as follows: * if p < 0.05, ** if p < 0.01, and *** if p < 0.001.

RESULTS

Systemic LPS Challenge Induces Glial Activation and Recruitment of Peripheral CD11b+ CD45hi Ly6Chi Ly6G− Cells into the CNS

To assess neuroinflammation and to establish the cellular players involved in this process after a systemic LPS challenge, we evaluated glial activation and the recruitment of peripheral immune cells to the CNS through a flow cytometry multiparametric gating analysis strategy (Figure S1 in Supplementary Material).

For this purpose, we took advantage of the differential expression of the myeloid surface antigen CD11b and the pan-leukocyte marker CD45 in tissue-resident microglial cells (CD11b+ CD45lo) and peripheral recruited immune cells (CD11b+/− CD45hi) (Figures 1A–C). Following LPS stimulation and based on these selection criteria, we found no changes in the absolute number but a decrease in the frequency of microglial cells due to the overwhelming recruitment of peripheral leukocytes. This effect upon LPS injection was accompanied by a marked weight loss, probably due to the development of sickness behavior (Figure 1D). To characterize the phenotypic features of the leukocyte trafficking to the CNS, we identified neutrophils (CD11b+ CD45hi Ly6C+ Ly6G+) and inflammatory monocytes (CD11b+ CD45hi Ly6Chi Ly6G−) as the major population of CNS-associated phagocytes in LPS-treated mice (Figures 2A,B) among innate myeloid CD11b+ CD45hi leukocytes.
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FIGURE 1 | Lipopolysaccharide (LPS) stimulation induces the recruitment of peripheral CD11b+/− CD45hi cells to the central nervous system. Mice were treated i.p. with either vehicle or 40 µg of LPS (1,6 mg/kg) for four consecutive days to induce neuroinflammation. Twelve hours post the last injection, mice were euthanized and immune cells were isolated from whole brain homogenates and labeled for subsequent flow cytometric analysis. (A) Representative CD45 vs CD11b flow cytometry density-plots illustrating the gating analysis strategy employed. P1: CD11b− CD45hi lymphoid recruited leukocytes; P2: CD11b+ CD45hi myeloid recruited leukocytes; P3: CD11b+ CD45lo microglial cells. (B) Absolute number and (C) frequency of CD11b+ CD45lo microglial cells, CD11b+/− CD45hi recruited leukocytes, CD11b+ CD45hi Ly6C+ Ly6G+ neutrophils, and CD11b+ CD45hi Ly6Chi Ly6G− inflammatory monocytes, were assessed by flow cytometry. The percentage of these two last populations corresponding when gated in CD11b+ CD45hi. Results are representative of at least three independent experiments (n = 3–4 animals per group). (D) Mice weight loss following the i.p. administration scheme with vehicle or 40 µg of LPS (1.6 mg/kg) for four consecutive days to induce neuroinflammation. Results are representative of at least three independent experiments (n = 3–20 animals per group). Data are expressed as mean ± SEM. Mi, microglial cells; PMN, neutrophils; Inf Mo, inflammatory monocytes.
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FIGURE 2 | Phenotypic features of immune cells involved in neuroinflammation in the brain from endotoxemic mice. Mice were treated i.p. with either vehicle or 40 µg of lipopolysaccharide (LPS) (1,6 mg/kg) for four consecutive days to induce neuroinflammation. Twelve hours post the last injection, mice were euthanized and immune cells were isolated from whole brain homogenates and labeled for subsequent flow cytometric analysis. (A) Absolute number and (B) frequency of CD11b+ CD45hi CD11c+ Ly6C− Ly6G− dendritic cells, CD11b+ CD45hi CD11c+ Ly6C+ Fc[image: image1]RI+ inflammatory dendritic cells, CD11b− CD45hi Ly6C+ T-like, and CD11b+ CD45hi Ly6C− B-like lymphocytes, was assessed by flow cytometry. The percentages shown correspond to populations gated as CD11b+ CD45hi. Results are representative of at least two independent experiments (n = 3–4 animals per group). (C) Representative hierarchical tree map comparing vehicle vs LPS frequency of resident and peripheral populations previously analyzed by flow cytometry. Results are representative of at least three independent experiments (n = 3–4 animals per group). Data are expressed as mean ± SEM. Mi, microglial cells; Inf Mo, inflammatory monocytes; PMN, neutrophils; DCs, dendritic cells; Inf DCs, inflammatory dendritic cells; other cells, neurons, astrocytes, oligodendrocytes.



Correspondingly, we noticed an increase in the recruitment of professional antigen presenting dendritic cells (CD11b+ CD45hi CD11c+ Ly6C− Ly6G−) and of a distinctive subset, derived from monocytes that differentiate in situ under inflammatory circumstances, termed inflammatory dendritic cells (CD11b+ CD45hi CD11c+ Ly6C+ Fc[image: image1]RI+) (Figures 2A,B). Furthermore, we found CD11b− CD45hi T (Ly6C+) and B-like (Ly6C−) cells (Figures 2A,B). Our results clearly show that an inflammogen, such as LPS, promotes the redistribution of the frequencies of different populations of leukocytes recruited to the CNS when compared to those of neuronal or glial populations (Figure 2C).

Recent findings have revealed a role for circumventricular organs as gateways in the trafficking of peripheral leukocytes to the CNS. By virtue of this, we next assessed neuroinflammation and determined the location of the leukocytes recruited to the brain by both immunohistochemistry and immunofluorescence. Hematoxylin and eosin staining revealed recruitment of leukocytes in choroid plexus of endotoxemic mice (Figure 3A), confirming the involvement of this site in the immune surveillance of the brain. As mentioned above, when using confocal microscopy, we exploited both the morphology and the mild expression of the cluster of differentiation CD45 in star-shaped brain-resident microglial cells to distinguish them from rounded peripheral leukocytes bearing a high expression of this marker. Thus, systemic LPS induced microglial and astrocytic reactivity as shown by the shrinkage and thickening of glial processes and promoted the recruitment of inflammatory leukocytes, particularly close to vascular CD31-expressing endothelial cells in circumventricular organs (Figure 3B). Our results exhibited no infiltration of immune cells into the brain parenchyma but remain in the perivascular compartment, suggesting that at least under these circumstances, there may be no signals in the microenvironment to do so.
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FIGURE 3 | Lipopolysaccharide (LPS) challenge induces glial activation and recruitment of leukocytes to CVOs. Mice were treated i.p. with either vehicle or 40 µg of LPS (1,6 mg/kg) for four consecutive days to induce neuroinflammation. Twelve hours post the last injection, mice were euthanized and brains collected. (A) H&E micrographs of the choroid plexus. Scale bars, 40 µm (main panels), 13 µm (inset). The asterisks denote recruited leukocytes. Results are representative of at least two independent experiments (n = 3–4 animals per group). (B) Confocal micrographs of CVOs depicting cluster of differentiation (CD45)-low microglial cells and high recruited leukocytes (upper-left, green), glial fibrillary acidic protein-positive astrocytes (upper-right, false-colored magenta), and cluster of differentiation (CD31)-positive endothelial cells (lower-left, red). DAPI counterstain (blue) shows nucleus. Scale bars, 40 µm (main panels), 13 µm (inset). Results are representative of at least three independent experiments (n = 3–4 animals per group).



LPS Stimulation Modulates CCR2 and CX3CR1 Expression in Tissue-Resident CD11b+ CD45lo and Peripheral CD11b+ CD45hi Ly6Chi Ly6G− Cells

Chemokines and their receptors are active players inducing the access of myeloid cells to the CNS. To better understand microglial activation and the selective migration of inflammatory monocytes following a LPS challenge, we next assessed the status of CCL2/CCR2 and CX3CL1/CX3CR1 axes.

Systemic LPS conversely modulated these chemokine/receptor axes, as determined by an increase in CCL2 and CCR2 gene expression levels but a decrease in both CX3CL1 and CX3CR1 in total bulk brains from LPS-treated mice when compared to their vehicle-treated counterparts (Figure 4A). Subsequently, we performed surface and intracellular staining of chemokine receptors CCR2 and CX3CR1 in tissue-resident microglia and peripheral inflammatory monocytes to further characterize the response exerted by LPS in these populations. Thereby, we noticed an increase in the absolute number of CCR2 surface-bearing microglia (Figures 4B,C and Figure S2 in Supplementary Material) and CX3CR1+ inflammatory monocytes (Figures 4D,E and Figure S2 in Supplementary Material) after LPS systemic administration. These results imply a positive feedback between the unhindered recruitment of CCR2+ cells and the exacerbation of inflammation through the downregulation of inhibitory CX3CL1 and CX3CR1, as shown by quantitative real-time PCR. Likewise, flow cytometry assays showed that despite not always promoting the expression of either CCR2 or CX3CR1 in the surface of microglia and inflammatory monocytes, LPS upregulates the expression of both chemokine receptors intracellularly in these populations.
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FIGURE 4 | Increase of brain-resident CD11b+ CD45lo and peripheral CD11b+ CD45hi Ly6Chi Ly6G− cells bearing CCR2 and CX3CR1 in lipopolysaccharide (LPS)-treated mice. Mice were treated i.p. with either vehicle or 40 µg of LPS (1,6 mg/kg) for four consecutive days to induce neuroinflammation. Twelve hours post the last injection, mice were euthanized and RNA extracted from whole brain homogenates cells or immune cells isolated and labeled for subsequent flow cytometric analysis. (A) Gene expression analysis by real-time PCR of CCL2, CX3CL1 and CCR2, CX3CR1 in total bulk brain. Results are representative of at least two independent experiments (n = 3 animals per group). Relative quantification (RQ) was calculated based on the equation RQ = 2−ΔΔCt, where Ct is the threshold cycle to detect fluorescence. Ct data were normalized to the internal standard HPRT1. (B,D) Absolute number and (C,E) frequency of CD11b+ CD45lo microglial cells and CD11b+ CD45hi Ly6Chi Ly6G− inflammatory monocytes expressing CCR2 and CX3CR1, was assessed by flow cytometry. The percentage of these populations corresponding when gated in CD11b+ CD45lo or CD11b+ CD45hi Ly6Chi, respectively. Representative density-plots illustrate the gating analysis strategy employed. Results are representative of two independent experiments (n = 3–6 animals per group). Data are expressed as mean ± SEM. Mi, microglial cells; Inf Mo, inflammatory monocytes.



Plasticity of LPS-Primed Inflammatory CD11b+ CD45hi Ly6Chi Ly6G− Cells in the Regulation of T Cell Proliferation

To date, several studies have described invading blood-derived monocytes as highly mobile and inflammatory, whereas resident microglia have been characterized as active motile CNS myeloid cells that function as the first line of defense against invading pathogens. Therefore, we addressed the hypothesis that inflammatory monocytes and microglia could be playing different roles in neuroinflammation by either promoting or suppressing T cell proliferative response.

To tackle this issue, we performed a proliferation assay in which CNS isolated inflammatory monocytes or microglia were cocultured with naïve splenocytes in the presence or not of Con A. Interestingly, we found that LPS-primed inflammatory monocytes were able to induce T cell proliferation unlike microglia, in an increasing ratio-dependent manner (data not shown). To gain insight into this mechanism, we sought to test if peripheral isolated inflammatory monocytes and tissue-resident microglia might have functional plasticity by exposing or not these cells to a repeated ex vivo LPS challenge in addition with IFN-g as a combination of multiple activation signals prior to the coculture. Surprisingly, boosting of the cells showed an enhancement of T cell proliferation by inflammatory monocytes when compared to the single stimulation condition (Figure 5A), as pictured by the representative CFSE dilution stacked histograms (Figure 5B). These results demonstrate monocytes and microglia are sensitive to pro-inflammatory re-stimulation and could differentially regulate T cell subsets multiplication, as suggested by CD4+ T cell weakened proliferative response in comparison with the CD8+ T cell proliferation.
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FIGURE 5 | Immune function of inflammatory CD11b+ CD45hi Ly6Chi Ly6G− cells isolated after a systemic lipopolysaccharide (LPS) challenge. Mice were treated i.p. with either vehicle or 40 µg of LPS (1,6 mg/kg) for four consecutive days to induce neuroinflammation. Twelve hours post the last injection, mice were euthanized and immune cells were isolated from whole brain homogenates and labeled for subsequent cell sorting. (A) In vivo LPS-primed CD11b+ CD45hi Ly6Chi Ly6G− inflammatory monocytes or CD11b+ CD45lo microglial cells isolated by cell sorting from a pool of mice brains were cocultured with CFSE (4 µM)-labeled naïve splenocytes at a 1:1 ratio (1 × 105 cell/mL) in the presence or absence of concanavalin A (Con A) (5 µg/mL). Cells from endotoxemic mice were challenged or notex vivo with LPS (100 ng/mL) plus IFN-g (20 ng/mL) cocktail prior to the coculture. T cell frequency of proliferation was examined after 72 h by CFSE dilution through flow cytometry. Results are representative of two independent experiments combined (n = 17–20 animals). (B) Representative stacked histograms depicting CFSE dilution. Data are expressed as mean ± SEM. Ctrl, control; Inf Mo, inflammatory monocytes; Mi, microglial cells.



Type I IFNs Are Required to Promote CD11b+ CD45hi Ly6Chi Ly6G− Cell Recruitment to the CNS in Endotoxemic Mice

Recent studies proposed IFNs as crucial mediators in brain function but many questions regarding the role of these molecules in the CNS remain unanswered yet. We appealed to our previously described flow cytometric analysis strategy to delve deeper in the understanding of these cytokines and evaluate whether if they could be participating in the modulation of neuroinflammation.

Following a systemic challenge with LPS, we did not find any variation in the absolute number of microglia but a decrease in the absolute number of recruited peripheral leukocytes in IFNs deficient mice strains compared to WT mice. This effect upon LPS injection in KO mice was accompanied by a reduced weight loss (Figure S3 in Supplementary Material), probably correlating with the observed decline in the immune cell recruitment to their CNS. Unexpectedly, we found LPS favored the recruitment of peripheral inflammatory monocytes rather than neutrophils in animals devoid of IFN-g. Moreover, inflammatory monocytes proved to be recruited to the CNS in a type I IFN-dependent fashion as opposed to neutrophils, as shown by the impairment in their recruitment in IFN-a/b receptor knockout (IFNAR−/−) brains (Figures 6A,B). In this sense, only LPS-challenged WT mice showed an increase in the recruitment of peripheral major histocompatibility class II (MHC II)-expressing inflammatory monocytes (Figure S4 in Supplementary Material). In order to clarify the underlying mechanism whereby peripheral inflammatory monocytes lacking the type I IFN receptor could mildly migrate to the CNS upon a systemic LPS administration, we then set out to identify the molecular mediator involved in this response. Thus, we separately isolated microglia, neutrophils and inflammatory monocytes and assessed the gene expression of several chemokine/receptor axes considered critical for the trafficking of these cells to the brain. As depicted by the representative gene array chart (Figure 6C), the increase in CCL2 gene expression levels in inflammatory monocytes suggest a redundant function for the recruitment of these cells. Indeed, the upregulation of CX3CL1 in neutrophils (Figures 6C,D) implies a crosstalk of this chemokine with type I IFNs as well as a requirement of both mediators for a proper immune cell entry to the CNS under inflammatory circumstances.
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FIGURE 6 | Impaired recruitment of inflammatory CD11b+ CD45hi Ly6Chi Ly6G− cells in IFNAR−/− endotoxemic mice. Mice were treated i.p. with either vehicle or 40 µg of lipopolysaccharide (LPS) (1,6 mg/kg) for four consecutive days to induce neuroinflammation. Twelve hours post the last injection, mice were euthanized and immune cells were isolated from whole brain homogenates and labeled for subsequent flow cytometric analysis or cell sorting. (A) Absolute number and (B) frequency of CD11b+ CD45lo microglial cells, CD11b+/− CD45hi recruited leukocytes, CD11b+ CD45hi Ly6C+ Ly6G+ neutrophils, and CD11b+ CD45hi Ly6Chi Ly6G− inflammatory monocytes derived from wild-type (WT), IFN-g−/−, and IFNAR−/− mice, were assessed by flow cytometry. Results are an average of three independent experiments (n = 3–4 animals per group) for each knockout mice strain. (C) Heat map rendering the gene expression analysis (fold increase) by real-time PCR of CCL2, CX3CL1, CXCL1, IFN-b and CCR2, CX3CR1, CXCR2, IFNAR of LPS-primed CD11b+ CD45lo microglial cells, CD11b+ CD45hi Ly6C+ Ly6G+ neutrophils and CD11b+ CD45hi Ly6Chi Ly6G− inflammatory monocytes isolated from a pool of endotoxemic WT vs IFNAR−/− mice brains. Relative quantification (RQ) was calculated based on the equation RQ = 2−ΔΔCt, where Ct is the threshold cycle to detect fluorescence. Ct data were normalized to the internal standard HPRT1. Results are representative of two independent experiments (n = 9–17 animals per group). (D) Further comparison between CCL2, CX3CL1 and CCR2, CX3CR1 gene expression of LPS-primed CD11b+ CD45lo microglial cells, CD11b+ CD45hi Ly6C+ Ly6G+ neutrophils, and CD11b+ CD45hi Ly6Chi Ly6G− inflammatory monocytes from WT (dashed line) vs IFNAR−/− mice. Data are expressed as mean ± SEM. Mi, microglial cells; PMN, neutrophils; Inf Mo, inflammatory monocytes.



DISCUSSION

The results presented identify inflammatory monocytes as gatekeepers of CNS immune surveillance (29) upon a LPS peripheral challenge, as determined by the augmentation of their recruitment when compared to other immune cell populations. This is in agreement with Cazareth et al. (12), which shows an enhanced migration of inflammatory monocytes but neither trafficking of neutrophils nor T and B lymphocytes to the CNS by means of a similar flow cytometry approach, following a single and acute systemic administration of LPS. On the contrary, the finding of a consistent recruitment of these latter cells in our experimental settings demonstrates that the outcome of a proposed model varies depending on the dose and timing regime of LPS exposure. Several studies have described the design of LPS models to assess the implications of central or peripheral inflammation in the development of a less-common neurodegenerative condition such as prion disease (4, 11, 26) or even to induce and mimic features of Alzheimer’s (8) and Parkinson’s disease (7) in naïve animals. Noteworthy, Ruiz-Valdepenas et al. (9) showed by intravital microscopy increased extravasation of dextran after a single moderate dose of LPS so it is certainly likely that in our neuroinflammation model this inflammogen would be gaining access, via BBB breakdown, to the parenchyma and activating directly to brain cells.

Similar to previous reports during pathogenic inflammation in experimental autoimmune encephalomyelitis (30, 31), we determined the presence of a peculiar subset of dendritic cells, termed inflammatory dendritic cells, in inflamed brains from endotoxemic mice. However, we particularly used Fc[image: image1]RI to characterize these cells, to date probably the best phenotypic marker to distinguish inflammatory dendritic cells from other myeloid cells and avoid giving a mistaken identity (18). Inflammatory dendritic cells characterize for being absent from steady-state tissues and differentiate, as well as microglia (19, 20), from monocytes during inflammation. This would at least partially explain the presence of these cells, as revealed here, in spite of the fact that LPS could actually block the conversion of inflammatory monocytes into dendritic cells in vivo (3).

Recent findings support the idea of leukocyte trafficking under physiological and pathological circumstances along circumventricular organs that function as gateways in the CNS such as the choroid plexus (32), a unique neuroimmunological interface positioned to integrate the signals received from the parenchyma with signals coming from circulating immune cells (33–35). Accordingly, we found recruitment but no infiltration of leukocytes in this site along with microglial and astrocytic reactivity after systemic inflammation evoked by LPS as revealed by both the retraction of their processes and enlargement of their cell bodies, which are classic traits of glial activation (5, 16, 36). It should be pointed out that our criteria for the use of the term infiltration was not that given by numerous works as a synonym of recruitment, but the phenomenon by which the cells can invade the parenchyma after their entry through the vessels. This is clearly not only a semantic problem, since the incorrect use of the term may lead to a misunderstanding of the results.

Myeloid cells recruitment to the CNS is a shared characteristic between several autoimmune and neurodegenerative diseases. Chemokine receptors CCR2 and CX3CR1 are both essential for myeloid cell trafficking and localization of migrating leukocytes (17, 37) to the perivascular space (2, 38, 39). In this sense and consisting with previous observations (12), we found brain CCL2 production together with CCR2-expressing inflammatory monocytes would ease the selective migration of these cells to the CNS (20, 40–42) following a LPS challenge. Moreover, downregulation of cerebral CX3CL1 and its receptor CX3CR1 would amplify this response, unleashing microglia pro-inflammatory role by removing the inhibition exerted by CX3CL1 (5, 43, 44).

Unlike microglia, LPS priming of isolated inflammatory monocytes led to an induction of T cell proliferative response (45). Despite ex vivo re-stimulation with LPS and IFN-g, a potent stimulus for the induction of T cell-suppressive nitric oxide (46, 47), inflammatory monocytes showed responsiveness in the enhancement of T cell proliferation. Zhu et al. (48) clearly showed that CNS isolated inflammatory monocytes could switch their function (49) from antigen presentation to T suppression depending on their activation state and therefore, their ability to produce nitric oxide. In this regard, LPS-treated inflammatory monocytes exhibited an activation threshold higher enough to differentially modulate CD4+ (50) and CD8+ T cell subsets but not to promote T cell suppression. Besides, the surprisingly functional incompetence of tissue-resident microglia to favor T cell proliferation, which contrasts with other studies done in experimental autoimmune encephalomyelitis (51), highlights the role of peripheral inflammatory monocytes to elicit an appropriate immune response within the CNS in endotoxemic mice.

Type I IFN-mediated recruitment of inflammatory monocytes confirms the importance of these cytokines to orchestrate the trafficking of these cells (52–55) to the CNS (40, 56, 57) and reveals an unknown interaction with CX3CL1 to exert its role. Janova et al. (13) recently described an essential function for TLR4 co-receptor CD14 in microglial sensing of CNS damage (6, 10) and further characterized a loop by which IFN-b signaling limits CXCL1 overproduction, thereby modulating myeloid recruitment. Even though CXCL1 appear to be dispensable for neutrophils (14), this could partially explain the reason why these cells still migrate to the CNS albeit type I IFN deficiency.

Although experimental procedures to distinguish properly between microglia and monocytes in CNS impose practical limitations, the results presented here compares the phenotypic and functional features between these tissue-resident vs peripheral recruited cells in LPS-induced neuroinflammation, identifying inflammatory monocytes as key surveillants of the CNS and potential targets for immunotherapy.
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FIGURE S1 | Gating strategy sequence applied for the flow cytometric analysis and cell sorting. Mice were treated i.p. with 40 µg of lipopolysaccharide (LPS) (1,6 mg/kg) for four consecutive days to induce neuroinflammation. Twelve hours post the last injection, mice were euthanized and immune cells were isolated from whole brain homogenates and labeled for subsequent flow cytometric analysis or cell sorting. (A) FSC vs SSC, FSC-W vs FSC-H, and SSC-W vs SSC-H flow cytometry density-plots illustrating the gating analysis strategy employed to exclude cell doublets. (B) Hierarchical gate view depicting the strategy sequence adopted to assess the phenotypic features of immune cells. Representative rectangle gates were used in all cases for statistical purpose rather than for selection of a cell population.

FIGURE S2 | Two-step intracellular staining Ctrl. Mice were treated i.p. with 40 µg of lipopolysaccharide (LPS) (1,6 mg/kg) for four consecutive days to induce neuroinflammation. Twelve hours post the last injection, mice were euthanized and immune cells isolated and labeled for subsequent flow cytometric analysis. CD11b/Ly6C vs Alexa Fluor 488 flow cytometry density-plots illustrating the secondary antibody control from the intracellular labeling of CCR2 and CX3CR1. Representative rectangle gates were used in all cases for statistical purpose rather than for selection of a cell population.

FIGURE S3 | Weight loss comparison between wild-type (WT), IFN-g−/−, and IFNAR−/− mice strains following LPS stimulation. Weight loss was assessed in WT, IFN-g−/−, and IFNAR−/− mice following the i.p. administration scheme with vehicle or 40 µg of lipopolysaccharide (LPS) (1,6 mg/kg) for four consecutive days to induce neuroinflammation. Results are an average of three independent experiments (n = 3–4 animals per group) for each knockout mice strain. Data are expressed as mean ± SEM. Statistical significance levels were set as follows: ### if p < 0.001 (WT-Veh, IFN-g−/− Veh, and IFNAR−/− Veh vs WT-LPS, IFN-g−/− LPS, and IFNAR−/− LPS), *** if p < 0.001 (WT-LPS vs IFN-g−/− LPS), a if p < 0.001 (WT-LPS vs IFNAR−/− LPS).

FIGURE S4 | Major histocompatibility class II (MHC II) expression comparison between brain-resident CD11b+ CD45lo vs peripheral CD11b+ CD45hi Ly6C+ Ly6G+ and CD11b+ CD45hi Ly6Chi Ly6G– cells in LPS-treated WT, IFN-g−/−, and IFNAR−/− mice strains. Mice were treated i.p. with either vehicle or 40 μg of lipopolysaccharide (LPS) (1,6 mg/kg) for four consecutive days to induce neuroinflammation. Twelve hours post the last injection, mice were euthanised and immune cells were isolated from whole brain homogenates and labelled for subsequent flow cytometric analysis. (A) Absolute number and (B) mean fluorescence intensity (MFI) of CD11b+ CD45lo MHC II+ microglial cells, CD11b+ CD45hi Ly6C+ Ly6G+ MHC II+ neutrophils and CD11b+ CD45hi Ly6Chi Ly6G– MHC II+ inflammatory monocytes derived from WT, IFN-g−/− and IFNAR−/− mice, was assessed by flow cytometry. Results are an average of three independent experiments (n = 3–4 animals per group) for each knock-out mice strain. Data are expressed as mean ± SEM.
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Monocytes are critical defense components that play an important role in the primary innate immune response. The heterogeneous nature of monocytes and their ability to differentiate into either monocyte-derived macrophages or monocyte-derived dendritic cells allows them to serve as a bridge between the innate and adaptive immune responses. Current studies of monocytes based on immunofluorescence, single-cell RNA sequencing and whole mass spectrometry finger printing reveals different classification systems for monocyte subsets. In humans, three circulating monocyte subsets are classified based on relative expression levels of CD14 and CD16 surface proteins, namely classical, intermediate and non-classical subsets. Transcriptomic analyses of these subsets help to define their distinct functional properties. Tuberculosis (TB) is a disease instigated by the deadly pathogen Mycobacterium tuberculosis. Current research on monocytes in TB has indicated that there are alterations in the frequency of intermediate and non-classical subsets suggesting their impact in bacterial persistence. In this review, we will focus on these monocyte subsets, including their classification, frequency distribution, cytokine profiles, role as a biomarker and will comment on future directions for understanding the salient phenotypic and functional properties relevant to TB pathogenesis.
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INTRODUCTION

Mononuclear cells (monocytes/macrophages) are professional phagocytes that are highly skilled in defense against many pathogens including Mycobacterium tuberculosis (MTB). In MTB infection, the phenomenon of granuloma formation helps to isolate organisms and prevent their dissemination, besides, providing a niche for the survival of MTB without damage over long periods of time. Monocytes also participate in many other processes such as homeostasis, tumor surveillance, tissue repair, microbial resistance, maintenance of tissue integrity, apoptosis, necrosis, autophagy, etc. Advances in subset classification of mononuclear cells, their phenotypic and functional properties, and their modulation during disease conditions has stimulated research on identifying monocyte-derived biomarkers for diagnostic and treatment purposes.

CIRCULATING MONOCYTES AND THEIR SUBSETS

Human monocytes are bone marrow-derived leukocytes that circulate in the blood and can differentiate into monocyte-derived macrophages and monocyte-derived dendritic cells that govern innate and adaptive immune responses (1). These cells are heterogeneous in nature and exhibit high plasticity. Subset identification of monocytes is based on the relative expression of CD14 [co-receptor for toll-like receptor 4 (TLR4) and mediates lipopolysaccharide (LPS) signaling] and CD16 (Fc gamma receptor IIIa). Flow cytometric phenotyping has identified three different populations of monocytes namely, classical (CD14++, CD16−), intermediate (CD14+, CD16+), and non-classical (CD14+, CD16++) monocytes (2). The three monocyte subsets are phenotypically and functionally different. Earlier studies carried out by Murdoch et al. (3) and Venneri et al. (4) clearly identified two distinct populations of CD16+ (intermediate and non-classical) monocytes based on the surface expression and function of the Tie-2 marker. In addition, expression of Slan (6-sulfo LacNac) further distinguished the non-classical and intermediate monocyte subsets (5). However, the function of intermediate population is still not defined with some reports suggesting that they are related to the classical subset and others suggesting that they are related to the non-classical subset. Classical monocytes comprise about 80–95% of circulating monocytes. These cells are highly phagocytic and are known to be important scavenger cells. Intermediate monocytes comprise about 2–8% of circulating monocytes. Their functions include production of reactive oxygen species (ROS), antigen presentation, participating in the proliferation and stimulation of T cells, inflammatory responses, and angiogenesis. Non-classical monocytes comprise about 2–11% of circulating monocytes. They are mobile in nature and patrol the endothelium in search of injury. They can have pro-inflammatory behavior and secrete inflammatory cytokines in response to infection. These cells are also involved in antigen presentation and T cell stimulation (6, 7). Phenotypic and functional differences of these subsets are listed in Table 1.

TABLE 1 | Phenotypic and functional differences of classical (CD14++, CD16−), intermediate (CD14++, CD16+), and non-classical monocyte (CD14+, CD16++) subsets.
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Subsets of monocytes have also been characterized and classified by various functional studies. Smedman et al. classified monocyte subsets into two groups based on cytokine induction by lipoteichoic acid and LPS; one larger population of cells secreting interleukin (IL)-1beta, IL-6, TNF-alpha, and CCL4 and a second smaller population of cells secreting GM-CSF, IL-10, and IL-12 p40 (31). Gren et al. using single-cell PCR gene expression identified 22 genes that are expressed by the classical population, 8 that characterize the intermediate population, and 6 that distinguish the non-classical population (32). Resting and activated monocyte subsets can be effectively distinguished using whole cell mass spectrometry fingerprinting (33). All these studies provide a platform to study further key details about monocyte phenotype and function, their behavior during disease and their interactions with pathogens.

FUNCTIONAL ROLE OF MONOCYTE SUBSETS DEFINED BY TRANSCRIPTOMICS AND PROTEOMICS

Transcriptomic, and proteomic studies can help to decode the functional variation within monocyte subsets. Classical monocytes mainly promote antimicrobial activity by characteristic upregulation of myeloperoxidase (MPO), lysozyme C precursor (LYZ), S100 calcium binding protein A9 (S100A9), eosinophil cationic protein precursor (RNase3), phospholipase B domain containing 1 (PLBD1), and Cathepsin G (CTSG), at both mRNA and protein levels (13, 34). Expression of pro-inflammatory mediators, particularly, S100A12, S100A9, and S100A8 is a hallmark of this subset, but other stimuli can potentially mediate even tissue repair functions, such as wound healing, angiogenesis, and coagulation (6, 13). Non-classical monocytes exhibit upregulation in the mRNA levels of heme oxygenase 1 (HMOX1), Villin 2 (VIL2), and Src family kinases constituting hemopoietic cell kinase (HCK) and tyrosine-protein kinase Lyn (LYN) and protein levels of actin related proteins (ARP2 and ARP3), HCK and LYN. These proteins phosphorylate the immunoreceptor tyrosine-based activation motif (ITAM) of Fc receptors leading to recruitment of downstream genes necessary for cytoskeletal remodeling suggesting a role for this macrophage subset in Fc receptor-mediated phagocytosis (34). In addition, upregulation of Rho GTPases, RhoC, and RhoF with their activators; guanine nucleotide exchange factors (VAV2 and ARHGEF18) and downstream effectors such as phosphatidylinositol-5-phosphate 4-kinase, type II, alpha (PIP5K2A) and protein kinase N1 (PKN1) suggests that they undergo cytoskeletal rearrangement (6, 13). Non-classical subset do not secrete ROS or cytokines in response to cell-surface toll-like receptors. However, they secrete TNF-alpha, IL-1beta, and CCL3 in response to virus and immune complex containing nucleic acids via the MyD88–MEK pathway (26). In depth proteome analysis further supports the established functions of classical and non-classical monocyte subsets (35).

A recent study performed by Villani et al. (14) defines the heterogeneity of intermediate monocyte subset based on single-cell RNA sequencing. They identified four monocyte subpopulations namely, Mono 1 (representing mostly the classical monocytes and some intermediate monocytes), Mono 2 (containing a major proportion of non-classical monocytes together with some intermediate monocytes), Mono 3, and Mono 4. These two newly identified Mono 3 and Mono 4 populations represent a major proportion of intermediate monocyte subsets and have unique expression of a set of genes along with co-expression of Mono 1 markers. Mono 3 subset expresses a unique combination of genes that affect cell cycle, differentiation, and trafficking, including MAX dimerization protein 1 (MXD1), C-X-C motif chemokine receptor 1 (CXCR1), C-X-C motif chemokine receptor 2 (CXCR2), and vascular non-inflammatory molecule 2 (VNN2). Mono 4 subset expresses a cytotoxic gene signature resembling that of natural killer dendritic cells including perforin 1, granulysin, and cathepsin W. Thus, it is evident that the earlier identified intermediate monocyte subset is highly heterogeneous in nature.

MONOCYTES IN TUBERCULOSIS (TB)

Current research focusing on monocytes and their subsets in TB has found that CD16+ monocytes are expanded in TB infection (36). Perturbation of this subset defines the severity of TB. Expansion of CD16+ monocytes is reversed with anti-TB treatment (37) suggesting this expansion is caused by microbial or host components (36). By contrast, tuberculin skin test (TST) positive individuals express higher CD14+ CD16+ monocyte subset than either active TB patients or healthy TST negative controls, suggesting that these cells constitute an innate protective mechanism against TB in such individuals (38). This finding has, however, not been well-reproduced. For example Castano et al. (36), did not find significant differences in the monocyte subpopulations between TST-positive individuals and TB patients except for higher CD11b and low HLA-DR surface marker expression in non-classical monocytes.

Castano et al. (36) focused on the differences among the three monocyte subsets between TB patients and healthy individuals. In their study, the percentage of intermediate and non-classical monocytes was increased and classical monocyte was decreased in TB patients. There was also an alteration in the profile of monocyte subsets in TB patients. Classical monocytes and intermediate monocytes of TB patients exhibited a lower expression of CD11b and CCR5 and higher expression of CD80, CD86, non-specific esterase (NSE), and CCR2 when compared with healthy individuals. In addition, intermediate monocytes showed higher expression of CD40 and CD68. CD16+ monocytes did not differentiate into macrophages due to limited expression of maturation and differentiation markers such as CD11b, CD11c, CD33, and CD36 (36). Non-classical monocytes of TB patients exhibited a lower expression of CD11c, CD33, CD36, HLA-DR, and CCR5 and higher expression of CD11b, CD40, CD80, NSE, and CCR2. These studies suggest a potential role of intermediate monocytes in T cell activation, proliferation, and antigen presentation.

When compared to CD16+ monocytes, CD16− (classical) monocytes confer anti-mycobacterial immune responses during TB infection such as enhanced in vitro migration in response to mycobacterial derivatives, higher production of ROS, higher lung migration index, and induction of strong pulmonary infiltration. It has been suggested that immediate infiltration of these subsets to the infection site and the production of ROS results in reduction of bacterial growth. By contrast, CD16+ monocytes are involved in promoting bacterial resilience (39). This subset induces a minimal level of respiratory burst and is unresponsive at early stages of infection due to the lack of chemokine receptors (CCR2) necessary for the migration of this subset to the infection site. Similarly, earlier studies have reported that CD16+ subset upregulates CCR2 expression during disease severity which aims to improve their migration ability toward the infection (40). Upregulation of CD11b within CD16+ monocytes suggests a possible way for intracellular survival of MTB and the loss of HLA-DR confers inefficient antigen presentation potency which leads to disease severity (41). Differential induction of a response to purified protein derivative (PPD) and MTB has been displayed by monocytes obtained from PPD skin test-positive individuals and active TB patients. PPD could induce apoptosis in both groups of subjects, whereas induction with MTB resulted in necrosis only among active TB patients, suggesting that apoptosis can influence the protective ability of the host (42).

Studies carried out by Balboa et al. (43), revealed that CD16+ monocytes from active TB patients have a poor capability to differentiate into functional dendritic cells due to high level of phosphorylated p38 MAP kinase. They have also reported differences in the dendritic cell profile among healthy (DC SIGNhigh and CD1a+) and active TB (DC SIGNlow and CD86high) subjects. This impairs their differentiation of monocytes to monocyte-derived dendritic cells and their antigen-presenting cell functions (44) resulting in a decrease in their ability to mount strong adaptive responses toward infection.

Mycobacterium tuberculosis has the ability to modulate the macrophage response and induce the secretion of anti-inflammatory cytokines such as IL-10 thereby modulating the differentiation of CD14+ CD16− monocytes toward the M2 activation program (CD16+CD163+MerTK+pSTAT3+) in a STAT3-dependent manner. This leads to enhanced protease-dependent motility making them permissive for intracellular MTB survival with reduced ability to produce pro-inflammatory cytokines (27).

CYTOKINE PROFILE OF MONOCYTES DURING TB INFECTION

Only limited studies have focused on the cytokine expression of monocytes and their subsets during TB infection. Upon MTB infection, CD16− monocytes produce IL-10 which results in a higher frequency of CD16+ monocytes. Adoptive transfer studies of CD16+ and CD16− monocytes within SCID/Beige mice infected with MTB showed that mice receiving CD16− monocytes produce higher IL-10 and TGF-beta and mice receiving CD16+ monocytes produced higher TNF-alpha. CD16− monocytes exhibit both pro- and anti-inflammatory cytokine production besides leukocyte recruitment under infectious conditions, whereas, CD16+ monocytes induce IL-1beta production and leukocyte recruitment under non-infectious conditions (39). In work by Castano et al. (36), classical monocytes produce less TNF-alpha and more IL-10 whereas intermediate and non-classical monocytes produce less IL-10 and more TNF-alpha. CD16+ monocytes are involved in promoting the disease, but in vitro production of TNF-alpha by these cells helps to control TB infection. In addition, differential cytokine production by CD16+ monocytes was observed in response to live vs. dead MTB. Dead MTB induced lower TNF-alpha and IL-8 compared to live MTB as a result of differences in their cell wall structure and components (45). However, it is still not known which subset of CD16+ monocytes is actually producing TNF-alpha.

MONOCYTE TO LYMPHOCYTE RATIO (ML RATIO)

Monocyte to lymphocyte ratio is considered an important criterion to determine the immune efficiency of an individual during infectious conditions and is easily quantified in the peripheral blood. During MTB infection, there have been evolving reports suggesting that an increased ratio of monocytes to lymphocytes in comparison with healthy donors denotes the severity of active TB. A high ML ratio may also serve as an indicator of the effectiveness of anti-TB treatment (46) since it normalizes following treatment. Studies by La Manna et al. (47) and Wang et al. (48) suggest that the ML ratio can also be used as a marker to predict the risk of developing active TB. A study by Rakotosamimanana et al. (49), suggested that TST along with ML ratio may predict the risk for the development of TB in contacts. In vitro studies performed by Naranbhai et al. (50) showed that ML ratio is related to MTB growth and thereby related to the stage of TB. Naranbhai et al. (51) performed a study of ML ratio in 3–4 month infants and found that an elevated ML ratio is directly correlated with the increased risk for the development of TB before 2 years of age. Though ML ratio seems to be a well-suited prognostic marker in defining the risk for TB as well as the efficiency of treatment, the reliability of this marker remains to be confirmed and it is not known whether it correlates with any other diseases or inflammatory conditions. Further prospective studies in larger cohorts will help to define the role of ML ratio in TB prognosis and management.

BIOMARKERS

Biomarkers are considered to be a critical component of management of all diseases including TB. Biomarkers are the key factors that can help in determining disease stage, early diagnosis, predicting the behavior of pathogens within the host immune system, and the response of host immune cells toward the pathogen and the disease. Biomarkers may also help to determine treatment and to protect from future complications. Numerous transcriptomic approaches have revealed biomarkers for TB expressed by monocytes. ML ratio as discussed in the previous section can also be considered as a biomarker for TB. Some of the biomarkers identified by the researchers for TB are described in Table 2.

TABLE 2 | List of identified biomarkers based on monocytes for tuberculosis (TB).
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Although many biomarkers for TB based on monocytes have been suggested are available, they need to be validated in larger patient cohorts. In addition, the cost, time, and the conditions for performing reproducible assays need to be established so that they can be used in rural areas where TB is endemic. These are challenging considerations that will require much future work.

CURRENT RESEARCH GAPS AND FUTURE RESEARCH

Although many studies exploring monocytes and their subsets have been performed in TB, further studies on monocyte subsets, particularly CD16+ intermediate monocytes are still needed to fill the gaps in knowledge.

• Limited studies have been performed that investigate the role of CD16+ monocyte subsets in TB. Animal studies may be helpful to correlate their function and phenotype with respect to disease progression and protection.

• Recent studies have documented perturbation of the CD16 intermediate monocyte subset upon infection with MTB, suggesting that this cell type favors the intracellular survival of MTB. More studies are needed to document the dysfunction of this subset with reference to their differentiation ability, antigen recognition potency, migration behavior, phagocytic properties, immunostimulation, autophagy, apoptosis, metabolic program, and the mechanism of pathogen clearance. These studies will be helpful to develop newer host directed therapies.

• Although IL-10 contribute to the expansion of CD16+ monocytes, other factors such as the antigenic components of MTB (secreted and membrane bound antigens) and the host environment (antigen presentation), can favor the expansion of CD16+ monocytes. More work is needed to identify the factors involved in the expansion of CD16+ monocytes in established mycobacterial infection.

• Molecular profiling of sorted monocyte subsets of infected patients will be helpful to identify their unique functions. Exploring the phenotype and function of monocyte subsets in granulomas through in vivo animal studies could provide the clues about the intracellular survival of MTB and help to decipher the pathophysiology of TB. Newer techniques such as CyTOF and MALDI-TOF could be employed to identify additional phenotypes within sorted monocyte subsets. Single-cell transcriptomic studies involving RNAseq, miRNome, and/or epigenetic profiling needs to be performed in order to understand the functional roles and transcriptional regulation of the different subsets.

• Metabolomic profiles of classical and non-classical monocytes have been very well studied. Substantial insights into the underlying mechanisms of metabolic switches within intermediate monocyte subsets may provide novel tools to identify their cellular function during mycobacterial infection. Drugs inducing metabolic switches can be tested for the treatment of TB.

• Studies of monocyte-related biomarkers in patients of different ethnicities should be encouraged. Previously reported biomarkers need to be validated in larger clinical cohorts including extra pulmonary TB and other infectious or inflammatory conditions in order to delineate their specificity.

CONCLUSION

Our review describes the phenotypic and functional variations within monocyte subsets, with reference to mycobacterial infection. With further understanding, we may be able to identify a possible mechanism for the intracellular survival of MTB and to decipher the clues behind the host immune response that influences TB pathogenesis. Current knowledge gaps and suggested future research on monocyte subsets also include better definition of biomarkers for early diagnosis or prognosis of disease and exploration of newer host directed therapies to combat mycobacterial infection.
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Macrophages play a central role in tuberculosis, as the site of primary infection, inducers and effectors of inflammation, innate and adaptive immunity, as well as mediators of tissue destruction and repair. Early descriptions by pathologists have emphasized their morphological heterogeneity in granulomas, followed by delineation of T lymphocyte-dependent activation of anti-mycobacterial resistance. More recently, powerful genetic and molecular tools have become available to describe macrophage cellular properties and their role in host-pathogen interactions. In this review we discuss aspects of macrophage heterogeneity relevant to the pathogenesis of tuberculosis and, conversely, lessons that can be learnt from mycobacterial infection, with regard to the immunobiological functions of macrophages in homeostasis and disease.
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INTRODUCTION

Tuberculosis (TB), caused by the bacterial pathogen Mycobacterium tuberculosis (MTB), is an airborne infection that primarily affects the lungs, and remains a major global health problem responsible for 1.5 million deaths annually (WHO)1. Upon inhalation, MTB organisms seed the alveolar space in the lung, where they are captured by alveolar macrophages. This is followed by an early inflammatory response, induced by both bacterial and host factors, which results in recruitment of leukocytes from neighboring blood vessels to the site of infection. These include monocytes which differentiate into various populations of tissue macrophages, such as epithelioid cells, foamy macrophages and multinucleated Langhans giant cells, to create macrophage-rich granulomatous lesions (Taylor et al., 2006; Volkman et al., 2010). Initially, granulomas are cellular aggregates of the different macrophages and other innate immune cells surrounded by fibroblasts (Ulrichs et al., 2004; Ehlers and Schaible, 2012; Guirado and Schlesinger, 2013). With the onset of adaptive immunity, granulomas acquire a more solid, intact structure with a lymphocytic cuff composed of T and B cells at their periphery. Later in infection, granulomas can undergo complex remodeling. For reasons not yet fully understood, the solid granuloma can accumulate necrotic damage that results in the formation of caseum at the center. Necrotic granulomas may undergo liquefaction to form cavitary lesions, giving the bacteria access to nearby airways and thus the ability to spread (Russell et al., 2010) within the lung and elsewhere within the body.

Granulomas have been assigned wide-ranging functions, some of which also depend on the animal model studied. In zebrafish, for example, granulomas have been depicted as vehicles that help spread the pathogen to other sites within the organism (Ramakrishnan, 2012). Different investigators have described granulomas as a successful method of sequestering a chronic pathogen (Saunders and Cooper, 2000; Nathan, 2016). However, if containment fails, granulomas may simply become structures that provide nutrients and a niche for the bacteria to replicate without immune restriction (Peyron et al., 2008).

Macrophages are the predominant host cells implicated in entry, growth and restriction within the infected host. Both MTB and macrophages are heterogeneous in metabolic activity and their interaction determines the outcome of infection. Before considering various aspects of the host-pathogen response to infection, we summarize present understanding of the heterogeneous origin, differentiation and activation of monocytes and tissue macrophages, the dispersed organ known as the Mononuclear Phagocyte System (MPS).

HETEROGENEITY OF MACROPHAGES AND PATHOGENS

There has been a paradigm shift in our understanding of the origin, differentiation, distribution and properties of the cells of the MPS (Ginhoux and Guilliams, 2016; Gordon and Plüddemann, 2017). Almost all current knowledge is based on studies in the mouse, and, although not identical in detail, the broad outlines are likely to be similar in the human. The main shift in our thinking arises from discovery of the mixed origins of mouse macrophages from yolk sac and fetal liver precursors during development, and postnatally from bone marrow. Embryo-derived “monocytes” and macrophages seed tissue resident macrophages throughout the body, turning over slowly at local sites where they persist throughout adult life. As required, e.g., in the gut (Bujko et al., 2018), tissue-resident macrophages are replenished from bone marrow hematopoietic stem cells (HSC), to a variable extent in different organs.

Bone marrow-derived monocytes are themselves heterogeneous within the circulation, where they can remain, enter tissues constitutively or be recruited in response to a variety of sterile or infectious stimuli. They are loosely described as inflammatory, elicited or recruited monocyte-derived macrophages, and are known to display markedly different properties to those of tissue-resident macrophages. In response to poorly understood local environmental stimuli, e.g., in the lung, liver, gut, brain and skin, these macrophage populations adopt different tissue-specific phenotypes (Lavin et al., 2014), which can influence the outcome of MTB infection. As described below and shown schematically in Figure 1, Russell and colleagues have used a pulmonary infection model in the mouse to establish for the first time, the importance of the distinction between embryonic and bone marrow origin of lung macrophages in determining the outcome of initial infection by MTB (Huang et al., 2018).


[image: image]

FIGURE 1. Ontogeny of mouse lung macrophages shapes the outcome of initial MTB infection in vivo. Adapted from Huang et al. (2018), who compared the role of alveolar macrophages (AM), of embryonic origin, with mainly monocytic, bone marrow-derived interstitial macrophages (IM) in acute infection of mice by fluorescent MTB reporter strains. Bacilli in AM, deriving energy from fatty acid oxidation, grew more readily than IM, which were actively glycolytic, more restrictive and expressed M1-like rather than M2-like markers of macrophage activation. The authors favored a model of pre-programming, linked to ontogeny, rather than adaptation to the distinct local microenvironment. There is suggestive, but no direct, evidence in humans that alveolar and other tissue-resident macrophages are of embryonic origin. This conclusion is based on transplantation studies of donor and recipient macrophages in skin (Bigley et al., 2011) and small intestine (Bujko et al., 2018), and evidence of local turnover in lung rather than bone marrow origin. It is not known which plasma membrane receptors mediate uptake of MTB in this in vivo model. Alveolar macrophages in the mouse express low levels of F4/80 and of CD11b, and high levels of several plasma membrane receptors: lectins such as the mannose receptor (CD206), and the Scavenger Receptor AI/II and MARCO, which are involved in the uptake of inhaled particles such as MTB (Gordon et al., 2014a). Other widely studied lectins expressed by lung macrophages include the FcRgamma-coupled receptors Dectin-2, Mincle and MCL, as well as Dectin-1, Mannose Receptor and DC-SIGN (Marakalala and Ndlovu, 2017).



Recent population and single cell analysis of macrophages, in situ and ex vivo, illustrate the extensive heterogeneity of plasma membrane receptor (Gordon and Plüddemann, 2017) and biosynthetic gene expression (Lavin et al., 2014), of macrophages in the steady state and in various intracellular infection models. In addition, macrophages in different organs express distinct tissue-specific phenotypes, as well as canonical genes shared by macrophages in different tissues (e.g., Lavin et al., 2014). Intriguingly, phagocytosis of apoptotic cells downregulates inflammatory responses irrespective of tissue macrophage location (reviewed in Gordon and Plüddemann, 2018). Conversely, Avraham and colleagues have shown that pathogen cell-to-cell variability drives Type 1 Interferon production by individual macrophages in a Salmonella model; this was ascribed to PhoPQ activity in the population of invading bacteria that modified LPS in a subset of organisms (Avraham et al., 2015). Similarly, Saliba et al. (2017) demonstrated by single–cell RNA-seq analysis that heterogeneity of bacterial growth rate in individual macrophages could be correlated with different macrophage gene expression profiles.

Similar variability in both pathogens and macrophages could give rise to marked heterogeneity in susceptibility or resistance to TB encounters at body surfaces such as lung, skin and gut, in serosal cavities e.g., the pleura, pericardium and peritoneum (Rosas et al., 2014; Okabe and Medzhitov, 2016; Wang and Kubes, 2016), and within the blood or lymphatic circulation (Gordon et al., 2014b). At present, we know little about the impact of microbial heterogeneity and local and regional diversity of macrophages, on the initiation, dissemination and outcome of TB, well described in the early pathology literature. The mixed origin of MPS populations is further enhanced by mobilization from tissue reservoirs such as the spleen (Swirski et al., 2009) or the peritoneal cavity (Wang and Kubes, 2016), and by dynamic modulation of a spectrum of different cellular phenotypes, loosely described as “activation.” Organ-specific properties clearly relevant to pulmonary infection include the role of GM-CSF in alveolar macrophage development (Guilliams et al., 2013), their interactions with surfactant proteins and lipids (Hussell and Bell, 2014), as well as impact of the oxygen-rich environment and inhaled particulates. Moreover, the bone marrow, gut, liver and brain, for example, contain multiple subpopulations of resident macrophages, with different, but still largely undefined tissue-specific properties which will affect their response to MTB; these include differences in metabolism, microbicidal/microbistatic activity, persistence, latency and reactivation of infection. In addition, the presence of other micro-organisms, whether commensals or pathogens, can have a profound impact on macrophage-mycobacterial interactions. This is well illustrated in HIV/AIDS, a major co-pathogen of Tuberculosis, but subtler interactions with organisms in the microbiome of the gut, skin and lung, for example, and with antibiotics need further study. A particular illustration of genomic diversity of MTB as a result of spread within the lung as well as to extra-pulmonary tissues was provided by analysis of HIV-associated Tuberculosis at autopsy in subjects who had received minimal antitubercular treatment (Lieberman et al., 2016). Selection in individual patients resulted in co-existence of substrains for long periods, giving rise to repeated dissemination within, rather than new infections between individuals. It is not known whether this can also occur in the absence of AIDS.

In the present review we focus on macrophage properties relevant to the pathogenesis of tuberculosis during both innate and adaptive immunity to infection; further references can be found in recent multi-author volumes published by the American Society of Microbiology (Gordon, 2017; Jacobs et al., 2018); individual chapters are available in Microbiology Spectrum. We do not cover the role of polymorphonuclear leukocytes(PMN) and Dendritic cells(DC), except in passing. Box 1 summarizes the role of T lymphocytes in granuloma formation and macrophage effector functions. The potential roles of B lymphocytes and humoral responses including antibodies are beyond the scope of this review.


Box 1. Adaptive immunity.

The adaptive immune response, mainly comprised of antigen specific CD4+ cells, plays a critical role in the outcome of M. tuberculosis infection (Jasenosky et al., 2015). For robust control of the infection, T cells need to arrive timeously at the right site where they can interact with heterogeneous subpopulations of DCs, derived from circulating monocyte precursors and mature monocytes in blood (Austyn, 2016; Villani et al., 2017). Monocytes, essential effector cells in adaptive as well as innate immunity, are themselves heterogeneous and contribute to granuloma supply and demand at the core of the necrotic granuloma (Randolph, 2015; Pagan and Ramakrishnan, 2018). Apoptosis facilitates antigen presentation to T lymphocytes through MHC-I and CD1 on antigen presenting cells (APC) (Schaible et al., 2003). Typically, MTB- specific T cells become detectable at least 3 weeks after infection. In many TB models, establishment of the T cell immune response coincides with the arrest of bacterial replication (Flynn, 2006), indicating a significant role of adaptive immune T cell dependent—macrophage interactions in TB control. Two CD4+ T cell phenotypes essential for MTB control are Th1 and Th17 responses. Th1 immunity is characterized by the release of IFN-γ that activates macrophage microbicidal activities. IFN-γ is essential for anti-mycobacterial defense in mice (Flynn et al., 1993), and polymorphisms in the IFNG gene are associated with MTB infection risk and disease progression in humans (Rossouw et al., 2003). Th17 differentiation is driven by IL-23, and is characterized by the release of IL-17, which is critical for early recruitment of neutrophils to the site of infection (Freches et al., 2013). IL-17 has been shown to be required for protection against TB in mice infected with a hyper-virulent clinical isolate M. tuberculosis HN878 strain. Mice deficient in this cytokine had significantly higher bacillary burdens and less organized granulomas (Gopal et al., 2014). At excessive levels, however, IL-17 promotes tissue pathology and inflammation, suggesting that tight regulation of this cytokine is required during infection (Das and Khader, 2017). Foxp3+ T regulatory cells (Tregs) dampen Th1 immunity through inhibition of inflammatory cytokines by IL-10. Treg frequencies are higher in peripheral blood and at disease sites of patients with active TB, where they suppress production of MTB-specific IFNγ by Th1 cells ex vivo (Marin et al., 2010); too much expansion of these cells may result in impaired immunity.

The role of Th2 responses in TB infection is controversial. Mice deficient in IL-4, IL-4Rα, or STAT6 on a C57BL/6 background display disease outcomes similar to wild-type mice infected with MTB (North, 1998; Flynn and Chan, 2001; Jung et al., 2002). However, IL-4 seems to be detrimental in a BALB/c mouse background, with its deletion resulting in more protection against TB infections. Also, antibody neutralization of IL-4 on this background provides protection against chronic TB infection. Mechanisms associated with the detrimental role of Th2 cytokines remain unclear, but may stem from their ability to inhibit Th1 factors such as TNF, required to control bacterial replication (Hernandez-Pando et al., 2004). IL-4 is expressed in human surgically-derived lung tissues (Stanton et al., 2003), although its function in humans has not been established. Over-expression of another Th2 cytokine, IL-13, in mice, results in susceptibility to TB infection characterized by enhanced collagen deposition and enhanced lung pathology with necrotizing granulomas (Heitmann et al., 2014). These studies suggest that the IL-4/IL-13 axis drives pathological damage. A recent report by Minutti et al. (2017) has identified SP-A in the lung as a tissue-specific amplifier of IL-4-dependent macrophage proliferation and activation.

In granulomas, T cells constitute a larger part of the outermost layer. However, it is poorly understood how CD4+ T cells or IFNgamma penetrate lung lesions to access macrophage-rich areas at the centers. The Kaufmann laboratory has shown that chronic infection in both mice and humans is associated with the development of lymphoid follicle-like structures at the periphery of granulomas to orchestrate local host defense in the lung (Ulrichs and Kaufmann, 2006; Kahnert et al., 2007). They identified two layers surrounding the necrotic centers; the first, an inner layer that comprised CD68+ APCs and large cells, including epithelioid and Langhans giant cells. This layer also contained the bacilli, and CD4+ and CD45RO+ memory cells. The second layer was the outer area of the lesions, characterized by infiltration of B and T cells. This outer-most layer was enriched with CD8+ T cells, largely absent in the inner layer (Ulrichs and Kaufmann, 2006). Thus CD4+ and CD8+ T cells seem to exhibit distinct spatial distribution in a granuloma structure.

The importance of CD8 T cells in the long-term control of infection has been demonstrated using several mouse strains deficient in CD8 T cells due to different gene deletions (Lin and Flynn, 2015), but little is known about colocalisation of CD8 T cells and macrophages in granulomas. Depletion of this subset of cells in TB-infected mice results in an increased bacterial burden (van Pinxteren et al., 2000). The requirement for CD8 T cells was also shown in macaque models of TB, with some research indicating that the depletion of CD8 T cells in BCG-vaccinated macaques results in compromised control of MTB infection (Chen et al., 2009). Although more research is required in humans, data from macaques support the importance of CD8 cells in TB (Lin and Flynn, 2015). Other T cell subsets involved in immune responses to MTB infections and potential interactions with macrophage subpopulations include γδ T, innate lymphoid cells, NK and CD1-restricted CD4/CD8 double negative T cells (Jasenosky et al., 2015; Ndlovu and Marakalala, 2016).

The role of B cells and antibodies in TB remains largely unclear (Achkar et al., 2015); antibodies mediate potent effector mechanisms through macrophage Fc and Complement receptors and activation of their microbicidal mechanisms.



MTB TROPISM FOR MACROPHAGES, ENTRY AND RESPONSES

The microbiology of MTB is under intense study, with emphasis on its metabolism, growth and unique constituents, such as complex surface glycolipids (Jackson, 2014), known to influence cellular infection. Although to a great extent tropic for macrophages and DC, it is clear that other cell types such as adipocytes are also infectible by MTB, as discussed below. Neutrophils can and do take up MTB, whether opsonized or not, and may die by pyroptosis as well as apoptosis. Human neutrophils which undergo MTB-induced necrosis can be ingested by macrophages (Dallenga et al., 2017) and MTB also replicates within necrotic human macrophages (Lerner et al., 2017, 2018). Recent studies have reported that activated macrophages can generate extracellular traps (METOSIS), comparable to, but distinct from NETOSIS (Doster et al., 2017).

Although there have been many attempts to identify the macrophage plasma membrane receptors responsible for MTB tropism, we still lack a clear understanding of the role of particular receptors and their heterogeneous expression by different tissue macrophage populations. This can be due to receptor redundancy, the low affinity of individual receptors, variable expression by different macrophages, in vivo, including species differences, and the presence of opsonins, rather than direct receptor-mediated uptake. The lectin-like mannose receptor (CD206) recognizes ManLam on MTB; its role in MTB uptake has been studied in considerable detail by Schlesinger and his colleagues (Kang et al., 2005). Other lectins that play a possible role in MTB infection of macrophages (Wilson et al., 2015; Rajaram et al., 2017) including Mincle (Ishikawa et al., 2009) and MCL; Beta2 integrins (CD11b/CD18) and Scavenger receptors such as MARCO and CD36, have also been implicated (Dodd et al., 2016). Siglecs (Crocker et al., 2007) expressed by a variety of immune cells, including macrophages, are sialic acid recognition sensors; desialylation of complex glycoconjugates can expose galactosyl residues, ligands for galectins (Sundblad et al., 2017). Identification of the contribution of particular receptors is complicated by the role of many of these macrophage surface receptors in clearance of apoptotic and necrotic cell targets, which are abundant in MTB infection and may even serve as potential Trojan horses for infection. These include Phosphatidyl Serine (PS) recognition molecules MerTK, axl (prominent in alveolar macrophages), their opsonic cofactors such as Gas and protein S, as well as other opsonins such as lactadherin (MFGE8), annexin, calreticulin, SP-A, and C1Q (Gordon and Plüddemann, 2018). Known MTB ligands for Mincle and MARCO include trehalose dimycolate (TDM, cord factor). Mincle together with MCL engages TDM to induce production of inflammatory cytokines such as IL-6, TNF, and IL-1beta (Ishikawa et al., 2009; Miyake et al., 2013). Dectin-2, DC-SIGN, and Mannose Receptor all recognize mannose-capped lipoarabinomannan (ManLAM) on the surface of MTB (Yonekawa et al., 2014; Marakalala and Ndlovu, 2017). Dectin-1, a major receptor of fungal beta-glucans that signals through the adaptor molecule CARD9, which is essential for tuberculosis control in the mouse (Dorhoi et al., 2010), has also been demonstrated to recognize an unknown ligand on the surface of MTB. This may differ from the well characterized beta-glucan ligand for Dectin-1 on fungi; such a ligand has been detected in selected tumor cells, and may be masked by N-glycans (Chiba et al., 2014).

Macrophage receptor-TB interactions result in activation of numerous cellular responses (Marakalala and Ndlovu, 2017). These molecules, however, are largely redundant in the in vivo control of chronic TB infection in mice and nor is it known which receptors are responsible for MTB uptake by the different macrophage subpopulations in granulomas, in situ, and for their resultant responses. For example, Dectin-1 knockout mice mount the same immune response as wild-type mice (Marakalala et al., 2011), whereas Dectin-2 has not yet been studied in an MTB in vivo model. MCL seems to drive a moderate protective role, while contradictory results have been reported for Mincle and DC-SIGN (Marakalala and Ndlovu, 2017). Future research should explore potential cooperation (Bezbradica et al., 2014) between individual CLRs, their synergy with other receptors such as TLRs and potential scaffold proteins in lipid rafts, and how this might affect the outcome of TB disease in vivo. Studies in human populations should confirm or identify novel dominant or recessive genetic susceptibility to MTB infection and BCG.

Macrophages express a range of plasma membrane and endosomal receptors for uptake of MTB components; exchange of mycobacterial and host-derived lipids is considered further below. Contrasting results have been reported on the role of TLRs in TB. TLR-2 and TLR-4, for example, have been shown to play a role in the long-term control of M. tuberculosis (Jo, 2008). Some studies, however, have reported that TLR2/4/9–/– triple knockout mice mount the same T cell mediated immune response compared with WT mice after infection with MTB (Holscher et al., 2008). Macrophages and other myeloid leukocytes express activatory and inhibitory FcR for IgG, as well as CR3 and other regulatory receptors for complement and antibody-coated immune complexes; these play a potentially important role in their endocytic and cytotoxic responses. Cytosolic sensors of MTB constituents and nucleic acids have been shown to play an important role in macrophage responses to MTB infection. For example, the nucleotide-binding oligomerization domain protein NOD2 has been shown to synergize with TLR-2 for the production of pro-inflammatory cytokines in response to live MTB (Jo, 2008). Another widely studied cytosolic sensor is the NLRP3 inflammasome, which induces IL-1beta processing and pyroptosis through caspase-1. Mishra et al have linked the NLRP3 inflammasome with lung pathology in TB infection, which can be regulated by NO (Mishra et al., 2013). Another report, however, has demonstrated that the inflammasome is not linked to the disease outcome (Walter et al., 2010). The recognition of MTB DNA will be described below after first considering the membrane dynamics and fate of the MTB phagosome in macrophages.

D'Arcy Hart and colleagues (Goren et al., 1976) first reported that MTB inhibited phagosome-lysosome fusion and acidification within the vacuolar compartment in which they resided after uptake, an important evasion mechanism for this intracellular pathogen. The question of entry to the cytosol by mycobacterial constituents and potential antigens for CD8 cytotoxic T lymphocytes has been under considerable debate for some years. It is likely that macrophage activation by CD4 T lymphocyte- and NK–dependent Interferon gamma overcomes both the fusion and acidification block. Macrophages are not only active endocytic and phagocytic cells, but also highly regulated secretory cells (Nathan, 2012), characterized by extensive membrane flow, selective intracellular fusion of vesicular membranes, fission and recycling (Tan and Russell, 2015). It is not known in detail how membrane traffic is selectively altered by MTB, and the impact of autocrine and paracrine effects of cytokines such as TNFalpha must also be kept in mind (Caldwell et al., 2014). Small GTPases play an important role in regulating intracellular survival of Mycobacteria in mouse macrophages; there are significant species differences in this regard (Gazzinelli et al., 2014). Another, genetic, difference in mouse susceptibility to infection relates to N-Ramp1 (Natural resistance-associated macrophage protein,1), a member of a metal ion transporter family at the interface between the phagolysosomal compartment and the cytosol (Buschman and Skamene, 2001; Blackwell et al., 2003). Recent studies with other Gram negative and Gram positive bacteria have described a role for a family of Copper-binding molecules (Burstein et al., 2005; Phillips-Krawczak et al., 2015) which participate in cytosolic multi-protein complexes and interact with the phagocytic pathway, lysosomal biogenesis and inflammasome activation. Their role in MTB infection has not been defined. Russell (Tan and Russell, 2015), Grinstein (Fairn et al., 2009), and their colleagues have made important contributions to studying acidification mechanisms in macrophages, and their role in anti-TB drug development, which requires screening within living macrophages and not in isolation. The interaction of MTB and the autophagy pathway (Deretic and Klionsky, 2018) has also attracted considerable attention, bearing on macrophage death and its role in immune activation and pathogenesis, as well as on mycobacterial survival and latency. Live imaging of spatiotemporal dynamics of MTB phagosomes has revealed that effective control of MTB replication in IFN-γ activated macrophages requires appropriate spaciousness of proteolytic phagosomes whose generation and membrane integrity are maintained by a Rab20-dependent membrane traffic pathway (Schnettger et al., 2017). Further studies on the proteome of isolated phagosomes from infected and uninfected cells as well as super resolution and intravital microscopy will help to clarify the complex interplay between the macrophage and its infectious cargo (Mahamed et al., 2017; Schnettger et al., 2017).

Intracellular bacteria, viruses and parasites have evolved a variety of different strategies to survive within macrophages; TB provides a particularly challenging infection model of great interest to cell biologists, microbiologists and immunologists. Although there has been an explosion of knowledge bearing on cytosolic sensing and intracellular signaling mechanisms of bacterial membrane molecules (NLRs) and nucleic acids (RIG-I, STING), the recognition of mycobacterial constituents by these intracytoplasmic protein complexes remains largely unknown. Direct detection of cytosolic MTB DNA by cGAS has been demonstrated by Watson et al. (2015). Unlike Listeria monocytogenes which produces the STING agonist cyclic-di-AMP, cGAS (cyclic GMP-AMP synthase) is required to activate type1 interferon by cytosolic DNA of MTB and Legionella pneumophila, via the STING/TBK/IRF3 pathway. Human genetic auto-inflammatory syndromes and mouse genetic models should have much to teach us in this regard.

GRANULOMA FORMATION IN THE LUNG

Alveolar macrophage infection is an important and well-studied initiator of granuloma formation. As noted above, they are exposed via the airway to MTB, which they capture and sense through plasma membrane, endosomal and cytosolic receptors. They generate antigens and interact with DC, which are required to activate naïve T lymphocytes, although macrophages can activate primed T cells (Austyn, 2016). Alveolar macrophages communicate with local epithelial cells to maintain gas exchange and set the threshold and the appropriate quality of the immune response. Macrophage populations in the lung are heterogeneous in their initial embryonic and subsequent bone marrow origin; monocyte recruitment to the lung is enhanced by exposure to particulates and pollutants that reach the lower airways (Torrelles and Schlesinger, 2017). As described above and in Figure 1, Russell and colleagues have demonstrated that ontogeny contributes to the interaction and outcome of initial MTB infection in the mouse (Huang et al., 2018). The authors favor a pre-programmed model ascribed to developmental origin, rather than responses to different local microenvironments. The receptors that mediate acute infection in this in vivo model were not defined. Apart from exposure to local surfactant proteins, potential opsonins and high levels of oxygen in the microenvironment are other macrophage modifying factors. Surfactant proteins A and D contribute to innate immunity outside the lung as well as within the alveolar space and may also contribute to extra-pulmonary TB (Ujma et al., 2017). The lung contains other specialized populations such as interstitial macrophages, that are not directly exposed to exogenous alveolar stimuli; these include intra-epithelial macrophages and DCs, found mostly in larger airways, and macrophage populations in the pleural cavity (Gordon et al., 2014a; McClean and Tobin, 2016). Alveolar macrophages undergo tissue imprinting in the lung as a result of their unique environment and exposure to infectious agents via the airways (Hussell and Bell, 2014). Other cells that are involved in the early response to TB infection are PMNs, which are the first defensive cells to be recruited to tissue during infection. PMNs have been reported to be the most abundant infected cells in the airways, sputum and BAL from patients with active TB.

Heterogeneity in TB Granulomas

The overall composition and fate of granulomas have been briefly described above, with emphasis on the heterogeneity of macrophage origin, anatomic location and phenotypes. Here we consider heterogeneity of MTB-induced granulomas in the lung. Recent data in human disease and primate models have shown that infected individuals contain a heterogeneous mixture of granulomas in various histologic states, with varying degree of immune activation, macrophage immune-phenotypes and the ability to control bacterial replication (Stanton et al., 2003; Kim et al., 2010; Lin et al., 2014; Gideon et al., 2015). Also, some important immune pathways seem to be distinctly enriched in specific regions within granulomas (Marakalala et al., 2016). This body of research suggests that disease-driving processes are compartmentalized within individual granulomas, and that these spatial processes may be linked to the clinical outcome. Our understanding of granuloma organization has come mostly from histopathology, which assesses structure by the abundance of various cell-types (Ulrichs et al., 2004; Gideon et al., 2015). Histological analyses of human TB have provided evidence for morphologic heterogeneity among pulmonary alveolar macrophages, foam cell formation, epithelioid cells and multinucleated giant cells (Figure 2; Dannenberg and Rook, 1994). Distinct phenotypes and activation status of macrophages in human pulmonary granulomas have also been demonstrated by immunohistochemistry with a panel of antibodies (Stanton et al., 2003). However, more research is still required for better understanding of macrophage differentiation, cell-to-cell interactions, heterogeneity and functions within various compartments of TB granulomas.
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FIGURE 2. Phenotypic heterogeneity of macrophages induced by MTB infection in vivo. Macrophages are able to undergo remarkable variations in their phenotype in vivo, yet the mechanisms are poorly understood. This is partly the result of species variation, inadequacy of defined in vitro conditions to mimic in vivo phenotypes, limited population and single cell analysis of cells in situ or after extraction, ex vivo, and above all, the complexity and heterogeneity of the mixed populations present in tissues. Variables that have been characterized to some extent, include: ontogeny (embryonic or bone marrow origin); steady state and physiological conditions in different organs and microenvironments; sterile injury and acute or chronic infections such as MTB; cell recruitment, phagocytosis and activation by different exogenous and endogenous stimuli; and cell death by apoptosis, necrosis or pyroptosis. In many situations the macrophage phenotype covers a spectrum of responses, rather than binary alternatives. Their characterization is morphological, utilizing combinations of marker antigens, signatures of gene expression, and, where known, functional differences. The text provides examples of the different phenotypes illustrated here. The impact of macrophage phenotype on MTB infection, and conversely, of MTB infection on macrophage functions is barely understood.



With the availability of new advanced techniques, research on the role of granulomas in TB has received considerable attention recently, with many advanced genome-wide approaches explored to give a better molecular characterization of the macrophage-rich structures. Using a combination of laser microdissection and microarray analysis of human lung tissues, a study by Kim et al. (2010) demonstrated that genes involved in lipid sequestration and metabolism were highly expressed in caseous granulomas. Immunohistochemical analysis of the tissue confirmed the upregulation of proteins involved in lipid metabolism in cells surrounding the caseum, including adipophilin, acyl-CoA synthetase long-chain family member 1 and saposin C.

In a similar approach, Marakalala et al. (2016) utilized proteomics and mass spectrometric imaging to characterize spatial organization of inflammatory pathways within human granulomas. The centers of the granulomas were concentrated with pro-inflammatory and antibacterial signatures whereas the cellular peripheries were enriched with anti-inflammatory, tissue-preserving mediators (Marakalala et al., 2016). A similar phenomenon has been shown in granulomas from macaques, in which spatial delineation and inflammatory cell programmes were organized around distinct subsets of macrophages (Mattila et al., 2013). These studies suggest that local balance of pro- and anti-inflammatory responses may determine the fate of individual granulomas, which collectively influence the host response (Marakalala et al., 2016). The model proposed by these studies may also help to explain the heterogeneity that is often observed in TB granulomas, even within the same host, as differences in inflammatory responses probably contribute to diverse granuloma structures and functions (Cadena et al., 2017). In macaques, Lin et al demonstrated that the majority of granulomas begin with a single bacterium (Lin et al., 2014). The authors observed variability in bacterial killing within individual granulomas that was independent of host status. These findings established that local events at granuloma level are likely to influence the clinical outcome of infection. To understand the repertoire of the adaptive immune system in various granulomas, Subbian et al. examined lung granulomas from patients with chronic pulmonary TB (Subbian et al., 2015). The study revealed significant variability in T cell density and fibrosis. Gideon et al reported variability in different factors even within the same macaque (Gideon et al., 2015). These factors included the total numbers and phenotypes of T cells, the numbers and heterogeneity of macrophages and a wide range of cytokine profiles and bacterial burdens within each granuloma. The majority of these T cells produced only a single cytokine; dominant cytokines included IFNγ, interleukin-2 (IL-2), Tumor Necrosis Factor (TNF), IL-10, and IL-17. These findings suggest that granuloma heterogeneity and spatial organization of cellular and humoral host responses at granuloma level should be taken into account when designing host-directed therapies that limit lung pathology.

Epithelioidisation of Macrophages Within Granulomas

Macrophages can undergo a series of morphological changes characterized by cytoplasm expansion and interlocking between membranes of neighboring cells. Macrophages undergoing this histological transformation have always been termed epithelioid cells (Dannenberg and Rook, 1994), although their significance in granuloma functions remains unclear. Recent work by Cronan et al. has meticulously described molecular underpinnings of macrophage epithelialization within granulomas (Cronan et al., 2016). Using a zebrafish model, immunofluorescence and live imaging techniques, the authors showed that as macrophages create junctions with each other to form a tuberculous granuloma, they express and deploy adherens components. The macrophages expressed proteins that are typically associated with epithelial cells, including desmosomal proteins (desmoplakin, desmoglein, and desmocollin), adherens junction proteins (E-cadherin, plakoglobin, α-, β-, and δ- catenin), and tight junction pathways (ZO-1 and ZO-2). Proteins corresponding to these genes have been identified in a proteomic survey of granulomas from humans infected with MTB (Marakalala et al., 2016). A significant finding from the study by Cronan and colleagues is the observation of epithelial markers in the epithelioid cells of granulomas. Taken together, these studies underpin epithelioidisation of tissue macrophages as a fundamental process in granuloma development and the ability to control infection in zebrafish and humans.

MACROPHAGE ACTIVATION: GENE EXPRESSION AND PHENOTYPE MODULATION

BCG has provided a potent adjuvant to study for its own sake as a vaccine, as well as providing a tool to induce innate and adaptive immune activation of macrophages. Mackaness and colleagues performed now-classic studies on the role of BCG administration in mice, in order to induce enhanced resistance, not only to BCG, but also non-specifically to an unrelated challenge, e.g., Listeria monocytogenes, and vice versa (Carter, 2014). Building on earlier pioneering discoveries by Koch and Ehrlich, as well as Metchnikoff, the Mackaness group confirmed that this mechanism, now termed “Classical macrophage activation,” was cellular and not humoral in origin. Subsequent studies identified Interferon gamma as the major cytokine produced by specific CD4 T lymphocytes or by innate NK cells. The role of IL-12 and IL-18, and various cytokine receptors on macrophages was elucidated by several investigators; these studies complemented the discovery by Casanova (Casanova and Abel, 2017), Holland (Wu and Holland, 2016) and others of primary immunodeficient patients unable to control BCG infection after immunization with live BCG or after infection by relatively avirulent organisms. Studies by Nathan (Nathan, 2013) and others established that the induction of inducible nitric oxide synthase (i-NOS) and generation of antimicrobial nitrogen-based radicals, combined with oxygen radicals generated by the respiratory burst, contributed to anti-microbial resistance in mice. After some technical issues, the role of NO in human infection by MTB was confirmed. Subsequent microarray analysis by several research groups revealed a signature of gene expression in mouse and humans after IFN gamma activation of macrophages, distinct from the “alternative activation” signature induced by the Th2 cytokines IL-4 and IL-13, acting through the common IL-4R alpha chain receptor. Nathan's group also documented potent metabolic anti-oxidant defenses in macrophages. Vitamin D induces antimicrobial peptides and autophagy in monocyte/macrophages and promotes resolution of inflammation in TB patients (Fabri et al., 2011; Coussens et al., 2012). Glucocorticosteroids have potent inhibitory effects on inflammation, monocyte recruitment and activation of macrophages by MTB.

There is evidence that TB infection in humans induces IL-4 gene expression in macrophages (Stanton et al., 2003), possibly mediated by TLR involvement, the spectrum of gene activation that is upregulated indicates a more mixed activation signature than in laboratory mouse strains. The initial binary classification of M1- and M2-types of macrophage activation by IFN gamma and IL4/13 respectively has been refined to a broader spectrum of activation, in which individual markers are replaced by a signature of a group of genes, many of which overlap with altered gene expression by other defined stimuli. Alternative activation of macrophages has been implicated in tissue repair and fibrosis; whether this plays a role, together with transforming growth factor beta, in Tuberculosis-induced fibrosis remains to be elucidated. Although Th2 cytokines readily induce macrophage cell-cell fusion in vitro and in vivo, the mechanism of Langhans giant cell formation (Figure 2), a characteristic feature of human tuberculosis, remains obscure. Interferon gamma by itself does not promote fusion in vitro, but may contribute to macrophage fusion in combination with ligation of uncharacterized macrophage plasma membrane glycoproteins (Sakai et al., 2012), GM-CSF and fusogenic MTB (Puissegur et al., 2007) and host lipids. An alternative mechanism, DNA injury and failure of cytokinesis has been proposed to account for multinuclear giant cell (MNGC) formation in tuberculosis (Herrtwich et al., 2016). The functional significance of Langhans giant cell formation, especially in relation to interactions with MTB, remains unclear, Studies on IL-4 induced MNGC have revealed enhanced clearance of large particulates and systemic amyloid deposits in vivo; this was associated with selective activation of CR3 function, as a result of cell fusion (Milde et al., 2015). Recent revival of interest in macrophage metabolism has provided evidence that classically and alternatively activated macrophages utilize glycolysis and oxidative phosphorylation, respectively (O'Neill and Pearce, 2016), as their main source of energy. Shi et al have reported that infection with MTB induces the Warburg effect in mouse lungs (Shi et al., 2015). Gleason, O'Neill and Keane have shown that enhanced aerobic glycolysis in human alveolar macrophages is required to control intracellular bacillary replication (Gleeson et al., 2016).

As an adjuvant, BCG has been utilized to boost anti-cancer immunity, with some success in bladder cancer after local administration (Alexandroff et al., 1999). This could benefit combination therapy with antibody-based checkpoint therapy targeting T lymphocyte co-stimulatory receptors. Extending earlier findings that BCG could prime macrophage activation, Netea and colleagues (Arts et al., 2018) have used BCG as one of their protocols to induce “trained immunity,” ascribed to epigenetic mechanisms. Yeast particles, taken up by macrophages through the beta-glucan receptor, Dectin-1, which signals through syk and Card9, provides a similar priming function. As information accumulates from GWAS and SNP studies, other genes than those mentioned above and the MHC complex may be found to contribute to human macrophage activation.

PROTEIN SECRETION BY ACTIVATED MACROPHAGES: ROLE IN PATHOGENESIS OF TUBERCULOSIS

It is only since the early 70's, from the description of lysozyme secretion by mouse macrophages in cell culture (Gordon et al., 1974), that it was recognized that macrophages are not only professional phagocytes, but also highly active secretory cells. Mature macrophages do not accumulate preformed proteins in granules as do granulocytes, for immediate release in acute inflammation. Low molecular metabolites derived from oxygen during the respiratory burst and from preformed lipids during acute inflammation can be rapidly generated from arachidonates in the plasma membrane, but proteins are newly synthesized, consistent with their required functions in prolonged inflammation, as well as in tissue homeostasis. Macrophages produce a large variety of proteins in relatively small amounts, e.g., all components of the complement cascade, potentially significant in their immediate local environment. Lysozyme is constitutively released by macrophages in culture, although its production is greatly enhanced by chronic inflammation and activation, as seen by in situ hybridization in BCG granulomas (Chung et al., 1988). It is highly cationic, will bind to host negatively charged proteoglycans, but enzymatic activity seems restricted to bacterial wall rather than host substrates, directly or after exposure, eg through complement lysis, as in MTB. It is lost from plasma by filtration through the kidney (MW 14 Kd), but can be elevated by increased numbers of macrophages, as well as enhanced output per cell, as in tuberculosis.

Activated macrophages produce neutral proteinases such as urokinase, elastase, collagenases and other metalloproteinases, implicated in fibrinolysis, tissue remodeling and degradation. Caspases are released as a result of inflammasome activation; recent studies have demonstrated a range of caspase functions unrelated to cell death (Shrestha and Megeney, 2012). As part of inflammatory regulation, macrophages also release alpha 1 antitrypsin and alpha 2 macroglobulin to inhibit proteolytic activity. More restricted cleavage can activate proenzymes, e.g., Angiotensin-converting enzyme (ACE) (Bernstein et al., 2013), or inactivate components of plasma protein cascades, e.g., by carboxypeptidase action, a macrophage-specific enzyme (Mahoney et al., 2001). The protein cross-linking enzyme Transglutaminase 2, a conserved feature of alternative activation of macrophages (Martinez et al., 2013), has been implicated in MTB restriction by macrophages (Palucci et al., 2017), as well as in fibrosis. FXIIIA, a distinct transglutaminase, also expressed by macrophages, displays similar properties (McGovern et al., 2014). Macrophages can release a large number of proinflammatory (e.g., Type I interferon, TNF alpha, Interleukin 1 beta, IL-12, IL-18, IL-6) and anti-inflammatory cytokines (IL-10 and TGFbeta), and a range of CC, CXC and CX3C chemokines, as well as expressing their receptors. Growth factors which macrophages produce, and respond to, include M-CSF, GM-CSF and Erythropoietin, as well as releasing vascular endothelial and fibroblast growth factors.

Release of TNF alpha from the plasma membrane is mediated by ADAM 17, a metalloproteinase; surface TNF is an essential ingredient of granuloma formation (Fremond et al., 2005) and may play a role in contact-dependent killing of viable, TB- infected macrophages (Mahamed et al., 2017), whereas secreted TNF may be important in catabolism and weight loss, with IL-6 (Flint et al., 2016). Recent findings by McIlwain et al (McIlwain et al., 2012) and the Freeman group (Christova et al., 2013) have shown that a Rhomboid family of multispan transmembrane molecules, of which i-Rhom 2 is specific for macrophages, are essential for Adam17- dependent release of TNF alpha from the macrophage plasma membrane, and may also contribute to chaperone activity in ER transport and in lysosomal stability. Taken together, it is clear that macrophage secretory activity plays a major role in granuloma formation and function. To establish which macrophage genes are expressed at the single cell level, both as message and protein, it will be necessary to examine samples of TB-infected tissue in situ and ex vivo. It will also be necessary to relate macrophage activities within and among granulomas and to characterize heterogeneity of macrophage sources and functions of different products within lesions.

TYPE I INTERFERON AND TUBERCULOSIS

Macrophages are an important source of Type 1 Interferon in inflammation. Studies by Berry et al. (2010) identified a whole blood transcriptional signature in active TB patient cohorts from the United Kingdom and South Africa. The signature was dominated by IFNα/β-inducible genes, which were overexpressed in neutrophils. It is likely that blood and activated tissue macrophages are a major source of type I IFN as well, since the type I IFN gene profile also correlated with the extent of radiographic disease. Interestingly, the whole blood IFN signature was diminished with successful TB treatment, suggesting an association of the interferons with disease severity. Additional studies have verified the potential detrimental role of type I IFNs in TB (McNab et al., 2015).

A recent study by Zak et al investigated blood RNA expression to predict progression from latent tuberculosis infection to active disease (Zak et al., 2016). In the study, latently infected South African adolescents were followed for 2 years. Blood samples from latent infections that converted to active disease were analyzed by RNA sequencing to identify genes that were differentially expressed in comparison to the controls who did not convert. A 16-gene signature was identified and validated using quantitative real-time PCR (Zak et al., 2016). Interestingly, the signature comprised interferon-inducible genes previously identified as expressed in active tuberculosis (Berry et al., 2010). This confirms that type I interferon signatures can be exploited to predict disease progression in point of care testing.

MACROPHAGE EICOSANOIDS AND TUBERCULOSIS

Macrophages are a major source of Arachidonate metabolites which have been shown to be important regulators of inflammation and the outcome of tuberculosis and granuloma formation (Figure 3). Although the mechanisms driving type I IFN-mediated disease progression are still poorly understood, a few studies have suggested suppression of pro-inflammatory cytokines and Th-1 immunity as a major factor. A study by Mayer-Barber and colleagues demonstrated a detrimental role for type I IFNs in TB infection in mice (Mayer-Barber et al., 2014); inhibition of IFNalpha/beta reversed the detrimental effects of type I IFNs. This response was dependent on the induction of prostaglandin E2 (PGE2). Direct administration of this prostanoid resulted in the control of bacterial infection through inhibition of type I IFNs (Mayer-Barber et al., 2014). This study indicated the importance of type I IFNs and manipulation of the eicosanoid balance as a target for host- directed therapies.


[image: image]

FIGURE 3. Eicosanoids drive inflammatory responses that modulate macrophage cell death and TB disease outcome. Arachidonic Acid (AA) can be metabolized by 5-LOX to produce Leukotriene A4 (LTA4), which is a precursor of Leukotriene B4 (produced via an enzyme LTA4H) or Lipoxin A4 (produced via 12-LOX). Leukotriene B4 (LTB4) induces pro-inflammatory responses and TNF expression, which in excess, promotes macrophage necrosis and granuloma caseation. Lipoxin A4 (LXA4) is anti-inflammatory and associated with TNF deficiency and increased intra-macrophage bacterial growth. Balanced amounts of these pro- and anti-inflammatory lipid mediators are required for optimal control of cell death and disease progression. AA can also be metabolized by COX-1/2 to produce Prostaglandin E2, which induces macrophage apoptosis and promotes antimicrobial activities.



Studies in mice and zebrafish models have linked the eicosanoid pathways with various modes of macrophage death. Virulent MTB H37Rv has been shown to drive macrophage necrosis through the production of lipoxin A4 (LXA4), which inhibits prostanoid synthesis and promotes mitochondrial inner membrane perturbations. In contrast, prostaglandin E2 (PGE2) suppressed inner mitochondrial membrane damage and inhibited macrophage necrosis in macrophages. Furthermore, mice deficient in prostaglandin E2 synthase (PGES) had higher lung bacillary loads compared with wild type mice, indicating the protective role of prostaglandin E2 against mycobacterial infections in the lung (Chen et al., 2008). ALOX5 knockout mice, which cannot produce LXA4, undergo more apoptosis with enhanced MTB-specific T cell responses (Divangahi et al., 2010), and are more resistant to MTB infection (Bafica et al., 2005), suggesting detrimental effects of LXA4 during infection. On the other hand, mice deficient in COX-2 are more susceptible to MTB infection, confirming an important role for prostanoids (Mayer-Barber et al., 2014).

Using a zebrafish model, Tobin and co-workers studied the contribution of eicosanoid mediators in response to Mycobacterium marinum (Mm) infection (Tobin et al., 2010, 2012). The authors identified a critical role for the enzyme Leukotriene A4 Hydrolase (LTA4H) in determining susceptibility of zebrafish to infection. LTA4H is responsible for production of Leukotriene B4, a pro-inflammatory eicosanoid that induces the transcription of TNF. Excess LTA4H in Mm-infected zebrafish led to early reduction of bacterial growth inside macrophages. However, bacterial restriction was rapidly followed by macrophage necrosis, which enabled bacterial replication in the permissive extracellular milieu (Tobin et al., 2010, 2012). These results suggest that LTA4H, through TNF production, can dually mediate resistance and susceptibility to mycobacterial infection (Roca and Ramakrishnan, 2013). Its absence leads to TNF deficiency, resulting in increased bacterial growth intracellularly, while its overexpression leads to excessive production of TNF resulting in macrophage necrosis (Figure 3; Tobin et al., 2012; Roca and Ramakrishnan, 2013). In human tuberculous granulomas, LTA4H is abundant in necrotic regions, where it colocalises with TNF (Marakalala et al., 2016). In humans, the genetic status of LTA4H has been shown to be critical for disease outcome in TB meningitis patients. Patients who are homozygous for low or high LTA4H expression alleles developed severe TB meningitis with reduced survival, while those heterozygous for intermediate LTA4H expression controlled the infection (Tobin et al., 2012). These findings confirm a need for balance in inflammatory responses, much of it orchestrated by metabolic changes in activated macrophages.

MACROPHAGE FOAM CELL FORMATION AND CASEATION

Foam cell formation and caseation are hallmarks of human tuberculosis, yet their genesis, lipid composition, and significance for outcome remain poorly understood. Caseation could be due to cell death, resulting from mycobacterial toxicity and/or an exuberant host immune response, as well as altered lipid metabolism. Possible mechanisms include mobilization from lipid stores, endocytosis and deposition in macrophages, enhanced synthesis, locally and systemically, and/or failure to degrade accumulated lipids in macrophages. Macrophage foam cells form readily after uptake of various protein-bound lipids by a range of scavenger receptors, e.g., SR-A, CD36 and LDL receptors (Neyen and Gordon, 2014). Lipid droplets arise by synthesis and export from the endoplasmic reticulum to the cytosol, before becoming bound by vesicle membranes (Figure 2). Macrophage synthesis, uptake and exchange of lipids are regulated by transcription factors such as PPAR gamma and cytokines released by T lymphocytes and adipocytes (Daniel et al., 2011; Ouimet et al., 2016; Cambier et al., 2017). Foam cells in mouse granuloma models have been shown to express Wnt 6, involved in macrophage arginase1 induction and proliferation (Schaale et al., 2013). In addition to MTB-macrophage interactions, there seems to be an axis of interactions among MTB, macrophages and adipocytes, eg multinucleated macrophages are closely associated with adipocytes in white adipose tissue crown-like structures (Touton cells) and there is evidence that MTB can infect adipocytes (Neyrolles et al., 2006; Agarwal et al., 2016). Lipids derived from intracellular bacteria and/or plasma are potentially fusogenic, contributing in addition to host cytokines to Langhans giant cell formation. At a systemic level there is an association between TB and diabetes, cachexia is a characteristic feature of advanced TB, possibly mediated by TNF (originally named cachectin) and IL-6, and there is more than a superficial resemblance between caseation and atheroma, a hallmark of non-infective atherosclerosis. Recent studies have drawn attention to cholesterol (Huang et al., 2018) and oxysterol metabolism (Lu et al., 2017) in immune cells and of phenolic glycolipids in experimental mycobacterial infection (Cambier et al., 2017). Huang et al. have stressed the capacity of MTB to access and degrade fatty acids and sterols in order to survive within macrophages. To gain a better understanding of prolonged host-pathogen interactions in chronic TB, it will be necessary to perform lipidomic analysis of the heterogeneous macrophage populations as well as MTB, ideally, in vivo, and at the single cell level.

CONCLUSIONS

Tuberculosis has been well documented as a clinical and pathological entity, yet many aspects of the disease remain unclear; while its rich natural history provides unique opportunities for fundamental and applied research. Since the nineteenth century it has been known that macrophages are an integral component of its pathogenesis and sequelae. In this review we have shown how cellular and molecular advances have generated new insights into the role of macrophages and, conversely how tuberculosis research continues to provide a wealth of theoretical and practical problems for study of macrophage immunobiology. Although we are beginning to understand the phenotypic distinction between tissue- resident yolk sac-derived and inflammatory bone marrow- derived macrophages in the mouse, this concept needs validation in humans; moreover, we do not know the impact of specific organ localization as well as origin on macrophage- MTB interactions. The extensive heterogeneity of macrophage populations in vivo, revealed by population and single cell analysis, mandates exquisite selectivity to target particular subsets of infected cells, without collateral injury to the host, as emphasized by Srivastava et al. (2014). Furthermore, the associated caseation and fibrosis, hallmark complications of the human disease, are poorly expressed in experimental models and in vitro; distinctions between the immune response to TB in humans and in animal models are emphasized by Scriba et al. (2017). Further progress will depend on access to human tissue from patients, the development of sensitive methods to study small amounts of tissue in situ, ideally by non-invasive methods over the course of the disease, and validation with in vitro models of human cells as well as development of new animal models that mimic the disease in humans. Shorter courses and more effective drug treatment of patients will be achieved by high throughput screening within macrophages to identify novel mycobacterial targets. The role of macrophages in granuloma and giant cell formation, epitheliodisation, caseation and fibrosis, all associated with TB, requires further investigation.

Study of tuberculous granulomas should promote understanding of other granulomatous diseases such as sarcoidosis and autoimmune destructive conditions such as Granulomatosis with polyangiitis, formerly called Wegener's granulomatosis. The co-epidemic of TB with HIV-1/AIDS, characteristically treated as a T cell failure, also involves macrophage dysfunction, as a viral reservoir, but especially when successful HAART restores CD4 T lymphocyte function, resulting in the Immune reconstitution inflammatory syndrome (IRIS) (Bell et al., 2017). Corticosteroid treatment, usually associated with increased risk in TB treatment, may be of benefit in preventing this outcome.

Apart from its remaining, but limited value as a vaccine, BCG offers a useful starting point to probe macrophage functions as an immunological adjuvant, in non-tuberculous intracellular infections and in selected cancer therapy. Recent benefits from BCG administration have been ascribed to imprinting haematopoietic stem cells in bone marrow to generate daughter macrophages with enhanced antimycobacterial effector function (Kaufmann et al., 2018). Dissection of the BCG genome should reveal new immunomodulatory prospects, without side effects resulting from unbridled macrophage activation. Perhaps most exciting will be to utilize such information in host-directed and combination therapy of drug-resistant Tuberculosis (Reiche et al., 2017), for example, targeting DNA replication and repair for the development of novel therapeutics against TB (Guler and Brombacher, 2015).
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ABBREVIATIONS

Adam-17, disintegrin and metalloproteinase17; ADCC, antibody-dependent cellular cytotoxicity, ALOX-5; arachidonate 5-lipoxygenase; APC, Antigen presenting cell, BCG, Bacille Calmette Guerin; COX 1/2 cyclooxygenase 1/2; CTL, C-type lectin; DC, dendritic cell, DC-SIGN, dendritic cell-specific intercellular adhesion molecule-3-non integrin; FcR, Fc Receptor; HAART, Highly active antiretroviral therapy; HSC, haemopoietic stem cells; IRIS, immune reconstitution inflammatory syndrome; IgG, Immunoglobulin G; i-RHOM2, inactive rhomboid protein2; LTA4H, Leukotriene A4 hydrolase; LTB, leukotriene B; LXA4, lipoxin A4; ManLam, mannose-capped lipoarabinomannan; MARCO, macrophage receptor with collagenous domain; MCL, macrophage C-type lectin; Mincle, macrophage inducible Ca++-dependent lectin; Mm, mycobacterium marinum; MPS, mononuclear phagocyte system; MTB, mycobacterium tuberculosis; NLR, nod-like receptor; N-Ramp, natural resistance associated macrophage protein; PGE2, prostaglandin E2; PPAR, peroxisome proliferator activated receptor; SP-A, Surfactant protein-A; SR-A, Scavenger receptor A; STING, stimulator of interferon genes; TB, tuberculosis; TNF, tumor necrosis factor; TLR, Toll-like receptor; TRegs, regulatory T lymphocytes.
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DC-SIGN (CD209/CLEC4L) is a C-type lectin receptor (CLR) that serves as a reliable cell-surface marker of interleukin 4 (IL-4)-activated human macrophages [M(IL-4)], which historically represent the most studied subset within the M2 spectrum of macrophage activation. Although DC-SIGN plays important roles in Mycobacterium tuberculosis (Mtb) interactions with dendritic cells, its contribution to the Mtb–macrophage interaction remains poorly understood. Since high levels of IL-4 are correlated with tuberculosis (TB) susceptibility and progression, we investigated the role of DC-SIGN in M(IL-4) macrophages in the TB context. First, we demonstrate that DC-SIGN expression is present both in CD68+ macrophages found in tuberculous pulmonary lesions of non-human primates, and in the CD14+ cell population isolated from pleural effusions obtained from TB patients (TB-PE). Likewise, we show that DC-SIGN expression is accentuated in M(IL-4) macrophages derived from peripheral blood CD14+ monocytes isolated from TB patients, or in macrophages stimulated with acellular TB-PE, arguing for the pertinence of DC-SIGN-expressing macrophages in TB. Second, using a siRNA-mediated gene silencing approach, we performed a transcriptomic analysis of DC-SIGN-depleted M(IL-4) macrophages and revealed the upregulation of pro-inflammatory signals in response to challenge with Mtb, as compared to control cells. This pro-inflammatory gene signature was confirmed by RT-qPCR, cytokine/chemokine-based protein array, and ELISA analyses. We also found that inactivation of DC-SIGN renders M(IL-4) macrophages less permissive to Mtb intracellular growth compared to control cells, despite the equal level of bacteria uptake. Last, at the molecular level, we show that DC-SIGN interferes negatively with the pro-inflammatory response and control of Mtb intracellular growth mediated by another CLR, Dectin-1 (CLEC7A). Collectively, this study highlights a dual role for DC-SIGN as, on the one hand, being a host factor granting advantage for Mtb to parasitize macrophages and, on the other hand, representing a molecular switch to turn off the pro-inflammatory response in these cells to prevent potential immunopathology associated to TB.
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INTRODUCTION

According to the latest World Health Organization (WHO) report, tuberculosis (TB) is the largest killer among communicable diseases (WHO Annual report 2017). In 2016, there were an estimated 1.7 million deaths due to TB, making it the leading cause of death worldwide due to a single infectious agent, Mycobacterium tuberculosis (Mtb). In general, it is estimated that one quarter of the human population could be latently infected with Mtb (1). The bacillus may be active either after infection or through the reactivation of latent infection, which occurs in approximately 5% of infected people. During latency, for which there are no pathological or contagious conditions, Mtb is contained within elaborated aggregates of immune cells that are called granulomas, the hallmark of TB (2, 3). It is thought that a dedicated immune response is responsible for the formation and maintenance of granulomas, which will ultimately determine the outcome of the disease (2, 4). However, there is a strong need to better understand the factors that define an efficient immune response both during the early and late phases of Mtb infection in order to facilitate potential targets for preventive and therapeutic purposes.

Macrophages are considered key players during the early and late stages of Mtb infection (5). These sentinel cells are strategically located in secondary lymphoid organs and multiple mucosal sites, such as lung alveolar and interstitial space. At such, macrophages recognize and internalize Mtb and, consequently, modulate the inflammatory response to shape their microenvironment (e.g., granulomas) and the adaptive immune response against this pathogen. Interestingly, these cells display a high degree of tissue heterogeneity within the broad spectrum of pro- (M1) and anti-inflammatory (M2) programs of activation that manifest intracellular pathogen resistance and permissiveness, respectively (6). Macrophages may also serve as long-lived pathogen tissue reservoirs and contribute to TB pathogenesis (6–9). Remarkably, Mtb influences the differentiation, maturation, and activation of macrophages, resulting in the circumvention of the immune system and augmented persistence in the host (6–8, 10). This capacity of Mtb to modulate the host pro-inflammatory response and seize the anti-inflammatory mechanisms has generated a keen interest to investigate how this pathogen manipulates the process of macrophage activation.

The initial interaction with Mtb is thought to be crucial for macrophage activation and the eventual disease outcome. Pattern recognition receptors (PRRs) expressed in macrophages determine the binding, internalization, and fate of the bacillus’ intracellular lifestyle. Among the various PRR families that recognize Mtb, the C-type lectin receptors (CLR) are known to contribute to the control or persistence of this pathogen within macrophages (11–13). The CLR family includes collectins, selectins, endocytic and phagocytic receptors, and proteoglycans. CLRs are calcium-dependent glycan-binding proteins exhibiting similarities in the structures of the carbohydrate-recognition domain (CRD), which in turn recognize the carbohydrates expressed on the surface of Mtb including glycolipids [e.g., phosphatidyl-myo-inositol mannoside (PIM)], glycoglycans [e.g., lipoarabinomannan (LAM)], polysaccharides (e.g., α-glucan) and glycoproteins (e.g.,19 kDa antigen). In recent years, our understanding of the interactions of mycobacterial ligands with CLRs has advanced considerably, specifically in membrane-anchored phagocytic receptors such as the mannose receptor MRC1 (CD206/CLEC13D), Dectin-1 (CLEC7A) and Dectin-2 (CLEC6A), Mincle (CLEC4E), and Dendritic Cell-Specific Intercellular adhesion molecule-3-Grabbing Non-integrin (DC-SIGN/CD209/CLEC4L) (11–15). In general terms, the activation of these receptors by Mtb leads to downstream effects like endocytosis, oligomerization, intracellular trafficking, and signal transduction. Emerging evidence points out that signaling pathways triggered by these CLRs converge in a limited set of synergistic or antagonistic interactions with other PRRs and with each other, giving rise to a phenomenon known as signaling crosstalk. Interestingly, Mtb has evolved the capacity to subvert CLR signaling crosstalk to increase its survival and fitness within macrophages (5, 11, 15).

Studies by others and us identified and characterized DC-SIGN as a key receptor for Mtb in human dendritic cells and alveolar macrophages (14, 16–20). This CLR is a transmembrane receptor that possesses one single extracellular CRD (at the C-terminus) capable of recognizing mannose-containing molecules such as those present in mycobacterial Man-LAM (mannose-capped LAM), lipomannan (LM), arabinomannan, glycoproteins (e.g., 19, 38, and 45 kDa antigens), PIMs, and α-glucan, among others. Its functional cytoplasmic domain (at the N-terminus) contains different motifs that are crucial for endocytosis/phagocytosis, intracellular trafficking, and signal transduction (11). In the case of Mtb, it was shown that DC-SIGN is targeted by the mycobacterial ManLAM to induce the immunosupressive mediator interleukin-10 (IL-10) and counteract the toll-like receptor-4 (TLR-4)-dependent pro-inflammatory response (14). In this manner, the bacillus prevents the proper activation of dendritic cells given that IL-10 inhibits the expression of co-stimulatory molecules (e.g., CD86) and production of IL-12, which are essential for the activation of type-1 immunity best represented by T-helper 1 (Th1) cells. Of note, the hijacking of IL-10 production via DC-SIGN in dendritic cells seems to be a general evasion strategy by various pathogens like Mycobacterium leprae, Helicobacter pylori, and Candida albicans, among others (14).

Until recently, the expression of DC-SIGN was thought to be exclusive to human dendritic cells. In fact, this CLR is also expressed in human alveolar macrophages and some lymphocyte populations (19, 21). In particular, DC-SIGN is a reliable cell-surface marker in human macrophages activated with interleukin 4 (IL-4) [M(IL-4)], which is historically the most representative subset within the M2 spectrum of macrophage activation (22, 23). While the role of M(IL-4) macrophages has not been explored in in the TB context, high levels of type-2 inflammatory signals, such as IL-4, are correlated to TB susceptibility and progression (10). Reciprocally, the predominant type-2 inflammatory environment shifts toward type-1 immune signals [e.g., interferon-γ (IFNγ)] upon successful treatment of pulmonary TB. This is important because, in comparison to IFNγ, IL-4 renders macrophages less microbicidal against intracellular bacterial infections (6, 24). Furthermore, our group has also reported that DC-SIGN expression is induced specifically in alveolar macrophages of patients with active TB (19), suggesting a major role for this CLR in the interaction between macrophages and Mtb.

In this study, we provide for the first-time evidence supporting the anti-inflammatory role of DC-SIGN in the M(IL-4) macrophage response to Mtb. We report that DC-SIGN expression is accentuated in macrophages under different contexts using samples from TB patients, or in tuberculous pulmonary lesions of non-human primates (NHP), arguing for the pertinence of DC-SIGN-expressing macrophages in TB pathology. In the absence of this CLR, M(IL-4) macrophages displayed a pro-inflammatory signature upon challenge with Mtb, and acquired a better ability to control the intracellular growth of this pathogen. Finally, while there are no major changes in the production of IL-10, we demonstrate that DC-SIGN interferes negatively with the activation of M(IL-4) macrophages triggered by Dectin-1.

MATERIALS AND METHODS

Ethics Statement for Non-Human Primate Samples

The NHP study protocol was done to comply with the EC Directive 86/609/EEC, approved by the local independent ethics committee prior to the start of the study, and executed under Dutch law on animal experiments (agreement number DEC#579). The endpoint for any particular animal was based either by signs of severe disease (humane endpoint criteria, referring to animal condition by adverse body weight development, respiratory capacity, and animal behavior) or by protocol, which limited the follow-up time to 1-year postinfection.

Non-Human Primate Handling

The NHP samples were prepared from animals that were used for vaccine research and development purposes, as previously described (25). Briefly, healthy young adult female rhesus macaques (Macaca mulatta), all captive-bred for research purposes and of homogeneous breeding background, were challenged with 500 colony forming units (CFU) of Mtb strain Erdman K01 (prepared and provided under an agreement between WHO and CBER/FDA with assistance of Aeras), which was administered by intra-bronchial instillation under sedation. At endpoint, the animals were sedated, euthanized and submitted to macroscopic lung pathology scoring, as previously published (26).

Histological Analyses on Non-Human Primate Samples

The gross pathological findings were assessed and described by an experienced veterinary pathologist while blinded for treatment as previously described (25). Representative lung biopsies were collected and fixed in 10% neutral buffered formalin and embedded in paraffin for long-term storage. Tissue sections were stained with hematoxylin and eosin (HE) for histomorphological analysis. Histopathological scoring of TB lesions in NHP was determined using a worksheet in which TB disease from lung biopsies was described (25, 26). Immunohistochemical staining was performed on paraffin-embedded tissue sections using the following monoclonal primary antibodies: CD68 (clone:KP1, Dako), DC-SIGN (clone 120612, R&D System), CD163 (clone 10D6, Leica/Novocastra), and MerTK (clone: Y323, Abcam). After incubation with primary antibodies, sections were stained with biotin-conjugated polyclonal anti-mouse or -rabbit immunoglobulin antibodies followed by the streptavidin-biotin-peroxidase complex (ABC) method (Vector Laboratories), and then were counterstained with hematoxylin. Slides were scanned with the Panoramic 250 Flash II (3DHISTECH). For confocal microscopy, samples were stained with primary antibodies as described above and followed by anti-mouse IgG isotype specific or anti-rabbit IgG antibodies labeled with Alexa488 and Alexa555 (Molecular Probes). Samples were mounted with Prolong® Antifade reagent (Molecular Probes) and examined using a 40×/0.95N.A. objective of an Olympus FV1000 confocal microscope.

Ethics Statement for Human Samples

Blood samples from healthy subjects (HS) or TB patients were provided by the Blood Transfusion Service, Hospital Fernandez, Buenos Aires (agreement number CEIANM-52-5-2012), or the Hospital F. J. Muñiz, Buenos Aires (protocol number: NIN-1671-12). Pleural effusions (PE) were obtained by therapeutic thoracentesis by physicians at the Hospital F. J. Muñiz (Buenos Aires). The research was carried out in accordance with the Declaration of Helsinki (2013) of the World Medical Association and was approved by the Ethics Committees of the Hospital F. J. Muñiz and the Academia Nacional de Medicina de Buenos Aires (protocol number: NIN-1671-12). Written informed consent was obtained before sample collection. The diagnosis of TB pleurisy was based on a positive Ziehl–Nielsen staining or Lowestein–Jensen culture from PE and/or histopathology of pleural biopsy and was further confirmed by an Mtb-induced IFN-γ response and an ADA-positive test (27). Mononuclear cells from peripheral blood (PB) and PE were isolated by Ficoll-Hypaque gradient centrifugation (Pharmacia, Uppsala, Sweden), as described previously (25, 28).

Likewise, monocytes from HS were isolated from buffy coat provided by Etablissement Français du Sang, Toulouse, under contract 21/PLER/TOU/IPBS01/2013-0042. According to articles L1243-4 and R1243-61 of the French Public Health Code, the contract was approved by the French Ministry of Science and Technology (agreement number AC 2009-921). Donors signed and provided written informed consents before sample collection.

Preparation of Pool of Sera and Tuberculous PE

The cell-free supernatant from tuberculous PE and sera was transferred into new plastic tubes, further centrifuged at 12,000 g for 10 min and aliquots were stored at −80°C. Pools were prepared by mixing same amounts of eight individual PE or serum. The pools were de-complemented at 56°C for 30 min, and filtered by 0.22 μm in order to remove any remaining debris or residual bacteria.

Preparation of Human Monocyte-Derived Macrophages From HS and TB Patients

Monocytes from HS or TB patients were isolated and differentiated into macrophages as previously described (25, 28). Briefly, purified CD14+ monocytes from HS were differentiated for 5–7 days in RPMI-1640 medium (GIBCO), 10% fetal bovine serum (FBS, Sigma-Aldrich), and human recombinant macrophage colony-stimulating factor (M-CSF, Peprotech) at 10 ng/mL. The cell medium was renewed every 3 or 4 days. Thereafter, macrophages were treated with IL-4 (Peprotech) at 20 ng/mL to induce the M(IL-4) program, 10% v/v of a pool of sera from HS or TB patients, or of acellular fraction of TB PE for 48 h. Untreated cells under differentiation with M-CSF only were considered as part of the M(M-CSF) program.

Alternatively, monocyte isolation and purification was done as previously published (29). Succinctly, following Ficoll gradient enrichment, monocytes were purified using positive selection with anti-CD14 microbeads and MACS separation columns (Miltenyi Biotec), according to manufacturer’s instructions. For macrophage differentiation, monocytes were allowed to adhere to glass coverslips (VWR international) in 6-well or 24-well plates (Thermo Scientific), at 1.5 × 106 and 3 × 105 cells/well, respectively, for 2 h at 37°C in warm RPMI-1640 medium (GIBCO). The medium was then supplemented to a final concentration of 10% FBS (Sigma-Aldrich) and human recombinant M-CSF (Peprotech) at 20 ng/ml, and the cells were allowed to differentiate for 5 days. The cell medium was renewed at day 3 or 4 of culture. At day 5, macrophages were activated for 48 h with 1 μg/ml of lipopolysaccharide (LPS, Invivogen) and 2.5 ng/ml of IFN-γ (Miltenyi Biotec) to induce the M(LPS + IFN-γ) program, and with 20 ng/ml of IL-4 (Miltenyi Biotec) for the M(IL-4) program.

Flow Cytometry

Cells from TB patients and related controls from HS (2 × 105 cells) were labeled as described above and acquired in a FACSAria II cytometer (BD Biosciences). The monocyte–macrophage population was gated according to its forward scatter (FSC) and size scatter (SSC) proprieties. The percentage of positive cells and the median fluorescence intensity (MFI) were analyzed using FCS Express V3 software (De Novo Software, Los Angeles, CA, USA). In the context of macrophage activation programs, the CLR expression was analyzed by flow cytometry using antibodies (general dilution of 1:400) against DC-SIGN and Dectin-1 from R&D Systems, and MRC1 from BD Pharmingen (San Diego, CA, USA). Concerning the cellular content in PE fluid from TB patients, DC-SIGN expression was also analyzed by flow cytometry in mononuclear cells, gating within the CD14+ population and using human anti-DC-SIGN (R&D Systems).

Alternatively, the antibody staining of macrophages was performed as previously described (29). Adherent cells were collected using the Cell Dissociation Buffer according to manufacturer’s instructions (Life Technologies), centrifuged for 5 min at 340 g at 4°C, and then stained in cold FACS buffer (PBS pH 7.2, 5% BSA) for 25 min with the indicated fluorophore-conjugated antibodies using a general dilution of 1:400. The antibodies were the following: CD16 (FCGR3A), PD-L1 (CD274), CD11b (MAC-1) and CD14 from Biolegend; CD163 (SCARI1), CD86 (B7-2), CD64 (FCGR1A), CD36 (SCARB3), CD11c (ITGAX), IL-7R (CD127), MRC1, and DC-SIGN from BD Biosciences; MerTK (Tyro12) from R&D system, and HLA-DR from Santa Cruz Biotechnology. In parallel, we also performed the staining with the corresponding isotype control antibody. Afterward, the cells were washed with cold FACS buffer, centrifuged for 5 min at 340 g at 4°C, and analyzed by flow cytometry using LSR-II flow cytometer (BD Biosciences). Data was then acquired and analyzed using the FlowJo 7.6.5 software.

siRNA Silencing of DC-SIGN and Dectin-1

The siRNA gene silencing in human primary macrophages was performed using the forward transfection approach, as previously described (29). Briefly, macrophages differentiated at day 5 were transfected using the lipid-based HiPerfect system (Qiagen) and an ON-TARGETplus SMARTpool siRNA targeting DC-SIGN (siDC-SIGN) and Dectin-1 (siDectin-1), or a non-targeting siRNA (siControl) (Dharmacon), at a final concentration of siRNA at 200 nM. Of note, for the simultaneous inactivation of two genes, the working siRNA concentration combined for DC-SIGN and Dectin-1 did not exceed the final concentration of 200 nM, as previously published (29, 30). After 6 h, RPMI-1640 medium supplemented with M-CSF (10 ng/ml) was added to each well, and the cells were allowed to recuperate overnight. The following day, IL-4 (20 ng/ml) was added to the transfected macrophages in order to induce the M(IL-4) program along with the CLR expression for an additional 72 h (or as indicated). The inactivation for DC-SIGN and Dectin-1 was confirmed by flow cytometry in non-permeabilized cells at the indicated time points post-transfection. Cell viability was determined by using the Annexin-V-FITC kit designed for flow cytometry. Cell viability was defined as cells negative for either Annexin-V-FITC and/or propidium iodide. For the upregulation of co-stimulatory molecules, control and DC-SIGN-depleted M(IL-4) macrophages were stimulated with LPS (1 μg/ml) for 24 h, and the cell-surface marker expression was assessed by flow cytometry.

Blocking and Stimulation of DC-SIGN and Dectin-1 Receptors

Human macrophages were differentiated at day 5, and activated with IL-4 (20 ng/ml) for additional 48 h. At day 7, the M(IL-4) macrophages were washed with warmed RPMI-1640 medium supplemented with M-CSF (10 ng/ml) and pre-incubated for 30 min with 10 μg/ml blocking antibodies specific to either Dectin-1 (MAB1859, R&D Systems) or DC-SIGN (ab13847, abcam), or both. As a control, M(IL-4) macrophages were incubated with an irrevelevant antibody (Ab-Control). For efficient stimulation of Dectin-1, M(IL-4) macrophages were treated with cytochalasin D (1 μg/ml, C8273, SIGMA) in combination with purified β-glucan from Saccharomyces cerevisiae (10 μg/ml, G5011, SIGMA), as previously described (31); for DC-SIGN, cells were stimulated with 10 μg/ml of ManLAM (kindly provided by Dr. Jerome Nigou, IPBS/CNRS); and for TLR-4, cells were stimulated with 1 μg/ml of LPS. After 24 h, the supernatants were collected and stored at −80°C until further use for ELISA analysis.

Mtb Strain, Culture, and Preparation for Infection

All manipulation with Mtb (H37Rv strain) was performed in a dedicated BSL-3 laboratory. Mtb was cultured at 37°C in Middlebrook 7H9 medium (Difco) supplemented with 10% albumin-dextrose-catalase (Difco) and 0.05% Tween-80 (Sigma-Aldrich). For infection, exponentially growing Mtb was centrifuged (2,000 g) for 15 min, and resuspended in 1x phosphate buffered saline (PBS). Clumps were dissociated by passages through a 26-G needle, and then resuspended in RPMI-1640 containing 10% FBS. The mycobacterial concentration was determined by measuring optical density at 600 nm [OD600]. For binding experiments, the GFP-expressing Mtb (H37Rv) strain was generated and cultivated as previously published (20).

RNA Extraction and Transcriptomic Analysis

Control and DC-SIGN-depleted M(IL-4) macrophages (approximately 1.5 million cells) were infected with Mtb at a multiplicity of infection (MOI) of 3 bacteria to 1 cell in RPMI-1640 with 10% FBS for 4 h. The cells were then washed twice with 1x PBS. At this point, the cells were either treated with TRIzol Reagent (Invitrogen) to harvest at 4 h postinfection (p.i.) and stored at −80°C, or cultured with RPMI-1640 with 10% FBS overnight. The procedure with the TRIzol reagent was repeated the following day to harvest at 18 h p.i. and stored at −80°C. Total RNA was extracted from the TRIzol samples using the RNeasy mini kit (Qiagen). The amount and purity of RNA (absorbance at 260/280 nm) was measured with the Nanodrop ND-1000 apparatus (Thermo Scientific). Complementary DNA was reverse transcribed from 1 μg total RNA with Moloney murine leukemia virus reverse transcriptase (Invitrogen) using random hexamer oligonucleotides for priming, according to the manufacturer’s protocol. The microarray analysis was done using the Agilent Human GE 4 × 44 v2 (single color), as previously described (32). Briefly, the hybridization was performed with 2 μg Cy3-cDNA and the hybridization kit (Roche NimbleGen). According to manufacturer’s protocol, the samples were incubated for 5 min at 65°C, and 5 min at 42°C before loading for 17 h at 42°C. After washing, the microarrays were scanned with MS200 microarray scanner (Roche NimbleGen). Using Feature Extraction software, the Agilent raw files were extracted and then processed through Bioconductor (version 3.1) in the R statistical environment (version 3.2.0). A careful assessment of the quality of the hybridization, evaluation of the sampling method and normalization of the expression values was done as previously published (32). We then obtained the differentially expressed genes (DEGs) between control and DC-SIGN-depleted M(IL-4) macrophages at each time point after Mtb infection based on false discovery rate (t-test, P < 0.1) and a threshold of twofold change in the comparison between the two conditions. The normalized values for the entire microarray analysis and the determined DEGs are provided in Tables S1–S3 in Supplementary Material. Finally, DEGs were analyzed with QIAGEN’s Ingenuity® Pathway Analysis (IPA®, QIAGEN Redwood City, www.qiagen.com/ingenuity).

qRT-PCR Analysis

The amplification of RNA was performed with an ABI Prism 7500 Sequence Detector (Applied Biosystems) using the PCR SYBR Green sequence detection system (Eurogentec, Seraing, Belgium). Primers are listed in Table S4 in Supplementary Material. Data were analyzed using the software supplied with the Sequence Detector (Applied Biosystems). The mRNA content was normalized to the metastatic lymph node protein 51 (MLN51) mRNA and quantified using the ΔΔCt method.

Semi-Quantitative Cytokine/Chemokine Antibody Array Assay and Quantitative ELISA

Control and DC-SIGN-depleted M(IL-4) macrophages were infected with Mtb at MOI of 3. Supernatants were harvested at 4 and 18 h p.i., centrifuged (2,000 g) for 10 min, passed through filters (0.22 μm pores) and stored at −80°C. With the use of the Human Cytokine Antibody Array C Series 1000 (RayBiotech), we assessed the supernatant content in terms of cytokine and chemokines following the manufacturer’s instructions, as previously described (33). We used Amersham Hyperfilm ECL (GE Healthcare) to detect individual signals, and the GS-800 calibrated densitometer (Bio-Rad) to quantify these signals. As instructed, the positive control signal on each array was used to normalize the rest of the detected signals. In parallel, cytokine quantification was measured in cell supernatants by ELISA using kits from BD Bioscience (TNFα, IL-6, and IL-10), according to manufacturer’s instructions.

Binding and Phagocytosis of Mtb

As previously described (19), control and DC-SIGN-depleted M(IL-4) macrophages were infected with the GFP-expressing Mtb strain, at a MOI of 5 for 4 h, at either 4°C or 37°C, in order to assess binding and phagocytosis, respectively. Cells were then washed with 1× PBS (without calcium and magnesium), collected using the Cell Dissociation Buffer, centrifuged for 5 min at 340 g at 4°C, fixed with 4% PFA for 2 h, washed with 1× PBS and resuspended in FACS buffer. Cells were then analyzed by flow cytometry.

Measurement of Mtb Intracellular Growth

Macrophages were washed with PBS and then infected with Mtb at a MOI of 0.2 bacteria/cell in RPMI-1640 with 10% FBS for 4 h. Cells were then washed twice with 1x PBS before addition of RPMI-1640/10% FBS. At the indicated time points, the cells were lysed in 0.01% Triton X-100 (Sigma-Aldrich), and serial dilutions of the lysates were plated onto 7H11-Oleic Albumin Dextrose Catalase (Difco) agar medium for CFU scoring.

Statistical Analyses

Two-tailed Wilcoxon (matched-paired test) was applied to compare the M(IL-4) macrophage population under two conditions (siControl versus siDC-SIGN). Two-tailed unpaired t-test (parametric) was applied on data sets with a normal distribution, whereas one-tailed unpaired Mann–Whitney (nonparametric) was done for data not showing a normal distribution and where the outcome was already expected, as indicated for each figure legend. P < 0.05 was considered as the level of statistical significance.

RESULTS

DC-SIGN-Expressing Macrophages Are Present in Pulmonary Lesions of NHP Infected With Mtb

Tuberculous granulomas have organized microenvironments that presumably balance the antimicrobial functions to control bacteria growth and anti-inflammatory properties to limit pathology in the lung (34). Recently, others and we have detected the high abundance of an M2-like macrophage population in tuberculous granulomas in the context of pulmonary lesions of NHPs with severe TB (25, 35). Here, we further investigated whether DC-SIGN-expressing macrophages are present in these samples derived from Mtb-infected rhesus macaques, which displayed different levels of lung pathology. In samples from NHPs exhibiting a low pathological score in lungs, immunohistochemical analyses revealed the low presence of CD68+ macrophages and DC-SIGN-expressing cells in areas where leukocyte infiltrate was also detected by HE staining (Figure 1A). By contrast, in samples from animals characterized by a high lung pathological score, we observed not only the characteristic necrotic lung granuloma and CD68+ macrophages abundantly infiltrating the interstitial lung tissue, but also the increased number of DC-SIGN-expressing cells in these areas (Figure 1A). To determine whether DC-SIGN is expressed by M2 macrophages in the context of tuberculous granulomas, we also performed an additional staining for CD163 and MerTK, two strong markers of M2 macrophages. As shown for Figure 1B, DC-SIGN-expressing cells localized at the granuloma periphery and alveoli, where CD163+ and MerTK+ macrophages are also found. Importantly, co-localization analysis revealed the presence of cells positive for DC-SIGN within CD68+ (41 ± 20%, n = 893 counted cells) and CD163+ (27 ± 3%, n = 754 counted cells) macrophage populations (Figure 1C). These analyses demonstrate that the environment generated during pulmonary TB is associated with enhanced DC-SIGN expression in CD68+ and CD163+ macrophages, which become accentuated in NHPs with severe TB as previously described (25).
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FIGURE 1 | DC-SIGN-expressing macrophages are present in pulmonary lesions of non-human primates (NHP) infected with Mtb. (A) Representative immunohistochemical images illustrating the distribution of CD68 (middle row) and DC-SIGN (bottom row), among areas where leukocyte infiltration (top row) is detected by hematoxylin and eosin (HE), in pulmonary tissue and granulomas of NHP with very mild (left columns) and severe (right columns) pathology. (B) Representative immunohistochemical images illustrating the distribution of DC-SIGN, CD163, and MerTK in areas where leukocyte infiltration is detected by HE, such as in granulomas of NHP with severe pathology. (C) Left panel: immunostaining of DC-SIGN (green: Alexa-488) and CD68 (red: Alexa-555) in lung tissue of NHP with severe pathology; right panel: immunostaining of DC-SIGN (green: Alexa-488) and CD163 (red: Alexa-555) in lung tissue of NHP with severe pathology. Green arrow points out a cell positive for DC-SIGN only; red arrow a cell positive for CD68 or CD163 only; and yellow arrow for a cell positive for both DC-SIGN and CD68/CD163. Scale bar = 10 μm.



Human Tuberculosis-Associated Microenvironment Induces DC-SIGN Expression in Macrophages

Our group previously reported that, in lungs, DC-SIGN expression is induced specifically in alveolar macrophages of patients with active TB (19). Using samples obtained from patients with active TB, we expanded our assessment of DC-SIGN expression in the context of macrophage activation. First, we isolated and differentiated monocytes from HS or TB patients into macrophages. Macrophages were activated toward the M(IL-4) program and the expression of DC-SIGN was measured by flow cytometry analysis. Our results revealed that, unlike unactivated macrophages [M(M-CSF)], DC-SIGN expression was accentuated in M(IL-4) macrophages and with a higher tendency (albeit not significant) in TB patients (Figure 2A). Second, we induced the activation of macrophages (derived from HS monocytes) with cell-free supernatants from sera or PE from TB patients (TB-S and TB-PE, respectively). We noticed that while sera from either HS or TB patients failed to induce DC-SIGN expression, TB-PE significantly increased the cell-surface level for this CLR (Figure 2B). Last, we measured DC-SIGN expression directly in the CD14+ cell population present in the circulation or PE of TB patients. We failed to observe the presence of DC-SIGN-expressing CD14+ blood monocytes in either HS or TB patients. Strikingly, however, we detected DC-SIGN highly expressed in all CD14+ monocyte/macrophages collected in TB-PE (Figure 2C). Altogether, these results demonstrate that TB-associated environments are capable to induce DC-SIGN expression in the context of human macrophage activation.
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FIGURE 2 | Human tuberculosis-associated microenvironment induces DC-SIGN expression in macrophages. (A) DC-SIGN expression is induced in M(IL-4) macrophages from TB patients. Freshly isolated monocytes from healthy subjects (HS, white) and TB patients (TB, black) were differentiated into macrophages using M-CSF. At day 5, the cells were activated with IL-4 (20 ng/ml) for 48 h to induce the M(IL-4) macrophage program. Otherwise, macrophages were kept under M-CSF to fully establish the M(M-CSF) program. The cells were harvested and the DC-SIGN expression was analyzed by flow cytometry. Vertical bar graphs depicting the median fluorescent intensity (MFI) of DC-SIGN expression in the different cell populations. Results are expressed as mean ± SD (n = 10 donors). (B) DC-SIGN expression is induced by pleural fluid from TB patients. Freshly isolated monocytes from HS were differentiated into macrophages using M-CSF. At day 5, the cells were activated for 48 h with sera from HS (HS-S, black) and TB patients (TB-S, gray), acellular pleural fluid from TB patients (TB-PE, white), and IL-4 (20 ng/ml, vertical stripes). The cells were harvested and the DC-SIGN expression was analyzed by flow cytometry. Vertical bar graphs depicting the MFI of DC-SIGN expression in the different cell populations. Results are expressed as mean ± SD (n = 13 donors). (C) DC-SIGN-expressing macrophages are present in the pleural cavity of TB patients. Mononuclear cells were isolated either from peripheral blood from HS (HS-PB) and TB patients (TB-PB), or from the pleural effusions from TB patients (TB-PE), and the expression of DC-SIGN was analyzed on the CD14+ population by flow cytometry. Results are expressed as vertical scatter plots showing the MFI of DC-SIGN for each population; each individual symbol represents a single donor. Two-tailed t-test (unpaired/parametric): *P < 0.05, **P < 0.01, ***P < 0.001, ****P < 0.0001, NS = not significant.



Depletion of DC-SIGN Expression Does Not Affect Cell Viability nor the Establishment of the M(IL-4) Macrophage Program

In the context of the most commonly studied in vitro programs of human macrophage activation [i.e., M(LPS + IFNγ) and M(IL-4)], DC-SIGN is a reliable cell-surface marker for M(IL-4) macrophages (22, 23). To confirm this, we differentiated freshly isolated CD14+ monocytes from healthy donors into macrophages. We activated macrophages toward M(IL-4) and M(LPS + IFNγ), and then assessed the cell-surface marker profile of these cell populations by flow cytometry. While we noticed that expression of DC-SIGN and other markers varies dramatically between donors (in terms of MFI), we still detected a significantly higher cell-surface expression of DC-SIGN in M(IL-4) in comparison to M(LPS + IFNγ) macrophages (Figure S1A in Supplementary Material). Its expression was accompanied by that of Dectin-1 and MRC1, a bona fide M(IL-4) macrophage marker (22). We also observed a higher expression (albeit not significant) of CD11b and CD36 in M(IL-4) compared to M(LPS + IFNγ) cells (Figure S1A in Supplementary Material). By contrast, M(LPS + IFNγ) were distinguished by significant elevated levels of CD64, CD86, and PD-L1 (Figure S1A in Supplementary Material). These results confirm that DC-SIGN is exclusively expressed in M(IL-4) macrophages, thus making it an ideal cell model to study the role of this CLR in human macrophages.

With the aim to examine the role of DC-SIGN in the activation of the M(IL-4) program, we made use of a lipid-based siRNA-mediated gene silencing protocol we recently developed (29, 30). Macrophages were transfected with siRNA targeting this CLR (siDC-SIGN) or with non-targeting scrambled siRNA control (siControl), and these cells were then stimulated with IL-4 to activate the M(IL-4) program. As expected, while the MFI of DC-SIGN expression augmented under 72 h treatment with IL-4 in control cells, the induction of DC-SIGN was minimal in cells transfected with siRNA targeting this CLR (Figure S1B in Supplementary Material). In addition, cell viability was not affected after depletion of DC-SIGN for 72 h post-transfection (Figure S1B in Supplementary Material). Similar results in terms of DC-SIGN depletion and cell viability were obtained at 96, 120, and 144 h post-transfection (data not shown). Importantly, we noticed that DC-SIGN-depleted macrophages differentiate normally toward the M(IL-4) program (Figure S2A in Supplementary Material), and up-regulate co-stimulatory receptors when challenged with LPS (Figure S2B in Supplementary Material), as compared to control cells. Therefore, the inactivation of DC-SIGN in M(IL-4) macrophages appears to have no major consequences at steady state conditions or in response to LPS challenge.

The Pro-Inflammatory Response of M(IL-4) Macrophages Against Mtb Is Regulated by DC-SIGN

To explore the role of DC-SIGN in the M(IL-4) macrophage response to Mtb, we performed a genome-wide transcriptome analysis of cells expressing DC-SIGN (siControl) or not (siDC-SIGN) challenged with Mtb at different time points. In general, DC-SIGN-depleted M(IL-4) macrophages displayed a broad DEG profile when compared to control cells. At 4 h postinfection (p.i.), we observed that the majority of genes that are upregulated in DC-SIGN-depleted M(IL-4) macrophages are of pro-inflammatory nature, such as interferon alpha inducible protein (IFI27), IL-6, Oncostatin M (OSM), CXCL1, IL-17RB, and IL-1β, among others (Tables S1 and S2 in Supplementary Material). By contrast, we observed very few genes downregulated in DC-SIGN-depleted M(IL-4) macrophages, including FCER1A (FcERI), CD1B, CCL17 (TARC), and DC-SIGN, among others (Tables S1 and S2 in Supplementary Material). At 18 h p.i., the pro-inflammatory tendency is further accentuated in the DEG that becomes upregulated in DC-SIGN-depleted M(IL-4) macrophages (Figure S3A and Tables S1 and S3 in Supplementary Material). For example, Ingenuity pathway analysis indicated that the DEG in these cells formed a network centered on NF-κB, a master transcription factor that regulates the pro-inflammatory response against infection (Figure S3A and Table S1 in Supplementary Material). Similar to 4 h p.i., there were few genes that were downregulated in in DC-SIGN-depleted M(IL-4) macrophages when compared to control cells at 18 h p.i., including DC-SIGN (Figure S3A and Tables S1 and S3 in Supplementary Material). Importantly, we confirmed the higher expression of the pro-inflammatory genes, and the downregulation of DC-SIGN, at 18 h p.i. by qPCR analysis (Figure 3A). Of note, the mRNA expression of IL-10 was not affected significantly in the absence of DC-SIGN (Figure 3A).
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FIGURE 3 | DC-SIGN regulates the pro-inflammatory response by M(IL-4) macrophages against Mtb. Human monocytes were differentiated into macrophages using M-CSF. At day 5, macrophages were transfected with siRNA targeting DC-SIGN (siDC-SIGN) or a non-targeting siRNA (siControl). The following day, the cells were activated with IL-4 (20 ng/ml) for 48 h to induce M(IL-4) program. The cells were then infected with Mtb at multiplicity of infection (MOI) of 3 bacteria to 1 cell. At 18 h p.i., the cells were harvested and their supernatant collected. Assessment of (A) gene mRNA expression by qRT-PCR analysis, and (B) cytokine and chemokine content by semi-quantitative antibody array. Vertical bar graphs illustrate the fold change of mRNA/protein levels in siDC-SIGN over siControl macrophages; “0” was set arbitrarily to represent no change. Results are expressed as mean ± SD (n = 4 donors). One-tailed Mann–Whitney (unpaired/nonparametric): *P < 0.05. (C) Assessment of cytokines by ELISA analysis. Results are expressed as before-and-after plot for the indicated genes (n = 11 donors). Each circle within the plots represents a single donor. Two-tailed Wilcoxon (matched-paired/nonparametric): P < 0.05 was considered as the level of statistical significance.



At the protein level, we performed a dedicated antibody-based membrane array to assess the cytokine and chemokine content in the culture medium collected from DC-SIGN-depleted and control M(IL-4) macrophages at 18 h p.i. with Mtb. Again, we observed the shift toward a pro-inflammatory profile in DC-SIGN-depleted M(IL-4) macrophages as they secreted more IL-6, TNF, and CXCL1, among other cytokines and chemokines, compared to the supernatant content from siControl cells (Figure 3B). By contrast, the secretion of anti-inflammatory factors such as vascular endothelial growth factor A (VEGFA), thrombopoietin (THPO), TNF receptor superfamily member 10C (TNFRSF10C/TRAIL-R3) and 10D (TNFRSF10D/TRAIL-R4), among others, was downregulated in the absence of DC-SIGN (Figure 3B). Finally, we validated by ELISA analysis the high level of both IL-6 and TNF in the supernatant content of DC-SIGN-depleted M(IL-4) macrophages in comparison to that of control cells (Figure 3C). Similar to RNA levels, we observed no differences in the secretion of IL-10 in the absence of DC-SIGN, as measured both by the antibody-based membrane arrays and ELISA (Figures 3B,C).

Collectively, these results suggest that the expression of DC-SIGN restrain the pro-inflammatory capacity of M(IL-4) macrophages in response to Mtb.

Inactivation of DC-SIGN Expression in M(IL-4) Macrophages Reduces the Intracellular Mtb Burden

While macrophages from the M2 spectrum of activation are associated with intracellular pathogen permissivity (6), it was previously shown that activation of human macrophages with IL-4 enhances the microbicidal capacity against Mtb in a dose-dependent manner (24). To assess the role of DC-SIGN in the control Mtb intracellular growth, we first conducted flow cytometry-based experiments using a fluorescent Mtb strain (H37Rv-eGFP) to determine the capacity of M(IL-4) macrophages to bind and internalize the bacillus when DC-SIGN is inactivated. To our surprise, we noticed that both parameters were equally performed by control and DC-SIGN-depleted M(IL-4) macrophages (Figure 4A). Next, we carried out the CFU assays. At 4 h p.i., we confirmed that DC-SIGN-depleted M(IL-4) macrophages displayed normal levels of bacteria internalization compared to control cells (Figure 4B). However, when DC-SIGN is depleted, Mtb intracellular growth is better restricted at day 3, 5, and 7 p.i. compared to control M(IL-4) macrophages (Figure 4B). These results indicate that the expression of DC-SIGN renders M(IL-4) more permissive to intracellular growth by Mtb.
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FIGURE 4 | Different roles for DC-SIGN in the M(IL-4) macrophage–Mtb interaction. Human monocytes were differentiated into macrophages using M-CSF. At day 5, macrophages were transfected with siRNA targeting DC-SIGN (siDC-SIGN, white) or a non-targeting siRNA (siControl, black). The following day, the cells were activated for 48 h with IL-4 (20 ng/ml) to induce M(IL-4) program. (A) DC-SIGN expression in M(IL-4) macrophages is redundant for the binding and internalization of Mtb. Control and DC-SIGN-depleted macrophages were tested for the capacity to bind (at 4°C, left) or phagocytose (at 37°C, right) the Mtb strain expressing GFP during 4 h of challenge. Bar graphs illustrate the median fluorescent intensity (MFI) of cells positive for GFP, as measured by flow cytometry analysis. Results are expressed as mean ± SD (n = 4 donors). NS, not significant. (B) DC-SIGN influences the capacity of M(IL-4) macrophages to control the Mtb intracellular burden. The cells were infected with Mtb (MOI of 0.2 bacteria to 1 cell) and the intracellular growth of the bacteria was followed at 4 h (day 0), 72 h (day 3), 120 h (day 5), and 168 h (day 7), as measured by colony forming unit (CFU) assays. Results are expressed as vertical scatter plots showing the CFU scoring per ml; each circle represents a single donor. Two-tailed Wilcoxon (matched-paired/nonparametric): *P < 0.05; NS, not significant.



DC-SIGN Interferes Negatively With the Activation of M(IL-4) Macrophages Triggered by Dectin-1 in Response to Mtb

Dectin-1 is an important CLR expressed in human dendritic cells that activates a pro-inflammatory response distinguished by IL-6, TNF, IL-23, and IL-1β, against Mtb (36). Using our siRNA-mediated gene silencing method (29), we inactivated the expression of Dectin-1 in M(IL-4) macrophages and confirmed its pro-inflammatory role in the response to challenge with Mtb, as reflected by the decrease of IL-6 secretion (as an example of the pro-inflammatory response) at 18 p.i. (Figure 5A; Figure S4 in Supplementary Material). Importantly, simultaneous inactivation of Dectin-1 and DC-SIGN resulted in a similar IL-6 secretion as Dectin-1 inactivation alone, indicating that the high levels observed for this cytokine in DC-SIGN-depleted M(IL-4) macrophages are dependent on the Dectin-1 signaling pathway (Figure 5A; Figure S4 in Supplementary Material). By contrast, the production of IL-10 was not affected by the inactivation of either DC-SIGN or Dectin-1 (Figure S5A in Supplementary Material). In terms of bacterial burden, we found that Dectin-1 depletion rendered the M(IL-4) macrophages more susceptible to Mtb growth (Figure 5B; Figure S4 in Supplementary Material). Moreover, simultaneous inactivation of both CLRs fully reversed the lower CFU counts observed when DC-SIGN is inactivated alone, suggesting that Dectin-1 depletion is dominant over that of DC-SIGN (Figure 5B; Figure S4 in Supplementary Material).
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FIGURE 5 | DC-SIGN interferes negatively with the activation of M(IL-4) macrophages triggered by Dectin-1. Human monocytes were differentiated into macrophages using M-CSF. At day 5, the macrophages were transfected with siRNA targeting DC-SIGN (siDC-SIGN, squares) and Dectin-1 (siDectin-1, upward triangle), both siRNAs (siDKO, downward triangle), or a non-targeting siRNA (siControl, circles). The following day, the cells were activated with IL-4 (20 ng/ml) for 48 h to induce M(IL-4) program and the C-type lectin receptor expression. (A) Assessment of IL-6 secretion by ELISA analysis. The cells were infected with Mtb at MOI of 3 bacteria to 1 cell. At 18 h p.i., the supernatant from these cells was collected. Results are expressed as vertical scatter plots, and as mean ± SD (n = 7 donors). (B) Assessment of Mtb intracellular growth by colony forming unit (CFU) assay. The cells were infected with Mtb (MOI of 0.2 bacteria to 1 cell), and the intracellular growth of the bacteria was followed at 4 h (day 0, left) or 120 h (day 5, right). Results are expressed as vertical scatter plots, and as mean ± SD (n = 8 donors). Two-tailed Wilcoxon (matched-paired/nonparametric): *P < 0.05, **P < 0.01; NS, not significant. (C,D) Upon differentiation until day 5, macrophages were then activated with IL-4 for 48 h. Prior to stimulation, M(IL-4) macrophages were pre-treated for 30 min with blocking antibodies for either DC-SIGN or Dectin-1, or both. An irrelevant antibody was used as a control. M(IL-4) macrophages were then treated with either (C) cytochalasin D (1 μg/ml), β-glucan (10 μg/ml) and ManLAM (10 μg/ml), or (D) LPS (1 μg/ml) and ManLAM (10 μg/ml). After 24 h, the supernatants were collected and the production of IL-6 was measured by for ELISA analysis.



To better understand the potential crosstalk between these receptors in the generation of a pro-inflammatory response (e.g., IL-6 production), we employed the use of the ligands β-glucan and ManLAM to stimulate specifically Dectin-1 and DC-SIGN, respectively. As a control for macrophage activation, we used LPS as the ligand for TLR-4. As illustrated in the Figures 5C,D, we noticed that the stimulation of M(IL-4) macrophages with β-glucan and ManLAM induces the production of IL-6, albeit to a lower level than that obtained with LPS and ManLAM. Interestingly, while the use of a blocking antibody targeting DC-SIGN resulted in the upregulation of IL-6 after stimulation with β-glucan and ManLAM (Figure 5C), it failed to do so upon stimulation with LPS and ManLAM (Figure 5D). As expected, the use of a blocking antibody targeting the Dectin-1 receptor diminished the production of IL-6 induced by β-glucan and ManLAM (Figure 5C), but it had no effect on the production driven by the stimulation with LPS and ManLAM (Figure 5D). Likewise, simultaneous blocking of DC-SIGN and Dectin-1 resulted in a diminished production of IL-6 upon stimulation only with by β-glucan and ManLAM (Figure 5C), and not with LPS and ManLAM (Figure 5D). Of note, the crosstalk between DC-SIGN and Dectin-1 is specific for IL-6 because the production of the anti-inflammatory IL-10 was not affected (Figures S5B,C in Supplementary Material).

Altogether, these findings support a role of DC-SIGN in interfering negatively with the pro-inflammatory response triggered by Dectin-1 during Mtb infection of M(IL-4) macrophages.

DISCUSSION

This study highlights a dual role for DC-SIGN as, on the one hand, being a host factor granting advantage for Mtb to parasitize macrophages and, on the other hand, representing a molecular switch to turn off the pro-inflammatory response in these cells to potentially prevent potential immunopathology associated to TB. Notwithstanding, there are some limitations to this study that should be considered in the interpretation of results and derived conclusions. First, while our siRNA-mediated gene silencing protocol is effective in primary macrophages, without altering cell viability or biological functions (29), the expression of DC-SIGN is not totally abrogated. Prior to infection with Mtb, macrophages transfected with the siRNA targeting DC-SIGN still continue to express this CLR (albeit at minimal levels) upon activation with IL-4, ranging between 5 and 25% compared to control cells. Second, working with human primary macrophages introduces a high degree of biological variance compared to experiments done with human cell lines (e.g., THP-1) or bone marrow derived macrophages from congenic mice. Third, among membrane-anchored CLRs, there is a well-known functional redundancy that might cooperate in a coordinated immune response in favor or against Mtb infection (11, 37). Last, the context for which DC-SIGN is activated should be taken into account, as this CLR can mediate both immunosuppression and immunity (38). Indeed, there are multiple studies supporting the immunosuppressive role of DC-SIGN in macrophages during inflammatory contexts, including in autoimmunity and, just recently, in allotransplantation acceptance (38–40). Likewise, DC-SIGN is well known to play a pro-inflammatory role by enhancing the antigen-presentation process in human dendritic cells and inducing a strong activation of CD4+ and CD8+ T cells (41, 42). In the case of M(IL-4) macrophages, our findings on DC-SIGN should be taken within the immunosuppression context given that the nature of these cells is that of wound healers and tissue remodelers (22). In spite of these limitations, our study dealing with primary human cells in a TB context provides relevant data improving our knowledge on DC-SIGN.

We first described the presence of DC-SIGN-expressing macrophages in the pleural cavity of patients and in the lung tissue of NHP with active TB. The identification of a humanCD14+ macrophage population displaying high cell-surface levels of DC-SIGN, MRC1, and CD163, is supported by our previous finding describing the presence of the CD16hiCD163hiMerTKhi immunosuppressive macrophages in the pleural cavity of patients with active TB (25), and by our first report on DC-SIGN-expressing alveolar macrophages isolated from the bronchoalveolar lavage in patients with pulmonary TB (19). This suggests that a TB-associated environment favors the presence of macrophages with an M2-marker signature, including DC-SIGN expression. Interestingly, IL-4 is one of the most detected cytokines in TB PE, and thus making probably the responsible signal to induce DC-SIGN expression in cells at this site (43). IL-13 is another cytokine that is present in the pleural cavity of active TB patients (44), and that is probably responsible for the mediating DC-SIGN expression in macrophages since its signaling pathway is considered to be equivalent to that of IL-4 (22). At the pulmonary tissue level, while we detected DC-SIGN-expressing cells with a morphology typical of dendritic cells and lymphocytes (likely B cells), there were also numerous DC-SIGN-expressing cells which also co-express the macrophage marker CD68 and CD163. This is supported by previous reports describing the presence of M2-like cells in the context of tuberculous granulomas structures (25, 34, 35). Beyond the TB context, CD68+ macrophages expressing DC-SIGN were preferentially detected in granuloma lesions in lepromatous leprosy (45), as well as in granuloma-like structures in pathological conditions of dermatological diseases, like granuloma annulare and necrobiosis lipoidica (46). Altogether, these findings confirmed the presence of DC-SIGN-expressing macrophages in different contexts of active TB, which may not be able to mount an appropriate type-1 immune response against Mtb infection, and thus may likely contribute to the pathogenesis of this disease. While limited, these findings provide an important association between the abundance of DC-SIGN expressing macrophages and active TB, and they highlight the need to establish whether these cells actually play a pathophysiological role in this disease.

We demonstrated that DC-SIGN regulates the pro-inflammatory response of M(IL-4) macrophages during Mtb infection. Indeed, this inflammatory profile closely resembles the common response of macrophages to bacterial infections involving the upregulation of genes typical within the spectrum of M1 macrophages (6). If excessive or prolonged, the M1 macrophage response could then be deleterious for the host in terms of tissue damage or organ failure, as demonstrated during E. coli infection in baboon experimental peritonitis (47). In addition, a recent study in human microglia supports the immunosuppressive role for DC-SIGN in macrophages against inflammatory insults (40). Garcia-Vallejo et al. elegantly demonstrated that this CLR interacts with fucosylated glycans on myelin oligodendrocyte glycoprotein resulting in the synergistic upregulation of the TLR4-dependent production of the anti-inflammatory cytokine IL-10 in these macrophages. However, to our surprise, the IL-10 production appears not to be responsible for the dysregulation of pro-inflammatory signals in M(IL-4) macrophages. In human dendritic cells, the activation of DC-SIGN with mycobacterial ManLAM (or agonist antibodies) leads to the synergetic increase of IL-10 if it coincides with TLR4 stimulation with bacterial LPS (17, 48). Based on this well-established crosstalk, we expected the levels of IL-10 to be significantly lower in DC-SIGN-depleted M(IL-4) macrophages compared to control cells, and thus explaining the tilting toward a pro-inflammatory nature. It is likely that human M(IL-4) macrophages differ from dendritic cells (and other cells) in this respect. This is supported by our previous study showing that DC-SIGN does not potentiate IL-10 secretion in LPS-stimulated alveolar macrophages from TB patients, which highly expressed this CLR along with TLR4 (19). Moreover, another key study using humanized DC-SIGN mice demonstrated the anti-inflammatory role of this CLR in macrophages conferring protection against autoimmunity in intravenous immunoglobulin therapy, which is dependent on IL-4 and IL-33 but not IL-10 (39). It is worth mentioning that the physiological role of TLR4 remains to be proven in the context of TB. While Mtb-derived compounds can activate TLR4 in vitro (49, 50), it does not appear to affect the in vivo immune response against Mtb, as demonstrated in the mouse model (51, 52). Beyond IL-10, we showed a downregulation of protein levels involved in angiogenesis and vascularization (e.g., VEGFA), thrombopoiesis (e.g., THPO), and anti-apoptosis factors (e.g., TRAIL-R3, TRAIL-R4), in the absence of DC-SIGN during Mtb infection. These results infer a decrease of homeostatic functions such as tissue repair and remodeling, which are hallmark functional properties of M(IL-4) macrophages (22, 53, 54), and they support an immunosuppressive role for DC-SIGN in M(IL-4) macrophages that seems independent on the potentiation of IL-10 production, which may represent yet another way for Mtb to control NF-κB-driven pro-inflammatory signals.

We determined that DC-SIGN expression in M(IL-4) macrophages affects their capacity to control the Mtb burden. To our knowledge, this is the first time that deficiency of DC-SIGN in human cells is shown to directly improve the control of bacterial load in the context of infection. This improved control of Mtb burden is neither due to defects in the differentiation or activation of M(IL-4) macrophages, nor due to deficient bacterial recognition or intake by these cells, in the absence of DC-SIGN. In terms of binding, we were greatly surprised that DC-SIGN-depleted M(IL-4) macrophages were able to bind and phagocytose Mtb at the same level as control cells. In the context of DC-SIGN-expressing alveolar macrophages from TB patients, and of the human monocytic cell line expressing DC-SIGN (THP-1:DC-SIGN), we convincingly demonstrated in the past that this CLR contributed majorly to the binding and infection of these cells by Mtb (19). However, one postulate governing M(IL-4) macrophages is the acquisition of an entirely different phagocytic receptor repertoire compared to other macrophages and cell types (22). In addition to DC-SIGN, these cells are characterized by MRC1, MSR1 (macrophage scavenger receptor 1), Dectin-1, DCIR (CLEC4A), DCL-1 (CLEC13A), MGL (CLEC10A), CD36, MS4A4A (CD20-L1), and CD23 (CLEC4J), among others. Thus, it is most likely that the absence of DC-SIGN is compensated by the high abundance of these receptors in M(IL-4) macrophages unlike other cells. Recently, we described that human DC-SIGN-depleted M(IL-4) macrophages became resistant to Leishmania infantum infection (30). This improved control of parasite infection was dependent on the high production of IL-1β in macrophages lacking DC-SIGN. In fact, we demonstrated that DC-SIGN downregulated the mRNA expression of LTA4H (leukotriene A4 hydrolase), whose enzymatic activity is critical for LTB4 (leukotriene B4) synthesis, and consequently, for the caspase-1-dependent production of IL-1β. In the TB context, this is not the case for DC-SIGN. While we confirmed a significant augmentation of the IL-1β mRNA, we did not observe a change in the levels of IL-1β and LTB4 proteins, nor in the LTA4H mRNA expression, in DC-SIGN-depleted M(IL-4) macrophages at 18 h p.i. (data not shown). Furthermore, there were no changes in mRNA expression of antimicrobial peptides (based on the transcriptomic data), the production of reactive oxygen species, nor in the autophagy flux, between DC-SIGN-depleted and control M(IL-4) macrophages at 18 h p.i. (data not shown). Therefore, we inferred there might be alternative microbicidal mechanisms affected by DC-SIGN expression in M(IL-4) macrophages to control the bacilli intracellular burden.

Finally, we shed light on the capacity of DC-SIGN to regulate the pro-inflammatory response and control of bacterial burden driven by Dectin-1. Both CLRs are expressed favorably in M(IL-4) macrophages. Our results demonstrate that Dectin-1 plays a pro-inflammatory and microbicidal role against Mtb. This is in agreement with the fact that Dectin-1 is an ITAM (immunoreceptor tyrosine-based activation motif) immunoreceptor with the capacity to engage a pro-inflammatory response upon engagement with its ligand, including through the activation NFκβ-dependent transcription profile (13). In the context of TB, Dectin-1-depleted mice exhibit reduction of bacterial burden in the lungs, but there are no differences in lung pathology score, cytokine levels, or survival (55). However, in human dendritic cells, Dectin-1 is clearly partially responsible for the pro-inflammatory response against Mtb infection, specifically in the induction of the Th1/Th17 immune response (36, 56). In the case of DC-SIGN, our results propose a role for this CLR to interfere negatively in the pro-inflammatory response to Mtb that is dependent on Dectin-1. The signaling crosstalk between Dectin-1 and DC-SIGN has been reported in the recent past (30, 36, 57). While this crosstalk can be synergistic such as in the case of prostaglandin 2 (PGE2) production in human dendritic cells, where these receptors are shown to even bind together (57), it can also be the opposite. In Mtb and L. infantum infection, DC-SIGN interferes negatively with the production of pro-inflammatory signals triggered by Dectin-1 in human dendritic cells and M(IL-4) macrophages, respectively (30, 36). In this study, while we cannot exclude contribution of other PRRs (e.g., TLR-2), we propose that the pro-inflammatory signature and improved control of Mtb burden in the absence of DC-SIGN must be mainly contributed by Dectin-1. Whether this signaling crosstalk can be translated to other human macrophage subsets expressing both CLRs remains to be confirmed.

In conclusion, most of what we know about DC-SIGN in the field of host–pathogen interaction mainly derives from the work done in human dendritic cells. While both dendritic cells and macrophages perform similar functions, these cells are thought to have different roles in the context of TB. On the one hand, dendritic cells are known as the professional antigen-presenting cell because they possess a great capacity to pick up and process antigens, migrate to secondary lymphoid organs, and present antigenic information to tailor an adaptive immune response against Mtb. On the other hand, macrophages are considered to be the premier effector because they are the first leukocyte to encounter Mtb in the alveolar space and activate the innate immune response to contain and eliminate this pathogen at the site of infection. Our present study brings into focus the anti-inflammatory role of DC-SIGN in M(IL-4) macrophages. Since type-2 inflammatory signals (e.g., IL-4, IL-13) are correlated with TB susceptibility and progression, we believe that DC-SIGN expression in these macrophages is of pertinence and consequence to TB pathogenesis. Indeed, these findings support the notion that Mtb hijacks the immunosuppressive aspects of DC-SIGN to invade and persist in M(IL-4) macrophages and, at the same time, modulate the local inflammatory response by these cells in its favor. Future studies shall focus on the identification of endogenous ligands targeting DC-SIGN to trigger the wound healing and tissue remodeling activity of M(IL-4) macrophages for the benefit of the patient in lung inflammatory disease. Furthermore, we believe these results can be extrapolated from the context of TB into parasitology, as M(IL-4) macrophages are considered as essential effector cells in parasite eradication (22). All things considered, beyond the role of DC-SIGN in macrophages, this study also points toward the need to investigate the pathophysiological impact of IL4 and other type-2 immune signals in the TB context, which remains unknown.
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The ability of Mycobacterium tuberculosis (Mtb) to persist in its human host relies on numerous immune evasion strategies, such as the deregulation of the lipid metabolism leading to the formation of foamy macrophages (FM). Yet, the specific host factors leading to the foamy phenotype of Mtb-infected macrophages remain unknown. Herein, we aimed to address whether host cytokines contribute to FM formation in the context of Mtb infection. Our approach is based on the use of an acellular fraction of tuberculous pleural effusions (TB-PE) as a physiological source of local factors released during Mtb infection. We found that TB-PE induced FM differentiation as observed by the increase in lipid bodies, intracellular cholesterol, and expression of the scavenger receptor CD36, as well as the enzyme acyl CoA:cholesterol acyl transferase (ACAT). Importantly, interleukin-10 (IL-10) depletion from TB-PE prevented the augmentation of all these parameters. Moreover, we observed a positive correlation between the levels of IL-10 and the number of lipid-laden CD14+ cells among the pleural cells in TB patients, demonstrating that FM differentiation occurs within the pleural environment. Downstream of IL-10 signaling, we noticed that the transcription factor signal transducer and activator of transcription 3 was activated by TB-PE, and its chemical inhibition prevented the accumulation of lipid bodies and ACAT expression in macrophages. In terms of the host immune response, TB-PE-treated macrophages displayed immunosuppressive properties and bore higher bacillary loads. Finally, we confirmed our results using bone marrow-derived macrophage from IL-10−/− mice demonstrating that IL-10 deficiency partially prevented foamy phenotype induction after Mtb lipids exposure. In conclusion, our results evidence a role of IL-10 in promoting the differentiation of FM in the context of Mtb infection, contributing to our understanding of how alterations of the host metabolic factors may favor pathogen persistence.

Keywords: ACAT, interleukin-10, foamy macrophages, lipids, signal transducer and activator of transcription 3, tuberculosis

INTRODUCTION

Tuberculosis (TB) is a highly contagious disease caused by Mycobacterium tuberculosis (Mtb) infection. Even though the treatment of the disease has been standardized for a while, TB still remains one of the top 10 causes of death worldwide with 10.4 million new cases and 1.3 million deaths from TB among HIV-negative people in 2016 (1). Chronic host–pathogen interaction in TB leads to extensive metabolic remodeling in both the host and the pathogen (2). In fact, the success of Mtb as a pathogen derives from its efficient adaptation to the intracellular milieu of human macrophages. An important strategy to reach this metabolic adaptation is the promotion of lipid body accumulation by the host macrophage leading to foamy macrophages (FM) differentiation. The formation of lipid-laden macrophages is caused by infectious agents through deregulation in the balance between the influx and efflux of lipids. Key for the biogenesis of lipid bodies is the enzyme acyl CoA:cholesterol acyltransferase (ACAT), which represents an ideal target for pathogens (3).

Lipid body accumulation within leukocytes is a common feature in both clinical and experimental infections, especially in mycobacterial infections (4, 5). Mtb infection leads to the induction of FM, a process which is promoted by several mycobacterial lipids (6–8). This event enables the fusion between Mtb-containing phagosomes and lipid bodies resulting in an abundant supply of lipids for the pathogen (7), allowing Mtb to switch into a dormancy phenotype and to become tolerant to several front-line antibiotics (9). For this reason, lipid bodies are considered to be a secure niche for Mtb conferring protection from bactericidal mechanisms, such as respiratory burst (10). Moreover, the presence of FM within granulomatous structures was demonstrated in both experimentally infected animals and patients, especially in individuals developing secondary TB (5, 11). Therefore, FM may play a central role in mycobacterial persistence and reactivation (12, 13).

Concerning the impact of FM on the host immunity against Mtb, it was shown that human macrophages exposed to lipids prior to Mtb infection failed to produce TNF-α and to clear the infection (14, 15). Taking into account that FM generated prior to Mtb infection impair the host immune response, there is a keen interest to identify the host-derived cytokines released at the site of Mtb infection, and to understand how these signals contribute to FM differentiation and alter host defense against Mtb. In this regard, it is well known that different activation programs in macrophages driven by pro or anti-inflammatory cytokines are associated to changes in the lipid metabolism (16). Therefore, it is likely that host cytokines produced in response to Mtb infection contribute to lipids turnover promoting FM formation, and consequently lead to Mtb persistence.

In this work, we report that a TB-associated microenvironment induces FM differentiation program dependent partially on the interleukin-10 (IL-10)/signal transducer and activator of transcription 3 (STAT3) axis through ACAT upregulation. Our approach was to model a genuine TB-associated microenvironment by employing a physiological relevant sample derived from active TB patients, such as the acellular fraction of tuberculous pleural effusions (TB-PE). Indeed, TB-PE are manifested in up to 30% of patients with TB, and they are caused by the spread of Mtb into the pleural space and subsequent local inflammation and recruitment of leukocytes (17). Based on this, we show that the acquisition of the foamy phenotype with immunosuppressive properties involves high IL-10 release, low TNF-α production, impaired Th1 activation, and high bacillary loads. We also confirmed that IL-10-deficiency in bone marrow-derived macrophages (BMDM) prevented partially foamy phenotype induction upon exposure to Mtb lipids. In conclusion, our results provide evidence for a role of IL-10 in promoting foamy differentiation of macrophages in the context of Mtb infection.

MATERIALS AND METHODS

Bacterial Strain and Antigens

Mycobacterium tuberculosis H37Rv strain was grown at 37°C in Middlebrook 7H9 medium (Difco) supplemented with 10% albumin-dextrose-catalase (Difco) and 0.05% Tween-80 (Sigma-Aldrich). The Mtb γ-irradiated H37Rv strain (NR-49098) and its total lipids’ preparation (NR-14837) were obtained from BEI Resource, USA.

Preparation of Human Monocyte-Derived Macrophages (MDM)

Buffy coats from healthy donors were prepared at Centro Regional de Hemoterapia Garrahan (Buenos Aires, Argentina) according to institutional guidelines (resolution number CEIANM-664/07). Informed consent was obtained from each donor before blood collection. Peripheral blood mononuclear cells were obtained by Ficoll gradient separation on Ficoll-Paque (GE Healthcare). Then, monocytes were purified by centrifugation on a discontinuous Percoll gradient (Amersham) as previously described (18). After that, monocytes were allowed to adhere to 24-well plates (Costar) at 5 × 105 cells/well for 1 h at 37°C in warm RPMI-1640 medium (GIBCO). The cells were then washed with warm PBS twice. The final purity was checked by fluorescence-activated cell sorting analysis using an anti-CD14 monoclonal antibody (mAb) and was found to be >90%. The medium was then supplemented to a final concentration of 10% fetal bovine serum (FBS, Sigma-Aldrich) and human recombinant Macrophage Colony-Stimulating Factor (M-CSF, Peprotech) at 10 ng/ml. Cells were allowed to differentiate for 5–7 days.

Preparation of Pleural Effusion (PE) Pools

Pleural effusions were obtained by therapeutic thoracentesis by physicians at the Hospital F. J Muñiz (Buenos Aires, Argentina). The research was carried out in accordance with the Declaration of Helsinki (2013) of the World Medical Association, and was approved by the Ethics Committees of the Hospital F. J Muñiz and the Academia Nacional de Medicina de Buenos Aires (protocol number: NIN-1671-12). Written informed consent was obtained before sample collection. We collected a total of 43 PE samples which were classified according to their etiology, being 38 of them associated to TB (TB-PE) and 5 to heart failure (HF-PE). Individual samples of confirmed TB patients were used for correlation analysis. A group of samples (n = 10) were pooled and used for in vitro assays to treat macrophages. The selection of these samples was based merely on practical reasons, involving those samples that have been collected earlier through the course of this study. The diagnosis of TB pleurisy was based on a positive Ziehl–Nielsen stain or Lowestein–Jensen culture from PE and/or histopathology of pleural biopsy, and was further confirmed by an Mtb-induced IFN-γ response and an ADA-positive test (19). Exclusion criteria included a positive HIV test, and the presence of concurrent infectious diseases or non-infectious conditions (cancer, diabetes, or steroid therapy). None of the patients had multidrug-resistant TB. Those PE samples derived from patients with pleural transudates secondary to heart failure (HF-PE, n = 5) were employed to prepare a second pool of PE, used as control of non-infectious inflammatory PE. The PE were collected in heparin tubes and centrifuged at 300 g for 10 min at room temperature without brake. The cell-free supernatant was transferred into new plastic tubes, further centrifuged at 12,000 g for 10 min and aliquots were stored at −80°C. After having the diagnosis of the PE, pools were prepared by mixing same amounts of individual PE associated to a specific etiology. The pools were decomplemented at 56°C for 30 min, and filtered by 0.22 μm in order to remove any remaining debris or residual bacteria.

FM Induction

Macrophages were plated on glass coverslips within a 24-well tissue culture plate (Costar) at a density of 5 × 105 cells/ml per well with or without 20% v/v of PE, 10 μg/ml of Mtb lipids (BEI resources) or infected with Mtb (MOI 2:1) for 24 h. When indicated, cells were pre-incubated with either Cucurbitacin I (50–100 nM, Sigma-Aldrich), or the STAT3 inhibitor Stattic (1–20 μM, Sigma-Aldrich), or the ACAT inhibitor Sandoz 58-035 (5–50 μg/ml, Sigma-Aldrich) for 2 h prior TB-PE addition and for further 24 h during TB-PE incubation. DMSO alone was used as control. Alternatively, cells were treated with recombinant human IL-10 (Peprotech) at the indicated doses. Foam cell formation was followed by Oil Red O (ORO) staining (Sigma-Aldrich) as previously described (20) at 37°C for 1–5 min, and washed with water three times. For the visualization of the lipid bodies, slides were prepared using the aqueous mounting medium Poly-Mount (Polysciences), observed via light microscope (Leica) and finally photographed using the Leica Application Suite software. Alternatively, after fixation, cells were labeled with 1 μg/ml of BODIPY 493/503 (Life technologies) for 15 min in order to visualize the lipid bodies by green fluorescence emission using a confocal microscope (Olympus BX51).

Infection of Human Macrophages with Mtb

Infections were performed in the biosafety level 3 laboratory at the Unidad Operativa Centro de Contención Biológica, ANLIS-MALBRAN (Buenos Aires), according to the biosafety institutional guidelines. Macrophages seeded on glass coverslips within a 24-well tissue culture plate (Costar) at a density of 5 × 105 cells/ml were infected with Mtb H37Rv strain at a MOI of 2:1 during 1 h at 37°C. Then, extracellular bacteria were removed gently by washing with pre-warmed PBS, and cells were cultured in RPMI-1640 medium supplemented with 10% FBS and gentamicin (50 μg/ml) for 24 h. The glass coverslips were fixed with PFA 4% and stained with ORO, as was previously described.

Quantification of Total Cholesterol

Total cholesterol was determined in TB-PE or cell lysates using the Colestat Enzimatico kit according to manufacturer instructions (Wiener Lab, Argentina). This assay is based in Trinder reaction in which cholesterol in the sample is quantified by enzymatic hydrolysis of cholesterol esters (21).

Lipid Analysis

Total lipids were extracted from the same number of macrophages with methanol/chloroform (2:1 v/v) as described by Bligh and Dyer (22). After extraction, lipids were dried and analyzed by thin layer chromatography on silica gel 60 F254 plates (Merck), using hexane/diethyl ether/acetic acid (75:25:1, v/v/v) as the developing solvent. Chemical staining with Cu-phosphoric was used for detection.

Phenotypic Characterization by Flow Cytometry

Macrophages were centrifuged for 7 min at 1,200 rpm and then stained for 40 min at 4°C with fluorophore-conjugated antibodies FITC-anti-CD36 (clone 5-271), PerCP.Cy5.5-anti-CD14 (clone HCD14), PE-anti-CD163 (clone GHI/61), FITC-anti-CD206 (clone C068C2) (Biolegend), FITC-anti-HLA-DR (clone G46-6), or PE-anti-CD274 (clone MIH1) (BD Biosciences), and in parallel, with the corresponding isotype control antibody. After staining, the cells were washed with PBS 1×, centrifuged and analyzed by flow cytometry using FACSCalibur cytometer (BD Biosciences). The median fluorescence intensity were analyzed using FCS Express V3 software (De Novo Software, Los Angeles, CA, USA). The mean of the median fluorescence intensities (MFI) of the independent assays were used for comparisons between experimental conditions.

Soluble Cytokine Determinations

The amounts of human TNF-α, IL-1β, IL-10, IL-6, IFN-γ, and IL-4 were measured by ELISA, according to manufacturers’ instructions kits (TNF-α, IL-4, and IFN-γ Ready-SET-Go!™ Kits from eBioscience; IL-10, IL-1β, and IL-6 ELISA MAX™ Deluxe Kits from Biolegend). The detection limit was 3 pg/ml for TNF-α; 8 pg/ml for IL-10 and IL-6; 6.25 pg/ml for IFN-γ and IL-4; and 15.6 pg/ml for IL-1β. Murine TNF-α and IL-10 were measured by ELISA, according to manufacturer’s instructions (OptEIA™ Set kits from BD Bioscience) with a detection limit at 30 pg/ml.

Cytokine Depletions of PE

Tuberculosis-PE were incubated with 10 μg/ml of the following neutralizing antibodies for 1 h at 4°C for the specific depletion of IL-10 (αIL-10, clone 19F1; Biolegend), IL-6 (αIL-6, clone MQ2-13A5; BD Bioscience), IL-1β (αIL-1β, clone 8516.311; SIGMA), or TNF-α (αTNF-α, clone MAb1; Biolegend). Then, 100 μl/ml of Protein G Sepharose beads (Amersham) were added and incubated for 1 h at 4°C. Finally, TB-PE were centrifuged at 12,000 g to remove antibody-bead complexes and then filtered (0.22-μm pores) before use. IFN-γ depletion was performed by incubating TB-PE for 2 h in sterile 96-well plates that had been coated with the capture antibody provided by the Human IFN-γ ELISA Kit (BD Bioscience). In all cases, depletions were controlled by ELISA.

Electron Microscopy

Macrophages exposed (or not) to TB-PE, and depleted (or not) for IL-10, were prepared for transmission electron microscopy study. For this purpose, cells were centrifuged at 6,000 rpm for 1 min, fixed in 1% glutaraldehyde dissolved in 0.1 M cacodylate buffer (pH 7); post-fixed in 2% osmium tetroxide; dehydrated with increasing concentrations of ethanol and gradually infiltrated with Epon resin (Pelco). Thin sections were contrasted with uranyl acetate and lead citrate (Electron Microscopy Sciences, Fort Washington, PA, USA) and examined with a FEI Tecnai transmission electron microscope (Hillsboro, OR, USA). For morphometry, 30 cells from each condition were randomly selected and digitalized at 40,000× magnification. Then the area of lipid electron dense vacuoles per cell were measured and compared in each experimental group by automated morphometry.

Proliferation of Antimycobacterial CD4 T Cells Induced by Macrophages

We purified and maintained CD4 T cells from blood derived from healthy PPD+ donors as previously demonstrated (23). In parallel, we cultured autologous monocytes to generate macrophages and exposed them or not to TB-PE 20% v/v for 24 h. The next day, the medium was replaced, and macrophages were loaded with mycobacterial antigens by adding γ-irradiated Mtb at 2 bacteria to 1 macrophage ratio for further 24 h. Thereafter, the medium was replaced and autologous carboxyfluorescein succinimidyl ester (CFSE)-labeled CD4 T cells (Invitrogen) were added at a ratio of 10 lymphocytes to 1 macrophage for 5 days, as detailed previously (24). To determine IFN-γ production among proliferating CD4 T cells (CFSElow), brefeldin A (5 μg/ml; Sigma Chemical Co.) was added 4 h prior the end of the coculture to block cytokine secretion. Thereafter, CFSE-labeled lymphocytes were first stained with anti-CD4-PerCP-Cy5.5 mAbs (eBioscience), then fixed with 0.5% PFA for 15 min. Second, cells were permeabilized with 500 μl Perm2 (Becton Dickinson, Cockysville, MD, USA) for 10 min and incubated with anti-IFN-γ-PE mAb (Invitrogen, CA, USA). Cells were gated according to its FSC and side scatter (SSC) properties analyzed on FACScan (Becton Dickinson). In order to gate out dead lymphocytes, the gate of CD4 T cells with increased SSC and low FSC was excluded (25). Isotype matched controls were used to determine auto-fluorescence and non-specific staining. Analysis was performed using the FCS Express (De Novo Software) and results were expressed as percentages of IFN-γpos/CFSElow/CD4pos T cells induced by the different macrophage populations. To complement these results, the amounts of IFN-γ released in the supernatant throughout the coculture were determined by ELISA according to the manufacturer’s kit indications (BD Bioscience).

Measurement of Bacterial Intracellular Growth in Macrophages by Colony Forming Unit (CFU) Assay

Macrophages exposed (or not) to TB-PE, were infected with H37Rv Mtb strain at a MOI of 1 bacteria/cell in triplicates. After 2 h, extracellular bacteria were removed by gently washing four times with pre-warmed PBS. At 4 h and days 3, 6, and 10, cells were lysed in 0.1% SDS and neutralized with 20% Bovine Serum Albumine in Middlebrook 7H9 broth. Serial dilutions of the lysates were plated in triplicate, onto 7H11-Oleic Albumin Dextrose Catalase (OADC, Difco) agar medium for CFU scoring at 21 days later.

Western Blots

Macrophages were treated (or not) with TB-PE. Following the different experimental treatments, cells were lysed in ice-cold buffer consisting of 150 mM NaCl, 10 mM Tris, 5 mM EDTA, 1% SDS, 1% Triton X-100, 1% sodium deoxycholate, gentamicin/streptomycin, 0.2% azide plus a cocktail of protease inhibitors (Sigma-Aldrich). Lysates were incubated on ice for 3 h and cleared by centrifugation for 15 min at 14,000 rpm at 4°C. Protein concentrations were determined using the BCA protein assay (Pierce). Equal amounts of protein (40 μg) were then resolved on a 10% SDS-PAGE. Proteins were then transferred to Hybond-ECL nitrocellulose membranes (Amersham) for 2 h at 100 V and blocked with 1% BSA-0.05% Tween-20 for 1 h at room temperature. Membranes were then probed with primary anti-human ACAT (1:200 dilution, SOAT; Santa Cruz) or anti-human pY705-STAT3 (1:1,000 dilution, Cell Signaling Technology, clone D3A7) overnight at 4°C. After extensive washing, blots were incubated with a HRP-conjugated goat anti-rabbit IgG Ab (1:5,000 dilution; Santa Cruz Biotechnology) or HRP-conjugated goat anti-mouse IgG Ab (1:2,000 dilution; Santa Cruz Biotechnology) for 1 h at room temperature. Immunoreactivity was detected using ECL Western Blotting Substrate (Pierce). Protein bands were visualized using Kodak Medical X-Ray General Purpose Film. For internal loading controls, membranes were stripped by incubating in buffer consisting of 1.5% Glycine, 0.1% SDS, 1% Tween-20, pH 2.2 for 10 min twice, extensively washed and then reprobed with anti-β-actin (1:2,000 dilution; ThermoFisher, clone AC-15) or anti-STAT3 Ab (1:1,000 dilution; Cell Signaling Technology, clone D1A5). Results from Western blot were analyzed by densitometric analysis (Image J software).

Immunostaining

Macrophages were plated on glass coverslips and were treated with or without 20% v/v of TB-PE for 24 h. Cells were fixed with PFA 4% for 20 min at room temperature and then PFA was quenched with 50 mM NH4Cl for 2 min. Cells were rinsed in PBS once and then were labeled with 1 μg/ml of BODIPY 493/503 (Life technologies) for 15 min before permeabilization with PBS-Triton X-100 0.1% for 10 min. Cells were then incubated with PBS-BSA 3% w/v for 30 min prior to overnight incubation at 4°C with primary anti-human pY705-STAT3 (dilution 1/100, Cell Signaling Technology, Clone D3A7). Cells were then washed and incubated with Goat anti-Mouse IgG, AlexaFluor 555 (dilution 1/1,000, Cell Signaling Technology) for 1 h at room temperature. Cells were extensively washed and then incubated for 10 min with DAPI in PBS-BSA 1% (500 ng/ml, Sigma-Aldrich). Finally, slides were mounted and visualized with a Leica DM-RB fluorescence microscope.

Mice

Wild-type (WT) BALB/c and IL-10 knockout (IL-10 KO) (C.129P2(B6)-IL-10 tm1Cgn/J) BALB/c male mice (8–12 weeks old), were obtained from the Leloir Institute Foundation. Animals were bred and housed in accordance with the guidelines established by the Institutional Animal Care and Use Committee of Institute of Experimental Medicine (IMEX)-CONICET-ANM. All animal procedures were shaped to the principles set forth in the Guide for the Care and Use of Laboratory Animals (26).

Generation of BMDMs

Femurs and tibia from WT and IL-10 KO mice were removed after euthanasia and the bones were flushed with RPMI-1640 medium by using syringes and 25-Gauge needles. The cellular suspension was centrifuged and the red blood cells were removed. The BMDMs were obtained by culturing the cells with RPMI-1640 medium containing L-glutamine, pyruvate, β-mercaptoethanol (all from Sigma-Aldrich), 10% FCS and 20 ng/ml of murine recombinant M-CSF (Biolegend) at 37°C in a humidified incubator for 7–8 days. Differentiated BMDMs were re-plated into 24-well tissue culture plates in complete medium prior to cell stimulation with Mtb lipids for 24 h. Alternatively, recombinant murine IL-10 (Peprotech) at 10 ng/ml was added to the cultures for 24 h.

Statistical Analysis

All values are presented as mean and SEM of a number of independent experiments. Independent experiments are defined as those performed with macrophages derived from monocytes isolated independently from different donors. As most of our datasets did not pass the normality tests, non-parametric tests were applied. Comparisons between more than two paired data sets were made using the Friedman test followed by Dunn’s Multiple Comparison Test. Comparisons between two paired experimental conditions were made using the two-tailed Wilcoxon Signed Rank. Correlation analyses were determined using the Spearman’s rank test. For all statistical comparisons, a p value < 0.05 was considered significant.

RESULTS

Tuberculous PE Fluids Induce Lipid Bodies Accumulation in Macrophages

It has been demonstrated that Mtb induces a lipid-rich foam cell phenotype in host macrophages (6–8, 27), possibly via TLR2 and TLR6 activation (28). Moreover, merely isolated lipids from Mtb were able to induce the foamy phenotype (7, 27). Based on this knowledge, we aimed to determine whether soluble factors found in physiological samples derived from active TB patients could promote the generation of FM. To this end, we treated human M-CSF-driven macrophages with cell-free preparations of PE derived from patients with tuberculosis (TB-PE) in order to mimic a genuine microenvironment derived during Mtb infection. According to the pattern of staining of neutral lipids with ORO, we observed that TB-PE treatment induced lipid bodies accumulation in macrophages to the same extent as Mtb infection or exposure to Mtb-derived lipids (Figure 1A). We also demonstrated that the formation of lipid bodies was specific for TB-PE treatment in comparison to PE from patients with heart failure (HF-PE) (Figure 1B). Moreover, biochemical analysis of the lipids recovered from macrophages identified higher abundance of cholesteryl esters and triacylglycerols in TB-PE-treated macrophages in comparison to control or HF-PE-treated macrophages (Figure 1C). Additionally, unlike HF-PE, the treatment with TB-PE resulted in an increase of the total intracellular cholesterol content (Figure 1D) and a twofold increase of CD36 expression (Figure 1E). Therefore, soluble factors released during pleural Mtb infection induced lipid body accumulation in human macrophages that typically confirm the FM phenotype.
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FIGURE 1 | Tuberculous pleural effusions (TB-PE) induce lipid bodies accumulation in macrophages. (A) Human monocyte-derived macrophages (MDM) were treated either with TB-PE or with Mycobacterium tuberculosis (Mtb) lipids, or infected with Mtb H37Rv for 24 h and then stained with Oil Red O (ORO). Representative images are shown in left panels (40× magnification) and the integrated density of ORO staining is shown in right panels. Values are expressed as means ± SEM of six independent experiments, considering five microphotographs per experiment. Wilcoxon signed rank test: *p < 0.05. (B) MDM were treated with TB-PE or PE from heart failure patients (HF-PE) and stained with ORO (n = 5). (C) Left panel shows a representative thin layer chromatographic analysis of lipids from MDM treated or not with either TB-PE or HF-PE. Total lipids were extracted from untreated MDM (lane 1), TB-PE-treated MDM (lane 2), HF-PE-treated MDM (lane 3), and the standard lipids triacylglycerol (TAG, lane 4) and free cholesterol (CHO, lane 5). Cholesterol esters (CE) are also indicated. Right panels depict the area of spots for CE, TAG, and CHO in control and TB-PE or HF-PE treated MDM (n = 4). (D) Intracellular total cholesterol (CHO) content in MDM exposed or not to TB-PE or HF-PE measured by an enzymatic method (n = 5). (E) Mean fluorescence intensity (MFI) of CD36 cell-surface expression in MDM exposed or not to TB-PE or HF-PE measured by flow cytometry (n = 5). (B–E) Friedman test followed by Dunn’s Multiple Comparison Test: *p < 0.05; **p < 0.01 for TB-PE vs Ctl or as depicted by lines.



FM Induced by Tuberculous PE Display Immunosuppressive Properties

In order to assess whether the differentiation into FM induced by TB-PE may have a negative impact on the development of the antimycobacterial response, we determined phenotype and functions of TB-PE-induced FM. As observed in Figure 2A, macrophages treated with TB-PE displayed a higher expression of anti-inflammatory markers such as CD163, mannose receptor or CD206 (MRC1), and PD-L1, and a lower expression of the MHC class II cell-surface receptor, HLA-DR. In accordance with the acquisition of this anti-inflammatory profile, TB-PE-induced FM secreted higher levels of IL-10 and lower levels of TNF-α upon stimulation with irradiated Mycobacterium tuberculosis (iMtb) than untreated cells (Figure 2B). In order to assess the effect of TB-PE treatment on the presentation of mycobacterial antigens, macrophages were treated with or without TB-PE for 24 h, washed and stimulated with iMtb for further 24 h. Thereafter, cells were washed and cocultured with autologous CFSE-labeled CD4 T cells derived from healthy PPD positive subjects for 5 days. Based on the CFSE labeling of CD4 T cells, while TB-PE-treated macrophages did not induce differential levels of proliferation of antimycobacterial CD4 T cells (Figure 2C), they promoted differential distribution of the IFN-γ producing clones (Figure 2D). In particular, those macrophages treated with TB-PE induced lower percentages of IFN-γ producing clones (Figure 2D) and a lower release of IFN-γ (Figure 2E), as compared to untreated macrophages in response to iMtb stimulation. Of note, IL-4 and IL-17 contents were undetectable in these assays (data not shown). Therefore, the activation of Ag-specific IFN-γ-producing CD4 T cells was impaired when macrophages were exposed to TB-PE, suggesting that the accumulation of lipid bodies is accompanied by a reduced capacity to activate antimycobacterial Th1 cells.
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FIGURE 2 | Macrophages treated with tuberculous pleural effusion (TB-PE) display immunosuppressive properties. (A) Mean fluorescence intensity (MFI) of CD163, PDL-1, MR, and HLA-DR measured by flow cytometry in human monocyte-derived macrophages (MDM) exposed or not to TB-PE (n = 5). Wilcoxon signed rank test: *p < 0.05. (B) Levels of secreted IL-10 and TNF-α by MDM exposed or not to TB-PE in response to irradiated Mycobacterium tuberculosis (iMtb) measured by ELISA (n = 5). Friedman test followed by Dunn’s Multiple Comparison Test: *p < 0.05; **p < 0.01, for iMtb-stimulated vs unstimulated, or as indicated in the graph. (C–E) MDM from healthy PPD+ donors exposed or not to TB-PE for 24 h, were stimulated or not with iMtb for 24 h and then used as antigen presenting cells (APC) in autologous proliferation assays. Cocultures were performed with autologous carboxyfluorescein succinimidyl ester (CFSE)-labeled CD4 T cells at a ratio of 10 T cells: 1MDM. (C) Representative histograms showing CFSE labeling in CD4pos T cells activated by macrophages exposed (or not) to TB-PE, loaded (or not) with iMtb. Right panel shows the quantification of the percentages of proliferating CD4pos T cells (CFSElow/CD4pos cells) in each condition. Loaded vs unloaded with iMtb: *p ≤ 0.05 (n = 4). (D) Representative dot plots showing CD4 and IFN-γ expression among CFSElow/CD4pos T cells activated by MDM exposed (or not) to TB-PE, loaded (or not) with iMtb. Right panel shows the quantification of the percentages of proliferating IFN-γ-producing CD4pos T cells (IFN-γpos/CFSElow/CD4pos T cells) in each condition (n = 4). Friedman test followed by Dunn’s Multiple Comparison Test: *p < 0.05, for iMtb-stimulated vs unstimulated, or as indicated in the graph. (E) The amounts of IFN-γ released throughout the coculture were determined by ELISA. Friedman test followed by Dunn’s Multiple Comparison Test: *p < 0.05; **p < 0.01, for iMtb-stimulated vs unstimulated, or as indicated in the graph. (F) Bacillary loads in MDM treated (or not) with TB-PE, washed, and infected with Mycobacterium tuberculosis (Mtb) strain H37Rv for 4 h (n = 6). Wilcoxon signed rank test. (G) Intracellular colony forming units were determined at different time points in MDM treated with TB-PE for 24 h, washed and infected with Mtb (n = 10). Wilcoxon signed rank test: *p < 0.05; **p < 0.01; ***p < 0.001 for TB-PE treated vs Ctl.



Next, we assessed whether the treatment with TB-PE had an impact on the control of the bacillary load. To accomplish this, macrophages were treated with TB-PE for 24 h, washed and infected with Mtb. Although no differences were observed in the uptake of the mycobacteria as judged by the scoring of the CFU at 4 h post-infection (Figure 2F), a significant increase in the bacillary load was observed in TB-PE-treated macrophages at later time points (Figure 2G). Therefore, FM induced by TB-PE are more susceptible to Mtb intracellular growth.

IL-10 Promotes Accumulation of Lipid Bodies in Macrophages under TB-PE Treatment

In order to evaluate the host factors involved in promoting the accumulation of lipid bodies by TB-PE, we depleted different cytokines known to be highly present in this fluids (29, 30), including IL-10, TNF-α, IL-1β, IL-6, and IFN-γ. We then evaluated the ability of these depleted-PE to induce the foamy phenotype in macrophages. The depletion of each individual cytokine was confirmed by ELISA (Figure S1A in Supplementary Material). Interestingly, only the depletion of IL-10 from TB-PE was capable of preventing lipid bodies accumulation (Figure 3A). This result was also confirmed by labeling the cells with Bodipy staining (Figure S1B in Supplementary Material). In addition, macrophages exposed to IL-10-depleted TB-PE showed a reduction of intracellular cholesterol content and CD36 cell-surface expression in comparison to those cells treated with non-depleted or depleted of any other cytokines (Figures 3B,C). In line with these results, the addition of recombinant IL-10 to the IL-10-depleted TB-PE restored the acquisition of the foamy phenotype in a dose-dependent manner (Figure 3D). Of note, the addition of IL-10 in the absence of TB-PE did not induce the foamy phenotype (Figure 3D). Thereafter, we determined the presence of the lipidic vacuoles by electron microscopy in macrophages treated with TB-PE depleted (or not) of IL-10. As it is shown in Figure 3E, while untreated macrophages showed numerous pseudopodia and empty cytoplasmic vacuoles, TB-PE-treated macrophages displayed electron dense lipid osmiophilic vacuoles, which correspond to lipid bodies. Interestingly, macrophages treated with IL-10-depleted TB-PE showed smaller-sized lipidic vacuoles than those exposed to non-depleted TB-PE. These results indicate that the IL-10 present in TB-PE is a key host factor promoting the lipid-laden phenotype in the presence of exogenous lipids.
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FIGURE 3 | Interleukin-10 (IL-10) promotes lipid bodies accumulation in macrophages treated with tuberculous pleural effusion (TB-PE). (A–C) Human monocyte-derived macrophages (MDM) were treated with TB-PE depleted or not for different cytokines for 24 h and (A) lipid bodies’ content was measured by Oil Red O (ORO) staining (n = 4). (B) Intracellular cholesterol (CHO) content measured by an enzymatic method (n = 4) was determined. (C) Mean fluorescence intensity (MFI) of CD36 cell-surface expression was measured by flow cytometry (n = 4). (D) MDM were treated (or not) with TB-PE depleted or not of IL-10 in the presence of different amounts of recombinant human IL-10 (rIL-10) for 24 h and lipid bodies content was measured by ORO staining (n = 6). (E) Representative electron microscopy micrographs of MDM treated with TB-PE depleted or not of IL-10. White asterisks indicate large electron dense osmiophilic vacuoles and arrows point small sized ones. Morphometric study of the area per vacuole in each condition is shown (n = 14). (A–E) Friedman test followed by Dunn’s Multiple Comparison Test: *p < 0.05; **p < 0.01; ***p < 0.001 for experimental condition vs Ctl or as depicted by lines.



IL-10 Levels Correlate with FM Abundance in PE

In order to evaluate whether IL-10 level is associated to the acquisition of the foamy phenotype in the course of a Mtb natural infection, we assessed the levels of IL-10 and total cholesterol in individual preparations of TB-PE, and the numbers of FM found within the pleural fluids mononuclear cells (PFMC). We found that levels of IL-10 and total cholesterol were positively correlated (Figure 4A), unlike other cytokines such as IFN-γ, IL-6, TNF-α, and IL-1β (Figure S2 in Supplementary Material). Noticeably, there was also a positive correlation between the level of IL-10 and the number of FM among the PFMC (Figure 4B). Moreover, lipid-laden CD14+ cells were found in the pleural compartment but not in paired peripheral blood (Figure 4C). These results support the idea that IL-10 potentiates the acquisition of the foamy program in human macrophages in the context of a natural infection.


[image: image1]

FIGURE 4 | Cholesterol levels and foamy macrophages (FM) are associated with interleukin-10 (IL-10) amounts present in tuberculous pleural effusion (TB-PE). (A,B) Correlation analysis between the levels of IL-10 and (A) the cholesterol content (n = 38) or (B) the number of lipid-laden CD14+ cells within the pleural fluids mononuclear cells (PFMC) (n = 12) found in individual preparations of TB-PE. In B log-10 scale for both axes is used. Linear regression lines are shown. Spearman’s rank test. (C) Representative image of ORO staining of CD14+ cells isolated from paired peripheral blood mononuclear cells (PBMC) and PFMC is shown (40× magnification).



IL-10 Deficiency Prevents the Foamy Phenotype in BMDM

To confirm the role of IL-10 in the differentiation of FM, we evaluated whether BMDM derived from IL-10-knock out (KO) mice could indeed become FM after the treatment with lipids from Mtb. First, we determined IL-10 production in M-CSF-derived BMDM from WT mice stimulated with mycobacterial lipids for 24 h. As shown in Figure 5A, unlike the undetectable level of TNF-α (data not shown), BMDM secreted IL-10 in response to mycobacterial lipid-stimulation. Second, we compared whether BMDM derived from WT or IL-10-KO mice differed in their propensity to accumulate lipid bodies in response to Mtb-derived lipids. As illustrated in Figures 5B,C, IL-10-deficiency prevented the foamy phenotype induced by Mtb lipids, which in turn could be partially reverted by the addition of exogenous IL-10. In agreement with our previous results, exogenous IL-10 did not induce the foamy phenotype in the absence of the source of lipids in BMDM. These results obtained in murine macrophages confirm those obtained in human TB-PE-treated macrophages, demonstrating the key role of IL-10 in favor of the differentiation program toward foamy cells.
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FIGURE 5 | Interleukin-10 (IL-10) deficiency reduces lipid bodies accumulation in bone marrow-derived mouse macrophages (BMDM) in response to Mycobacterium tuberculosis (Mtb) lipids. (A) BMDM from wt mice were treated or not with Mtb lipids for 24 h and the levels of secreted IL-10 were measured by ELISA (n = 5) Wilcoxon signed rank test: *p < 0.05. (B,C) BMDM from wt or IL-10−/− mice were treated or not with Mtb lipids in the presence or not of recombinant murine IL-10 for 24 h and then stained with Oil Red O (ORO). The integrated density of ORO staining (B) and representative images (C) are shown (n = 6). Friedman test followed by Dunn’s Multiple Comparison Test: *p < 0.05; **p < 0.01; ***p < 0.001 as depicted by lines.



The IL-10/STAT3 Axis Is Involved in the FM Differentiation Induced by TB-PE

Considering the role of IL-10 in promoting the differentiation of macrophages into FM, and that STAT3 is a pivotal transcriptional factor induced by IL-10 (31, 32), we studied the contribution of STAT3 activation in the induction of the foamy phenotype by measuring its phosphorylated form (pSTAT3). First, we determined that STAT3 was activated in TB-PE-treated macrophages detecting its phosphorylated form by western blot and immunofluorescence microscopy (Figures 6A,B). As depicted in Figure 6B FM induced by TB-PE showed nuclear localization of STAT3 phosphorylated on tyrosine 705, reflecting STAT3 activation. Importantly, pharmacological inhibition of STAT3 with Stattic (or with cucurbitacin I) prevented the accumulation of lipid bodies in macrophages in a dose-dependent manner (Figure 6C; Figures S3A,B in Supplementary Material). Therefore, the enhancement of FM differentiation driven by IL-10 is mediated by STAT3.
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FIGURE 6 | Signal transducer and activator of transcription 3 (STAT3) activation enhances lipid bodies accumulation induced by treatment of macrophages with tuberculous pleural effusion (TB-PE). (A) Analysis of p705-STAT3, STAT3, and β-actin protein expression level by western Blot (left panel) and quantification (right panel; n = 4) in human monocyte-derived macrophages (MDM) treated with TB-PE for 24 h. Wilcoxon signed rank test: *p < 0.05 (B) MDM were treated or not with TB-PE for 24 h and then were fixed, labeled with Bodipy 493/503 (green), permeabilized, and stained for p705-STAT3 (Red) and DAPI (blue). Representative images are shown. Scale bar, 10 μm. (C) MDM were treated or not with different concentrations of Stattic (STAT3 inhibitor, ST) for 2 h and then exposed or not to TB-PE for 24 h. Lipid bodies’ content was determined by Oil red O (ORO) staining (n = 6). Representative images are shown and the integrated density of ORO staining is shown. Friedman test followed by Dunn’s Multiple Comparison Test: *p < 0.05; **p < 0.01 for TB-PE treated vs Ctl, or as depicted by lines.



IL-10 Enhances ACAT Expression in TB-PE-Treated Macrophages Leading to FM Differentiation

In order to elucidate the mechanism by which IL-10 promotes FM differentiation, we assessed the expression of ACAT, which is central for the biogenesis of lipid bodies by converting free- into esterified-cholesterol that are eventually packed inside the lipid droplets (33). We first showed that the foamy phenotype induced by TB-PE was dependent on ACAT activity, as judged both by the increase of ACAT expression after TB-PE treatment (Figure 7A), and by the blocking of the accumulation of lipid bodies in the presence of Sandoz, a specific inhibitor of ACAT (Figure 7B). Noticeably, the inhibition of ACAT lead to reduced amounts of both cholesteryl esters and triacylglycerols in TB-PE-treated macrophages (Figure 7C), confirming the involvement of ACAT in FM formation upon TB-PE treatment. We then assessed ACAT expression in IL-10-depleted TB-PE and we found that its expression was reduced in the absence of IL-10 (Figure 7A). In agreement with this result, ACAT induction by TB-PE was abolished when STAT3 activity was inhibited (Figure 7D). Therefore, the IL-10/STAT3 axis activated by TB-PE enhances FM differentiation through the upregulation of ACAT expression, leading to an increased biogenesis and accumulation of lipid bodies.
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FIGURE 7 | The interleukin-10 (IL-10)/signal transducer and activator of transcription 3 (STAT3) axis promotes foamy macrophage formation through ACAT upregulation. (A) Analysis of ACAT and β-actin protein expression level by western Blot (left panel) and quantification (right panel; n = 5) in human monocyte-derived macrophages (MDM) treated with tuberculous pleural effusion (TB-PE) for 24 h depleted or not for IL-10. (B) MDM were treated or not with different concentrations of Sandoz (Sz, ACAT inhibitor) for 1 h, exposed or not to TB-PE for 24 h, and then stained with Oil Red O (ORO). The Integrated density and representative images are shown (n = 6). (A,B) Friedman test followed by Dunn’s Multiple Comparison Test: *p < 0.05; **p < 0.01 for TB-PE treated vs Ctl, or as depicted by lines. (C) Thin layer chromatographic analysis of lipids from MDM treated or not with TB-PE in the presence or not of Sz. Total lipids were extracted from untreated MDM (lane 1), TB-PE-treated MDM (lane 2), TB-PE-treated MDM in the presence of Sz (lane 3), and the standard lipids triacylglycerol (TAG, lane 4) and cholesterol (CHO, lane 5). Cholesterol esters (CE) are also indicated. Right panels depict the area of spots for CE, TAG, and CHO in control and TB-PE in the presence or not of Sz treated MDM (n = 2). (D) Analysis of ACAT and β-actin protein expression level by Western Blot (left panel) and quantification (right panel; n = 3) in MDM treated or not with different concentrations of Stattic (ST) for 2 h and then exposed or not to TB-PE for 24 h. Friedman test followed by Dunn’s Multiple Comparison Test: *p < 0.05 for TB-PE treated vs Ctl.



Based on our findings, we propose a model for the modulation of FM in the context of a physiologically relevant microenvironment promoted by Mtb infection for which the axis IL-10/STAT3 induces the accumulation of lipid bodies via ACAT upregulation. This in turn is accompanied by an increase of CD36 and the acquisition of immunosuppressive properties, such as a reduced induction of antimycobacterial Th1 clones, an enhanced production of IL-10 and a more permissive phenotype for bacillary growth (Figure 8).
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FIGURE 8 | Interleukin-10 (IL-10) promotes foamy macrophage (FM) formation in an IL-10/signal transducer and activator of transcription 3 (STAT3)-dependent manner in tuberculosis (TB). According to our results, FM induced by pleural effusion from TB patients display immunosuppressive properties such as high IL-10 release, low TNF-α production, impaired Th1 activation, and high bacillary loads. At the same time, lipid bodies’ accumulation is enhanced by IL-10/STAT3 axis through an increase of CD36 cell-surface expression levels and ACAT expression. It has been demonstrated that Mycobacterium tuberculosis (Mtb)-containing phagosomes migrate toward these lipid bodies and engulf them (7). This mechanism ensures protection from microbicidal pathways and allows persistence of the bacilli inside host. Our results provide additional mechanisms by which the environment created by the infection context drives the FM differentiation even in the absence of the pathogen.



DISCUSSION

Tuberculosis, as a chronic condition, entails the establishment of extensive metabolic remodeling in both host and pathogen. One of the consequences of this adaptation is the formation of FM. Since FM have been associated with the bacilli persistence and tissue pathology (6, 8, 12, 27, 34), we aimed to determine which host factors may contribute to enlarge the pool of FM in TB. In this sense, we used the acellular fraction of TB-PE to mimic those soluble factors released locally during Mtb infection. Although pleural disease due to Mtb is generally categorized as extra-pulmonary, there is an intimate anatomic relationship between the pleura and the pulmonary parenchyma (35, 36). Current literature supports the notion that TB-PE is the consequence of a direct local infection with a cascade of events, including an immunological response, instead of the result of a pure delayed hypersensitivity reaction, as previously thought (37). Even though we cannot state that macrophages infiltrating the pleural cavity will reproduce with fidelity those macrophages in the infected alveolar space or lung interstitial tissue, we can affirm that TB-PE represents microenvironment from a human respiratory cavity that is impacted by the infection. To our knowledge, this is the first time that such a complex but physiologically relevant human sample has been used in order to study the biology of FM. Using this in vitro model, we demonstrated that the acellular fraction of TB-PE induces the accumulation of lipid bodies in human macrophages. Moreover, our finding was validated by the detection of lipid-laden CD14+ cells isolated directly from the mononuclear cells of the PE, providing physiological relevance to our in vitro model. Taking into account that tuberculous PE has, if any, very few bacilli content (38), and that it displays high cholesterol content, we infer that in our model the source of lipids feeding the lipid bodies in the macrophages are likely host-derived components instead of mycobacterial ones.

Although lipid bodies were qualified as passive organelles involved in lipid storage, it became clear that these organelles play a central role in several inflammatory (e.g., atherosclerosis) or chronic infectious diseases (e.g., TB) (8, 13). In this work, we provide evidence that FM differentiation induced by TB-PE is potentiated by IL-10 in association with the acquisition immunosuppressive properties, impairing the activation of antimycobacterial Th1 clones, producing the anti-inflammatory cytokine IL-10 and bearing higher bacillary loads. This is in line with previous reports characterizing the immunosuppressive profile in macrophages activated by the IL-10/STAT3 signaling pathway (39, 40). In this study, we show that FM formation depends (albeit partially) on the IL-10/STAT3 axis, and thus establishing an association between both processes (accumulation of lipid bodies and immunosuppression). Within this context, we observed that both processes are enhanced by the IL-10/STAT3 signaling pathway, arguing for likelihood of two independent outcomes emanating from the same signaling axis (Figure 8). Of note, it has been reported that the synthetic glucocorticoid dexamethasone can upregulate ACAT expression promoting formation of FM (41). Although there are extensive reports demonstrating transcriptional interactions between STAT3 and glucocorticoids leading to repression or synergism of target genes (42), it is interesting to notice that both IL-10 and glucocorticoids can polarize macrophages into an immunoregulatory profile (43). Based on that, we propose that the establishment of a foamy phenotype is accompanied by the acquisition of immunosuppressive properties.

It should be mentioned that Stattic is not an inhibitor completely specific for STAT3 (44). In this regard, a desirable goal is the discrimination between STAT3 and STAT1 involvement because both transcription factors can be activated by IL-10 (albeit at different levels), and because of their high degree of homology, particularly in their SH2 domains (44). Under our experimental conditions, unlike the strong activation of STAT3, we did not observe the phosphorylation of STAT1 in macrophages treated with TB-PE (data not shown and Figure 6). Likewise, the depletion of IFN-γ (a STAT1 activating cytokine) from TB-PE did not prevent the accumulation lipid bodies in macrophages (Figures 3A–C). Therefore, we consider that our experimental model is dependent of STAT3 instead of STAT1.

Our findings are in agreement with previous reports that demonstrated that macrophages exposed to lipids displayed impaired immune functions. Particularly, FM generated in vitro by the incubation with acetylated LDL displayed a reduced expression of pro-inflammatory genes (45). In addition, the ligation of the pregnane X receptor in human macrophages, which was associated to foamy formation, resulted in the impairment of the secretion of pro-inflammatory cytokines, phagolysosomal fusion and apoptosis (46). Moreover, a recent study showed that the treatment of human macrophages with surfactant lipids resulted in the reduction of TNF-α release and the enhancement of Mtb growth (14). Likewise, cholesterol-exposed THP1 macrophages failed both to produce TNF-α in response to Mtb and to clear the infection (15). To the best of our knowledge, we provide the first evidence that FM display a reduced ability to activate a recall Th1 response of specific antimycobacterial T cell clones. Therefore, we propose that FM significantly subvert the host immune response by impairing both the innate and the adaptive immune branches, and we predict a close relationship between lipid exposure, foamy phenotype acquisition and immunosuppressive properties.

Our study also provides additional mechanisms by which the environment created during infection can drive the foamy differentiation even in the absence of a direct contact with the pathogen. On the one hand, Mtb-infected macrophages can acquire a foamy phenotype as demonstrated in this study and several others (6–9, 27). Indeed, the accumulation of lipid bodies within infected cells has undesirable effects for the host, such as the protection of the pathogen against microbicidal mechanisms (10) and the acquisition of a dormancy phenotype, which confers tolerance to several front-line antibiotics (9). On the other hand, uninfected macrophages can also be driven into foamy cells by IL-10 and a source of lipids. These uninfected lipid-rich cells abrogate the host innate and adaptive cellular defense mechanisms, and when infected, they become a niche favoring pathogen persistence. In the latter case, we infer that uninfected individuals suffering from a lipid dysbalance may bear an enlarged pool of lipid-rich cells that potentially increase the susceptibility, persistence and/or progression of TB. In fact, diabetes and obesity have been associated with TB disease progression (47, 48), and even asymptomatic dyslipidemia was correlated to a reduced antimycobacterial activity (15).

In the past, most reports focused on assessing the impact of certain cytokines in the accumulation of lipid bodies in macrophages within the context of atherosclerosis; FM were proposed to cause the formation of atheroma (49). In fact, IL-1β and TNF-α are known to impede neutral lipid turnover in THP-1 cells loaded with lipoproteins (50), and these pro-inflammatory cytokines can decrease the efflux of lipids in J774 murine macrophages (51). In addition, IL-10 was shown to regulate lipid metabolism in human macrophages loaded with acetylated and oxidized LDL by increasing both cholesterol uptake and efflux resulting in a net increase in cholesterol content (52, 53). Considering that both pro- and anti-inflammatory cytokines were associated to the accumulation of lipid bodies, we evaluated in this study the effect of depleting several cytokines from TB-PE on the FM formation. In our hands, unlike the depletion of IL-10, the foamy phenotype induced by TB-PE was not altered by depletion of IL-1β, TNF-α, IL-6 or IFN-γ, pointing toward a specific role of IL-10 in promoting FM formation in the context of the pleural infection. Moreover, anti-inflammatory cytokines such as IL-4 and IL-13 were shown to alter lipid metabolism in macrophages through the activation of the lipid-activated nuclear receptors PPARγ (54), which mediates accumulation of lipid bodies (55, 56). Yet, we dismiss a potential role for IL-4 in our model given that its level was undetectable in TB-PE samples (data not shown).

In summary, our present study provides insights into the mechanisms by which host factors can enhance FM formation in macrophages. This knowledge may contribute to the identification of host molecular pathways that could be modulated to the benefit of the patient. Besides, the complementation of the conventional anti-TB therapy with host-directed therapies is desirable in order to achieve shorter treatment times, reduction in lung damage caused by the disease, and lower risk of relapse or reinfection. In this regard, a better understanding of the molecular mechanisms underlying host–pathogen interactions could provide a rational basis for the development of effective anti-TB therapeutics.
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FIGURE S1 | Interleukin-10 (IL-10) promotes lipid bodies’ accumulation in TB-PE-treated macrophages. (A) TB-PE were incubated with neutralizing antibodies for 1 h (4°C) for the depletion of IL-10, IL-6, IL-1β, or TNF-α, and then, Protein G Sepharose beads were added and incubated for 1 h (4°C). Finally, TB-PE was centrifuged at 12,000 × g to remove antibody-bead complexes. In the case of IFN-γ depletion, it was performed by incubating TB-PE for 2 h in sterile 96-well plates that had been coated with the capture antibody provided by the human IFN-γ ELISA Kit. In all cases, depletions were controlled by ELISA. (B) Human monocyte-derived macrophages were treated with TB-PE depleted or not of IL-10 for 24 h and then, cells were labeled with BODIPY 493/503 to visualize the lipid bodies by green fluorescence emission. The left panels are DIC images of the same field.

FIGURE S2 | Correlation between cholesterol levels and different cytokines present in TB-PE. Correlation analysis between the levels of IL-6, IL-1β, TNF-α, or IFN-γ and the cholesterol content found in individual preparations of TB-PE (n = 23–24).

Figure S3 | Signal transducer and activator of transcription 3 (STAT3) activation enhances lipid bodies accumulation by TB-PE. (A) Immunoblot images of p705-STAT3, STAT3, and β-actin (left panel); quantification of p705-STAT3 vs STAT3 on macrophages treated or not with Static (20 μM) or cucurbitacin (100 nM) for 2 h and then exposed or not to TB-PE for 24 h (right panel; n = 3). (B) Macrophages were treated or not with different concentrations of cucurbitacin for 2 h and then were exposed or not to TB-PE for 24 h. Lipid bodies’ content was assessed by Oil Red O (ORO) staining. The results are shown like the integrated density of ORO staining (n = 6) (*p ≤ 0.05).
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Suppressor of Cytokine Signaling 3 in Macrophages Prevents Exacerbated Interleukin-6-Dependent Arginase-1 Activity and Early Permissiveness to Experimental Tuberculosis
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Suppressor of cytokine signaling 3 (SOCS3) is a feedback inhibitor of interleukin (IL)-6 signaling in macrophages. In the absence of this molecule, macrophages become extremely prone to an IL-6-dependent expression of arginase-1 (Arg1) and nitric oxide synthase (NOS)2, the prototype markers for alternative or classical macrophage activation, respectively. Because both enzymes are antipodean macrophage effector molecules in Mycobacterium tuberculosis (Mtb) infection, we assessed the relevance of SOCS3 for macrophage activation during experimental tuberculosis using macrophage-specific SOCS3-deficient (LysMcreSOCS3loxP/loxP) mice. Aerosol infection of LysMcreSOCS3loxP/loxP mice resulted in remarkably higher bacterial loads in infected lungs and exacerbated pulmonary inflammation. This increased susceptibility to Mtb infection was accompanied by enhanced levels of both classical and alternative macrophage activation. However, high Arg1 expression preceded the increased induction of NOS2 and at early time points of infection mycobacteria were mostly found in cells positive for Arg1. This sequential activation of Arg1 and NOS2 expression in LysMcreSOCS3loxP/loxP mice appears to favor the initial replication of Mtb particularly in Arg1-positive cells. Neutralization of IL-6 in Mtb-infected LysMcreSOCS3loxP/loxP mice reduced arginase activity and restored control of mycobacterial replication in LysMcreSOCS3loxP/loxP mice. Our data reveal an unexpected role of SOCS3 during experimental TB: macrophage SOCS3 restrains early expression of Arg1 and helps limit Mtb replication in resident lung macrophages, thereby limiting the growth of mycobacteria. Together, SOCS3 keeps IL-6-dependent divergent macrophage responses such as Nos2 and Arg1 expression under control and safeguard protective macrophage effector mechanisms.
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INTRODUCTION

Infection with Mycobacterium tuberculosis (Mtb) remains a major health threat worldwide (1). The family of suppressor of cytokine signaling (SOCS)-proteins includes eight members (2). These molecules are feedback inhibitors of janus kinases (JAK) signaling pathways downstream of cytokine receptors. During cytokine signaling, SOCS proteins are induced via signal transducers and activators of transcription (STAT) molecules and in a negative feedback loop regulate and terminate STAT signaling. Importantly, these proteins determine which STAT factors are activated after cytokine receptor ligation and which downstream signaling events are induced. In particular, suppressor of cytokine signaling 3 (SOCS3) is involved in the regulation of gp130-mediated signaling pathways (3–5). gp130 is a common cytokine receptor chain and is responsible in cooperation with individual receptor subunits—for the recognition of many cytokines, the most important of which is interleukin (IL)-6 (6). In the absence of SOCS3 in macrophages, IL-6 is able to mediate both anti- and pro-inflammatory effects (4, 5, 7). These effects are mediated via prolonged STAT3 or STAT1 signaling leading to IL-10- or interferon-gamma (IFN-γ)-like responses, respectively. Eventually, this aberrant gp130-mediated signaling in the absence of macrophage SOCS3 lead to an uncontrolled classical macrophages activation (4). Additionally, a knock down of SOCS3 shifts the activation of macrophages toward an alternative phenotype at the same time (8). Consequently, SOCS3 is essential for regulating the specificity of IL-6 signaling in macrophages.

Macrophages are the main host and effector cells in Mtb infection. In experimental animal models, control of mycobacterial replication is strictly dependent on the IL-12-instructed development and infiltration of CD4+ T helper type 1 (Th1) cells into the lung (9). The secretion of IFN-γ by Th1 cells eventually induces the so-called classically activated macrophages to express effector molecules central to the anti-mycobacterial immune response such as the inducible nitric oxide synthase (NOS)2 and LRG-47, a member of the 47-kilodalton p47 guanosine triphosphatase family (10, 11). On the other hand, a Th2 immune response induces the arginase-1 (Arg1) expressing so-called alternatively activated macrophages, which counteract protective anti-mycobacterial macrophage effector mechanisms (12–14).

Hence, the activation state of macrophages is critical for the control of mycobacterial growth. Mtb-infected macrophages express Socs3 in a MyD88-dependent manner (15) and during experimental tuberculosis (TB), Socs3 is induced in lungs of infected mice (13). Previously, SOCS3 in macrophages has been implicated in promoting the IL-12-dependent development of Th1 cells in experimental Toxoplasma gondii (16) and Mtb (15) infection. To further assess the role of macrophage SOCS3 in experimental TB, we analyzed macrophage responses in macrophage-specific SOCS3-deficient (LysMcreSOCS3loxP/loxP) mice (5) and give evidence that in the absence of macrophage SOCS3, IL-6 promotes susceptibility to Mtb infection by the early induction of Arg1 in resident macrophages. Our study implicates that SOCS3 additionally act as an underappreciated critical component to prevent mycobacterial growth in macrophages.

RESULTS

Macrophage-Specific SOCS3-Deficient Mice Are Highly Susceptible to Mtb Infection

To evaluate the effect of macrophage SOCS3 on the outcome of experimental TB, we infected LysMcreSOCS3loxP/loxP mice (deficient for SOCS3 in macrophages) and cre-negative littermates. Bacterial loads were determined at different time-points following aerosol Mtb infection. Compared to SOCS3loxP/loxP mice, bacterial loads in lungs of LysMcreSOCS3loxP/loxP mice were significantly enhanced 21 and 25 days after infection (Figure 1A) confirming the high susceptibility of these mice shown by Carow et al. (15).
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FIGURE 1 | Macrophage-specific suppressor of cytokine signaling 3 (SOCS3)-deficient mice were highly susceptible to Mtb infection. Cre-negative SOCS3loxP/loxP control mice (black symbols) and LysMcreSOCS3loxP/loxP mice (white symbols) were infected with approximately 1,000 CFU Mtb via the aerosol route and lungs were isolated at the indicated time points. (A) For mycobacterial colony enumeration assays, aseptically removed lungs were weighed, transferred into PBS containing a proteinase inhibitor cocktail and homogenized. Tenfold serial dilutions of organ homogenates were plated and colonies were counted 3 weeks later. One experiment representative of three performed is shown. (B,C) At 23 days of infection, perfused lungs were digested and single-cell suspensions were analyzed by flow cytometry for surface expression of CD11b and Ly6G (B). (C) After automated cell counting and flow cytometry of CD11b+ F4/80+ macrophages, CD11b+ Ly6G+ granulocytes, and CD4+ T cells, absolute numbers of these cell populations were calculated. Data represent means ± SD of at least five mice per group. One experiment representative of two performed is shown. Statistical analysis was performed as described in experimental procedures defining differences between SOCS3loxP/loxP and LysMcreSOCS3loxP/loxP mice as significant (***p < 0.001; **p < 0.01). (D) Hematoxylin/eosin (H&E, original magnification 100×; scale bar = 1 mm) and Ziehl–Neelsen staining (ZN, original magnification 400×; scale bar = 0.25 mm) of sections from formalin-fixed and paraffin-embedded lungs isolated from mice after 27 days of infection. (E) Survival of 10 infected mice per group was monitored. Animals that lost more than 25% of their original body weight were sacrificed. Statistical analysis was performed as described in experimental procedures defining differences between SOCS3loxP/loxP and LysMcreSOCS3loxP/loxP mice as significant (***p ≤ 0.001).



Infiltration of Macrophages and Granulocytes in the Lungs of Mtb-Infected LysMcreSOCS3loxP/loxP Mice Is Increased

We next assessed the pathological consequences of macrophage-specific SOCS3 deficiency during experimental TB. After 23 days of infection, the total number of cells infiltrating the lungs of Mtb-infected LysMcreSOCS3loxP/loxP mice was increased threefold when compared to SOCS3loxP/loxP mice (data not shown). The main cell types progressively infiltrating the lungs of macrophage-specific SOCS3-deficient mice were predominantly CD11b+ macrophages and granulocytes (Figure 1B). Twenty-three days after Mtb infection, their numbers were approximately 3- and 10-fold increased as compared to SOCS3loxP/loxP mice, respectively (Figure 1C). By contrast, the absolute number of CD4+ T cells was comparable in the lungs of both SOCS3loxP/loxP and LysMcreSOCS3loxP/loxP mice (Figure 1C). Histopathological analysis of lungs taken from LysMcreSOCS3loxP/loxP mice confirmed an enhanced inflammatory cell influx (Figure 1D). Organized granuloma formation was absent in cre-positive SOCS3loxP/loxP mice until day 28 (Figure 1D; H&E staining) and this enhanced inflammatory environment alongside the mycobacterial overgrowth (Figure 1D; ZN staining) led to accelerated death of these mice (Figure 1E).

Inflammatory Immune Responses Are Severely Altered in Mtb-Infected LysMcreSOCS3loxP/loxP Mice

To examine why mycobacteria growth was not controlled in LysMcreSOCS3loxP/loxP mice, the induction of pro- and anti-inflammatory cytokines in lung homogenates after Mtb infection was characterized by determining the concentrations of IL-6, tumor necrosis factor (TNF), IL-10, IFN-γ, and IL-12/IL-23p40 in a cytometric bead array (CBA) (Figure 2A). Compared to SOCS3loxP/loxP mice, the production of IL-6, TNF, and IL-10 was significantly elevated in the lungs of LysMcreSOCS3loxP/loxP mice after Mtb infection whereas the amount of IFN-γ was comparable in both cre-negative and cre-positive SOCS3loxP/loxP mice (Figure 2A). In striking contrast, during the course of experimental TB the expression of IL-12/IL-23p40 was significantly reduced in macrophage-specific SOCS3-deficient mice when compared to infected SOCS3loxP/loxP mice (Figure 2A). Because IL-12 is required to promote a protective Th1 immune response (17), we next investigated the frequency of antigen-specific IFN-γ-producing cells using whole cell suspensions or purified CD4+ T cells from lungs of infected animals in an ELISPOT assay (Figure 2B). On day 21 of Mtb infection, the frequency of IFN-γ-producing CD4+ T cells was significantly reduced in the lungs of Mtb-infected LysMcreSOCS3loxP/loxP mice (Figure 2B). Taken together, these data show a dysregulation of pro- and anti-inflammatory cytokine production in LysMcreSOCS3loxP/loxP mice during Mtb infection.
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FIGURE 2 | Differentially expressed inflammatory immune responses in Mtb-infected LysMcreSOCS3loxP/loxP mice. Cre-negative SOCS3loxP/loxP control mice (black symbols) and LysMcreSOCS3loxP/loxP mice (white symbols) were infected with approximately 1,000 CFU Mtb via the aerosol route and lungs were isolated at the indicated time points. (A) Cytokine levels were measured by cytometric bead array (CBA) in lung homogenates and the quantity of cytokines per lung was calculated based on the ratio of lung to sample weight. (B) At 23 days of infection, perfused lungs were digested and single-cell suspensions, as well as enriched CD4+ T cells, were restimulated with ESAT-61–20. The frequency of IFN-γ-producing cells was determined by an ELISPOT assay. Data represent means ± SD of at least five mice per group. One experiment representative of two performed is shown. Statistical analysis was performed as described in experimental procedures defining differences between SOCS3loxP/loxP and LysMcreSOCS3loxP/loxP mice as significant (*p ≤ 0.05; **p ≤ 0.01; ***p ≤ 0.001).



Our results are in line with previous studies addressing the impact of a macrophage-specific SOCS3 deficiency on the outcome of experimental toxoplasmosis (16) and TB (15) which implicated the reduced IL-12/IL-23 production and subsequent impaired Th1 immune response to be involved in the impaired control of Mtb infection in LysMcreSOCS3loxP/loxP mice.

NOS2 and Arg1 Are Elevated in Mtb-Infected LysMcreSOCS3loxP/loxP Mice but Arg1 Expression Precedes That of NOS2

Based on in vitro experiments, Carow et al. excluded impaired macrophages effector functions as a cause for the increased susceptibility of Mtb-infected LysMcreSOCS3loxP/loxP mice (15). The IFN-γ-dependent induction of the effector molecule NOS2 and subsequent production of reactive nitrogen intermediates (RNI) in classically activated macrophages, which are toxic to intracellular Mtb, is required for control of mycobacterial growth (10). Hence, the reduced frequency of Th1 cells in LysMcreSOCS3loxP/loxP mice might also result in a diminished induction of this enzyme. To evaluate whether a modulated expression of Nos2 accounts for the increased susceptibility of Mtb-infected LysMcreSOCS3loxP/loxP mice, we determined the expression of Nos2 and the production of RNI in lung homogenates of infected mice (Figure 3A). Quantitative real time (qRT)-PCR revealed that 21 and 28 days after Mtb infection Nos2 was considerably induced in lungs of SOCS3loxP/loxP mice (Figure 3A). However, Nos2 expression was even higher in lung homogenates of infected LysMcreSOCS3loxP/loxP mice. To determine the NOS2-dependent production of RNI during experimental TB we quantified the production of nitrate in lung homogenates from SOCS3loxP/loxP and LysMcreSOCS3loxP/loxP mice (Figure 3A). In uninfected mice, low amounts of nitrate were detected in lung homogenates. After infection with Mtb, the production of nitrates increased in SOCS3loxP/loxP mice. In lung homogenates of infected LysMcreSOCS3loxP/loxP mice, nitrate levels were significantly increased by threefold compared to littermate controls. Therefore, it appears that if the increased susceptibility of LysMcreSOCS3loxP/loxP mice to experimental TB cannot be attributed to an impaired expression and function of NOS2, other mechanisms may overwrite this normally protective response. Induction of Nos2 can be counter-regulated by a concomitant Arg1 enzyme activity (12, 13). Arg1, a marker of alternative activation, hydrolyzes L-arginine to urea and L-ornithine and has been discussed to regulate RNI production in macrophages through depletion of L-arginine, the substrate for NOS2 (18, 19). Additionally, Arg1-dependent production of polyamines may promote growth of intracellular pathogens (20, 21). Therefore, we speculated that in LysMcreSOCS3loxP/loxP mice, an increased arginase activity in the lungs modulates protective effector mechanisms against Mtb usually exerted by classically activated macrophages. A kinetic quantification of gene expression in lung homogenates revealed that Arg1 is only moderately induced in lungs of SOCS3loxP/loxP mice during the course of Mtb infection (Figure 3B). By contrast, Arg1 expression in LysMcreSOCS3loxP/loxP mice was highly induced early during Mtb infection. Accordingly, arginase activity in lungs of LysMcreSOCS3loxP/loxP mice was also strikingly elevated when compared to enzyme activity in lungs of infected SOCS3loxP/loxP mice (Figure 3B). Importantly, high Arg1 gene expression precedes the increased gene expression of Nos2 (Figures 3A,B).
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FIGURE 3 | Elevated NOS2 and arginase activity in Mtb-infected LysMcreSOCS3loxP/loxP mice. Cre-negative SOCS3loxP/loxP control mice (black symbols) and LysMcreSOCS3loxP/loxP mice (white symbols) were infected with approximately 1,000 CFU Mtb via the aerosol route and lungs were isolated at the indicated time points. (A) Gene expression of Nos2 in lung homogenates was determined by qRT-PCR. To detect RNI, NO3 was converted into NO2 after deproteination of homogenates. Following the addition of Griess reagents, the content of NO2 was determined by photometric measurement. (B) Gene expression of Arg1 in lung homogenates was determined by qRT-PCR. To determine arginase activity, the enzyme was activated and arginine hydrolysis was conducted after the addition of L-arginine. The reaction was stopped and the urea concentration was determined as a degree of arginase activity. (C) Gene expression of Ym1 and Fizz1 in lung homogenates was determined by qRT-PCR. (D) Gene expression of Il4ra in lung homogenates and surface expression of the IL-4Rα was determined by qRT-PCR and flow cytometry of CD11b+ F4/80+ macrophages, respectively. Data represent means ± SD of at least five mice per group. One experiment representative of 2 performed is shown. Statistical analysis was performed as described in experimental procedures defining differences between SOCS3loxP/loxP and LysMcreSOCS3loxP/loxP mice as significant (**p ≤ 0.01; ***p ≤ 0.001).



The expression of Nos2 in infected tissue characterizes classical macrophage activation, which is required for protective macrophage effector responses. By contrast, alternatively activated macrophages are defined by tissue expression of Arg1 and other markers, such as Ym1, Fizz1, and the IL-4Rα-subunit especially during pulmonary inflammation (22). To evaluate whether SOCS3 deficiency generally intensify alternative macrophage activation during Mtb infection, gene and surface expression of different markers were quantified by qRT-PCR in lung homogenates and flow cytometry of single-cell suspensions, respectively (Figures 3C,D). Interestingly, LysMcreSOCS3loxP/loxP mice constitutively expressed elevated levels of Ym1 and Fizz1 in lung homogenates (Figure 3C). Whereas in SOCS3loxP/loxP mice, Ym1 and Fizz1 were only marginally stimulated after Mtb infection, gene expression of these markers for alternative macrophage activation was highly induced in lung homogenates of Mtb-infected LysMcreSOCS3loxP/loxP mice. During the course of infection, the expression of these markers was significantly increased in LysMcreSOCS3loxP/loxP mice compared to SOCS3loxP/loxP animals. To further evaluate alternative macrophage activation in LysMcreSOCS3loxP/loxP mice during experimental TB, we also quantified expression of Il4ra by qRT-PCR in lung homogenates and on the single-cell level by flow cytometric analysis of IL-4Rα expression on CD11b+ F4/80+ lung cells (Figure 3D). Before infection, gene expression was similarly low in both SOCS3loxP/loxP and LysMcreSOCS3loxP/loxP mice. After infection with Mtb, only LysMcreSOCS3loxP/loxP mice showed Il4ra gene expression levels that were significantly different from a basal expression in SOCS3loxP/loxP mice. On day 23 of experimental TB, surface expression of the IL-4Rα was significantly increased on macrophages in single lung cell suspensions of LysMcreSOCS3loxP/loxP mice when compared to the surface expression on macrophages from infected SOCS3loxP/loxP mice. Our results so far indicate that during Mtb infection SOCS3 is involved in regulating early alternative macrophage activation.

Because we found that Nos2 and Arg1 are highly expressed in the absence of macrophage SOCS3 but Arg1 precedes the expression of Nos2; we considered that, in LysMcreSOCS3loxP/loxP mice, most bacteria might initially and preferentially multiply in Arg1-expressing cells. We, therefore, conducted double staining of mycobacteria and NOS2 or Arg1 in lung sections of LysMcreSOCS3loxP/loxP mice 1 week after infection with Mtb. In SOCS3loxP/loxP mice, NOS2- and Arg1-expressing cells were not detectable at this early time point (data not shown) reflecting the low gene expression of both enzymes (see Figures 3A,B). In lungs of LysMcreSOCS3loxP/loxP mice, 1 week after infection Arg1 precedes Nos2 gene expression (see Figures 3A,B) and accordingly Arg1-positive cells were abundant (Figure 4A), whereas NOS2-positive cells were hardly detectable (Figure 4B). Importantly, at this early time point, mycobacteria were mostly found in Arg1-expressing cells. Together, these results indicate that in Mtb-infected LysMcreSOCS3loxP/loxP mice an early exacerbated arginase activity favors the initial replication of Mtb particularly in Arg1-expressing cells.
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FIGURE 4 | Suppressor of cytokine signaling 3 (SOCS3) deficiency in macrophages favors the initial replication of Mtb in arginase-1 (Arg1)-expressing cells. Cre-negative SOCS3loxP/loxP control mice and LysMcreSOCS3loxP/loxP mice were infected with approximately 1,000 CFU Mtb via the aerosol route and lungs were isolated 1 week later. After antigen retrieval and blocking, deparaffinized formalin-fixed lung sections were incubated with goat anti-Arg1 antibody or rabbit anti-NOS2 antibody. Sections were subsequently incubated with rabbit anti-goat IgG-biotin or goat anti-rabbit IgG-biotin, respectively, followed by an incubation with Streptavidin-Cy5. Finally, sections were co-stained with rabbit anti-Mtb-FITC and DAPI. Co-localization of Mtb and (A) Arg1 or (B) NOS2 was determined by confocal microscopy. Data represent representative photomicrographs of at least five mice per group.



In the Absence of Macrophage SOCS3, Mtb Infects Increasingly Arg1-Expressing Resident Macrophages

Having shown that in the absence of macrophage SOCS3 Mtb evades in early appearing Arg1-expressing cells, we next analyzed the fate of mycobacteria in different types of macrophages during the course of infection in vivo. A defective recruitment of CD11bmedF4/80med infiltrating macrophages in the lungs of infected mice is associated with susceptibility to Mtb (23). The examination of resident CD11bhiF4/80hi and infiltrating CD11bmedF4/80med macrophages in lungs of Mtb-infected SOCS3loxP/loxP and LysMcreSOCS3loxP/loxP mice (as defined in the representative plot in Figure 5A) revealed a comparable frequency in both strains with a relative proportion of approximately 45–60% infiltrating macrophages and approximately 10% resident macrophages (Figure 5A). Infection of experimental mice with recombinant Mtb expressing mCherry enabled us to track bacteria in these cell types by flow cytometry (representative plot in Figure 5B). However, because MtbmCherry was less virulent than wild-type Mtb, lungs were isolated on day 36 after infection. Whereas in lungs of SOCS3loxP/loxP mice, Mtb was predominantly found in infiltrating macrophages, in LysMcreSOCS3loxP/loxP mice mycobacteria were detectable not only in infiltrating CD11bmedF4/80med but also, to the same extent, in resident CD11bhiF4/80hi cells (Figure 5B).
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FIGURE 5 | In the absence of macrophage suppressor of cytokine signaling 3 (SOCS3), Mtb infects increasingly arginase-1 (Arg1)-expressing resident macrophages. Cre-negative SOCS3loxP/loxP control mice and LysMcreSOCS3loxP/loxP mice were infected with approximately 1,000 CFU Mtb (A,C) or MtbmCherry (B) via the aerosol route. At 21 or 36 days of infection, respectively, perfused lungs were digested and single-cell suspensions were analyzed by flow cytometry for surface expression of CD11b, F4/80, MtbmCherry, and intracellular NOS2 and Arg1. (A,B) For flow cytometric analysis of surface markers, single-cell suspensions of lungs were incubated with an anti-FcγRIII/II monoclonal antibody and stained with optimal concentrations of anti-CD11b and anti-F4/80. (A) Characterization of different macrophage populations (as defined in the representative plot) in SOCS3loxP/loxP and LysMcreSOCS3loxP/loxP mice based on surface expression of CD11b and F4/80. (B) The presence of Mtb in the macrophage populations defined in (A). (C) For intracellular staining of NOS2 and Arg1 in CD11bmed F4/80med and CD11bhi F4/80hi cells isolated from lungs of SOCS3loxP/loxP and LysMcreSOCS3loxP/loxP mice, single-cell suspensions of lungs were stained for surface markers before permeabilization. Staining of NOS2 and Arg1 was performed using optimal concentrations of anti-NOS2 and anti-Arg1 antibodies. Appropriate isotype controls were used. Data represent means ± SD of three to five mice per group. In (A and C), one experiment representative of two performed is shown.



We next determined the relative expression of NOS2 and Arg1 by intracellular staining of both enzymes in resident CD11bhiF4/80hi and infiltrating CD11bmedF4/80med macrophages in lungs of Mtb-infected SOCS3loxP/loxP and LysMcreSOCS3loxP/loxP mice (Figure 5C). Most of the infiltrating macrophages in lungs of both SOCS3loxP/loxP and LysMcreSOCS3loxP/loxP mice were found negative for both, NOS2 and Arg1 or expressed only NOS2. Very few CD11bmedF4/80med cells expressed Arg1 alone or both, NOS2 and Arg1 (Figure 5C). Approximately 50% of resident CD11bhiF4/80hi macrophages in lungs of SOCS3loxP/loxP animals were found single positive for NOS2, about 20% were double positive for NOS2, and Arg-1 and 25% double negative. A small proportion expressed Arg1 only. By contrast, in lungs of LysMcreSOCS3loxP/loxP mice the frequencies of Arg1-positive and Arg1/NOS2-positive but also that of Arg1/NOS2-negative CD11bhiF4/80hi cells increased at the cost of a decreased relative amount of NOS2-positive cells (Figure 5C).

Together, the absence of SOCS3 is associated with an uncontrolled expression of Arg1 and concomitant enhanced replication of Mtb in lung macrophages during experimental TB.

IL-6 Contributes to Alternative Macrophage Activation and Subsequent Susceptibility and Pathology in Mtb-Infected LysMcreSOCS3loxP/loxP Mice

Suppressor of cytokine signaling 3 is involved in the regulation of gp130-mediated IL-6 signaling and suppresses the induction and maintenance of STAT1- and STAT3-dependent downstream effects (4, 5). We, therefore, determined whether IL-6-dependent signaling was causally involved in the increased susceptibility of LysMcreSOCS3loxP/loxP mice during Mtb infection in vivo. To this end, we neutralized IL-6 by using a monoclonal anti-IL-6 antibody in vivo. During experimental TB, IL-6 neutralization had no effect on bacterial loads in lungs of C57LB/6 mice (Figure 6A). In contrast, neutralization of IL-6-dependent signals significantly reduced CFU in lungs of LysMcreSOCS3loxP/loxP mice infected for 21 and 28 days with Mtb. However, bacterial loads in lungs from anti-IL-6-treated cre-positive SOCS3loxP/loxP mice were still increased compared to infected SOCS3loxP/loxP mice. IL-6 neutralization also greatly ameliorated pathology in LysMcreSOCS3loxP/loxP mice infected with Mtb for 28 days (Figure 6B). The reduced expression of Il12b and Ifng in lung homogenates of Mtb-infected LysMcreSOCS3loxP/loxP mice could only partially be restored by treatment with anti-IL-6 (Figure 6C). Because we show here that macrophage-specific SOCS3 deficiency promotes IL-6-induced classical and alternative macrophage activation during experimental TB in vivo, we next assessed whether IL-6 neutralization affected macrophage activation in the lungs of Mtb-infected mice. Treatment of C57BL/6 mice with anti-IL-6 had neither an effect on classical macrophage activation (measured by Nos2 gene expression and nitrate production in lung homogenates; Figure 6D) nor on alternative macrophage activation (determined by Ym1, Fizz1, Arg1 gene expression, and arginase activity in lung homogenates; Figures 6E,F). IL-6 neutralization reduced classical macrophage activation only to some extent with significantly decreased levels of RNI in lung homogenates of LysMcreSOCS3loxP/loxP mice 21 after Mtb infection (Figure 6D). In infected SOCS3-deficient mice anti-IL-6 mAb treatment had no effect on gene expression of Ym1 and Fizz1 (Figure 6E) but IL-6 neutralization significantly reduced Arg1 gene expression and arginase activity in lung homogenates of LysMcreSOCS3loxP/loxP mice that were infected with Mtb for 21 and 28 days (Figure 6F).
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FIGURE 6 | Interleukin (IL)-6-dependent macrophage responses, susceptibility and pathology in Mtb-infected LysMcreSOCS3loxP/loxP mice. Control (C57BL/6 and Cre-negative SOCS3loxP/loxP) mice and LysMcreSOCS3loxP/loxP mice were infected with approximately 1,000 CFU Mtb via the aerosol route. Two groups, C57BL/6 and LysMcreSOCS3loxP/loxP mice, were i.p. injected twice a week with 250 μg of a monoclonal rat anti-mouse IL-6 antibody. Two other groups of cre-negative SOCS3loxP/loxP and LysMcreSOCS3loxP/loxP mice were left untreated. Lungs were removed at the indicated time points. (A) For mycobacterial colony enumeration assays, aseptically removed lungs were weighed, transferred into PBS containing a proteinase inhibitor cocktail and homogenized. Tenfold serial dilutions of organ homogenates were plated and colonies were counted three weeks later. (B) At 28 days of infection, photographs of removed lungs were taken. (C) Gene expression of Il12b and Ifng in lung homogenates was determined by qRT-PCR. (D) Gene expression of Nos2 in lung homogenates was determined by qRT-PCR. To detect RNI, NO3 was converted into NO2 after deproteination of homogenates. Following the addition of Griess reagents, the content of NO2 was determined by photometric measurement. (E) Gene expression of Ym1 and Fizz1 in lung homogenates was determined by qRT-PCR (F) Gene expression of Arg1 was determined by qRT-PCR. To determine arginase activity, the enzyme was activated and arginine hydrolysis was conducted after the addition of L-arginine. The reaction was stopped and the urea concentration was determined as a degree of arginase activity. Data represent means ± SD of at least five mice per group. Statistical analysis was performed as described in experimental procedures defining differences between control and LysMcreSOCS3loxP/loxP mice or untreated and treated animals as significant (*p ≤ 0.05; **p ≤ 0.01; ***p ≤ 0.001).



Together, these results demonstrate that SOCS3 prevents an IL-6-dependent dysregulated state of macrophage activation in vivo that promotes mycobacterial growth.

DISCUSSION

Reduced expression of SOCS3 has been associated with recurrent and pulmonary disease in TB patients, respectively (24, 25). For the model of experimental TB, Carow et al. convincingly showed that the control of an IL-6-mediated inhibition of IL-12 secretion by SOCS3 in macrophages contributes to the protective effect of SOCS3 (15).

Our results corroborate these findings and additionally show that a lack of macrophage-specific expression of SOCS3 results in a profound susceptibility to Mtb infection. The defect in controlling mycobacterial growth might be explained by the impaired IL-12/23p40 production and the decreased frequency of IFN-γ-producing Th1 cells in LysMcreSOCS3loxP/loxP mice. This reduced Th1 immune response is in line with reports showing SOCS3 to be responsible for preventing IL-6-dependent suppression of IL-12/23p40 in macrophages and, consequently, for mediating protective Th1 immune responses against Mtb (15) or T. gondii infection (16).

However, our study is the first to reveal that the increased susceptibility of LysMcreSOCS3loxP/loxP mice to Mtb infection is associated with strongly elevated levels of both pro- and anti-inflammatory cytokines. Such a dysbalanced inflammatory reaction is likely a direct consequence of the macrophage-specific SOCS3 deletion. SOCS3 binds to the gp130 receptor chain and regulates downstream STAT3-mediated signaling events (26). As a feedback inhibitor of cytokine signaling pathways, it plays a prominent role in limiting and terminating cytokine-induced mechanisms during inflammatory diseases (27–30). When this feedback mechanism is missing, the cytokine response by macrophages is uncontrolled as observed in Mtb-infected LysMcreSOCS3loxP/loxP mice of the present study. Moreover, the specificity of IL-6 signaling is lost in the absence of macrophage SOCS3 and IL-6 induces aberrant STAT1-dependent pro-inflammatory (IFN-γ-like) and STAT3-mediated anti-inflammatory (IL-10-like) responses (3–5). This regulatory function of SOCS3 is also reflected in Mtb-infected LysMcreSOCS3loxP/loxP mice of the present study by the concomitantly elevated levels of NOS2 [preferentially induced by IFN-γ/STAT1-mediated signals (31)] and Arg1 as well as the IL-4Rα [both induced to some extent by IL-10/STAT3-dependent signals (32, 33)], respectively.

In light of these findings, macrophage-specific SOCS3 appears necessary to ensure a balanced inflammatory immune response during experimental TB. The absence of SOCS3 in macrophages has detrimental consequences after infection with Mtb because excessive cytokine production exacerbated inflammation-induced lung pathology. The present study revealed an elevated infiltration of macrophages and granulocytes into the lungs of Mtb-infected LysMcreSOCS3loxP/loxP mice resulting in a very rapid loss of functional alveolar space and subsequent early death presumably due to respiratory failure. Hence, macrophage SOCS3 efficiently controls potentially detrimental inflammation-induced pathology early after Mtb infection.

Deficiency in macrophage SOCS3 resulted in an utterly immunocompromised phenotype characterized by a strikingly enhanced susceptibility to Mtb infection, even in the face of a heightened overall inflammatory response. The exacerbated bacterial loads in LysMcreSOCS3loxP/loxP mice might be a consequence of the strikingly increased neutrophil infiltration because susceptibility to Mtb infection has previously been attributed to enhanced granulocyte recruitment (34). Hence, we cannot rule out a direct effect of the enhanced granulocyte infiltration on the outcome of experimental TB in these mice. The early defect in controlling mycobacterial growth might also be explained by the impaired IL-12/23p40 production and the decreased frequency of IFN-γ-producing Th1 cells in LysMcreSOCS3loxP/loxP mice (15). Yet, after infection with Mtb the expression of Nos2 and the production of RNI were rather elevated in the absence of macrophage SOCS3. Therefore, the inability of LysMcreSOCS3loxP/loxP mice to restrict mycobacterial growth appears not to be based on a malfunction of these classically activated macrophages. Th2 cytokines, such as IL-4, IL-10, and IL-13, are potent mediators of alternative macrophage activation that counteract protective functions induced in classically activated macrophages (12, 13, 19, 21). However, in the present study, Th2 cytokines could hardly be detected in both, SOCS3loxP/loxP and LysMcreSOCS3loxP/loxP mice (data not shown) but analysis of activation markers such as NOS2 (for classical macrophage activation) and Fizz1, Ym1, Il4ra, or Arg1 (for alternative macrophage activation) revealed that in Mtb-infected LysMcreSOCS3loxP/loxP mice both phenotypes are significantly enhanced as compared to cre-negative SOCS3loxP/loxP mice. Hence, the increased susceptibility of LysMcreSOCS3loxP/loxP mice to Mtb infection was associated with an elevated alternative macrophage activation.

We and others have shown that Arg1 in alternatively activated macrophages subverts effector mechanisms against intracellular Mtb (12, 13, 19). However, the underlying mechanism induced by Arg1 that is key to a decreased control of mycobacterial growth in macrophages is not fully understood. Classical macrophage activation plays a central role in combating infection with Mtb through IFN-γ-induced expression of effector molecules such as the NOS2-dependent production of RNI (35). The production of RNI might be counter-regulated by Arg1 expression as both Arg1 and Nos2 share L-arginine as substrate (18). Hence, substrate depletion by either enzyme might be one regulatory mechanism in macrophages. Though Mtb infection induced exacerbated arginase activity in the absence of macrophage SOCS3, RNI production was not reduced. This argues against Arg1-mediated depletion of L-arginine to be a crucial factor for the susceptibility of Mtb-infected LysMcreSOCS3loxP/loxP mice. After Mtb infection, SOCS3-deficient mice expressed increased amounts of both NOS2 and Arg1. It appears that two distinct macrophage populations, classically activated and alternatively activated, are induced by Mtb infection in the absence of macrophage SOCS3. Whereas classically activated cells are able to control mycobacterial growth by NOS2 expression and subsequent production of RNI, arginase activity in alternatively activated macrophages may support the replication of Mtb in a compartmentalized fashion. Because in Mtb-infected LysMcreSOCS3loxP/loxP mice an elevated arginase activity precedes the increased induction of NOS2 mycobacteria were mostly found in Arg1-expressing cells at early time points of infection. This differential expression of Arg1 and NOS2 appears to favor the initial replication of Mtb particularly in Arg1-expressing cells. In our study, Mtb predominantly infected infiltrating macrophages. In LysMcreSOCS3loxP/loxP mice, however, mycobacteria were detectable not only in infiltrating but also to a similar extent in resident cells. Moreover, whereas infiltrating macrophages of both SOCS3loxP/loxP and LysMcreSOCS3loxP/loxP mice displayed a similar expression pattern of Arg1 and NOS2, SOCS3-deficient resident macrophages consisted of increased proportions of Arg1-expressing cells. Given that alternatively activated macrophages (measured by the gene expression of Arg1, Ym1, and Fizz1) are already present in the lungs of LysMcreSOCS3loxP/loxP mice before infection these mice appear to be constitutively permissive for Mtb. As a consequence, the hyperinflammatory phenotype of LysMcreSOCS3loxP/loxP mice may have been expedited by this initial susceptibility. Together, SOCS3 restrains an uncontrolled early expression of Arg1 and is necessary for controlling infection of lung macrophages during experimental TB.

Suppressor of cytokine signaling proteins have been shown to have multiple functions in shaping macrophage responses. However, not much is known about the specific impact of SOCS molecules on classical and alternative macrophage activation. Whereas SOCS1 has been described to be crucial for IL-4-induced Arg1 expression (36), SOCS3 is involved in promoting classical activation (8). Classical macrophage activation is mostly facilitated by the IFN-γ–STAT1 pathway but alternative macrophage activation and Arg1 expression is mainly induced by the Th2 cytokines IL-4 and IL-13 via STAT6- or IL-10 through STAT3-mediated signals (22, 37). Our in vivo study confirms previous in vitro findings that after IL-6 ligation SOCS3 deficiency results in the preferential induction of STAT1-dependent responses of classical macrophage activation such as the expression of Nos2 (4). Various markers of alternative macrophage activation including Arg1 appear to be differentially induced by IL-4/IL-13 and IL-10. IL-4Rα-mediated signals promote full alternative activation. By contrast, IL-10 directly induces Il4ra (thereby indirectly enhancing IL-4/IL-13-dependent alternative activation) and Arg1 but not other markers expressed by alternatively activated macrophages (33). In addition to IL-4, IL-13, and IL-10, IL-6 has recently been shown to specifically induce Arg1 in macrophages (38). Because SOCS3 regulates signaling at the gp130 receptor chain, the expression of IL-6-induced genes such as Arg1 is enhanced in SOCS3-deficient macrophages (38). The present in vivo study shows for the first time that after infection with Mtb the absence of macrophage SOCS3 resulted in exacerbated alternative macrophage activation with strikingly increased levels of Fizz1, Ym1, Il4ra, and Arg1.

We cannot formally exclude that the reduced IL-12 expression and subsequent impaired Th1 immune response account for the uncontrolled alternative macrophage activation in Mtb-infected LysMcreSOCS3loxP/loxP mice. It was shown during experimental toxoplasmosis that supplementation with recombinant IL-12 corrects the susceptible phenotype in macrophage-specific SOCS3-deficient animals (16). Along this line, Carow et al. failed to increase the already enhanced bacterial loads in Mtb-infected LysMcreSOCS3loxP/loxP mice by depleting CD4 T cells and concluded that macrophage SOCS3 does not directly impair innate effector responses (15). In our hands, however, injection of IL-12 did not ameliorate the course of Mtb infection in LysMcreSOCS3loxP/loxP mice (Figure S1 in Supplementary Material) which may imply that macrophage-specific SOCS3 deficiency does indeed affect effector mechanisms against Mtb in macrophages. Although Carow et al. showed that SOCS3-deficient macrophages were in fact able to restrict the growth of Mtb in response to IFN-γ, they did not analyze the effect of IL-6 on the expression of Arg1 and mycobacterial growth in LysMcreSOCS3loxP/loxP macrophages (15). However, during Mtb infection the key player in the absence of macrophage SOCS3 is IL-6. In vitro, SOCS3 has been shown to prevent the development of alternative macrophage activation and the addition of IL-6 to SOCS3-deficient macrophages increases the expression of Arg1 (8, 38) (data not shown). Hence, by way of an abnormal gp130-dependent signal transduction in SOCS3-deficient macrophages, the presence of IL-6 may still directly affect effector mechanisms of macrophages against Mtb. Our hypothesis is supported by experiments of the present study in which depletion of IL-6 in Mtb-infected LysMcreSOCS3loxP/loxP mice resulted in a significant reduction of bacterial loads and lung pathology. This was accompanied by a reduced expression and activity of Arg1 rather than by a corrected Th1 immune response. Interestingly, IL-6 depletion had no effect on gene expression of Ym1 and Fizz1 corroborating previous findings that IL-6 specifically mediates the STAT3-dependent expression of Arg1 in the first place (38). However, we could exclude that the differential induction of Ym1 and Fizz1 is mediated through STAT6 because inhibition of IL-6 also reduces gene expression levels of Il4ra (data not shown). Hence, these markers for alternative macrophage activation may be indirectly induced after Mtb infection by the hyperinflammatory phenotype in the absence of macrophage SOCS3. Together, our in vivo study revealed that SOCS3 is also key in specifically controlling IL-6-mediated Arg1 expression in macrophages.

We interpret our findings to indicate that in experimental Mtb infection SOCS3 does not act in a predetermined, biased way. In addition to promoting protective Th1 immune responses, SOCS3 also keeps IL-6-dependent divergent macrophage responses such as Nos2 and Arg1 expression under control. As a consequence, if macrophage SOCS3 is absent preferential replication of mycobacteria in Arg1-expressing macrophages and a dysbalanced inflammatory response result in early death. The early appearance of these permissive macrophages is not controlled due to the impaired Th1 immune response. In addition, SOCS3 deficiency allows the immediate exacerbation of Arg1 expression in Mtb-infected macrophages. As a consequence, macrophage-specific SOCS3 is essential to eventually safeguard protective macrophage effector mechanisms.

MATERIALS AND METHODS

Ethics Statement

All animal experiments performed were in accordance with the German Animal Protection Law and were approved by the Animal Research Ethics Board of the Ministry of Environment, Kiel, Germany.

Mice

SOCS3loxP/loxP mice were backcrossed 10 generations to C57BL/6 under specific-pathogen-free conditions at the Technical University of Munich (Germany) and the University of Erlangen (Germany). Mating with LysMcre mice on the C57BL/6 genetic background produced LysMcreSOCS3loxP/loxP and cre-negative SOCS3loxP/loxP littermates. In addition, in some experiments, C57BL/6 mice (Charles River, Sulzfeld, Germany) were used as controls.

Infection with Mtb

Mycobacterium tuberculosis H37rv or recombinant MtbmCherry (39) were grown in Middlebrook 7H9 broth (Difco, Detroit, MI, USA) supplemented with Middlebrook OADC enrichment medium (Life Technologies, Gaithersburg, MI, USA), 0.002% glycerol, and 0.05% Tween 80. Midlog phase cultures were harvested, aliquoted, and frozen at −80°C. After thawing, viable cell counts were determined by plating serial dilutions of the cultures on Middlebrook 7H10 agar plates followed by incubation at 37°C. Before infection of experimental animals, stock solutions of Mtb were diluted in sterile distilled water to a defined concentration and pulmonary infection was performed using an inhalation exposure system (Glas-Col, Terre-Haute, IN, USA).

Colony Enumeration Assay and Histology

Bacterial loads in lungs were evaluated at 3 and 4 weeks of infection. Lungs were removed aseptically, weighed, and transferred into PBS containing a proteinase inhibitor cocktail (Roche Diagnostics, Mannheim, Germany) and homogenized using the FastPrep™ System (MP Biomedicals, Solon, OH, USA). Tenfold serial dilutions of organ homogenates were plated onto Middlebrook 7H10 (Life Technologies, Darmstadt, Germany) agar plates containing 5% glycerine (Applichem, Darmstadt, Germany) and 10% heat-inactivated bovine serum (Biowest, Nuaillé, France) and incubated at 37°C for 21 days.

For histology, one lung lobe per mouse was fixed in 4% formalin-PBS, set in paraffin blocks, and sectioned (2–3 μm). Histopathological analyses were performed using standard protocols for hematoxylin/eosin staining. Acid-fast bacilli were detected using a modified Ziehl–Neelsen protocol. For the immunohistochemical detection of Arg1 and NOS2 (Upstate, Lake Placid, NY, USA) tissue sections were deparaffinized and pressure cooked in 10 mM citrate buffer, pH 6. After peroxidase quenching with 3% H2O2/TBS and blocking with 3% BSA, sections were incubated with primary antibodies against Arg1 (Santa Cruz Biotechnology, Santa Cruz, CA, USA) or NOS2 (Upstate) overnight followed by the incubation with HRP-conjugated goat-anti-rabbit secondary antibody (Dianova, Hamburg, Germany). Development was performed by using Elite ABC Kit (Vector, Burlingame, CA, USA) and diaminobenzidine (Vector).

Quantitative Real Time PCR

Weighed lung samples before and at different time points of infection with Mtb, were homogenized in 4 M guanidinium-isothiocyanate buffer and total RNA was extracted by acid phenol extraction. cDNA was obtained using murine moloney leukemia virus (MMLV) reverse transcriptase (Superscript II, Invitrogen, Karlsruhe, Germany) and oligo-dT (12–18mer; Sigma) as a primer. Quantitative PCR was performed on a Light Cycler (Roche). Data were analyzed employing the “2nd Derivate Maximum method” and “Standard Curve method” using hypoxanthine-guanine phosphoribosyl transferase (Hprt) as a housekeeping gene to calculate the level of gene expression in relation to Hprt. The following primer and probe sets were employed: Arg1: sense 5′-CCT GAA GGA ACT GAA AGG AAA-3′, antisense 5′-TTG GCA GAT ATG CAG GGA GT-3′, probe 5′-TTC TTC TG-3′; Fizz1: sense 5′-TAT GAA CAGATG GGC CTC CT-3′, antisense 5′-GGC AGT TGC AAG TAT CTC CAC-3′, probe 5′-GGC AGG AG-3′; Hprt: sense 5′-TCC TCC TCA GAC CGC TTT T-3′, antisense 5′-CCT GGT TCA TCA TCG CTA ATC-3′, probe 5′-AGT CCA G-3′; ifng: sense 5′-atc tgg agg aac tgg caa aa-3′, antisense 5′-ttc aag act tca aag agt ctg agg ta-3′, probe 5′-CAGAGCCA-3′; Il4ra: sense 5′-GAG TGG AGT CCT AGC ATC ACG-3′, antisense 5′-CAG TGG AAG GCG CTG TAT C-3′, probe 5′-CTT CCA GC-3′; Il12b: sense 5′-atc gtt ttg ctg gtg tct cc-3′, antisense 5′-gga gtc cag tcc acc tct aca-3′, probe 5′-agc tgg ag-3′; Nos2: sense 5′-CTT TGC CAC GGA CGA GAC-3′, antisense 5′-TCA TTG TAC TCT GAG GGC TGA C-3′, probe 5′-AGG CAG AG-3′; Ym1: sense 5′-GAA CAC TGA GCT AAA AAC TCT CCT G-3′, antisense 5′-GAG ACC ATG GCA CTG AAC G-3′, probe 5′-GGA GGA TG-3′.

Quantification of Cytokine Production

The concentrations of cytokines in lung homogenates from uninfected and infected mice were determined by a cytometric bead array (CBA) (BD Biosciences, Heidelberg, Germany) as described (40). IL-6 was analyzed using a CBA mouse-flex-set (BD Biosciences). To determine TNF, IL-12/IL-23p40, IL-10, and IFN-γ, beads were conjugated with purified antibodies (BD Bisosiences) using a functional-bead-conjugation buffer set following the manufacturer’s instructions (BD Biosciences). The quantity of cytokines per lung was calculated based on the ratio of lung to sample weight.

Arginase Activity and Nitrate Production in Lung Homogenates

To determine arginase activity in murine tissue, weighed pieces of organs were homogenized in 100 μl of 0.1% Triton X-100 (Sigma) containing a protease inhibitor cocktail (Roche). 50 μl of 10 mM MnCl2 (Merck, Darmstadt, Germany) and 50 mM Tris–HCl (Merck) were added to all samples and the enzyme was activated by heating for 10 min at 55°C. Arginine hydrolysis was conducted by incubating 25 μl of the activated lysate with 25 μl of 0.5 M L-arginine (Merck) at 37°C for 60 min. The reaction was stopped with 400 μl of H2SO4 (96%)/H3PO4 (85%)/H2O (1/3/7, v/v/v). As a degree of arginase activity, the urea concentration was measured at 540 nm after addition of 25 μl α-isonitrosopropiophenone (Sigma; dissolved in 100% ethanol) followed by heating at 95°C for 45 min. One unit of arginase activity is defined as the amount of enzyme that catalyzes the formation of 1 μmol urea/min. To detect RNI in uninfected and infected mice, lung homogenates were collected at different time points. After deproteination of homogenates using Micron YM-30 centrifugal filters (Millipore, Schwalbach, Germany), NO3 was converted into NO2 utilizing a commercial nitrate reductase kit (Cayman; Axxora, Lörrach, Germany). After adding Griess reagents, the content of NO2 was determined by photometric measurement reading the absorbance at 540 nm on a microplate reader (Sunrise; Tecan, Männedorf, Switzerland) as previously described (40).

Confocal Microscopy of Mtb in Arg1- and NOS2-Expressing Cells

For fluorescence microscopy, deparaffinized formalin-fixed lung sections were boiled for 45 min in 0.01 M citrate buffer at pH 6.0 for antigen retrieval. Endogenous peroxidase activity was blocked by a 10-min incubation in 1% hydrogen peroxide, unspecific antibody binding was blocked by a 30 min incubation in 3% BSA and endogenous biotin or avidin/streptavidin binding proteins were blocked using the Avidin/Biotin blocking kit (Vector Laboratories). Sections were then incubated overnight at 4°C with goat anti-Arg1 antibody (1:50 dilution, Santa Cruz Biotechnologies) or rabbit anti-NOS2 antibody (1:200 dilution, Merck Millipore). Sections were subsequently incubated with rabbit anti-goat IgG-biotin or goat anti-rabbit IgG-biotin (both Dianova), respectively, followed by an incubation with Streptavidin-Cy5 (Dianova). Finally, sections were co-stained with rabbit anti-Mtb-FITC (Biozol) and DAPI (Roche). Fluorescent stainings were analyzed using a TCS SP5 confocal microscope and LAS AF software (both from Leica, Wetzlar, Germany). Color images were produced by pasting each of the original grayscale images (shown in Figure S2 in Supplementary Material) into the red, the green, or the blue channels. Cross-reactivity of goat anti-Arg1 against Mtb could be excluded as goat anti-Arg1-dependent signals were absent in lung sections of Mtb-infected L-Nil-treated Arg1flox/flox Tie2cre mice, which are deficient for Arg1 in all macrophage populations.

Preparation of Single-Cell Suspensions from Infected Lungs

For antigen-specific restimulation and flow cytometric analysis, single-cell suspensions of lungs were prepared from Mtb-infected mice at different time points. Lungs were perfused through the right ventricle with warm PBS. Once lungs appeared white, they were removed and sectioned. Dissected lung tissue was then incubated in collagenase A (0.7 mg/ml; Roche Diagnostics, Mannheim, Germany) and DNase (30 μg/ml; Sigma) at 37°C for 2 h. Digested lung tissue was gently disrupted by subsequent passage through a 100 μm pore size nylon cell strainer. Suspensions were depleted of remaining erythrocytes using hypotonic red cell lysis buffer, containing NH4Cl and NaHCO3. Recovered vital lung cells were counted using an automatic cell counter (ViCell®; Beckman Coulter, Krefeld, Germany), diluted in RPMI 1640 medium (Sigma) supplemented with 10% FCS (Life Technologies), 0.05 mM β-mercaptoethanol (Sigma), and penicillin and streptomycin (100 U/ml and 100 μg/ml; Life Technologies) and used for further experiments.

Flow Cytometric Analysis

For flow cytometric analysis of surface markers, single-cell suspensions of lungs were incubated with an anti-FcγRIII/II monoclonal antibody (clone 2.4.G2) and stained with optimal concentrations of the following specific antibodies: anti-CD11b-eFluor450 (Ebioscience, Frankfurt, Germany), anti-CD11b-V500 (clone M1/70; BD Bioscience), anti-F4/80-Alexa-647 (clone BM8; Invitrogen), anti-F4/80-Pacific Blue (clone BM8; Biolegend), anti-Ly6G-PerCp-Cy5.5 (clone1A8; BD Bioscience), and anti-IL-4Rα-PE (clone mIL-4R-M1; BD Biosciences). For intracellular staining of NOS2 and Arg1, single-cell suspensions of lungs were stained for surface markers before permeabilization with Cytofix/Cytoperm® (BD Bioscience). Staining of NOS2 and Arg1 was performed using optimal concentrations of the following specific antibodies: NOS2-FITC (clone 6/iNOS/NOS type II; BD Bioscience), goat-anti mouse Arg1 (clone V-20; Santa Cruz Biotechnology) and polyclonal donkey-anti-goat IgG-Dylight 650 (Abcam, Cambridge, UK). Appropriate isotype controls were used. Fluorescence intensity was measured using a FACSCanto® II flowcytometer (BD Biosciences). Analysis was performed utilizing the FCS Express® program (De Novo Software, Los Angeles, CA, USA).

ESAT61-20-Specific ELISPOT Assays

Detection of antigen-specific IFN-γ-producing cells from infected lungs was conducted using an ELISPOT assay kit (BD Biosciences). To enrich CD4+ T cells, single-cell suspensions were incubated with magnetic CD4 microbeads (Miltenyi, Bergisch Gladbach, Germany) and separated from other cells on a MACS separation unit (Miltenyi). Separated CD4+ T cells were collected in Iscoves-modified Dulbeccos medium (IMDM; Life Technologies) supplemented with 10% FCS (Life Technologies), 0.05 mM β-mercaptoethanol (Sigma), and penicillin, and streptomycin (100 U/ml and 100 μg/ml; Life Technologies), counted using a cell counter (ViCell®; Beckman Coulter), diluted in IMDM and used for further experiments. For measuring the antigen-specific IFN-γ response in lungs from infected mice, single-cell suspensions or purified CD4+ T cells from lungs were seeded in wells of anti-mouse IFN-γ-coated and blocked 96-well multitestplates at an initial concentration of 1 × 105 cells/well in IMDM. After doubling dilutions of these cells were made, mitomycin-D (Sigma)-inactivated splenocytes from uninfected control mice were used as APCs at a concentration of 1 × 106 cells/well. Cells were stimulated with the Mtb ESAT61–20 (Research Center Borstel, Germany) at a concentration of 10 μg/ml in the presence of 10 U/ml recombinant mouse IL-2 (Peprotech, Hamburg, Germany). After 20 h of incubation in 5% CO2 at 37°C, plates were washed, and biotinylated anti-mouse IFN-γ was used to detect the captured cytokine. Spots were visualized using streptavidin-HRP as substrate. Spots were automatically enumerated using an ELISPOT reader (EliSpot 04 XL; AID, Straßberg, Germany). The frequency of responding cells was determined.

Neutralization of Endogenous IL-6

To neutralize endogenous IL-6 during experimental TB, 250 μg of a monoclonal rat IgG1, kappa anti-IL-6 antibody (clone MP5-20F3, InVivo BioTechServives, Henningsdorf, Germany) were injected i.p. at days −1, 2, 6, 9, 13, 16, 20, and 23 after infection with Mtb.

Statistical Analysis

Statistical analysis was performed using GraphPad Prism version 4.03 (GraphPad Software, San Diego, CA, USA). Quantifiable data are expressed as means of individual determinations and SD. After analyzing for Gaussian distribution, unpaired Student’s t-test or the Mann–Whitney test was applied defining different error probabilities (*p ≤ 0.05; **p ≤ 0.01; ***p ≤ 0.001). ANOVA was performed using the Bonferroni multiple comparison test different error probabilities (*p ≤ 0.05; **p ≤ 0.01; ***p ≤ 0.001). Statistical survival analysis was performed using the Log-rank test.
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Mycobacterium tuberculosis (Mtb), the etiological agent of human tuberculosis (TB), has plagued humans for thousands of years. TB still remains a major public health problem in our era, causing more than 4,400 deaths worldwide every day and killing more people than HIV. After inhaling Mtb-contaminated aerosols, TB primo-infection starts in the terminal lung airways, where Mtb is taken up by alveolar macrophages. Although macrophages are known as professional killers for pathogens, Mtb has adopted remarkable strategies to circumvent host defenses, building suitable conditions to survive and proliferate. Within macrophages, Mtb initially resides inside phagosomes, where its survival mostly depends on its ability to take control of phagosomal processing, through inhibition of phagolysosome biogenesis and acidification processes, and by progressively getting access to the cytosol. Bacterial access to the cytosolic space is determinant for specific immune responses and cell death programs, both required for the replication and the dissemination of Mtb. Comprehension of the molecular events governing Mtb survival within macrophages is fundamental for the improvement of vaccine-based and therapeutic strategies in order to help the host to better defend itself in the battle against the fierce invader Mtb. In this mini-review, we discuss recent research exploring how Mtb conquers and transforms the macrophage into a strategic base for its survival and dissemination as well as the associated defense strategies mounted by host.
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INTRODUCTION

With over a billion deaths in the past 200 years, tuberculosis (TB) caused by Mycobacterium tuberculosis (Mtb) likely killed more people than any other infectious disease in the history of humanity (Paulson, 2013) and remains a major cause of death also in our era. Mtb is responsible for about 10 millions of new TB cases and 1.8 million deaths in 2015 (WHO, 2016). Estimations based on immunological tests suggest that about 2 billion people might be latently infected by Mtb. Statistically, 5–10% of latently infected individuals might then further develop active TB during their lifetime (Barry et al., 2009). TB primary infection occurs through inhalation of Mtb-containing aerosol droplets released by contagious individuals. After inhalation, Mtb rapidly reaches the lung’s alveolar space where it is preferentially taken up by alveolar macrophages (Armstrong and Hart, 1971; Warner and Mizrahi, 2007). Following macrophage phagocytosis, mycobacterial invaders deploy an army of factors, which circumvent macrophage defenses, to escape from macrophage killing and to replicate within these phagocytes (Ehrt and Schnappinger, 2009; Cambier et al., 2014). Manipulation of intracellular macrophage signaling also impacts the cytokine environment modifying the potency of protective immune response, setting up a Mtb tolerance by the host and favoring the intracellular survival of Mtb over time (BoseDasgupta and Pieters, 2014; Orme et al., 2015). Innate immune responses are essential for the outcome of TB infection as well as for the establishment of adaptive immunity (Torrado and Cooper, 2013; Orme et al., 2015). In lungs, the progressive establishment of an immune response during Mtb infection notably contributes to the aggregation of immune cells, forming an organized structure harboring macrophages at the center, surrounded by giant cells, T-lymphocytes, neutrophils, fibroblast, which is called a granuloma. A hallmark feature of the bacillus is its ability to remain concealed within host cells or/and within the granulomatous caseous necrotic centers, where it can persist during the long phase of TB latency (Barry et al., 2009). Establishment of an immune balance, orchestrated by both mycobacteria and host cells, is decisive for the outcome of the granuloma, which may either constrain the infection or promote its systemic dissemination (Ulrichs and Kaufmann, 2006; Davis and Ramakrishnan, 2009). The development of active pulmonary TB is tightly linked with a disordered immune balance, resulting in host’s inability to keep the infection under control (O’Garra et al., 2013).

The current TB drug regimen generally requires 2-months of treatment with four first-line drugs: isoniazid, rifampicin, ethambutol, and pyrazinamide followed by 4 months of treatment with isoniazid and rifampicin (WHO, 2016). However, the protracted nature of the TB treatment and an inappropriate patient compliance favor the selection of multidrug resistant strains (MDR-TB). The more recent emergence of extensively drug resistant strains (XDR-TB) represents, nowadays, a major threat (Van Rie and Enarson, 2006; WHO, 2016). Therefore, new and alternative means to control Mtb are urgently needed. A better understanding of the fundamental biology of this complex interaction of the bacterium and the host cell represents a challenge for the design of new strategies to improve control of TB.

This mini-review focuses on selected aspects of this host-pathogen interaction, which shows quite some resemblance to medieval battlegrounds, where fierce warriors tried to invade well-equipped fortresses with their weapons and ruses.

MYCOBACTERIAL ARTILLERY

Mycobacterium tuberculosis belongs to the phylum Actinobacteria and is coated by a unique cell envelope, which represents a remarkably impermeable and hydrophobic armor (Brennan and Nikaido, 1995) that is composed of a capsule, an outer membrane, also termed mycomembrane, a peptidoglycan layer, an arabinogalactan layer, and an inner plasma membrane. The mycomembrane consists of mycolic acids and selected extractible lipids, including phthiocerol dimycocerosates (abbreviated DIM or PDIM), diacyltrehalose (DAT), and polyacyltrehalose (PAT) (Chalut, 2016). Additionally, Mannosyl-phosphatidyl-myo-inositol-based glycolipids (PIM) and related lipoglycans such as lipomannan (LM) and lipoarabinomannan (LAM) are also abundantly present in the Mtb cell envelope as well as in the inner and outer membranes (Daffe et al., 2014). To ensure protein transport across this unusual cell envelope Mtb uses different secretion systems, some of which are also widely present in other bacteria, such as the general Sec systems and the Twin Arginine Translocation (TAT) pathway, whereas others are exclusively present in mycobacteria and in some distantly related versions in other species within the phyla Actinobacteria and Firmicutes. These latter systems are called ESX secretion systems (Gröschel et al., 2016) and are also known as Type VII secretion (T7S) systems (Abdallah et al., 2007). The Mtb genome carries 5 esx loci, which encode for 5 distinct systems (ESX-1-ESX-5). The molecular architecture of a representative ESX model (ESX-5 of Mycobacterium xenopi) was recently determined at 13Å resolution by electron microscopy (Beckham et al., 2017). This work showed four core proteins of the ESX-5 complex (EccB5, EccC5, EccD5, and EccE5), which assembled with equimolar stoichiometry into an oligomeric complex that displays sixfold symmetry (Beckham et al., 2017). Among the ESX systems, the esx-1 locus is probably the most studied as it encodes the 6 kDa Early Secretory Antigenic Target (ESAT-6; EsxA) and the 10 kDa Culture Filtrate Protein (CFP-10; EsxB), considered as key virulence determinants of Mtb as well as strong T-cell antigens (Gröschel et al., 2016). Recent work has shown a concerted action of the ESX-1 secretion system of Mtb with DIM/PDIM in phagosomal rupture, leading to access of Mtb to the cytosol of the host macrophage (Augenstreich et al., 2017), a phenomenon recently discussed from different perspectives (Russell, 2016; Simeone et al., 2016) and described further below.

DOORWAYS OF Mtb TO ENTER INTO MACROPHAGES

Interaction of Mtb with phagocytic cells mostly occurs through the recognition of Pathogen-Associated Molecular Patterns (PAMP) present at the bacterial surface by Pattern Recognition Receptors (PRRs) of the host cell such as Toll-Like Receptors (TLR), C-type Lectin Receptors (abbreviated as CLR or CTL), Fc Receptors (FcR), Scavenger Receptors (SR), and cytosolic DNA sensors (Satoh and Akira, 2016). Stimulation of PRRs leads to bacterial phagocytosis, the initiation of immune responses as well as the activation of numerous cellular processes such as apoptosis, antigen processing/presentation, inflammasome activation, phagosome maturation, and autophagy (Lugo-Villarino et al., 2011; Mortaz et al., 2015). The interaction between TLR and Mtb leads to phagocyte activation without immediate ingestion of mycobacteria. Recognition of specific mycobacterial structures, such as lipoproteins 19 kDa, LM, LAM, and PIM was reported to be established by TLR2 (Quesniaux et al., 2004), which is consistent with observations that TLR2-mediated recognition is diminished by the presence of Lipooligosaccharide (LOS) in Mycobacterium canettii, the smooth variant of tubercle bacilli (Boritsch et al., 2016). It is noteworthy that loss of LOS production during the evolution of tuberculosis-causing mycobacteria has resulted in the rough colony morphology of Mtb strains, which apparently contributed to stronger recognition of Mtb by TLR2 (Boritsch et al., 2016). Moreover, unmethylated CpG motifs in bacterial DNA were reported to be recognized by TLR9 (Bafica et al., 2005). These events induce a signaling cascade by stimulation of Myeloid Differentiation primary response protein 88 (MyD88) leading to activation and nuclear translocation of transcription factors, such as the Nuclear transcription Factor NF-κB and activation of the innate host defense such as the production of pro-inflammatory cytokines.

CLR/CTL are a family of membrane-bound calcium-dependent receptors that recognize carbohydrate-rich molecules. Among the CLR family, one of the most well-known receptors is the Mannose Receptor (MR), which recognizes mannose molecules/glycolipids present on Mtb’s surface such as LAM, ManLAM, and PIM. Stimulation through MR induces production of anti-inflammatory cytokines and fails to activate oxidative responses (Nigou et al., 2001). Previous studies have shown that phagocytosis of mannosylated beads and/or MR-ManLAM interferes with phagosome maturation, highlighting the potential role of glycolipids in the intracellular survival of mycobacteria (Astarie-Dequeker et al., 1999; Kang et al., 2005). A recent analysis of SNPs in the MRC1 gene within a Chinese population has suggested a possible association of selected SNPs and the susceptibility of individuals to pulmonary TB (Zhang et al., 2012). Moreover, Mincle, Dectin-1 and -2, and Dendritic Cell immunoActivating Receptor (DCAR) also belong to the CLR sub-family and represent probably the most well-known CLR expressed on macrophages. The Mincle receptor specifically recognizes mycobacterial cord factor Trehalose-6,6-dimycolate (TDM), which likely represents the most abundant glycolipid in the mycobacterial cell wall (Ishikawa et al., 2009). Ligation of TDM to Mincle induces several responses such as production of pro-inflammatory cytokines, generation of Th1/Th17 immune responses and induction of granuloma-genesis (Ishikawa et al., 2009; Mishra et al., 2017). It is known that Dectin-1 recognizes β-glucans in fungal pathogens but the precise Mtb’s PAMP is not known (Dinadayala et al., 2004). It has been showed that Dectin-1 is important for the innate immunity recognition of Mtb and for inducing Th1 and Th17 responses, independently of TLR2 recognition (van de Veerdonk et al., 2010). Dectin-2 has been recently shown to induce host immune responses against Mtb infection through the recognition of ManLAM (Yonekawa et al., 2014). DCAR recognizes PIM to induce Th1 responses during Mtb infection (Toyonaga et al., 2016). One other particular CRL/CTL, named DCSIGN/CD209, expressed by dendritic cells and macrophages recognizes conserved sugar motifs in a number of viruses, parasites, and bacteria, including Mtb (Tailleux et al., 2003; Tanne and Neyrolles, 2010).

Fc receptors and Complement Receptor (CR) are strongly expressed on surface of macrophages. CR3 plays a key role in the phagocytosis of Mtb by macrophages with recognition of Mtb polysaccharides or PIM (Villeneuve et al., 2005).

Scavenger Receptors are expressed on the cell surface of mammalian monocytes and macrophages and recognized oxidized or acetylated lipoproteins. During Mtb infections, the Macrophage Receptor with Collagenous (MARCO) structure is the most studied. MARCO recognizes TDM and cooperates with TLR2 to induce the activation of the transcriptional factor NF-κB and secretion of pro-inflammatory cytokines (Bowdish et al., 2009).

Finally, cytosolic DNA sensors have also been described as PRR, which can recognize the presence of mycobacterial DNA in the cytosol (Manzanillo et al., 2012). This process is dependent on phagosomal rupture induced by ESX-1 and is mediated via the cytosolic sensors cGAS or AIM2 (Collins et al., 2015; Majlessi and Brosch, 2015; Wassermann et al., 2015; Watson et al., 2015; Figure 1).
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FIGURE 1. Working model for selected components intervening in the immune subversion strategies of Mtb as well as macrophage factors that contribute to host defense. In green: bacterial factors; in black: macrophage factors. Interaction of Mtb with macrophage PRRs triggers bacteria internalization. The first strategy of Mtb to conquer macrophages is to inhibit phagosome maturation and acidification through the expression or secretion of bacterial factors (LAM, SapM, PtpA) or by subverting host pathways such as TACO or CISH signaling. Bacteria then progressively access to the cytosol through the action of the ESX-1 secretion system and DIM/PDIM. When in contact with the cytosol, bacteria get targeted by ubiquitin ligases (Parkin, Smurf1) and/or activate specific cytosolic recognition pathways (gal8, cGAS, or AIM2). This latter step induces expression of type I IFN, activation of the NRLP3 inflammasome and initiation of autophagy. Lastly, cytosolic Mtb induces host cell death programs (apoptosis and necrosis) to enhance its dissemination.



Mtb STRATEGIES TO CONQUER MACROPHAGES

Strategy 1: Interference with Phagosome Maturation

Macrophages are acting as the first line of defense against pathogenic invaders. After internalization, pathogens are trapped in a vacuole called phagosome, which immediately undergoes sequential fusion events to acquire microbicidal and degrading characteristics by a process called maturation. The dynamic of phagosome maturation is actively regulated by the network of Rab GTPases, proteins that sequentially drive the phagosome progression from early to later stages of maturation. Rab GTPases (Rab) contribute to the identity of the endosomal organelle (e.g., Rab5, early endosomes; Rab7, late endosome), regulating membrane-fusion events but also the sorting of protein and lipids through the recycling pathway (Gruenberg and van der Goot, 2006; Gutierrez, 2013; Prashar et al., 2017). Thus, all along the usual maturation process, biological changes of the phagosome are characterized by the specific recruitment of Rab GTPase until the final fusion with lysosomes, which carry a set of hydrolytic enzymes that contribute to pathogen clearance. Recently other regulators of the phagosomal maturation, Rab34, Rab20, and the proneurotropin receptor sortilin, have been described as important for control and elimination of intracellular Mtb (Kasmapour et al., 2012; Vazquez et al., 2016; Schnettger et al., 2017). Concurrently with the maturation process, the pH of phagosomes quickly drops from neutral to 5, through a high activity of a vesicular proton-pump ATPase (H+ V-ATPase) (Russell et al., 2009). Phagosomal acidification is a prerequisite for intracellular bacterial clearance, as acidic pH is essential for the optimal activity of lysosomal digestive enzymes and for reactive oxygen species production (Vieira et al., 2002; Sun-Wada et al., 2009). All along common trafficking pathways within macrophages, pathogens have to face multiple dangers such as exposure to cytosolic pattern recognition or danger receptors. The cytosolic lectin, Galectin8, notably recognizes damaged pathogen-containing vacuoles (including Mtb damaged phagosomes), and promotes their elimination by activating anti-bacterial autophagy (Thurston et al., 2012; Figure 1). Additionally, Ubiquitin ligases Parkin, Ubiquilin1, and Smurf1 recognize intracellular Mtb and enhance its clearance through an ubiquitin-mediated autophagy pathway (Manzanillo et al., 2013; Sakowski et al., 2015; Figure 1).

To survive in this harsh environment, Mtb developed a wide range of strategies to counteract macrophages defenses. Mtb indeed triggers rapid interferences in phagosome functions by inhibiting the phagolysosome biogenesis. Unless the macrophage is activated by inflammatory cytokines, the mycobacterial vacuole fails to mature along the normal endocytic pathway, and retains features typical of an immature endosome. Just after macrophage uptake, mycobacterial phagosome transitory recruits early endosomal markers Rab5 and remains accessible to the marker of recycling endosome Rab11 (Via et al., 1997; Tailleux et al., 2003; Vergne et al., 2004). In addition, Coronin1, also called TACO, is reported to be recruited and retained at the phagosomal surface where it activates calcium–calcineurin signaling to block the fusion of lysosomes with mycobacterial phagosomes (Jayachandran et al., 2007; Figure 1). Consistent with these immature characteristics, this organelle lacks the late endosomal and lysosomal markers Rab7 and CD63, as well as mature and active forms of various lysosomal hydrolases, including cathepsin D (Clemens and Horwitz, 1995; Via et al., 1997; Ullrich et al., 1999). Both bacterial ManLAM and the secreted phosphatase SapM have been shown to inhibit the activity of membrane trafficking regulatory lipid phosphatidylinositol 3-phosphate (PI3P), impairing the phagosomal acquisition of the lysosomal cargo and the delivery of hydrolytic enzyme from the Golgi network (Fratti et al., 2001, 2003; Vergne et al., 2005; Figure 1).

Blockade of phagosomal acidification is also a key feature for the intracellular survival of pathogens. Consistently, Mtb has developed at least three different strategies aiming to inhibit H+ V-ATPase complex assembly and its subsequent fusion with the phagosomal membrane in order to stabilize the phagosomal pH between 6.2 and 6.5 (Sturgill-Koszycki et al., 1994). Indeed, the phosphatase PtpA secreted by Mtb inhibits the assembly of H+ V-ATPase machinery by direct interaction with the subunits H of this complex (Wong et al., 2011). Additionally, interaction of TDM with C-type lectin receptor Mincle has been shown to delay phagosomal maturation and acidification (Axelrod et al., 2008; Patin et al., 2017). As parallel mechanism, we recently reported that Mtb depletes H+ V-ATPase from its phagosome by co-opting the function of a host immune regulator, i.e., cytokine-inducible SH2 containing protein (CISH), which selectively targets the H+ V-ATPase subunit A for ubiquitination and degradation by the proteasome (Queval et al., 2017; Figure 1). The control of the pH is decisive not only for the survival of Mtb but also for the further processing of the mycobacterial phagosome. Indeed, early blockade of the acidification process is a pre-requisite for the ESX-1 dependent phagosomal rupture and the access of Mtb to the cytosol of the macrophage (Simeone et al., 2015).

Strategy 2: Getting Access to the Cytosol

The intracellular localization of Mtb inside host cells has been studied since the 1970s. The seminal work of Armstrong and Hart (1971) showed in mouse peritoneal macrophages that were infected with viable or non-viable Mtb and BCG strains that mycobacteria can be observed by electron microscopy (EM) inside phagosomes that have blocked the phagosome–lysosome fusion (Armstrong and Hart, 1971). In following years, further EM studies also observed Mtb outside the phagosome under certain conditions (Leake et al., 1984; Myrvik et al., 1984; McDonough et al., 1993), whereas others could not observe mycobacteria in the cytosol by EM (Xu et al., 1994). Some of these disparities were thought to have been caused by differences in the EM conditions and protocols used. More recently, using sophisticated cryo-immunogold EM, van der Wel et al. (2007) have challenged the dogma of the exclusive intracellular localization of Mtb and have described the existence of cytosolic Mtb in THP-1 human macrophage-like cells at 4 days post-infection whereas the BCG strain did not show such a distribution (van der Wel et al., 2007; Houben et al., 2012). This result has been correlated with the function of the ESX/T7S system in Mtb, which is absent from BCG due to the ESX-1 deletion. However, given the situation that the suggested paradigm shift was entirely based on ultrastructural observations generated by electron microscopy, the presence of Mtb in the cytosol has remained controversial for some time. The development of a Fluorescent Resonance Energy Transfer (FRET) for detection of mycobacteria that have ruptured the phagosome and have established cytosolic contact has been an important advance to study this delicate and fascinating question (Simeone et al., 2012, 2015). For that purpose, host cells are loaded with a chemical probe that is sensitive to FRET changes based on β-lactamase activity present on the surface of bacteria. The use of this FRET-based technology combined with automated fluorescent microscopy (Simeone et al., 2012) and multicolor quantitative cytofluorometry allowed to explore the role of ESX-1 in the induction of phagosomal rupture and more recently to show that Mtb induces phagosomal rupture in vivo (Simeone et al., 2015; Figure 1).

Based on the results from different groups using independent techniques, it thus became clear that the ESX-1/T7S system plays a primordial role for establishing cytosolic access of selected mycobacteria in host cells (van der Wel et al., 2007; Houben et al., 2012; Simeone et al., 2012, 2015). However, very recently, in independent studies, additional mycobacterial factors have been identified that favor the access of Mtb to the cytosol. Indeed, it was found that cytosolic access of Mtb only occurs when the production and the export of the outer membrane lipids (DIM/PDIM) are intact (Augenstreich et al., 2017). DIM/PDIM are key virulent lipids and play important roles in host-pathogen interaction. Their presence favors intracellular bacterial replication through arrest of phagosomal acidification by excluding the vacuolar proton-ATPase from the phagosomal membrane (Astarie-Dequeker et al., 2009) and they are also involved in the death of macrophages (Passemar et al., 2014). The use of monoclonal antibodies against Galectin-3 and ubiquitinated proteins for identification of damaged phagosomal-membranes (Wong and Jacobs, 2011), in parallel to a FRET-based cytofluorometric approach for detection of phagosomal rupture, demonstrated the implication of DIM/PDIM in phagosomal rupture (Figure 1). This study showed that both the ESX-1 system and a functional DIM/PDIM production were required to cause phagosomal damage and rupture, which ultimately leads to host cell death (Augenstreich et al., 2017). The implication of DIM/PDIM in this phenomenon has independently been confirmed by a study that investigated the DNA interaction and the regulon of a transcriptional repressor (Rv3167c), which was found to control the DIM/PDIM operon and to impact phagosomal escape (Quigley et al., 2017). Additional confirmation came from a third study that carried out a multiparametric analysis, combining pathogen and host phenotypes, and found similar profiles for ESX-1 and DIM/PDIM loss-of-function mutants (Barczak et al., 2017). Phospholipases have been described to play a role in the escape of the bacteria from phagosome to cytosol by acting together with pore-forming proteins such as listeriolysin from Listeria monocytogenes (Cossart, 2011). The Mtb genome presents four phospholipases PlcA-D, whereby in the reference strain Mtb H37Rv PlcD has already been naturally inactivated by an IS6110-mediated deletion (Cole et al., 1998). The use of FRET-based cytofluorometry, however, showed that Plcs of Mtb do not seem to play a role in the phagosomal rupture as triple/quadruple Plc deletion mutants continued to generate positive signals in the phagosomal rupture assay, similar to wild-type strains (Le Chevalier et al., 2015).

Few studies report data on the implication of host factors involved in the induction of phagosomal rupture. A first result was obtained by the use of the FRET-cytofluorometry approach for the study of Mtb infection in macrophages carrying a non-functional nramp gene, encoding the Natural Resistance-Associated Macrophage Protein (Nramp-1), a phagosomal bivalent cation transporter implicated in phagosomal acidification and pH regulation (Simeone et al., 2015). This approach showed that initial blockage of the acidification of the phagosome is necessary to allow bacteria to survive and to induce phagosomal rupture (Simeone et al., 2015). Another host element that has been suggested in this context is the cytosolic phospholipase A2 (cPLA2). This enzyme plays a critical role in both phagosomal trafficking and export of cargo from the various endocytic comportments and permeabilizes the endosomal membrane in Mtb-infected macrophages (Lee et al., 2011). Treatment of Mtb-infected macrophages with an inhibitor of this enzyme induces a marked reduction of cytosolic bacteria as observed by EM (Jamwal et al., 2016).

Cytosolic contact of Mtb thus seems to be fundamental in mycobacterial host-pathogen interaction, influencing both the fate of the host cell and the bacteria. Indeed, the recognition of mycobacteria-associated patterns by the cytosolic receptors of the innate immunity determines innate and adaptive immune responses (Gröschel et al., 2016). Following steps exist: (i) DNA is sensed by cGAS, which synthesizes the second messenger cGAMP from ATP and GTP. cGAMP activates the Endoplasmic Reticulum (ER) associates Stimulator of IFN Genes (STING) and downstream TBK-1-IRF-3-IFN-β signaling axis (Figure 1). This effect leads to the expression of type I IFNs, such as IFN-α/β, which are thought to be disadvantageous to the host during Mtb infection, (ii) the cytosolic Mtb DNA may be sensed by AIM-2, which contributes partially to the activation of the NRLP3 inflammasome axis and release of mature IL-1β and IL-18 (Collins et al., 2015; Wassermann et al., 2015; Watson et al., 2015; Kupz et al., 2016), and (iii) the ESX-1-mediated cytosolic translocation of mycobacterial DNA results in the activation of TBK-1 which initiates the recruitment of LC3-II involved in autophagic activity (Romagnoli et al., 2012; Watson et al., 2012; Figure 1). The last two points, in contrast to the first one, might be considered as more beneficial for the host. Thus, during infection, different and sometimes opposite responses govern the balance between the benefit for the mycobacteria and for the host. Nonetheless, during the infectious process mycobacteria are not necessarily constrained within the host cells, and may escape from the microbicidal environment of macrophages by disseminating inside the organism. It has been notably reported in the Zebra fish model that Mycobacterium marinum membrane Phenolic Glycolipids (PGL) trigger a STING-dependent secretion of monocyte chemoattractant protein 1 (MCP1; also called CCL2) by infected-resident macrophages, resulting in the recruitment of circulating monocytes and a subsequent transfer of the bacteria from tissue resident- to circulating macrophages (Cambier et al., 2017).

Finally, in the context of vaccination, the induction of ESX-1-mediated cytosolic responses seems to be beneficial for increased protective efficacy provided by recombinant BCG strains over parental BCG strains (Kupz et al., 2016; Groschel et al., 2017).

Strategy 3: The Control of Host Cell Death

The control of host cell death allows Mtb to escape host defenses and to take the power on the pathogenesis control. For decades, host cell death upon Mtb-infection has been controversial and apoptosis cell death was considered as the only programmed cell death. Two main types of cell death are known for elimination of infected cells: (i) apoptosis or programmed cell death and (ii) necrosis.

(i) From a morphological point of view, apoptosis is defined by plasma membrane bleeding, cell body shrinkage, nuclear condensation and fragmentation, and formation of apoptotic bodies, which are membrane-bound cell fragments rapidly phagocytosed by neighboring cells and resident phagocytes (Lamkanfi and Dixit, 2010). From a biochemical point of view, apoptosis induces a decrease in mitochondrial inner transmembrane potential, activation of selective proteases, cleavage of chromosomal DNA, and various cellular proteins and translocation of phosphatidylserine from the inner to the outer plasma membrane (Behar et al., 2011). Apoptosis does occur via TNF-α activation and caspase 3 and 8 activation. Suppression of inflammation allows to limit tissue damage. Apoptosis of infected cells is considered as a benefit for the host. Indeed, it allows elimination of a favorable environment for replication of the pathogen, and provides an important source of bacterial antigens that can stimulate Mtb-specific T-cell immunity (Behar et al., 2011). Apoptosis has been directly linked to an increase CD8+ T-cell response via cross-presentation and enhances class II MHC-restricted antigen presentation (Behar et al., 2011).

Some Mtb genes have been reported to play a role in the inhibition or induction of host cell death, as for example sodA, encoding superoxide dismutase A, or nuoG, encoding the NADH dehydrogenase 1 subunit G (Velmurugan et al., 2007; Gengenbacher et al., 2016). An Mtb gene well known for inducing host cell death is esxA, encoding EsxA, which has been described as a pro-apoptotic (Aguilo et al., 2013). The exact role of EsxA in this process remains unclear, but most probably it is the contribution to the access of Mtb to the host cytosol, which plays a main role. However, while the biological role of the ESX-1 system in the process remains fully valid, the function of recombinant EsxA as a putative membranolytic molecule was recently questioned, as the lytic activity of EsxA preparations expressed and purified from Escherichia coli lysates on red blood cells continued even after digestion with proteinase K, suggesting that some of the previously described pore-forming activity might be simply caused by a selected detergent used during the protein purification process (Conrad et al., 2017). Further studies are needed to clarify the role of EsxA in the process.

(ii) In contrast to apoptosis, necrosis is characterized by loss of plasma membrane integrity, cytoplasmic organelles swelling such as mitochondria and cell nuclei, release of cytoplasmic and nuclear contents to the extracellular space, hydrolysis of chromatin and DNA and is caspase-independent cell death (Lamkanfi and Dixit, 2010). It was previously thought that virulent Mtb inhibits apoptosis and triggers necrosis to evade innate immunity and thus to delay the initiation of adaptive immunity. On the contrary, attenuated Mtb induces macrophage apoptosis, which reduces bacterial viability (Behar et al., 2010). However, from different recent studies, it can be hypothesized that apoptosis induced by virulent Mtb favors dissemination of bacilli (Aguilo et al., 2013; Augenstreich et al., 2017), while necrosis tends to enhance bacterial replication (Dallenga et al., 2017; Lerner et al., 2017).

Colonization of macrophages by Mtb is a highly disputed process that depends on the ability of the pathogen to escape from macrophage killing and the capacity of the macrophages to control the bacterial proliferation.

PERSPECTIVES

It is clear that the interaction of Mtb with the macrophage has major impact on the outcome of infection, whereby both mycobacterial and host factors play important roles. The accumulated vast knowledge in recent years on this process might also turn out as important for developing potential new strategies in the fight against TB, concerning vaccines and host-directed therapies. For example, BCG complemented with the functional ESX-1 system of Mtb showed better efficacy to protect against disseminated TB in mice and guinea pigs (Pym et al., 2003; Kupz et al., 2016). However, this recombinant strain named BCG::RD1 has also been shown to be more virulent than the wild-type BCG strain (Pym et al., 2002). As one possibility to reduce this enhanced virulence, introduction of selected mutations in the esxA gene of the cloned ESX-1 locus have shown some effect (Bottai et al., 2015). Alternatively, the use of an ESX-1 secretion system taken from a less virulent mycobacterium than Mtb for the complementation of BCG seems also promising. Indeed, recombinant BCG expressing the ESX-1 system from Mycobacterium marinum, BCG::ESX-1Mmar, has been recently shown to be low virulent and more protective than parental BCG strains in different murine models of infection (Groschel et al., 2017). This strain enhances NLRP3 inflammasome activation and induces type I IFN production and stronger CD8+ and CD4+ T-cell responses (Groschel et al., 2017).

Using attenuated live Mtb strains as vaccines is another alternative approach, presenting the advantage that these strains naturally carry genetic regions encoding for important immunodominant antigens that might be absent from BCG in combination with sufficient safety, provided by the introduction of deletions in virulence genes. The live-attenuated MTBVAC is a good example (Aguilo et al., 2017). MTBVAC attenuation is based on two independent stable genetic deletions, without antibiotic resistance markers, introduced into phoP and fadD26, affecting the production and secretion of selected lipidic and proteic virulence factors of Mtb. MTBVAC presents promising features in preclinical animal models and is presently being evaluated in a phase I clinical trial in newborns in South Africa (Marinova et al., 2017). Other attenuated Mtb strain, presently in preclinical development with promising results in murine infection models, is the MtbΔppe25-pe19 strain, in which selected PE and PPE proteins of the ESX-5 secretion system have been deleted, but which retains an intact ESX-1 secretion system (Bottai et al., 2012; Sayes et al., 2012, 2016).

Concerning drug treatment of TB, most of the drugs used today date from the 1950s to 1960s, with a few exceptions, such as bedaquiline, a recently discovered ATP synthase inhibitor (Andries et al., 2005) that is currently used successfully in drug regimens against MDR-TB (Diacon et al., 2009). However, additional identification of new active anti-TB drugs is urgently needed. In this perspective, it should be mentioned that remarkable progress has been made in developing new screening approaches that can simultaneously evaluate the anti-bacterial potency and the non-cytotoxic properties of small molecule inhibitors in the intracellular environment of Mtb-infected macrophages (Christophe et al., 2009; Pethe et al., 2013; VanderVen et al., 2015). Moreover, targeting of mycobacterial virulence factors might also be a possibility to find alternative treatment approaches (Chen et al., 2010; Bottai et al., 2014). As one example, screening of a compound library recently allowed molecules to be identified that target the ESX-1 secretion system of Mtb (Rybniker et al., 2014) and/or the global two-component regulator PhoP/R which among many other virulence factors also regulates ESX-1-mediated secretion (Johnson et al., 2015).

Host-directed therapy (HDT) to treat TB is a relatively new and promising concept that starts to arouse a great interest from the scientific community. Instead of targeting Mtb compounds directly, HDT targets the host response, such as the modulation of host inflammatory pathways to reduce inflammation and lungs tissue damages, augmenting cellular anti-microbial mechanisms. In the case of TB-HIV co-infection, HDT may reduce the risk of interaction with antiretroviral drugs. In the case of MDR or XDR-TB, HDT could be added to anti-TB treatment to increase the capacity of the host system to eliminate mycobacteria or to limit tissue damage due to the infection (Wallis and Hafner, 2015; Zumla et al., 2015). For instance, in association with anti-TB drugs, statins, a family of inhibitors of HMG-CoA reductase, originally used to lower cholesterol levels in patients, drastically enhance the efficacy of first-line TB treatments in macrophages and in vivo models (Lobato et al., 2014; Parihar et al., 2014; Skerry et al., 2014). Moreover, Vitamin D treatment has been suggested to promote the expression anti-microbial peptide Cathelicidin by macrophages, and thus lowering of the intracellular survival of Mtb (Liu et al., 2006; Wheelwright et al., 2014).

Some HDTs are in clinical human trials or preclinical animal studies, such as anti-inflammatory therapies, modulation of inflammation by phosphodiesterase inhibitors, eicosanoid modulation, non-steroidal anti-inflammatory drugs, high-dose vitamin D application, alteration of lipid metabolism, as well as new HDT that targets autophagy (Tobin, 2015). Autophagy appears to be a promising pathway to target for the development of drugs. Interestingly, anti-mycobacterial activities of both statins and Cathelicidin have been correlated with their ability to enhance the autophagy pathway (Yuk et al., 2009; Hoyer-Hansen et al., 2010; Parihar et al., 2014). As such, HDT opens new avenues for individualized TB therapies.

CONCLUSION

We have discussed a selection of amazing strategies of Mtb and host cells in their battle about survival and death in host-pathogen interaction that remains a highly interesting research domain. Driven by an advancing technical progress, many new insights were obtained in recent years and have often led to changes in long-lasting hypotheses and theories, a finding which gives hope that in the upcoming years more progress will further contribute to the knowledge how to better fight Mtb and reduce the burden of TB in the world.
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Macrophages are professional phagocytes at the front line of immune defenses against foreign bodies and microbial pathogens. Various bacteria, which are responsible for deadly diseases including tuberculosis and salmonellosis, are capable of hijacking this important immune cell type and thrive intracellularly, either in the cytoplasm or in specialized vacuoles. Tight regulation of cellular metabolism is critical in shaping the macrophage polarization states and immune functions. Lipids, besides being the bulk component of biological membranes, serve as energy sources as well as signaling molecules during infection and inflammation. With the advent of systems-scale analyses of genes, transcripts, proteins, and metabolites, in combination with classical biology, it is increasingly evident that macrophages undergo extensive lipid remodeling during activation and infection. Each bacterium species has evolved its own tactics to manipulate host metabolism toward its own advantage. Furthermore, modulation of host lipid metabolism affects disease susceptibility and outcome of infections, highlighting the critical roles of lipids in infectious diseases. Here, we will review the emerging roles of lipids in the complex host–pathogen relationship and discuss recent methodologies employed to probe these versatile metabolites during the infection process. An improved understanding of the lipid-centric nature of infections can lead to the identification of the Achilles’ heel of the pathogens and host-directed targets for therapeutic interventions. Currently, lipid-moderating drugs are clinically available for a range of non-communicable diseases, which we anticipate can potentially be tapped into for various infections.
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INTRODUCTION

Macrophages play a key role as the front line of host defenses against foreign bodies. Complex scavenger receptors (SR), pattern recognition receptors, and other signaling receptors expressed by macrophages make them professional phagocytes and antigen-presenting cells. They are highly specialized in engulfment and digestion of the invading pathogen, followed by presentation of antigens to T cells. Under normal circumstances, cytokines and chemokines are secreted by macrophages once pathogens are detected, to recruit more immune cells to the area of infection for restriction of pathogen invasion. Traditionally, macrophages have been classified as inflammatory macrophages (also known as classically activated or M1 macrophages) or anti-inflammatory macrophages (also known as alternatively activated or M2 macrophages), based on their polarization states and physiological features (1, 2). However, it is increasingly appreciated that these cells display remarkable plasticity and their identities may be far more complex, as described in a comprehensive review by Mosser and Edwards (3). The inflammatory and anti-inflammatory responses of macrophages are tightly regulated at different infection stages and are pathogen-specific. Disturbance in this equilibrium will lead to excessive inflammation, or failure to activate the immune response, and this is often exploited by pathogens through the hijack of host signaling mechanisms to evade clearance by professional phagocytes. In fact, various intracellular pathogens have evolved strategies to reside and thrive in macrophages, despite the bactericidal capacity of these host cells. For instance, Mycobacterium tuberculosis, Legionella pneumophila, and Salmonella enterica serovar Typhimurium enter macrophages and persist in vacuolar compartments by modifying the vacuolar maturation processes, while others, including Listeria monocytogenes, Shigella flexneri, Rickettsia rickettsii, and Mycobacterium marinum escape the phagosome and replicate in the cytosol. M. tuberculosis and Mycobacterium leprae can also escape the phagolysosomal compartment into the cytosol, and this process is mediated by secreted proteins, including culture filtrate protein 10 and early secreted antigenic target 6 kDa (ESAT-6) (4). From the host perspective, it is well established that macrophages make use of soluble proteins for communication with other immune cells for initiation of complex signaling cascades during the infection process. In addition, it is increasingly evident that lipids play an equally important role in macrophage functions, influencing the outcome of infections (5–9).

Lipids are fundamental building blocks of cells and play pivotal roles in diverse biological processes. They are key structural components for cellular membranes. With their hydrophobic and amphipathic properties, lipids are able to form a barrier between cells and their environments, as well as within the cells to produce distinct organelles. These cellular membranes have the ability to mediate cell–cell and intracellular communication by budding, fission, and fusion. Lipids also serve as energy stores in eukaryotic cells, in the form of triglyceride esters and steryl esters in lipid droplets. In addition, they play a key role as first and second messengers in signaling cascades. The functions of membrane lipids as well as the lipid composition of an average mammalian plasma membrane have been thoroughly examined and reviewed previously (7, 10, 11).

In the context of macrophage–intracellular bacteria interactions, the plasma membrane of immune cells will be the first barrier the invading pathogen encounters. To successfully infect the host, pathogens often evolve various strategies to target the lipid-enriched plasma membrane for entry and exit, or to hijack host lipid metabolism to promote their survival (12–14). By contrast, lipids can also provide protection to the host during microbial infections (15), demonstrating that lipids are functionally double-edged swords. Here, we review the confounding nature of lipids in the intimate macrophage–pathogen relationship (Figure 1), with a focus on intracellular bacteria, as well as recent techniques employed to probe the dynamics of lipid metabolism during infections. It should be noted that this is not exhaustive as many other pathogens, including eukaryotic parasites, viruses, and fungal pathogens are capable of manipulating host lipid metabolism as part of their survival strategies (8, 9, 16, 17).
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FIGURE 1 | Versatility of lipids in generation of host immune responses against various intracellular pathogens. The schematic diagram illustrates a simplified overview of how the four host-derived lipid classes discussed in this review can be a double-edged sword, either being exploited by the pathogen for its own survival or aiding the host in clearance of the bacteria. Note that there are multiple lipids involved in host–pathogen interactions but only a few representative examples are shown here, and further details can be found in the original works. [(A), left] Induction of LXA4 by virulent M. tuberculosis (Mtb) inhibits PGE2 signaling and promotes necrosis in macrophages (18), whereas [(A), right] induction of PGE2 secretion by avirulent M. tuberculosis (av. Mtb)-infected macrophages leads to apoptosis and protects against mitochondrial inner membrane damage (19). [(B), left] Mtb manipulates host phosphoinositides metabolism to promote their survival in macrophages via inhibition of phagosomal maturation. Mycobacterial phosphatidylinositol mannoside (PIM) stimulates early endosomal fusion by recruiting Rab5. Inhibition of Ca2+ increase by Mycobacterium lipoarabinomannan (LAM) further blocks phagosomal maturation as Ca2+ is required for calmodulin phosphatidylinositol 3-kinase hVPS34 signaling cascade activation. SapM secreted by Mycobacterium inhibits phagosomal-late endosome fusion by hydrolyzing phosphatidylinositol 3-phosphate (20–23). However, [(B), right] redistribution of phosphatidylserine (PS) during apoptosis leads to efferocytosis and restricts the growth of Mtb (24). [(C), left] Effector LpSpl from Legionella pneumophila (Lp) mimics host sphingosine-1-phosphate (S1P) lyase and prevents an increase in sphingosine levels in infected macrophages, inhibiting autophagy (25). On the other hand, [(C), right] S1P is essential for bacterial clearance as it promotes acidification of Mycobacterium-containing phagosomes via phospholipase D activation, which leads to phagosomal maturation and killing of Mtb (26). [(D), left] Accumulation of cholesterol at the Mtb uptake site recruits coronin 1 protein, which inhibits phagosomal maturation (27). [(D), right] The active metabolite of vitamin D (1,25D) controls Mtb infection via macrophage–epithelial paracrine signaling. IL-1β secreted through NLRP3/caspase-1 inflammasome signaling cascade stimulates epithelial cells to produce antimicrobial peptide DEFB4/HBD2, which reduces mycobacterial burden in macrophages (28). In this schematic diagram, triangles represent lipids whereas squares represent proteins.



DYNAMIC LIPID REMODELING DURING MACROPHAGE POLARIZATION

Macrophages undergo polarization when they encounter foreign bodies, and numerous lines of evidence point toward dynamic lipid remodeling during this defense process. Transcriptional profiling of human macrophage polarization in an in vitro experimental model revealed striking enrichment of genes involved in lipid metabolism as one of the most overrepresented categories of differentially modulated transcripts (29). For M1 macrophages, besides exhibiting preference for aerobic glycolysis, upregulation of cyclooxygenase (COX)-2 and downregulation of COX-1, leukotriene A4 hydrolase, thromboxane A synthase 1, and arachidonate 5-lipoxygenase (5-LO) were observed. On the other hand, M2 macrophages are skewed toward fatty acid oxidation and have upregulated expression of COX-1 and arachidonate 15-lipoxygenase (15-LO) (29–31). Interestingly, opposing regulation of sphingosine and ceramide kinases was observed in both M1 and M2 macrophages (29), highlighting the contrasting nature of lipid metabolism in these distinct macrophage populations.

Receptors involved in binding diverse lipid metabolism products, such as peroxisome proliferator-activated receptor α, β/δ and γ, liver X receptor α and β, CD36, and SR class A-I/II, have also been linked to the polarization of M2 macrophages (32–34). These receptors internalize oxidized and modified lipoproteins and are critical orchestrators of macrophage cholesterol and fatty acid homeostasis (33, 34). M2 macrophages increase oxidized low-density-lipoproteins cholesterol uptake but have similar cholesterol efflux as compared with M1 macrophages. This difference in cholesterol handling leads to increased cholesterol deposition in M2 macrophages (32). It has also been shown that the expression of SR such as CD36 or SR-A1 on M2 macrophages induces endocytosis of triglyceride-rich lipoproteins and generates fatty acids for β-oxidation (32, 35). This aspect of macrophage lipid metabolism is in fact, closely associated with the pathogenesis of atherosclerosis, and the burgeoning field of immunometabolism highlights the critical roles of the cross talk between metabolism and immunity (36).

The dynamics of lipid metabolism during polarization have been further demonstrated at the metabolite level in various studies (37, 38). A shift in the degree of saturation of fatty acids towards monounsaturated fatty acids was observed during human monocyte differentiation to M2 macrophages using macrophage colony stimulating factor (M-CSF), which is in agreement with the induction of sterol regulatory element-binding transcription factor 1c regulated genes, fatty acid synthase, elongation of very long-chain fatty acid-like family member 6 (ELOVL6), and stearoyl-CoA desaturase (37). These observations on the fatty acid composition of glycerophospholipids were further corroborated in a recent study by Zhang and coworkers (38). In addition, an increase in phosphatidylcholine and phosphatidylethanolamine, and a decrease in cholesterol, were observed during macrophage differentiation. Employing a combination of lipidomics, transcriptomics, and pharmacological and genetic manipulations, the direct connection between fatty acid and glycerophospholipid synthesis during the differentiation process was addressed. Furthermore, perturbation of macrophage lipid metabolism was also found to affect the ultrastructural and phagocytic properties of these immune cells (37). These results corroborate earlier findings on the effects of fatty acid unsaturation on macrophage phagocytic activities (39).

Overall, these studies suggest that the polarization of macrophages in vitro is intimately linked to lipid metabolism, and perturbations of host lipid metabolism will affect immune and cellular functions. However, it should be noted that the spectrum of macrophage populations in vivo is more complex (3). This warrants more detailed analyses to determine the exact functions of lipids in the distinct populations and is dependent on environmental cues. We will next examine how macrophage lipids play critical functional roles in the intimate host–microbe relationship.

HOST LIPIDS—THE PROTAGONIST AND THE ANTAGONIST IN THE MACROPHAGE–MICROBE RELATIONSHIP

Fatty Acids and Derivatives

In macrophages, fatty acids can be synthesized de novo or be taken up by cells through lipolysis of triglyceride-rich lipoproteins particles such as low-density lipoproteins and very-low-density lipoproteins. This is achieved by the expression of SR such as CD36 (40) or SR-B1 (41). The function of fatty acids in various cellular components has a long history and has been extensively reviewed (42). Being the major component of triglycerides, glycerophospholipids, and other complex lipids, fatty acids play pivotal roles as membrane constituents and energy sources, and partake in regulation of signaling pathways as well as cell and tissue metabolism (43). Fatty acids are also substantially found in bacterial cell membranes (44) and serve as precursors for membrane biogenesis. Persistence of M. tuberculosis, an intracellular bacterium and the causative agent of tuberculosis, in mice, is facilitated by isocitrate lyase, an enzyme essential for fatty acid metabolism (45). This highlights the role of fatty acids for maintenance of mycobacterial survival during chronic infections. In fact, besides de novo synthesis, pathogens including M. tuberculosis have evolved multiple strategies to utilize fatty acids derived from their hosts. M. tuberculosis imports fatty acids from host triglycerides for synthesis of its own lipid inclusions and acquisition of dormancy traits in macrophages (46, 47). The mycobacterial protein, LucA, was found to form a complex with Mce1 and Mce4 fatty acid transporters to facilitate cholesterol and fatty acid uptake in infected macrophages (48). In dormant M. tuberculosis, the accumulation of triglycerides is modulated by fatty acid CoA ligase 6 (49), and during nutrient starvation, the bacterium is capable of hydrolyzing these stored triglycerides, owing to its lipase activity (50).

Interestingly, many intracellular pathogens also induce the formation of lipid droplets in the hosts during infections. This has previously been reviewed by Saka and Valdivia (51) and more recently by Barisch and Soldati (52). Besides serving as an energy reservoir, triglycerides found in lipid droplets are also producers of the mediator lipids, eicosanoids, in mammalian cells. Eicosanoids, which are oxidation products of arachidonic acid and other polyunsaturated fatty acids, have assumed a key role as mediators of the immune response during infections (53, 54), and as outlined above, have been shown to be differentially regulated during macrophage polarization. Broadly, it is noted that the effects of eicosanoids in host–pathogen interactions can be classified as pro-inflammatory (54) or anti-inflammatory (55), and they are closely interlinked with their protein counterparts, the cytokines, for orchestration of immune responses. Eicosanoids such as prostaglandin E2 (PGE2) and lipoxin A4 (LXA4) are highly active lipid mediators commonly described in bacterial infections. PGE2 was found to be upregulated by various invasive bacteria, including Mycobacterium bovis bacillus Calmette–Guérin (BCG) (19), L. monocytogenes, Yersinia enterocolitica, Shigella dysenteriae, and the enteroinvasive Escherichia coli (56). These mediator lipids can benefit the host through various mechanisms. In avirulent M. tuberculosis infections, PGE2 has been found to modulate host cell death pathways through the EP2 receptor, which promotes protection of the host against mitochondrial inner membrane perturbation and restricting the spread of bacterium caused by necrosis (57) (Figure 1A, right panel). Interestingly, PGE2 is found to be involved in the repair of host plasma membranes by regulating synaptotagmin 7, the calcium sensing protein involved in lysosome-mediated membrane repair (58). Resealing of membrane lesions is crucial for preventing necrosis and promoting apoptosis, which benefits the host by increasing bacterial clearance.

By contrast, eicosanoids may also bring about detrimental effects to the host, which is to the pathogen’s advantage. PGE2, earlier discussed to be beneficial in mycobacterial infections, can compromise host immunity through inhibition of macrophage maturation (59) and reduction in the release of NAPDH oxidase (60). Upregulation of PGE2 during infections is indeed beneficial for the survival of various pathogens, including Salmonella enterica (61) and Burkholderia pseudomallei (62). During S. enterica serovar Typhimurium infections, the Salmonella pathogenicity island (SPI)-2-encoded SpiC protein activates the ERK1/2 signaling pathway, leading to induction of COX-2 and increased production of PGE2 levels (61). PGE2 impairs killing of Salmonella species in macrophages by inducing IL-10 expression via the protein kinase A pathway (63). During B. pseudomallei infection in macrophages, PGE2 mRNA was rapidly upregulated by over 400-fold at as early as 2h postinfection and promoted B. pseudomallei intracellular survival (62). The suppression of the bactericidal activity of macrophages was associated with decreased nitric oxide production through enhancing the expression of enzyme arginase 2 (62).

LXA4 is another prominent mediator with anti-inflammatory effects (64) generated by 5-LO and 15-LO activities (65). Upregulation of LXA4 levels during mycobacterial infections can lead to inhibition of PGE2, and consequently mitochondrial inner membrane perturbation and macrophage necrosis (57). Unlike PGE2 that protects the host during mycobacterial infections, 5-LO promotes the growth of the bacterium in vivo (66). Virulent M. tuberculosis induces LXA4 and inhibits PGE2 production (18). By inhibiting the production of PGE2, LXA4 impairs apoptotic signaling (67) and promotes necrosis of infected macrophages (18) (Figure 1A, left panel). Furthermore, 5-LO-deficient mice exhibited enhanced expression of IL-12, IFN-γ, and nitrogen oxide synthase 2 in the lungs as compared with wild-type mice, indicating negative regulation of Th1 response by 5-LO during M. tuberculosis infections (66). Similar findings on the negative regulation of Th1 response by 5-LO were observed in Brucella abortus infections in mice (68). Activation of the 5-LO pathway was further demonstrated to impair host T cell immunity by preventing cross-presentation of M. tuberculosis antigen by dendritic cells (18). Interestingly, at the human population level, single nucleotide polymorphisms in eicosanoid receptor gene, EP2, and heterozygosity for leukotriene A4 hydrolase polymorphisms have been reported to modulate host susceptibility to tuberculosis, highlighting the critical roles of eicosanoids in mediating infections (69, 70).

Clearly, as exemplified by the multifaceted functions of eicosanoids, each lipid entity can be a man’s meat and another man’s poison. The type of eicosanoids and the fine balance between the pro-inflammatory and anti-inflammatory mediators are critical determinants of infection outcomes. Should this balance be disrupted, the host will be detrimentally affected either by high pathogen loads due to decreased clearance, or uncontrolled, non-specific inflammation (cytokine storms) leading to poor host outcomes (71). A more refined understanding of the functions of eicosanoids during interactions between specific pathogens and their hosts may potentially pave the future of host-directed therapy against these infections. In fact, a range of drugs (for instance, aspirin) that target eicosanoid biosynthesis are clinically available and can be further evaluated for their effects on bacterial infections.

Glycerophospholipids

As one of the main constituents of the mammalian membrane bilayer, glycerophospholipids have been demonstrated to be used by pathogens to evade host defenses. Choline-containing glycerophospholipids such as phosphatidylcholine are predominantly localized to the outer membrane leaflet of eukaryotic cells, while amino-containing glycerophospholipids such as PS and phosphatidylethanolamine are predominantly maintained in the inner membrane leaflet (72). Redistribution of PS to the external surface of the plasma membrane is a key event during apoptosis and has been known as one of the emblematic signals leading to tagging of cells for efferocytosis, a phagocytic process for removal of dead cells (24, 73). This signaling pathway has been shown to be manipulated by L. monocytogenes to ensure their own survival in the infected host (74). The pore-forming toxin listeriolysin O from L. monocytogenes promotes the release of bacteria-containing protrusions from host cell membranes, generating PS-coated vesicles that mimic apoptotic cells. This subsequently promotes efferocytosis by binding to the PS-binding receptor TIM-4 expressed on uninfected macrophages, and eventually facilitates cell-to-cell spread in macrophages in vitro (74). While efferocytosis promotes the spread of infection by L. monocytogenes, this mechanism of cellular clearance appears to be protective to the host for other intracellular bacteria. Notably, efferocytosis has been shown to effectively restrict the growth of M. tuberculosis (75), as the bacteria-infected macrophages are engulfed and killed by uninfected macrophages following apoptosis (75) (Figure 1B, right panel). This process is also effective in limiting the growth of M. marinum in infected macrophages by neutrophils (76).

Phosphoinositides, which are phosphorylated forms of the membrane glycerophospholipid, phosphatidylinositol, are extensively characterized mediators of intracellular signaling and play critical roles during infection. Phosphoinositides can be phosphorylated at the hydroxyl residues at positions 3, 4, or 5 of the inositol ring to produce different phosphoinositide species. These include phosphatidylinositol 3-phosphate [PI(3)P], phosphatidylinositol 4,5-biphosphate, and phosphatidylinositol 3,4,5-triphosphate, which are involved in endocytosis and phagocytosis (77, 78). In fact, different phosphoinositide species exhibit distinct characteristic subcellular distribution patterns due to the organelle-specific phosphoinositide kinases and phosphatases (78). These phosphoinositide species interact with actin-binding proteins through recognition of its head group by PH, PX, ENTH, ANTH, or FYVE domains (20). Many pathogens are able to manipulate host phosphoinositides metabolism to trigger their uptake into macrophages or non-phagocytic cells (21). M. tuberculosis escape phagocytic killing by macrophages through blocking phagosomal maturation via interference of phosphatidylinositol 3-kinase [PI(3)K] signaling (22). M. tuberculosis lipoarabinomannan acts as a phosphatidylinositol analog and inhibits cytosolic calcium increase, leading to the blocking of the Ca2+/calmodulin PI(3)K hVPS34 cascade. This signaling pathway is needed to produce PI(3)P on liposomes or phagosomes and trigger downstream calmodulin kinase II-mediated EEA1 recruitment to phagosomal membranes, which are ultimately required for phagosome maturation (23). In addition, the lipid phosphatase, SapM, which is secreted by the bacterium, is responsible for the inhibition of phagosome-late endosome fusion by hydrolyzing PI(3)P and thus blocking phagosomal maturation (79). Concurrently, mycobacterial phosphatidylinositol mannoside stimulates early endosomal fusion by early recruitment of Rab5, which blocks the acquisition of late endosomal/lysosomal constituents (80) (Figure 1B, left panel). The orchestration of these intracellular signaling events mediated by lipids favors the intracellular persistence of M. tuberculosis, leading to chronic infections.

Similar to M. tuberculosis, Salmonella can infect macrophages and escape killing by these phagocytes to survive and replicate within host cells (81). More extensive research on salmonellosis has been carried out in non-immune epithelial cells since Salmonella initiates its infection via invasion of the intestinal epithelium. Invasion of host cells is dependent on two type III secretion systems (T3SSs) encoded on the SPI-1 and SPI-2 (82–84). One of the effector proteins of the T3SS of Salmonella, SopB (also known as SigD), is a phosphoinositide phosphatase which shows sequence homology to mammalian inositol polyphosphate 4-phosphatases (85) and type II inositol 5-phosphatase synaptojanin (86). The activity of SopB is required for invasion, formation, and maintenance of Salmonella-containing vacuoles (SCVs) in epithelial cells and macrophages (87, 88).

Manipulation of host glycerophospholipid metabolism by bacterial effector proteins is not unique to Salmonella. The Legionella Dot/Icm type IVB secretion system effector protein, VipD, is a phospholipase A1 which binds to and is activated by the endosomal regulator Rab5. The resultant removal of PI(3)P mediated by the bacterial phospholipase blocks endosomal fusion with Legionella-containing vacuoles, shielding the intracellular pathogen from the microbicidal endosomal compartment (89). Besides VipD, two other Legionella effectors, LecE and LpdA, which are localized to Legionella-containing vacuoles, are also capable of manipulating biosynthesis of host glycerophospholipids. Indeed, bacterial phospholipases are well-characterized virulence factors, notably the alpha-toxin from Clostridium perfringens (90). The function of phospholipase C from M. tuberculosis, on the other hand, remains less clear. Originally proposed to promote M. tuberculosis growth in the late stage of infection in mice (91), the role of phospholipase C in mycobacterial virulence has been recently challenged by the works of Le Chevalier and coworkers. In contrast to the works by Raynaud et al. which demonstrated a 1.5-log growth reduction in the phospholipase C mutant (91), the latter study did not detect significant differences between the wild-type and mutant bacteria (92). Clinical M. tuberculosis strains with interruptions of all four mycobacterial phospholipase genes have been isolated in patients with active tuberculosis, supporting a less crucial role of this enzyme in the infectious cycle in vivo (93).

While bacterial phospholipases can be detrimental to the host, conversely, host phospholipase activities can antagonize the survival of intracellular pathogens. In the context of mycobacterial infections, host phospholipase D and lysosomal phospholipase A2 have been implicated in the cells’ ability to control intracellular mycobacterial growth (94, 95). It should be noted that these studies were focused on the enzymes, and the exact lipid mediators remain to be identified. Nonetheless, the cumulative evidence of the involvement of both host and microbial glycerophospholipids metabolizing enzymes in the regulation of the infection process highlights the complexity of interplay of the metabolic networks of two organisms. This intricacy is not restricted to glycerophospholipids and will be reflected in the following subsections on two other major eukaryotic lipid classes, sphingolipids and sterols.

Sphingolipids

Sphingolipids are another key component of eukaryotic cell membranes. They comprise of a long-chain amino alcohol (also known as a sphingoid base or long-chain base) to which a fatty acid can be covalently linked to form ceramide. Structural variants arise from head group substitutions, as well as chain length differences and hydroxylation of the sphingoid bases and fatty acyl chains, giving rise to tens of thousands of different molecular species with diverse functions (96–98). Sphingolipids are partners with cholesterol in eukaryotic membranes, forming specialized domains (commonly termed as lipid rafts) and serve as signaling platforms and/or entry sites during pathogen invasion. The functions of lipid rafts in host–pathogen interactions have been extensively reviewed (99–102).

Beyond their structural functions, sphingolipids also serve as signaling molecules which mediate the infection process (103, 104). Sphingosine-1-phosphate (S1P) is an active metabolite formed by sphingosine kinases 1 and 2, and are involved in immune cell trafficking, through engagement with G-protein-coupled receptors (S1PR 1–5). S1PRs are expressed on different immune cells, and macrophages mostly express S1PR1 and S1PR2 (105). Recently, it has also been shown that human alveolar macrophages express high levels of S1PR3 and S1PR4, and lower levels of S1RP5 (26). Expression of S1PRs determines the function of an immune cell, as they play critical roles in lymphocyte trafficking, differentiation and triggering of inflammatory responses (106). During mycobacterial infections, phagocytosis is uncoupled from cytosolic calcium level elevation, mediated by the inhibition of macrophage sphingosine kinase activity and consequently, the downregulation of S1P levels. The blockade of phagosome–lysosome fusion allows the intracellular bacterium to avoid the bactericidal phagolysosomes to continue to persist within host cells (107). Stimulation of macrophages with S1P leads to increased killing of internalized Mycobacterium species through the acidification of phagosomes via host phospholipase D (108) (Figure 1C, right panel). Additionally, S1P modulates mycobacterial infections by promoting antigen processing and presentation (109). These studies, taken together, highlight the antimycobacterial properties of the mediator lipid S1P.

The phagolysosomal compartment is clearly crucial for defense against infection with intracellular pathogens. Besides S1P, phagosomal maturation is also regulated by other sphingolipids. Host acid sphingomyelinase (ASMase), which generates the signaling molecule ceramide, is required for the proper fusion of late phagosomes with lysosomes (110). Delivery of ASMase to mycobacteria-containing phagosomes is regulated by sortilin, which requires interactions with adaptor protein AP-1 and monomeric gamma-ear-containing ADP ribosylation factor-binding proteins (GGAs) (111). Sortilin knockout mice are more susceptible to M. tuberculosis infections. Moreover, treatment of mouse macrophages with desipramine, an ASMase inhibitor, resulted in increased mycobacterial survival, indicating that ASMase is required for restricting the growth of M. tuberculosis. The crucial role of this host enzyme in controlling intracellular bacteria can be further illustrated by the increased susceptibility of ASMase knockout mice to L. monocytogenes infections (112). Functional ASMase is also involved in the bactericidal activity of macrophages against S. enterica serovar Typhimurium (25). In contrast to the protective effects of ASMase, neutral sphingomyelinase is associated with superoxide production during M. bovis BCG infections in vitro and in vivo. The superoxide produced during infection inhibits autophagy and therefore reduces bacterial clearance (113).

Various intracellular pathogens have also evolved metabolic strategies to hijack host sphingolipids to promote their pathogenicity. This is evident from the presence of sphingolipid metabolizing genes in bacterial genomes (114), although sphingolipids are synthesized only in eukaryotes (with few exceptions in prokaryotes, such as Sphingomonas species). M. tuberculosis encodes a novel outer membrane protein, Rv0888, which possesses potent sphingomyelinase activity (115). The bacterial protein has been shown to promote intracellular infection in macrophages in vitro, but is not required for virulence of M. tuberculosis in mice (115). While the functions of Rv0888 in mycobacterial infections remain to be clarified, it is interesting to note that a study conducted in as early as 1948 had already demonstrated that sphingomyelin supports the growth of the tubercle bacilli in vitro (116). Besides M. tuberculosis, a phospholipase C with sphingomyelinase activity has been characterized in L. monocytogenes (117). However, its function in Listeria infections has yet to be elucidated. By contrast, L. pneumophila produces an effector protein, LpSpl, which shares structural and sequence homology to the eukaryotic counterpart sphingosine-1 phosphate lyase (118). Similar to the glycerophospholipid metabolizing enzymes, VipD, LecE, and LpdA, outlined above, LpSpl is an effector protein of the Dot/Icm type IVB secretion system. It has been shown that LpSpl activity prevents an increase of sphingosine levels in infected macrophages (Figure 1C, left panel). In addition, the bacterial sphingolipid metabolizing enzyme inhibits autophagy during macrophage infection and is required for efficient infection of mice. This represents a novel mechanism of inhibition of autophagy by an intracellular bacterium through perturbation of host sphingolipid biosynthesis. Strikingly, a similar strategy was observed in the facultative intracellular bacteria B. pseudomallei (119).

Evidently, the balance of host sphingolipids is another determinant of successful infections by intracellular bacteria. S1P is one of the most obvious sphingolipid metabolites which exhibit bactericidal activity. Various drugs which target the S1P axis are available and in fact used in clinical trials for various indications (120). With a deepened understanding of S1P and sphingolipids in inflammation and infection, the appropriate control of the S1P levels and potentially other sphingolipids may be targets for generation of novel drugs in treatment of various infections.

Sterols

Sterols are major components of many animals (zoosterols) and plants (phytosterols), but only a few bacteria are able to synthesize sterols. In bacterial membranes, hopanoids, a class of pentacyclic triterpenoids, execute the functions of sterols (121). The most well-known zoosterol, cholesterol, plays critical roles in modulating cellular functions. These include regulation of membrane fluidity, phagocytosis, cell signaling, and formation of lipid rafts with glycosphingolipids (27, 122–124). In addition, cholesterol also serves as precursors for bile salts, steroids, and vitamins (125). Cholesterol in mammalian cells can be obtained from exogenous sources such as low-density lipoproteins or endogenously synthesized. Cholesterol accumulation is commonly observed in the form of lipid droplets in infected cells as well as in biopsies, such as in lepromatous leprosy tissues and tuberculosis granulomas (126, 127). At the cellular level, it has been demonstrated that some pathogens utilize cholesterol on lipid rafts for invasion and intracellular replication (99–102). Plasma membrane cholesterol plays an essential role for host cell uptake of M. tuberculosis. In addition, the association of cholesterol with the coronin 1 protein in phagosomal membranes ensures the intracellular survival of Mycobacterium in coronin 1-coated phagosomes by preventing degradation of the tubercle bacilli in lysosomes (128) (Figure 1D, left panel). The need for cholesterol in mycobacterial infections and survival is best emphasized by the presence of multiple genes involved in cholesterol transport and catabolism, although the bacterium does not synthesize cholesterol de novo. These genes include the cholesterol transporter, Mce4 and the transcriptional regulator KstR, which control the expression of bacterial genes involved in sterol catabolism (129–132). Furthermore, mutants lacking genes in cholesterol utilization fail to establish infection in macrophages (133).

Besides Mycobacterium, Listeria species and Salmonella species are also capable of utilizing host cholesterol to promote their survival in macrophages. The cholesterol-binding cytolysin, listeriolysin O, secreted by L. monocytogenes binds to cholesterol embedded in the lipid bilayer of eukaryotic cell cytoplasmic membranes to facilitate bacterial escape from the phagosomal compartment into host cell cytosol (134–136). Listeriolysin O also performs other functions, including modulation of inflammatory responses through activation of caspase-1, leading to IL-18 secretion from the infected macrophages (137). In fact, cholesterol-binding cytolysins are also produced by other pathogens, including perfringolysin O from C. perfringens, and facilitate bacterial escape from phagosomes and survival in macrophages (90). Salmonella, which reside in vacuoles, take a distinct approach. During Salmonella infections, cholesterol accumulates in the SCV (138). SseJ, another effector protein of the T3SS, has been reported to be involved in cholesterol esterification and stabilization of the SCV (139). Interestingly, the modulation of macrophage cholesterol levels with statins has been shown to augment host protection against various intracellular pathogens including M. tuberculosis, M. leprae, S. enterica serovar Typhimurium, and L. monocytogenes (28, 126, 140, 141).

While it has been extensively proven that cholesterol supports the survival of intracellular pathogens within infected macrophages, cholesterol can also exert protective effects on the host during infection by specific intracellular bacteria. The protective role of cholesterol for the host has been shown recently during infection by Coxiella burnetii, the causative agent for Q fever. Mulye et al. (142) reported that increased cholesterol levels in the parasitophorous vacuole by cholesterol supplementation or treatment with U18666A inhibited the growth of intracellular bacteria. Cholesterol induces acidification of the parasitophorous vacuole and eventually, killing of the intracellular bacteria (142). Although this study was performed on mouse embryonic fibroblasts, earlier works on C. burnetii-infected THP-1 macrophage-like cells had also demonstrated inhibition of intracellular C. burnetii growth by U18666A (143), suggesting that alterations in cholesterol levels can affect the survival of this pathogen in immune cells. The biosynthetic intermediates as well as metabolites of cholesterol can also improve resistance of the host cells to infection. During Listeria infection of macrophages, lanosterol, an intermediate of cholesterol biosynthesis, accumulates due to type I IFN-dependent histone deacetylase 1 transcriptional repression of lanosterol-14α-demethylase, the gene product of Cyp51A1. Besides the modulation of IFN-β-stimulated gene expression and the effects on cytokine production, accumulation of lanosterol also leads to an increase of membrane fluidity and ROS production, thus potentiating phagocytosis and the destruction of bacteria (144).

Cholesterol also serves as a precursor for vitamins, including the fat-soluble vitamin D. Interestingly, vitamin D can have protective effects against bacterial infections (145). In the context of mycobacterial infections, 1,25-dihydroxy-vitamin D3 (1,25D), the active metabolite of vitamin D, promotes maturation and activation of human monocytes and macrophages and reduces bacillary replication. In a macrophage–epithelial cell coculture system, 1,25D enhanced IL-1β expression and induced secretion of the cytokine from M. tuberculosis-infected macrophages via the NLRP3/caspase-1 inflammasome pathway. IL-1β secreted from macrophages reduced mycobacterial burden by stimulating the epithelial production of the antimicrobial peptide DEFB4/HBD2. This suggests that the control of M. tuberculosis infection by vitamin D is modulated by macrophage–epithelial paracrine signaling (146) (Figure 1D, right panel). In fact, vitamin D deficiency and vitamin D receptor polymorphism (147) have shown to affect human susceptibility to tuberculosis, and vitamin D-based oxysterols can promote clinical improvements in tuberculosis patients (148). Interestingly, the vitamin D metabolite 25(OH)D3 has also been found to act synergistically with the bacteriostatic antituberculosis drug phenylbutyrate, providing a potential indication of adjunct therapy for tuberculosis through resolution of inflammation and enhancement of bacterial clearance (149).

The possibility of using vitamin D, and potentially sunlight, to fortify antituberculosis resistance is an exciting and straightforward approach for tuberculosis interventions. Definitely, it will be of interest to extend such studies of vitamin D to other microbial infections. However, specifically for cholesterol, with its mixed roles of being both protective and harmful to the host during infection, as well as its central roles in diverse cellular processes, targeting cholesterol metabolism alone may cause undesired complications. Combination treatment or targeting of specific downstream products of cholesterol-induced signaling may be explored as an alternative.

MICROBIAL LIPIDS—MANIPULATORS OF MACROPHAGE METABOLISM

Glycolipids—Lipopolysaccharides (LPS)

Besides protein-based bacterial virulence factors which are capable of manipulating host lipid metabolism during infection, foreign lipid structures expressed on bacteria surfaces can also act as pathogen-associated molecular patterns which induce immune responses as well as remodeling of lipid metabolism in macrophages. LPS, a major component of the outer membrane of Gram-negative bacteria, is made up of a conserved lipid A, core oligosaccharide regions and a long polysaccharide chain with variable carbohydrate subunits (150). LPS is well known as a ligand for toll-like receptor 4 (TLR4) (151–153) and toll-like receptor 2 (TLR2) (154, 155). Signals triggered by TLR4 upon activation by LPS have been extensively studied and reviewed (151, 156–158). Briefly, this signaling cascade is initiated by LPS binding protein which binds directly with LPS and is transferred to CD14. This then dissociates LPS aggregates into monomeric forms and presents them to the TLR4–MD-2 complex. Binding of LPS to TLR4–MD-2 complex eventually activates NF-κB and IRF3, leading to the production of pro-inflammatory cytokines (via MyD88-dependent pathway) or type-1 interferon (MyD88-independent pathway) (159). In 2013, two independent studies demonstrated that LPS activates inflammasomes via murine caspase-11, independent of TLR4 (160, 161). Following that, Shi and coworkers showed that human caspase-4 and -5 [orthologs of murine caspase-11 (162)] served as intracellular sensors for LPS and lipid A. The binding of LPS to caspase-4 leads to pyroptosis in human monocytes and non-immune cells (163). Due to its ability to trigger strong immune responses, LPS has always been linked to a variety of pathologies such as septic shock and death, while inhibition of LPS-induced signaling pathways often favors the hosts (161, 164–166).

The impact of LPS on host lipid metabolism has been fairly well characterized. Very early studies demonstrated that LPS administration produced hypertriglyceridemia, with increased lipoprotein production and decreased lipoprotein clearance (167, 168). The effect of lipogenesis and lipolysis seemed to be affected by the dosage of LPS, as Feingold and coworkers showed that low doses (10 ng/100 g body weight) induced hepatic secretion of triglyceride, while high doses (50 μg/100 g body weight) decreased the clearance of triglyceride-rich lipoprotein (169). LPS also increased lipid body formation in human macrophages, through increasing the fatty acid uptake and reducing lipolysis, hence increasing triglyceride retention in the cells (170). Furthermore, turnover of glycerophospholipids during LPS stimulation has been observed, which is mediated by induction of acyl-CoA synthetase 1 (171). Accumulation of lipid droplets in non-adipocytic cells has also been reported as a pathological feature in infectious diseases, and it has been demonstrated to be an important site for PGE2 synthesis (172, 173). Lipid body formation is largely dependent on TLRs, especially TLR2 and TLR4, as TLR2-deficient and TLR4-mutated mice both failed to form lipid droplets triggered by LPS (172, 173). When induced by LPS, lipid droplets are formed via the p38 α/β and PI(3)K/Akt pathways (174), and drugs blocking these pathways have been proven to inhibit their formation (174, 175).

A combined lipidomics and transcriptomics study on mouse macrophages upon LPS stimulation by Dennis and coworkers has brought together a system-based overview of the temporal and subcellular dynamics of macrophage lipid remodeling elicited by LPS (176). Treating RAW264.7 cells with Kdo2-lipid A, a chemically defined substructure of LPS, increased COX-2 related lipid metabolites immediately after the stimulation, followed by sterols, sphingolipids, glycerophospholipids, and glycerolipids (176). Based on the reported findings on LPS-induced changes in sphingolipids, KÖberlin and coworkers recently examined the lipid metabolic network of RAW264.7 cells during TLR signaling and showed that genes involving sphingolipids metabolism are tightly modulated upon TLR4 and TLR9 stimulation. Intriguingly, this study revealed that innate immune responses are modulated by a circular network co-regulating sphingolipids and glycerophospholipids (177). These studies have contributed to our current understanding on the complexity of the macrophage lipid metabolic networks during inflammation, and it will be of interest to identify novel small molecules which can target lipid metabolism for immune protection.

Glycolipids—Trehalose-6,6′-Dimycolate (TDM)

Besides the Gram-negative bacteria-specific LPS, lipids produced by other bacteria also possess host immune- and metabolism-modulating functions. M. tuberculosis and M. leprae are notorious for their fat-loving nature as well as their cell walls which are dominated by lipids (178, 179). TDM, also known as cord factor, is a glycolipid abundantly expressed on the cell wall of mycolic acid-containing bacteria such as Mycobacterium, Nocardia, Tsukamurella, Gordona, Rhodococcus, and Corynebacterium species and has previously been identified as a virulence factor (180). The TDM molecule consists of sugar trehalose esterified to two mycolic acid residues, and the length range of residues varies from 20 to 80 carbons depending on the bacterial species. TDM is responsible for the characteristic colony morphology observed in virulent M. tuberculosis due to its hydrophobic nature (181). In addition, at the gene expression level, TDM from M. tuberculosis H37Rv upregulates multiple cytokines (TNF-α, IL-1β, IL-1m, IL-10, and MCSF-1) and chemokines (CCL3, CCL4, CCL7, CCL12, CCR12, CXCL1, CXCL2, and CXCL10) (182), proving the ability of TDM to initiate the macrophage immune responses in vitro (183). Strikingly, TDM alone is sufficient to induce activated foreign body- and hypersensitivity-type granulomas in mice, as well as extensive foam cell formation, illustrating its importance in pathogenesis (127, 184–186). TDM also promotes Mycobacterium survival in vivo by inhibiting phagosome–lysosome fusion and protects the bacteria from destruction within macrophages (187, 188).

Besides its effects on the immune functions of macrophages, TDM has been shown to induce formation of caseating granulomas and foamy macrophages in the absence of Mycobacterium itself (127). The toxicity of TDM is greatly dependent on its surface crystalline structure. This can be enhanced by the presence of oil, as administration of TDM in oil-in-water emulsion has shown to induce higher mortality rates in mice, whereas administration of TDM without oil has no effect (189–193). Interestingly, M. tuberculosis preferentially associates with the lipid droplets in pulmonary lesions to increase the toxicity of TDM and initiation of necrosis (192). Separately, free mycolic acids have also been shown to induce macrophage lipid droplet formation (194). Keto-mycolic acid, the oxygenated form of mycolic acid, was found to transactivate the host orphan lipid-sensing nuclear receptor, testicular receptor 4 (TR4), and induce foamy macrophage formation in vitro and in vivo (195). TR4 is also involved in the polarization of macrophages toward a less microbicidal and an immunomodulatory M2 phenotype, which aids in the survival of M. tuberculosis. With more in-depth understanding of microbial lipid–host receptor interactions, guided designs of structural analogs of lipids to interfere with ligand–receptor binding holds promise as a combinatorial adjunct therapy.

Another mycobacterial lipid virulence factor that is capable of moderating macrophage functions, but differs in function from TDM, is phthiocerol dimycocerosates (PDIM) (196–199). PDIM has been proven to mediate phagosomal escape of M. tuberculosis by enhancing the membrane permeabilizing activity of ESAT-6, increasing phagosomal membrane destabilization and subsequent induction of apoptosis (200, 201). While PDIM and ESAT-6 are known to cause phagosomal membrane rupture, whether this process involves alterations in host lipid metabolism requires further investigation. Probing changes in host lipid metabolism is increasingly possible with the availability of a range of techniques, which we will cover in the next section.

PROBING LIPID DYNAMICS DURING THE HOST–MICROBE RELATIONSHIP

Despite the appreciation of the important roles lipids play in infectious diseases, it is not as well studied as compared with genes and proteins, due to chemical complexity of lipids and the limited availability of tools required. Most of our knowledge on the roles of lipids in the intimate host–pathogen relationship has been gained through genetic and cellular investigations, and only in recent years have sensitive and high resolution technologies for lipid analyses become available for revelation of novel insights of lipid functions during infections.

Traditional methods of lipid analysis include enzyme immunoassays (EIAs) and thin layer chromatography (TLC). EIAs, an established method particularly for cytokine and chemokine measurements in both infection and immunity research, have been commonly used to monitor the levels of various eicosanoids (202, 203). The underlying mechanism of EIA lies in the immunocomplexes formed between the lipids of interest and their antibodies. These assays serve as a fairly rapid method for lipid analyses, provided that the lipids of interest are well defined. Another restriction of EIAs is its limited availability, because lipids generally have poor immunogenicity, and the generation of high affinity anti-lipid antibodies is challenging using traditional hybridoma techniques (204). Furthermore, these assays have limited resolution (i.e., may not be able to separate between lipid molecular species) and sensitivity, and hence are not well suited for very low abundant signaling molecules. The use of TLC for the separation and detection of lipids have been described as early as the 1960s (205) and continues to be commonly used (127, 206, 207). Despite its low sensitivity and resolution, TLC offers the possibility to study the turnover of lipids and capture the temporal dynamics of lipid remodeling when used with radioisotopes labeling (46, 47).

Recently, more advanced methods including gas chromatography–mass spectrometry, liquid chromatography–mass spectrometry (LC–MS), nuclear magnetic resonance (NMR) spectroscopy, and mass spectrometry (MS)-based imaging techniques have revolutionized the fields of metabolomics and lipidomics. These technologies allow for more efficient analysis of the diverse metabolites and lipids in biological samples, with deeper and more sensitive coverage at the lipid molecular species level. Notably, the LC–MS analyses of the monocyte/macrophage lipidome spanning membrane lipids (sterols, glycerophospholipids, and sphingolipids), and mediator and signaling lipids (phosphoinositides, eicosanoids, and phosphorylated sphingoid bases), have contributed to the revelation of the complex metabolic networks during macrophage differentiation (37, 38), TLR activation and signaling (176, 177, 208) as well as the complex host–pathogen interactions (8, 118, 209, 210). In the last 10–15 years, the lipidomes of various other host cell types including epithelial cells (211), platelets (212), and pathogens, including M. tuberculosis (213–215), Clostridium novyi (216), E. coli (217), Enterococcus faecalis (218), and Pseudomonas aeruginosa (219) have been established. The possibility to analyze both host and microbial lipids with high resolution structural information (Figure 2) has opened up new avenues to study the dynamics of lipid metabolism during the complex host–pathogen relationship.


[image: image1]

FIGURE 2 | Resolving host and microbial (polar) lipid molecular species by mass spectrometry (MS), a tool for probing host–pathogen interactions. With advances in technologies particularly MS, it is now possible to profile, characterize, and quantify lipids from both microbes and macrophages as well as other host cells and tissues. (A) Single stage MS scan to generate the “lipid profiles” of M. bovis BCG, an experimental surrogate for M. tuberculosis. (B) Single stage MS scan to generate the “lipid profiles” of murine alveolar macrophages. (C) MS/MS of the major phosphatidylinositol from M. bovis BCG, with mass-to-charge ratio (m/z) of 851.6. Collision-induced dissociation reveals the ion contains palmitic acid (m/z 255) and TBSA (m/z 297), as well as the phosphoinositol (m/z 241) and glycerophosphate (m/z 153) headgroups. This confirms the sum composition of fatty acyls to be 35:1 (35 carbons, 1 double bond). (D) MS/MS of the major phosphatidylinositol from murine alveolar macrophages, with m/z of 885.6. Collision-induced dissociation reveals the ion contains stearic acid (m/z 283) and arachidonic acid (m/z 303.1), as well as the phosphoinositol (m/z 241) and glycerophosphate (m/z 153) headgroups. This confirms the sum composite of fatty acyls to be 38:4 (38 carbons, 4 double bonds). The bioanalytical tool can be applied to probe the dynamic changes in levels of thousands of species of lipids from both the host and the pathogens, leading to the identification of novel pathways involved in infection and inflammation. Abbreviations: GPEtn, phosphatidylethanolamine; GPIns, phosphatidylinositol; MS, mass spectrometry; MS/MS, tandem mass spectrometry; m/z: mass-to-charge ratio; plGPEtn, plasmalogen phosphatidylethanolamine; TBSA, tuberculostearic acid.



While LC–MS- and NMR-based lipidomics approaches are extremely powerful, they lack the spatial resolution needed for determining the localization of lipids during the infection process (220), and, importantly, the source of the metabolites in the host–pathogen relationship. MS-based imaging has now offered a new dimension by providing spatial resolution of the metabolites during the infection process by various pathogens (221–223). Alternative novel imaging techniques involve the use of immunofluorescent lipids, isotopic labeling, or lipid-binding probes and microscopy for the spatial resolution and real-time analysis of the host–pathogen interaction, providing extensive information regarding the roles of lipids in pathogenesis and the immune responses. In the study by Barisch and Soldati, pulse-chase experiments using fluorophore-labeled compounds coupled with electron microscopy has provided novel insights about the translocation of host-derived fatty acids in M. marinum to serve as an energy source for the bacteria (224, 225). Metabolic labeling of lipid droplets has also been used for the exploration of the carbon flux within pathogen metabolic networks (47). The lipid-binding properties of bacterial toxins, including perfringolysin O and aerolysin, have also been harnessed as tools to probe lipid localization and signaling (226, 227). In recent years, the specificities of lipid probes have vastly improved, with the recent possibility to study single lipid species in living cells (228).

The current availability and upcoming developments in technologies which provide temporal and/or spatial information of lipids at the single lipid species level are extremely powerful, especially when used in combination with cell and chemical biology, genetics and other systems biology approaches, including proteomics and genomics. Together, these will provide new insights into the complexity of host–pathogen interactions, disease pathogenesis as well as identification of novel markers of inflammation and infection.

CONCLUSION

Pathogenic infection of macrophages is an intricate process involving numerous sequences of events, during which lipids are clearly instrumental players. Each pathogen has evolved its own strategy to thrive in or kill the host cells, and it is not surprising to find that a single lipid class or species can display contrasting functions during bacterial infections, depending on the bacterial species and even cell types. A single lipid, such as cholesterol, can be utilized by a specific pathogen to promote its own survival in the macrophage and on the other hand, it can also be used by the host to assist in clearance of another bacterial species, making lipids a double-edge sword in the complex host–pathogen relationship. Adding on to the complexity is alterations in the fine chemistry of lipids. For instance, the oxidation of fatty acids can switch its function from being benign to bioactive, or from acting as the protagonist to the antagonist (and vice versa) in this complex interplay between host and pathogen. While we have described in this review how different lipid classes are involved in the infection process, it should be stressed that the system acts as a whole, and multiple components, including different lipid classes and proteins, act in concert to achieve the outcome of an infection. Hence, it is critical to undertake systems-level approaches to dissect the host–pathogen networks. Such in-depth analyses of the complex and interconnected lipid metabolic networks in infection and immunity will contribute to identification of potential lipids or metabolic pathways which can be potentially developed into therapeutics for treatment of infectious diseases or for boosting of immune functions.
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Phenolic glycolipids (PGLs) are cell wall components of a subset of pathogenic mycobacteria, with immunomodulatory properties. Here, we show that in addition, PGLs exert antibactericidal activity by limiting the production of nitric oxide synthase (iNOS) in mycobacteria-infected macrophages. PGL-mediated downregulation of iNOS was complement receptor 3-dependent and comparably induced by bacterial and purified PGLs. Using Mycobacterium leprae PGL-1 as a model, we found that PGLs dampen the toll-like receptor (TLR)4 signaling pathway, with macrophage exposure to PGLs leading to significant reduction in TIR-domain-containing adapter-inducing interferon-β (TRIF) protein level. PGL-driven decrease in TRIF operated posttranscriptionally and independently of Src-family tyrosine kinases, lysosomal and proteasomal degradation. It resulted in the defective production of TRIF-dependent IFN-β and CXCL10 in TLR4-stimulated macrophages, in addition to iNOS. Our results unravel a mechanism by which PGLs hijack both the bactericidal and inflammatory responses of host macrophages. Moreover, they identify TRIF as a critical node in the crosstalk between CR3 and TLR4.
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INTRODUCTION

Phenolic glycolipids (PGLs) are polyketide synthase products that are only synthesized by a subset of pathogenic mycobacteria, including the W-Beijing family of Mycobacterium tuberculosis strains and Mycobacterium leprae (1–3). In structure, these phenolphtiocerol dimycocerosates (DIMs) share a common phenolic lipid backbone that is decorated with species-specific oligosaccharide moieties (Figure S1 in Supplementary Material). PGL from M. tuberculosis (PGL-tb) inhibited the inflammatory cytokine responses of mycobacteria-infected macrophages, suggesting that it mediates the virulence of W-Beijing strains by suppressing host innate immune responses (4). While the association between PGL-tb and mycobacterial virulence later appeared more complex, the anti-inflammatory activity of PGL-tb was confirmed, using naturally deficient M. tuberculosis strains that were genetically engineered to express PGL-tb (5). In line with these results, synthetic analogs of PGL-tb and M. leprae PGL-1 inhibited toll-like receptor (TLR)2-driven production of inflammatory cytokines and nitric oxide (NO) by macrophages (2, 6, 7). Since PGL-1 bound to immobilized TLR2 in solid-phase assays, it was proposed that PGL-1 and PGL-tb can act as TLR2 antagonists (2). Whether this mechanism is sufficient to explain the cytokine production defects of macrophages infected with PGL-expressing mycobacteria was not addressed.

In parallel, it was reported that recombinant Mycobacterium bovis BCG (rBCG) expressing PGL-1 instead of its native PGL (PGL-bov) exploit complement receptor (CR)3 for invasion of macrophages (2, 8). CR3, also known as Mac-1, CD11b/CD18, and αMβ2 integrin, is a widely expressed heterodimeric surface receptor, which in macrophages contributes to microbial pattern recognition and phagocytosis. CR3 is known to mediate the opsonic and non-opsonic uptake of M. tuberculosis and M. leprae by macrophages (9–11), via its complement-binding I-domain and its carbohydrate-binding lectin domain, respectively (12, 13). Based on biochemical evidence, the increased infectivity of PGL-1-expressing BCG was attributed to a selective interaction between its trisaccharide moiety and the lectin domain of CR3 (2). Of note, PGL-1-mediated phagocytosis required the Src-family kinase Lyn, a known mediator of β2-integrin signal transduction in macrophages (2, 14). In addition to promote macrophage invasion, PGL-1 increased the long-term survival of BCG within macrophages by a mechanism that remained unclear (8).

In the present work, we sought to determine if and how PGLs interfere with the bactericidal functions of macrophages. We found that PGLs limit the capacity of activated macrophages to induce nitric oxide synthase (iNOS) and generate NO upon mycobacterial infection, by downregulating the TLR4 adapter TIR-domain-containing adapter-inducing interferon-β (TRIF). In addition to suppressing iNOS production, PGLs decreased the TLR4-induced production of TRIF-dependent cytokines and chemokines. Our results thus provide a mechanism for both the immunomodulatory and virulence properties of PGLs. They support the general concept that PGL production was evolved by pathogenic mycobacteria to enhance intracellular survival and immune evasion.

MATERIALS AND METHODS

Reagents

PGL-bov and DIMs were purified from bacterial cell pellets of M. bovis BCG and Mycobacterium canettii, respectively, as previously described (2). PGL-tb from M. canettii (#NR-36510) and PGL-1 from M. leprae-infected armadillos (#NR-19342) were obtained from BEI resources (https://www.beiresources.org/). Working solutions of lipids were prepared as follows: PGLs were dissolved in ethanol; DIMs were first recovered in a small volume of chloroform, before being added to water, then sonicated until complete suspension. These solutions were diluted >200 times in cell culture medium for cellular assays and compared to equivalent volumes of vehicle. Ultrapure LPS from E. coli, serotype O55:B5, TLR grade (#ALX-581-013-L001) was purchased from Enzo Life Sciences. Recombinant mouse IFN-γ (#PMC4031) and TNF-α (#PMC3014) were purchased from ThermoFisher Scientific. InSolution™ PP2 Src inhibitor (#529576) and ALLN (#208719) were from Calbiochem Merck Millipore, and chloroquine diphosphate salt (#C6628) from Sigma.

Cell Cultures

Bone marrow-derived macrophage (BMDM) progenitors were obtained by flushing mouse femurs and tibias, followed by erythrocyte lysis with red blood cell lysis buffer (#B00003, Roche). BMDMs were obtained by a 7-day differentiation of progenitors in RPMI 1640 GlutaMAX™ medium (#61870-010, ThermoFisher Scientific) supplemented with 10% heat-inactivated fetal calf serum (#A15-102, PAA) and 10% L929-conditioned medium as a source of M-CSF [hereafter called complete medium (CM)]. THP-1 human monocytes (ATCC, TIB-202) were cultured in RPMI supplemented with 10% heat-inactivated fetal calf serum, penicillin, and streptomycin (#15140122, ThermoFisher Scientific). They were differentiated into macrophages by addition of 2 ng/ml phorbol 12-myristate 13-acetate (#P8139, Sigma) for 3 days.

Mycobacteria Cultures and Cell Infection

Methods used to generate the PGL-expressing rBCGs used in this study and experimental validation that they grow comparably and express equivalent amounts of heterologous PGLs were reported previously (2, 8). Bacteria were grown at 37°C in suspension in Middlebrook 7H9 broth (#M0178) supplemented with ADC (#M0553) and 40 µg/ml kanamycin (#K0254), all from Sigma. Mycobacterial suspensions destined to infect BMDMs were pelleted at (3,200 × g) for 7 min, washed twice with phosphate-buffered saline (PBS), suspended in 5 ml of PBS before dissociation in M-tubes using the gentleMACS Dissociator (Miltenyi Biotec), then diluted in RPMI to the appropriate concentration. Before infection, BMDMs were washed twice with warm RPMI, followed by a 2 h infection in RPMI. BMDMs were washed twice again with warm RPMI, then incubated in complete CM.

NO Quantification

Bone marrow-derived macrophages were cultured at 2 × 105 cells per well in black clear-bottomed cell culture microplates (Greiner Bio-One International) for 24 h and infected or treated as indicated. Cells were washed once with warm PBS before addition of 5 µM 4,5-diaminofluorescein diacetate (#D225, Sigma), a cell permeable fluorescent dye for NO detection (15, 16), and incubation at 37°C in the dark. Fluorescence was measured using a fixed gain setting each hour for 5 h using a BMG FLUOstar OPTIMA Microplate reader (BMG Labtech) with emission and excitation wavelengths of 485 and 520 nm, respectively. In order to normalize cell number, BMDMs were subsequently stained with 0.05% crystal violet (#C0775, Sigma) in 2% ethanol for 15 min followed by four washes with PBS. Dye was then dissolved in methanol and absorbance was measured at 550 nm. All values were set as a fold change ratio to averaged value of unstimulated group.

Flow Cytometry

Adherent mouse BMDMs were detached with accutase (#A6964, Sigma) for 20 min at 37°C and blocked with FcR Blocking reagent (#130-092-575, Miltenyi Biotec) for 15 min at 4°C. Antibodies used in flow cytometry were anti-CD11b (M1/70), anti-CD11c (HL3), anti-CD86 (GL1), anti-CD40 (HM40-3) from BD Biosciences; anti-TLR4 (MTS510) from Biolegend; anti-IFNGR1 (2E2) from eBioscience; anti-iNOS (M-19) from SCT and anti-goat AlexaFluor 647 Donkey (polyclonal IgG H&L) from Abcam (#ab150131). For intracellular staining of iNOS, macrophages were fixed with BD Lyse/Fix solution (#558049) for 10 min at 37°C, then permeabilized with BD Perm Buffer III (#558050) for 20 min at 4°C prior to antibody staining. Flow cytometric acquisitions were performed on a BD FACS Accuri C6 and data were analyzed using FlowJo software.

Immunoblot Analysis and ELISA

Bone marrow-derived macrophages (1–3 × 106) were washed and scraped in cold PBS, centrifuged, and then lysed in ice cold lysis buffer (20 mM Tris, 150 mM NaCl, 1mM EGTA, 1mM MgCl2, 1% n-Dodecyl-(β)-D-maltoside (#D4641), 4 mM sodium orthovanadate (#S6508), 50 mM NaF (#S6776), 10 µg/ml leupeptin (#L2884), 10 µg/ml aprotinin (#10820), 1 mM Pefabloc-sc (A8456)), all purchased from Sigma, for 15 min. Protein concentration was quantified with NanoDrop Light SpectroPhotometer (Thermo Fisher Scientific). Cell lysates were resolved on NuPAGE Bis-Tris gels and transferred to nitrocellulose membranes (ThermoFisher Scientific). Protein detections used the following antibodies: MyD88 (#3699), Phospho-Src (Tyr416, #2101), GAPDH (#2118), all from CST, and Ticam-1 (TRIF, #657102, Biolegend). Detection of pSrc (MW 60 kDa), MyD88 (MW 33 kDa), TRIF (MW 98 kDa), and GAPDH (MW 37 kDa) was performed in a single Western blot assay using multiple antibodies. Before using this technique, we verified that our antibodies were specific (data not shown). When only TRIF and GAPDH were analyzed, blots were sliced horizontally after transfer, then stained separately in order to capture images at optimal exposure times. Protein complexes were revealed with the ECL Prime detection reagent (GE Healthcare) and chemiluminescence reading on a Fuji LAS-4000 Luminescent Image Analyzer. IFN-β and TNF-α concentrations in BMDM culture supernatants were measured by ELISA (Biolegend, #439407 and #430901), following the manufacturer’s protocol.

RNA Extraction and Real-time Quantitative RT-PCR

Qiagen RNeasy Mini Kit (#74104) was used to extract total RNA from BMDMs. cDNA was amplified from 1 µg of total RNA using the high-capacity cDNA reverse transcription kit with added RNAse inhibitor (#4374966, Applied Biosystems). Relative mRNA levels were quantified by qRT-PCR using power SYBR green and with gene-specific primers (Table 1). Amplification conditions and dissociation step were as follows: 50°C for 2 min, 95°C for 10 min followed by 40 cycles (95°C for 15 s and 60°C for 1 min). ABI 7300 Sequence Detection System (Applied Biosystems) was used for data acquisition. Fold increase values were calculated for each gene transcript using the 2−ΔΔCt method, using RPL19 as a house-keeping gene.

TABLE 1 | Primers used in the qRT-PCR analysis.
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Mice

C57BL/6J (JAX™) and Itgam−/− (B6.129S4-Itgamtm1Myd/J) mice were obtained from Charles River and Jackson Laboratories, respectively. TRIFLPS2/LPS2 mice [C57BL/6J—Ticam1Lps2 (22)] were originally from B. Beutler et al. (The Scripps Research Institute, CA, USA) and back-crossed into the C57BL/6J background at Institut Pasteur. TLR2−/− [B6.Cg-Tlr2tm1Aki (23)] and MyD88−/− [B6.129-Myd88tm1Aki (24)] mice were obtained from S. Akira (Osaka University, Japan). All animals were bred and housed under pathogen-free conditions in our animal facilities with food and water ad libitum. Transgenic mice were used between 6 and 10 weeks of age, with age and sex-matched wild-type controls. Since we only used mice as a source of bone marrow, the described experiments did not require approval from the French Ministry of Higher Education and Research. They were performed in compliance with the European Communities Council Directive of 22 September 2010 on the approximation of laws, regulations, and administrative provisions of the Member States regarding the protection of animals used for scientific purposes.

Statistical Analysis

Statistical analyses were performed with the StatView® 5 software (SAS Institute, Inc.). The Prism software (5.0d) was used for graphical representation.

RESULTS

PGLs Inhibit Infection-Induced Production of iNOS and NO in Activated Macrophages

Following infection with mycobacteria and the early activation of innate immunity, T cells are stimulated to produce IFN-γ. This cytokine induces the expression of iNOS in infected macrophages, with subsequent production of NO efficiently controlling the growth of intracellular bacteria (25–28). To see if PGLs affect NO production in activated macrophages, we compared intracellular levels of iNOS in BMDMs infected with recombinant BCG expressing PGLs (rBCG:PGLs), or PGL-deficient BCGs (rBCG:no PGL) as control, in the presence of IFN-γ. Figure 1A shows that rBCG:bov, rBCG:PGL-1, and rBCG:PGL-tb all elicited less iNOS than rBCG:no PGL in infected macrophages. Consistently, the production of NO was lower in cells infected with any of the PGL-expressing strains, compared to those infected with PGL-deficient rBCG (Figure 1B). Importantly, addition of soluble PGL-1 to BMDMs was sufficient to reduce the cell production of NO upon infection with PGL-deficient rBCG (Figure 1C).
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FIGURE 1 | Phenolic glycolipids (PGLs) inhibit infection-induced production of iNOS and NO in activated macrophages. (A) Differential induction of iNOS in bone marrow-derived macrophage (BMDMs) infected with rBCG:no PGL, rBCG:PGL-bov, rBCG:PGL-1 or rBCG:PGL-tb, or non-infected BMDMs (no inf), as determined by intracellular detection of iNOS using flow cytometry. BMDMs were infected for 2 h at a MOI of 1:1, then washed and cultivated in the presence of 100 U/ml IFN-γ for 48 h. Data are mean fluorescence intensities (MFI) ± SEM (n = 3). (B) Differential production of NO in the same conditions as in (A). Data are mean NO levels ± SEM (n = 8), expressed as fold changes relative to non-infected controls (no inf). (C) NO production by BMDMs pretreated with 25 µM PGL-1 or ethanol vehicle (Veh) for 24 h prior to 48 h of infection with rBCG:no PGL at a MOI of 1:1 in the presence of 100 U/ml IFN-γ. (D) as in (A) in Itgam−/− BMDMs. Data shown are from one experiment repeated twice with similar results. *P < 0.05, **P < 0.01, ***P < 0.001, following statistical comparison by repeated measures ANOVA with Tukey post hoc test, relative to rBCG:no PGL.



Since PGL-1 was previously reported to interact with CR3, we tested the potential involvement of this receptor in PGL-mediated inhibition of iNOS and NO production, using CD11b-deficient (Itgam−/−) macrophages. PGL-expressing rBCGs induced comparable production of iNOS as PGL-deficient BCG in Itgam−/− macrophages, implying that CR3 is involved (Figure 1D). Together, these data suggested that PGLs have the intrinsic capacity to suppress the infection-induced production of NO in activated macrophages, by a mechanism involving CR3.

PGLs Reduce the LPS/IFN-γ-Induced Production of iNOS in a CR3-Dependent Manner

Induction of iNOS requires the cooperative activation of the JAK–STAT and pattern recognition receptor signaling pathways (29). To gain insight into the mechanism by which PGLs downregulate iNOS in mycobacteria-infected macrophages, we next tested if PGLs affected NO production in BMDMs stimulated with IFN-γ and the TLR4 agonist LPS. PGL-1 added to macrophages at a concentration superior to 12 µM prior to stimulation with LPS/IFN-γ indeed caused a dose-dependent reduction in NO production (Figure 2A). Notably, NO decrease was not observed if cells were treated with PGL-1 at the time of LPS/IFN-γ stimulation, and required a preincubation with PGL-1 of at least 6 h (Figure S2A in Supplementary Material). PGL-tb was equivalent to PGL-1 in its capacity to decrease the LPS/IFN-γ-stimulated production of iNOS by BMDMs (Figure 2B). In contrast, phthiocerol DIMs, which correspond to PGLs devoid of phenol ring and oligosaccharide domains (Figure S1 in Supplementary Material) had no inhibitory effect on NO production in the same conditions of cell pretreatment and stimulation (Figure 2C). This indicated that the lipid backbone of PGLs is not sufficient to inhibit the LPS/IFN-γ-induced production of iNOS.
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FIGURE 2 | Phenolic glycolipids (PGLs) reduce LPS/IFN-γ-induced production of iNOS in a CR3-dependent manner. (A) Differential production of NO by bone marrow-derived macrophages (BMDMs) pretreated with increasing concentrations of PGL-1 or vehicle (Veh) for 24 h prior to a 24 h stimulation with 1 µg/ml LPS and 100 U/ml IFN-γ. Data are mean NO levels ± SEM (n = 4), expressed as fold changes relative to non-treated, stimulated controls. *P < 0.05, Mann–Whitney test comparing PGL-1-treated to vehicle controls at each concentration. (B) As in (A) with 25 µM PGL-1 or 25 µM PGL-tb; unstim: non-treated, non-stimulated controls. (C) As in (A), with increasing concentrations of dimycocerosates (DIMs). (D) Differential induction of iNOS in BMDMs exposed to 25 µM PGL-1 or vehicle (Veh) for 24 h prior to a 24 h stimulation with LPS/IFN-γ. Controls are non-treated, non-stimulated cells (unstim). Data are mean fluorescence intensities (MFI) ± SEM (n = 3). (E) As in (D) in Itgam−/− BMDMs. Data shown are from one experiment repeated twice with similar results. Statistical comparisons in (B,D,E) were performed with repeated measures ANOVA with Tukey post hoc test, relative to the vehicle-treated, LPS/IFN-γ-stimulated group. *P < 0.05, **P < 0.01, ***P < 0.001.



Consistent with our data in Figure 1, the inhibitory activity of PGL-1 on LPS/IFN-γ-mediated production of NO correlated with a significant decrease in iNOS (Figure 2D) and required BMDM expression of CR3 (Figure 2E). Since PGL-1 binds to TLR2 in vitro and decreases the TLR2-induced production of cytokines and NO by human macrophages (2, 6, 7, 30), we next tested if TLR2 was involved in the observed effects. Decreased production of iNOS and NO was maintained in PGL-1-treated, LPS/IFN-γ-stimulated TLR2-deficient BMDMs (Figures S2B,C in Supplementary Material), ruling out this possibility. We concluded that PGLs suppress the LPS/IFN-γ-induced induction of iNOS in a CR3-dependent and TLR2-independent manner.

PGLs Impair TLR4-Mediated Downstream Signaling Pathways

We next sought to determine which of the TLR4 and IFN-γ receptor (IFNGR) signaling pathways was targeted by PGLs. BMDMs were stimulated with LPS/IFN-γ or TNF-α/IFN-γ, two combinations of reagents leading to significant production of NO. Figure 3A shows that PGL-1 only decreased the NO production of LPS/IFN-γ-stimulated cells, suggesting that PGLs interfere with TLR4 signaling independently of IFN-γ. Consistently, PGL-1 treatment did not alter the levels of total and Tyr701-phosporylated Stat1 in BMDMs stimulated with IFN-γ (data not shown). Surface expression of TLR4, IFN-γ receptor 1, or CD11b was not altered by PGL-1 treatment of BMDMs (Figure S3 in Supplementary Material), implying that PGL-1 interferes with signaling events downstream of TLR4. Since TLR4 uses two adaptor proteins (MyD88 and TRIF), we examined if they equally contribute to TLR4-induced production of NO. We used BMDMs generated from MyD88−/−, TRIFLps2/Lps2, or double knock-out (DKO) mice. Figure 3B shows that LPS/IFN-γ-stimulated production of NO was strictly mediated by TRIF. Notably, PGL-1-mediated inhibition of LPS/IFN-γ-stimulated production of NO was lost in MyD88−/− BMDMs (Figure 3B). Comparable findings were obtained with PGL-tb and PGL-bov (Figure 3C). In contrast to wild-type BMDMs (Figure 1A), infection of MyD88−/− BMDMs with PGL-expressing rBCGs did not alter their relative production of NO (Figure 3D). Together, these data in Figure 3 thus suggest that PGLs decrease TRIF-dependent production of NO in a MyD88-dependent manner.
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FIGURE 3 | Phenolic glycolipids (PGLs) impair TLR4-mediated downstream signaling pathways. (A) Differential production of NO by bone marrow-derived macrophages (BMDMs) pretreated with 25 µM PGL-1 or vehicle (Veh) for 24 h prior to a 24 h stimulation with 1 µg/ml LPS + 100 U/ml IFN-γ, or 10 ng/ml TNF-α + 100 U/ml IFN-γ. ***P < 0.001, Mann–Whitney test, comparing PGL-1-treated to vehicle controls in each condition of cell stimulation. (B) Differential production of NO by wild-type, MyD88−/−, TRIFLps2/Lps2, or DKO BMDMs treated with 25 µM PGL-1 or vehicle (Veh) for 24 h prior to a 24 h stimulation with 1 µg/ml LPS + 100 U/ml IFN-γ. Controls include non-treated, non-stimulated cells (unstim). (C) Differential production of NO by MyD88−/− BMDMs treated with 25 µM PGL-bov, 25 µM PGL-1, 25 µM PGL-tb, or vehicle (Veh) for 24 h prior to a 24 h stimulation with LPS/IFN-γ. (D) Differential production of NO by MyD88−/− BMDMs infected with rBCG:no PGL, rBCG:PGL-bov, rBCG:PGL-tb, or rBCG:PGL-1 at a MOI of 5:1, or non-infected (no inf). In (B–D), data are mean NO levels ± SEM (n ≥ 3), expressed as fold changes relative to non-stimulated (unstim) or non-infected (no inf) controls. Data shown are from one experiment repeated twice with similar results. *P < 0.05, **P < 0.01, ***P < 0.001, repeated measures ANOVA with Tukey post hoc test, relative to vehicle or no PGL controls.



PGL-1 Downregulates TRIF Protein Levels

TLR4-driven inside–out activation of CR3 was previously shown to dampen TLR4 signaling in BMDMs through a negative feedback mechanism involving Src-mediated degradation of MyD88 and TRIF by the ubiquitin:proteasome system (31). In parallel, it was reported that Leukadherin (LA)-1, a CR3 agonist, downregulates MyD88 protein levels in TLR7/8-stimulated THP-1 macrophages (32). We hypothesized that CR3 engagement by PGLs may affect TLR4 signaling in macrophages by interfering with endogenous levels of MyD88 and/or TRIF. Consistent with previous work, MyD88 levels were decreased in BMDMs treated with LA-1 (Figure S4A in Supplementary Material). Notably, the inhibitory activity of LA-1 on MyD88 levels was modest in comparison to that on TRIF. A 2 h treatment of BMDMs with 15 µM LA-1 indeed provoked >90% reduction in TRIF protein levels (Figure 4A). A comparable decrease was seen in human THP-1 macrophages treated with LA-1 (Figure S4B in Supplementary Material). Exposing BMDMs or THP-1 cells to 25 µM PGL-1 for >6 h led to similar effects, although maximal downregulation of TRIF by PGL-1 reached a plateau at 50% (Figure 4B; Figure S4B in Supplementary Material). In contrast, PGL-1 had no major effects on MyD88 levels (Figure S4C in Supplementary Material).
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FIGURE 4 | Phenolic glycolipid (PGL)-1 binding to CR3 downregulates TRIF protein levels. (A) Western blot analysis of TRIF with GAPDH as loading control, in bone marrow-derived macrophages (BMDMs) treated with 15 µM leukadherin (LA)-1 or DMSO vehicle (Veh) for the indicated times with relative quantification of TRIF levels. (B) Same as in (A), for BMDMs treated for the indicated times with 15 µM LA-1 or 25 µM PGL-1, or their respective solvents (Veh). (C) Quantitation of TRIF mRNAs in BMDMs treated with 25 µM PGL-1 or vehicle (Veh) for 6 h. Data are mean transcript levels ± SEM (n = 4), expressed as fold changes relative to vehicle controls. They are representative from three independent experiments with similar results. (D) Relative TRIF levels in BMDMs treated with 15 µM LA-1 for 2 h, or 25 µM PGL-1 for 6 h in the presence or absence of 10 µM PP2 (Veh); (E) in BMDMs pretreated with 50 µM chloroquine (CQ) or calpain inhibitor (ALLN) for 2 h prior to a 24 h exposure to 25 µM PGL-1; (F) in wild-type (wt) or ITGAM−/− BMDMs treated with 15 µM LA-1 for 2 h, or 25 µM PGL-1 for 24 h. Data in (B,D,E,F) are mean band intensities ± SEM from two to five independent experiments, with one representative blot picture.



PGL-1 treatment did not alter the level of TRIF transcripts in BMDMs, indicating that PGL-1-mediated decrease in TRIF protein levels operates at a posttranscriptional level (Figure 4C). It was maintained in the presence of the Src family tyrosine kinase inhibitor PP2 (Figure 4D), suggesting that PGL-1 operates independently of Src activation. We tested if PGL-1-driven reduction in TRIF depended on lysosomal or proteasomal degradation using chemical inhibitors of these pathways, but no significant restoration of TRIF levels could be observed (Figure 4E). Notably, PGL-1-mediated decrease in TRIF was not detected in Itgam−/− BMDMs, further illustrating the involvement of CR3 in this process (Figure 4F).

PGL-1-Mediated Decrease in TRIF Impairs Downstream Signaling Events

We next investigated to what extent PGL-1-driven decrease in TRIF protein level altered TLR4 signaling events in activated macrophages. Consistent with our data in Figures 1 and 2, pretreating BMDMs with PGL-1 for 24 h prior to LPS/IFN-γ stimulation durably suppressed Nos2 transcription (Figure 5A). Expression of Arginase 1 (Arg1), which competes with iNOS for arginine, does not depend on TRIF. Figure 5B shows that contrary to Nos2, the LPS/IFN-γ-induced transcription of Arg1 was not modified by PGL-1 pretreatment. Similarly, expression of MyD88-dependent IL-6 (Il6) and M2-inducer CEBPB (Cebpb) in LPS/IFN-γ-stimulated BMDMs were not impacted by pre-exposure to PGL-1 (as shown for IL-6 in Figure 5C). In contrast, the level of CXL10 (Cxcl10) transcripts, which relies on TRIF-IRF3 signaling, was significantly reduced by PGL-1 pretreatment in BMDMs stimulated with LPS/IFN-γ for 6 h (Figure 5D). Although statistical significance was not reached, a similar trend was observed with the expression of the TRIF-dependent cytokine IFN-β (Ifnb1) (Figure 5E). By measuring IFN-β concentration in culture supernatants, we could confirm that PGL-1 pretreatment reduces significantly the ability of BMDMs to produce IFN-β in response to TLR4 stimulation (Figure 5G). In comparison, gene and protein expression of TNF-α (Tnf), which depend on both the MyD88 and TRIF pathways, were minimally affected (Figures 5F–H).
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FIGURE 5 | Phenolic glycolipid (PGL)-1-mediated decrease in TRIF impairs downstream signaling events. Quantitation of mRNAs in bone marrow-derived macrophages (BMDMs) treated with 25 µM PGL-1 or vehicle (Veh) for 24 h prior to 6–24 h of stimulation with LPS/IFN-γ: (A) Nos2 (iNOS); (B) Arg1 (Arginase 1); (C) IL6 (IL-6); (D) CXCL10 (CXCL10); (E) Ifnb1 (IFN-β); (F) Tnf (TNF-α). Data are relative mean transcript levels (n > 3) ± SEM. *P < 0.05, **P < 0.01, Student’s t-test, relative to RPL19 house-keeping gene. They are representative of at least two independent experiments with similar results. Production of IFN-β (G) and TNF-α (H) by BMDMs pretreated with 25 µM PGL-1 for 24 h prior to 6–24 h of stimulation with LPS (n = 6) or LPS/IFN-γ (n = 2). Data in (G,H) are mean cytokine concentrations from biological replicates ± SEM. **P < 0.01, Mann–Whitney test comparing PGL-1-treated cells to vehicle controls.



DISCUSSION

We report in the present work that exposure of macrophages to mycobacterial PGLs affects the integrity of their TLR4 signaling pathway. Using PGL-1 as a model, we show that PGLs operate by selectively downregulating the TLR4 adaptor TRIF. Since TRIF mediates the production of iNOS and selected cytokines and chemokines in macrophages, PGL production endows mycobacteria with the capacity to alter both the bactericidal and inflammatory responses of the host during chronic infection.

This property adds to the previously reported inhibitory activity of PGL-1 and PGL-tb on TLR2 signaling, which was evidenced by a lower induction of NF-κB and associated production of TNF-α in macrophages stimulated with Pam3CSK4 in the presence of PGLs (2, 6, 7). Notably, PGL-mediated inhibition of TLR2 signaling operated immediately and independently of CR3-mediated phagocytosis. This is in stark contrast with the observed effects of PGLs on TRIF-dependent TLR4 signaling, which required that macrophages express CR3 and are exposed to PGLs for >6 h. Using TLR2-deficient BMDMs, we excluded the possibility that TLR2 contributes to PGL-mediated inhibition of TLR4 signaling. Unlike TRIF, MyD88 was not impacted by macrophage pretreatment with PGL-1. Together, these data thus suggest that PGLs affect TRIF independently of their effect on TLR2 signaling. Pretreating macrophages with PGL-1 prior to stimulation with TLR3 ligand poly(I:C) did not alter their IFN-β production (Figure S5 in Supplementary Material), thus limiting the functional relevance of PGL-1-mediated decrease in TRIF to TLR4 signaling.

Mycobacteria display multiple TLR2 and TLR4 agonists, and studies using TLR knock-out animals have shown the importance of TLR2/4 signals in host responses to chronic mycobacterial infection, via production of bactericidal molecules and pro-inflammatory mediators (3, 33, 34). By inhibiting TLR2 signaling (previous work) and TRIF-dependent TLR4 signaling (present study) in macrophages, PGL production is thus likely to alter the immune control of M. tuberculosis and M. leprae infection in vivo. Interestingly, several strains of M. tuberculosis belonging to the W-Beijing lineage were shown to be potent activators of TLR4 and inducers of Type I IFNs in BMDMs (35). Production of Type I IFNs during infection with M. tuberculosis [reviewed in Ref. (36)] and M. leprae (37) is believed to promote rather than limit disease progression, through diverse autocrine and paracrine mechanisms contributing to suppress IFN-γ production and IFN-γ-induced microbicidal responses. However, recent studies have indicated that in conditions where IFN-γ signaling is absent, Type I IFNs confer protection against M. tuberculosis infection (38, 39). Our observation that PGLs limit the ability of macrophages to produce IFN-β upon TLR4 activation, irrespective of IFN-γ stimulation, is, therefore, particularly interesting to consider in the context of early immune responses to infection.

We excluded the possibility that PGLs suppress TRIF gene transcription or promote TRIF proteasomal or lysosomal degradation, but failed to identify a mechanism linking CR3 with TRIF protein loss. PGL-mediated inhibition of NO production was lost in MyD88−/− macrophages, suggesting that TRIF degradation requires MyD88. Previous studies have shown that PGL-1 differs from other PGLs in capacity to promote the CR3-dependent uptake of mycobacteria by macrophages (2). Consistently, PGL-1 binding to CR3 was not displaced by oligosaccharides from other PGLs in solid-phase assays (2). Whether all PGLs can bind to a distinct region of the CR3 receptor, without activating downstream Src signaling, is unknown. Our observation that PGL-1, PGL-tb, and PGL-bov comparably suppress TLR4-induced induction of iNOS, in a CR3-dependent manner, supports this possibility. Alternatively, PGLs may bind to a distinct macrophage receptor, secondarily interfering with CR3. Incubation of BMDMs with PGL-1 did not alter their surface expression of TLR4 (Figure S3 in Supplementary Material) nor basal production of IFN-β (Figure 5G), arguing against a direct interaction between PGLs and TLR4. Further work will be needed to determine how CR3 and MyD88 connect with PGL-driven TRIF downregulation, and whether TRIF production is altered at the translational level, or if other mechanisms are at play. Recently, it was reported that PGL-1 expressed by recombinant Mycobacterium marinum induces BMDMs to produce enhanced levels of iNOS transcripts after 6 h of infection (40). It would be interesting to see if the production of NO is augmented in macrophages infected M. marinum:PGL-1, and if the stimulatory effect of PGL-1 persists beyond 6 h postinfection in this system. If so, this would suggest that the mycobacterial strain expressing PGL-1 influences its effect on iNOS production by infected macrophages.

Aside from macrophages, CR3 is expressed by monocytes, dendritic cells, neutrophils, NK cells, basophils, eosinophils, and platelets. Interestingly, CD11b was reported to regulate TLR4-induced signaling pathways in a positive manner in dendritic cells (41). The authors proposed that, in these cells, but not in macrophages, CD11b facilitates TLR4 endocytosis and subsequent TRIF-mediated signaling in endosomes. Our preliminary investigations in the mouse MutuDC line showed that pretreatment with PGL-1 inhibits the LPS-stimulated upregulation of CD86 at the cell surface (data not shown), which suggests that PGL-1 comparably affects TRIF-dependent TLR4 signaling in dendritic cells. In all, our findings expand the list of subtle functional alterations caused by mycobacterial PGLs in the biology of host macrophages, namely hijacking the CR3 receptor for increased infectivity and directly interacting with surface-displayed TLR2. In addition to improve our understanding of how PGLs manipulate innate immunity receptor signaling and communication, our findings reveal a novel element of crosstalk between TLR and the complement system that is exploited by pathogens to improve persistence in infected hosts (42).
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Lipoarabinomannan Decreases Galectin-9 Expression and Tumor Necrosis Factor Pathway in Macrophages Favoring Mycobacterium tuberculosis Intracellular Growth
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Lipoarabinomannan (LAM) is a lipid virulent factor secreted by Mycobacterium tuberculosis (Mtb). LAM can be found in the sputum and urine of patients with active tuberculosis. When human monocytes are differentiated into macrophages [monocyte-derived macrophages (MDM)] in the presence of LAM, MDM are poorly functional which may limit the immune response to Mtb infection. Our previous studies have shown that TIM3 and galectin (GAL)9 interaction induces anti-mycobacterial activity, and the expression levels of TIM3 and GAL9 are downregulated during Mtb infection. We postulated that LAM affects GAL9/TIM3 pathway, and, in consequence, the ability of the macrophage to control bacterial growth could be affected. In this work, we have generated MDM in the presence of LAM and observed that the expression of TIM3 was not affected; in contrast, GAL9 expression was downregulated at the transcriptional and protein levels. We observed that the cell surface and the soluble form of tumor necrosis factor (TNF) receptor 2 were decreased. We also found that when LAM-exposed MDM were activated with LPS, they produced less TNF, and the transcription factor proteinase-activated receptor-2 (PAR2), which is involved in host immune responses to infection, was not induced. Our data show that LAM-exposed MDM were deficient in the control of intracellular growth of Mtb. In conclusion, LAM-exposed MDM leads to MDM with impaired intracellular signal activation affecting GAL9, TNF, and PAR2 pathways, which are important to restrict Mtb growth.
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INTRODUCTION

Mycobacterium tuberculosis (Mtb) is the infectious agent of tuberculosis (TB), which is one of the leading causes of morbidity and mortality around the world. World Health Organization reported that in 2014, there were 9 million new cases of TB and 1.5 million deaths globally (1).

Mycobacterium tuberculosis is an intracellular pathogen whose cell wall has low permeability, which confers resistance to therapeutic agents. Mtb cell wall is rich in lipids (30–60% of dry weight) that are strategically located and contribute to its virulence (2). Lipoarabinomannan (LAM) is a major lipoglycan found in the mycobacterial cell wall. Slow growing mycobacteria, as Mtb, have a LAM that structurally possess mannosyl caps (hereafter LAM), which is constantly released from the cell wall of Mtb (3). LAM is considered as an important virulence factor that can be identified in the sputum and urine of patients with TB (TB patients). In fact, LAM has an amphiphilic nature favoring its association with host lipid carriers, which suggests that peripheral blood mononuclear cells (PMBCs) from patients with TB might be exposed to LAM during the natural history of TB (4, 5). Consequently, LAM could be employed as a biomarker to predict outcomes during anti-TB therapy.

Macrophage is a professional antigen-presenting cell that has as origin the monocyte and plays a critical role in the pathogenesis of TB. It has been described that Mtb downregulates the macrophage activation in order to facilitate their persistence (6). In particular, LAM has been studied for its immunomodulatory properties in macrophage (7, 8). Using an in vitro model where monocytes were stimulated with LAM, we have shown that LAM exposure influenced monocyte differentiation generating poorly functional macrophage, a phenomenon that could limit the quality of immune response to Mtb infection (9).

The molecule T-cell immunoglobulin and mucin domain 3 (TIM3) is a receptor initially identified as a specific marker for Th1-type immune cells. Nowadays, there is evidence that TIM3 is expressed in diverse myeloid and lymphoid cells and that its failure or absence is associated with the development of several diseases including infectious diseases (10). The interaction of TIM3 with galectin (GAL)9, which is one of the TIM3 ligands, has been shown to induce macrophage activation for bactericidal functions and to control TB infection using a murine model of Mtb infection (11). However, TB patients have a lower frequency of CD14+TIM3+ cells in peripheral blood, suggesting that this downregulation could be a mechanism to disturb the immune response in the host (12).

Mycobacterium tuberculosis infection activates cellular pathways in macrophages to initiate immune response, which involves the production of cytokines playing a critical role to regulate host defense. Tumor necrosis factor (TNF) is a pro-inflammatory cytokine, which orchestrates a wide range of functions. It is synthesized as a transmembrane TNF (tmTNF) that is proteolytically processed by the metalloprotease TNF-α-converting enzyme (TACE) to generate the soluble TNF (solTNF). Both tmTNF and solTNF isoforms exert their bioactivities via binding of two different receptors, TNF receptor 1 (TNFR1) and TNF receptor 2 (TNFR2) (13). In animal models, TNF pathway has been shown to be crucial for the activation of host protective immune responses against mycobacterial infection (14, 15). In human, TNF inhibition, used for the treatment of autoimmune-inflammatory diseases, has been associated with an increased risk of opportunistic infections including TB (16, 17).

Considering the reported information on the relevance of TIM3/GAL9 pathway in the defense against mycobacterial infections, it is still not clear whether LAM may modify TIM3/GAL9 pathway and impair host defense mechanisms. In this study, we explore possible modifications of TIM3/GAL9 pathway due to LAM exposure that could reduce macrophage responses and compromise bacterial elimination. We have characterized the expression profile of TIM3 and GAL9 on human monocyte-derived macrophages (MDM) exposed to LAM during their differentiation process. We have evaluated the capacity of these MDM to produce cytokines, to activate transcription factors, and to control Mtb growth. Our findings indicate that LAM exposure induces MDM with reduced GAL9 expression, which in response to an activation stimulus leads to weak cytokine and intracellular signals affecting the control of Mtb survival.

MATERIALS AND METHODS

Ethics Statement

Peripheral blood mononuclear cells were obtained from buffy coats by the blood bank at the National Institute of Respiratory Diseases Ismael Cosio Villegas, Mexico City. The study was approved by the Institutional Review Board (IRB# B04-12) and was conducted following the principles stipulated in the Declaration of Helsinki.

LAM from Mtb-H37Rv

Purified LAM was obtained from Colorado State University (NR-14848). The lipid was then reconstituted in distilled water as recommended.

Preparation of PBMC and Magnetic Cell Sorting

Peripheral blood mononuclear cells were isolated from buffy coats by standard Lymphoprep™ (Accurate Chemical-Scientific, Westbury, NY, USA) gradient centrifugation. Monocytes were isolated by positive selection using anti-CD14-coated magnetic microbeads (Miltenyi Biotec). Enrichment of the CD14+ fraction was routinely >95%, as analyzed by flow cytometry. CD14+ cells were plated at 1 × 106 cells/well in 24-well plates (Costar, ON, Canada) with RPMI 1640 medium (GIBCO, Grand Island, NY, USA), supplemented with L-glutamine (2 mM; GIBCO, Grand Island, NY, USA), streptomycin, penicillin, and 10% heat-inactivated fetal bovine serum (GIBCO, Grand Island, NY, USA). CD14+ cells were cultured for 7 days at 37°C in a humidified atmosphere containing 5% CO2. After 7 days, viable cells were considered to be MDM based on their expression profile of differentiation molecules as previously reported (9).

Differentiation and Stimulation of MDM with LAM

CD14+ cells were cultured to differentiate into MDM in the presence of LAM using an in vitro model that we have previously reported (9). Briefly, CD14+ (1 × 106) cells were seeded in a 24-well plate and stimulated or not with LAM (1 µg/mL), for 1, 2, 3, 4, or 5 days. Every day, culture medium was replaced by medium without LAM and cells recovered at the 7th or 8th day of culture. Two control conditions were used: first, medium without LAM during the 7 or 8 days of culture and, second, cells were left for differentiation without LAM for 6 days, and then, LAM was added and maintained until day 7 or 8 of culture. At day 7 of culture, we established two different protocols, the first consisted in recovering cells for FACS analysis, RNA extraction (real-time PCR), cellular lysis (western blot assays), for in vitro infection and mycobacterial quantification [colony-forming units (CFUs)], and the supernatants were for ELISA. In the second protocol, LPS (1 µg/mL) was added at day 7 for 24 h (day 8) to perform RNA extraction (real-time PCR) and the supernatants recovered for ELISA (Diagram 1).
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DIAGRAM 1 | Design of the experimental strategy.



Flow Cytometry

Cells were stained for 20 min at 4°C with fluorochrome-conjugated mAb against CD14, TIM3, GAL9, TNF, and interleukin-1 receptor (IL-1R) (BioLegend, San Diego, CA, USA). Both TNFR1 and TNFR2 (R&D Systems, Minneapolis, MN, USA). After incubation, cells were washed and re-suspended in staining buffer (BD Biosciences, San Jose, CA, USA) prior to FACS analysis. Data were collected using a FACS Aria II flow cytometer (Becton Dickinson, San Jose, CA, USA) and FACS Diva software (V.8.01). Cells were then analyzed with FlowJo (Tree Star, Inc., Ashland, OR, USA). Typically, 20,000 events were acquired.

Western Blot

After incubation, cells were washed twice with PBS and lysed in Laemmli buffer. Equal amounts of protein were subjected to Mini-protean TGK 4–15% gels and transferred to a 0.2-μm pore size Trans-Blot Turbo TM PVDF membrane (Bio-Rad Laboratories, Hercules, CA, USA). Western blot was performed using the following antibodies: c-Jun N-terminal kinase (JNK) 1/2 and poly(ADP-ribose) polymerase (PARP) (R&D Systems). Protein bands were detected by incubating with horseradish peroxidase-labeled antibodies and developed with enhanced chemoluminiscence reagent (Thermo Scientific, Pierce Biotech., Rockford, IL, USA) and ChemiDoc MP Imaging System (Bio-Rad). Band densities were analyzed by densitometry using online IMAGEJ software provided by the NIH (http://rsb.info.nih.gov/ij/index.html), as described by Luke Miller (http://www.lukemiller.org/journal/2007/08/quantifying-western-blots-without.html). Each sample was normalized using glyceraldehyde 3-phosphate dehydrogenase as a loading control.

Real-time PCR for TIM3, GAL9, TNF, TACE, RAB33A and Proteinase-Activated Receptor-2 (PAR2) Gene Expression

For the analysis of TIM3, GAL9, TNF, TACE, RAB33A, and PAR2 gene expressions, MDM exposed to LAM were generated as described in the previous section. Total RNA from 1 × 106 cells was isolated using RNeasy Mini Kit (Qiagen, Hilden, Germany) following the manufacturer’s protocol. DNA genome was eliminated with RNase-Free DNase Set (Qiagen). RNA was eluted in 30 µL of nuclease-free water and the quantity of extracted RNA was evaluated by Qubit™ assay kit with the Qubit 2.0 Fluorometer (Life Technologies, Carlsbad, CA, USA). A total of 67.5 ng of total RNA was converted to cDNA using High Capacity cDNA Reverse Transcription Kit (Applied Biosystems, Foster City, CA, USA) as per the manufacturer’s guidelines. Gene expression analyses was performed with the StepOnePlus™ Real-Time PCR Systems (Applied Biosystems) using standard thermal cycling conditions and Taqman assays specific for TIM3 (Hs00958618_m1), GAL9 (Hs01088490_m1), TNF (Hs01113624_g1), TACE (Hs01041915_m1), RAB33A (Hs00191243_m1), and PAR2 (Hs00608346_m1). Data were normalized to two endogenous controls, ACTB (β-actin) (Hs01060665_g1) and 18S (18S ribosomal RNA gene) (Hs03928990_g1). Before gene expression analysis, cDNA samples were serially diluted to 1:5 or 1:2 and 2.5 µL were used as template for the quantitative real-time PCR (qPCR) to perform the validation of the delta-delta CT method. Same cDNA dilutions were used for the all qPCR assays, and relative gene expression values of all different gene targets were calculated using the 2-DDCT formula. The expression of each target gene is presented as the “fold change” relative to that of control condition (MDM without LAM). All the qPCRs were run in duplicate along with no-template controls.

ELISA

Culture supernatants from MDM exposed to LAM (±LPS) were recovered and stored at −80°C for future analysis. We used the standard sandwich ELISA for GAL9, TIM3, and TNFR2 (R&D Systems) and TNF (BioLegend, Inc.) following the manufacturer’s instruction. All proteins in the culture supernatants were quantified by comparison with the appropriated recombinant standard.

Bacteria

Mycobacterium tuberculosis strain H37Ra (Mtb-H37Ra) (ATCC-25177) was grown for 21 days in Middlebrook 7H9 broth. Mycobacteria were harvested and clumps were disrupted with sterile 3 mm glass beads and vortexed for 5 min. The concentration of disaggregated mycobacteria was determined by counting CFUs on 7H10 agar plates in triplicate serial dilutions and after 21 days of incubation. Bacterial stock was stored at −70°C until use.

Intracellular Growth of Mtb

To evaluate mycobacterial intracellular growth, MDM were plated in duplicated wells at a concentration of 2 × 105 cells/well 96-well plates. MDM were infected with H37Ra at MOI of 1. After 1 h infection at 37°C in 5% CO2 incubator, plates were washed three times to remove any extracellular mycobacteria. Cells were lysed with 0.1% sodium dodecyl sulfate in 7H9 Milddlebrook medium and neutralized with 20% bovine serum albumin on days 0 (CFUday 0), 3 (CFUday 3), and 7 (CFUday 7) post-infection. Serial dilutions of the lysates from duplicate wells were plated on Middlebrook 7H10 agar by triplicate and CFU was determined after 21 days of incubation at 37°C and 5% CO2. Average CFU numbers were from duplicate assessments to obtain the percentage of change. % CFU was calculated as follows: CFUday 0 number per condition was considered as 100%, posteriorly the CFU number at day 3 or day 7 was obtained and calculated the percentage in relation to CFUday 0 from each individual condition experiment.

Statistical Analysis

Data are shown as median ± interquartile range or median ± SD. Mann–Whitney U test was used to compare two groups, and a Kruskal–Wallis test with Dunn’s post hoc test when more than two groups were compared. Values of P < .05 were considered statistically significant (GraphPad Software, Inc., San Diego, CA, USA).

RESULTS

TIM3 Expression in Macrophages Is Not Affected When Monocytes Are Exposed to LAM

Our previous results have shown that monocyte exposure to LAM promotes their differentiation into immature macrophages (9). This differentiation is not associated with an increased in cell death of MDM generated under LAM exposure compared to unexposed cells (Figure S1 in Supplementary Material). During MDM differentiation process, a low percentage of MDM lose or reduce CD14 expression (18). As differentiation markers can vary during MDM differentiation process, in this article, we are reporting the expression of TIM3 and other molecules on the total MDM population comprising CD14− and CD14+ MDM and only on CD14+ MDM subpopulations.

To determine if TIM3 expression is affected by the exposure of monocyte to LAM, we measured TIM3 expression on MDM that did not reveal changes of the percentage and intensity of TIM3+ MDM (Figure 1A) (data not shown). Total MDM or CD14+ MDM derived from monocytes exposed to LAM for 2 days showed a decrease of 50% compared to unexposed MDM, but the difference was not statically significant (Figures 1B,C). In order to evaluate LAM effect on TIM3 expression at the transcription level, we performed gene expression analysis by real-time PCR and observed that TIM3 gene expression was similar for the different MDM groups, independently of LAM exposure time (Figure 1D). Finally, the level of soluble TIM3 was measured by ELISA and protein levels correlated with gene expression (Figure 1E). These data indicate that previous monocyte exposure to LAM generates MDM with a normal expression of TIM3.


[image: image1]

FIGURE 1 | Expression and frequency of TIM3+ MDM is not modified when monocytes are exposed to LAM. Pure monocytes were exposed to LAM for 1, 2 3, 4, or 5 days and at day 7 cells were recovered to perform flow cytometry or qPCR. Flow cytometry representative zebra plot of MDM without stimulus or exposed to LAM for 4 days (left and right, respectively) (A). Expression of TIM3 was analyzed by flow cytometry independent or dependent of CD14 co-expression (B and C). TIM3 relative gene expression was measured by real-time PCR (D). Soluble form of TIM3 was measured in supernatant by ELISA (E). Data are representative of five independent experiments. Box plot indicates median ± IQR (5-95). Kruskal-Wallis and Dunn post-hoc tests compared to unexposed MDM.



GAL9 Expression in Mature Macrophages Is Altered When Monocytes Are Exposed to LAM

Next, we address the question of whether LAM stimulus modulates the surface expression of GAL9, the ligand of TIM3. Flow cytometry analyses showed that when monocytes were exposed to LAM for 4 days, the frequency of GAL9+ MDM was reduced (Figure 2A). This lower frequency was independent of coexpresion with CD14 molecule on MDM surface (Figures 2B,C). To further define this effect, we evaluated GAL9 gene expression. Interestingly, we observed a significant decrease of GAL9 gene expression in MDM when monocytes were exposed to LAM. In MDM generated after 4 and 5 days of LAM exposure, GAL9 was decreased of 25 and 30%, respectively, in comparison to MDM without LAM stimulus (Figure 2D). Finally, the level of soluble GAL9 was measured by ELISA and protein levels correlated with gene expression (Figure 2E). These findings suggest that monocytes exposed during a long time (4–5 days) to LAM stimulus generated MDM exhibiting modified GAL9 expression.
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FIGURE 2 | Expression and frequency of GAL9+ monocyte-derived macrophages (MDM) decrease when monocytes are exposed to lipoarabinomannan (LAM). Pure monocytes were exposed to LAM for 1, 2, 3, 4, or 5 days, and at day 7, cells and supernatants were recovered to perform flow cytometry, qPCR, and ELISA. Representative zebra plot of MDM without stimulus or exposed to LAM for 4 days (left and right, respectively) (A). Flow cytometry analysis of the expression of galectin (GAL)9 independent or dependent of CD14 co-expression (B,C). GAL9 relative gene expression was evaluated by real-time PCR (D). Soluble form of GAL9 was measured in supernatant by ELISA (E). Data are representative of five independent experiments. Box plot indicates median ± interquartile range (5–95). *P < 0.05, Kruskal–Wallis and Dunn’s post hoc tests compared to unexposed MDM.



IL-1R Expression Is Not Affected in Mature Macrophages When Monocytes Are Exposed to LAM

Previously, it has been shown that the autocrine proinflamatory cytokine IL-1β signaling via IL-1R is an important mechanism by which TIM3–GAL9 interaction induces control of Mtb replication (11). To analyze if GAL9 downregulation observed after LAM monocyte exposure affects IL-1R pathway, we evaluated IL-1R expression on the cell surface of MDM generated under LAM stimulus (Figure 3A). Our flow cytometry data showed that LAM stimulus did not affect IL-1R expression on MDM as the frequency of MDM IL-1R+ was similar in MDM generated under different times of LAM exposure, and it was similar independently of co-expression with CD14 (Figures 3B,C). This suggests that even if LAM affects GAL9 expression on MDM, the IL-1β pathway dependent on IL-1R is probably not affected by LAM exposure.
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FIGURE 3 | Frequency of interleukin-1 receptor (IL-1R+) monocyte-derived macrophages (MDM) is not modified when monocytes are exposed to lipoarabinomannan (LAM). Pure monocytes were exposed to LAM for 1, 2, 3, 4, or 5, and at day 7, cells were recovered. Flow cytometry representative zebra plot of MDM without stimulus or exposed to LAM for 4 days (left and right, respectively) (A). Analysis of IL-1R+ MDM was done independent or dependent of CD14 co-expression (B,C). Data are representative of 3–5 independent experiments. Box plot indicates median ± interquartile range (5–95). Kruskal–Wallis and Dunn’s post hoc tests compared to unexposed MDM.



TNF Is Regulated in MDM When Monocytes Are Exposed to LAM, but They Are Unable to Produce TNF after LPS Activation

It has been reported that secretion of IL-1β induced by TIM3–GAL9 interaction increased TNF signaling through the upregulation of TNF secretion and TNFR1 cell surface expression, which improved caspase-dependent restriction of intracellular Mtb growth (19). In contrast, we have reported that MDM generated under LAM stimulus for 3–5 days are less able to release solTNF after LPS stimulus (9). MDM expressing tmTNF form were measured by flow cytometry (Figures 4A–C). The frequency and the mean intensity of tmTNF+ MDM were increased in MDM generated under LAM stimulus for 4–5 days (Figures 4B,D).
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FIGURE 4 | Transmembrane tumor necrosis factor (tmTNF) is increased when monocytes are exposed to lipoarabinomannan (LAM). Pure monocytes were exposed to LAM for 1, 2, 3, 4, or 5 days, and at day 7, cells were analyzed for tmTNF and CD14 expression by flow cytometry. Representative zebra plot of monocyte-derived macrophages (MDM) without stimulus or exposed to LAM for 4 days (left and right, respectively) (A). Analysis of the percentage of tmTNF+ cells (B). Histogram displays the median fluorescence intensity of tmTNF expression and its respective analysis [(C,D), respectively]. Data are representative of four independent experiments. Box plot indicates median ± interquartile range (5–95). *P < 0.05, Kruskal–Wallis and Dunn’s post hoc tests compared to unexposed MDM.



To verify the inability of MDM exposed to LAM (3–5 days) to produce solTNF in response to LPS stimulus, we measured solTNF by ELISA and observed a downregulation of solTNF, confirming our previous reported data (9) (Figure 5A). To clarify this point, we measured TACE at the transcriptional level. Our data showed that TACE gene expression was not changed in MDM generated under LAM stimulus and also after a LPS stimulus (Figure 5B).
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FIGURE 5 | Tumor necrosis factor (TNF) synthesis is downregulated following LPS activation when monocytes are previously exposed to lipoarabinomannan (LAM). Pure monocytes were exposed to LAM for 1, 2, 3, 4, or 5 days, and at day 7, cells were stimulated or not with LPS (1 µg/mL) for 24 h and recovered at day 8 for RT-PCR. Soluble TNF in supernatant was measured by ELISA (A). TACE and TNF relative expression was measured by real-time PCR [(B,C), respectively]. Data are representative of 4–5 independent experiments. Box plot indicates median ± interquartile range (5–95), and bars represent median ± SD. *P < 0.05, **P < 0.01, ***P < 0.001, ****P < 0.0001. Kruskal–Wallis and Dunn’s post hoc tests. Monocyte-derived macrophages (MDM) exposed to LAM (white box) were compared with unexposed MDM, and MDM exposed to LAM plus LPS (gray box) were compared with unexposed MDM plus LPS.



However, in concordance with the Figures 4 and 5A, TNF gene expression, measured also by qPCR, was increased in MDM derived from LAM exposed monocytes (for 4–5 days); but when MDM were activated with LPS, TNF gene expression was decreased (Figure 5C), as previously reported (9). Together, these data demonstrate that TNF is activated in response to LAM stimulus. However, mature MDM derived from monocytes exposed to LAM (4–5 days) were impaired in the capacity to produce TNF when activated with LPS, suggesting that these MDM are not able to efficiently activate intracellular pathways.

TNFR2 but No TNFR1 Is Downregulated in MDM Exposed to LAM

Next, we evaluated the expression of TNFR1 and TNFR2 (Figures 6 and 7, respectively), to explore if LAM stimulus per se can affect the TNF pathway. We found that TNFR1 expression is not affected on MDM cell surface, independently of the length of exposure to LAM stimulus, and the frequency of TNFR1+ is not dependent of the CD14 co-expression (Figures 6B,C). In contrast, TNFR2 frequency is downregulated on MDM as a consequence of LAM exposure during a long time (Figures 7B,C). To validate our result, the solTNFR2 form was measured by ELISA. The LPS stimulus was included in order to verify if an activation process can potentiate the effect regarding TNFR2 expression similar to TNF. Our data confirmed that MDM exposed to LAM for 4–5 days released less solTNFR2 than MDM not exposed to LAM or exposed for a short time; however, those MDM maintained the same low level of solTNFR2 even after stimulation with LPS (Figure 7D).
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FIGURE 6 | Frequency of tumor necrosis factor receptor 1 (TNFR1+) monocyte-derived macrophages (MDM) is not affected by lipoarabinomannan (LAM) exposure. Pure monocytes were exposed to LAM for 1, 2, 3, 4, or 5 days, and at day 7, cells were recovered to perform flow cytometry analyses. Representative zebra plot of MDM unexposed or exposed to LAM for 4 days (left and right, respectively) (A). Flow cytometry analysis of TNFR1 independent or dependent of CD14 co-expression (B,C). Data are representative of five independent experiments. Box plot indicates median ± interquartile range (5–95).
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FIGURE 7 | Frequency of tumor necrosis factor receptor 2 (TNFR2+) monocyte-derived macrophages (MDM) and soluble TNFR2 are decreased when monocytes are exposed to lipoarabinomannan (LAM). Pure monocytes were exposed to LAM for 1, 2, 3, 4, or 5 days, and at day 7, cells were stimulated or not with LPS (1 µg/mL) for 24 h and then recovered at day 8. Flow cytometry zebra plot of MDM without stimulus or exposed for 4 days to LAM (left and right, respectively) (A). Flow cytometry analysis of MDM expressing TNFR2 independent or dependent of CD14 co-expression (B,C). Soluble form of TNFR2 was measured in supernatants by ELISA (D). Data are representative of five independent experiments. Box plot indicates median ± interquartile range (5–95), and bars represent median ± SD. *P < 0.05, Kruskal–Wallis and Dunn’s post hoc tests compared to unexposed MDM.



PARP and JNK Pathways Are Not Affected in Mature Macrophages When Monocytes Are Exposed to LAM

The interaction of TNF with either TNFR1 or TNFR2 induces a different activation pathway, even if both receptors can activate the canonical NF-κB pathway and the JNK MAP kinase pathway. TNFR1 generates an anti-apoptotic and pro-inflammatory response; however, TNFR2 also can activate the no-canonical NF-κB pathway to induce differentiation and survival process (20). PARP is a nuclear protein that can regulate key cellular process such as DNA repair and cell death. It has been described that TNF is involved in caspase-8 and PARP activations, and JNK1 is required for PARP-induced mitochondrial dysfunction (21, 22). To verify if TNF activation by LAM stimulus (4–5 days) affects PARP, JNK1, and JNK2 pathways to induce cell damage, these molecules were evaluated by western blot assay (Figure 8A). The detected full-length or fragment PARP (116 and 89 kDa, respectively) were not affected on MDM derived from monocytes exposed for short or long time to LAM (Figure 8B). We observed that the PARP cleaved fragment (89 kDa) was present in a double concentration in MDM exposed for a long time to LAM (96–120 h) compared to MDM not exposed to LAM, but these difference were not statistically significant (Figure 8C). Regarding JNK1 and JNK2, they were increased twice on MDM derived from 2 days LAM-exposed monocytes in comparison to MDM generated in absence of LAM stimulus; but this was not statistical different (Figures 8D,E). These data suggest that although LAM-exposed MDM affects TNF and TNFR2, the PARP and JNK pathways are not affected.
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FIGURE 8 | Poly(ADP-ribose) polymerase (PARP) and Jun N-terminal kinase (JNK) pathways are not affected when monocytes are exposed to lipoarabinomannan (LAM). Pure monocytes were exposed to LAM for 1, 2, 3, 4, or 5 days, and at day 7, cells were recovered to perform Western blot assays. Representative Western blot of monocyte-derived macrophages (MDM) lysates for PARP, JNK, and glyceraldehyde 3-phosphate dehydrogenase (GAPDH) which was used as a loading control (A). Band densities of full-length and fragmented PARP (116 and 89 kDa, respectively) (B,C) and JNK1 and JNK2 forms (46 and 54 kDa, respectively) (D,E) were normalized with GAPDH by densitometry. Results are shown in relative units of concentration using the ImageJ 1.39c software. Data are representative of two independent experiments. Each bar indicates mean ± SD.



LAM Stimulus Affects PAR2 Level and the Ability to Control Mtb Intracellular Growth

To investigate whether LAM stimulus on MDM affects the presence of molecules necessary to control Mtb intracellular growth, we evaluated the presence of RAB33A, a small GTP-binding protein whose transcription is reduced in active TB (23). Our data showed that RAB33A transcription level is not affected in MDM when monocytes were exposed to LAM, although 24 h LAM-exposed monocyte MDM were activated by LPS and able to produce higher levels of RAB33A compared with not activated MDM (Figure 9A). We also measured the PAR2, a receptor activated by serine proteinases. It has been reported that PAR2 activation alters the macrophage phenotype toward a pro-inflammatory-like profile associated with high levels of TNF (24). PAR2 transcriptional level was increased in MDM when monocytes were exposed for a long time (4–5 days) in comparison with MDM without LAM stimulus. Interestingly, when MDM under a long-time exposure to LAM were activated with LPS, PAR2 gene expression was decreased (Figure 9B).
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FIGURE 9 | Proteinase-activated receptor-2 (PAR2) production and bacterial growth are affected in monocyte-derived macrophages (MDM) when monocytes are exposed to lipoarabinomannan (LAM) for long time. Pure monocytes were exposed to LAM for 1, 2, 3, 4, or 5 days, and at day 7, cells were infected with Mycobacterium tuberculosis (Mtb)-H37Ra (MOI 1) or cells were stimulated or not with LPS (1 µg/mL) for 24 h and at day 8 recovered for RT-PCR. RAB33A and PAR2 relative expressions were measured by real-time PCR [(A,B), respectively]. Colony-forming unit (CFU) assay measuring living Mtb-H37Ra bacteria in infected MDM on days 0, 3, and 7 post-infection. Day 0 was considered the basal living Mtb-H37Ra that has been engulfed by MDM (C). Using as 100% the bacteria uptake at day 0 per individual experimental condition (white line), the percentage of CFU change was calculated at days 3 and 7 [(D,E), respectively]. Summary of absolute number of CFU counted at days 0, 3, and 7 post-infection (F). Data are representative of 4–5 independent experiments. Box plot indicates median ± interquartile range (5–95), and bars indicate mean ± SD. *P < 0.05, **P < 0.01. Kruskal–Wallis and Dunn’s post hoc tests, MDM exposed to LAM were compared to unexposed MDM.



Finally, we evaluated the anti-microbial activity of MDM exposed to LAM. We infected MDM with Mtb-H37Ra at MOI 1, and CFU was evaluated at days 0, 3, and 7 post-infection.To evaluate bacterial intracellular growth, the percentage of CFU in relation to the number of bacteria engulfed by MDM generated under different LAM exposure times was obtained. The percentage of CFU was calculated by considering CFU at day 0 (CFUday 0) per individual experimental condition (Figure 9C) as 100% CFU in relation to CFU at day 3 (CFUday 3) and day 5 (CFUday 5) post-infection. We found that MDM with a short- or long-time exposure to LAM maintained similar ability of mycobacterial phagocytosis, even if MDM generated under LAM stimuli for 48–96 h showed increased CFU, but this was not statistically different at day 0 (Figure 9C). CFU measured at day 3 post-infection showed similar CFU counts for MDM generated under LAM stimulus or not exposed to LAM (Figure 9D); however, MDM exposed during differentiation to LAM for a longer time (4–5 days) showed a strong increase of CFU count at day 7 post-infection (Figure 9E). Using the absolute number of CFU also confirmed the increased of CFU at day 7 post-infection and showed that MDN exposed for 4–5 days to LAM contained the highest CFU at day 7 post-infection (Figure 9F). Together, these data suggest that longer LAM stimulus results in an increased expression of molecules such as PAR2 to activate anti-mycobacterial pathways. However, MDM whose monocytes were exposed to LAM for long time were not able to respond to activation stimulus such as LPS and mycobacteria. This suggests that these MDM are not efficient to control Mtb intracellular growth.

DISCUSSION

In this study, we found that LAM exposure of monocytes during differentiation toward macrophages modifies the expression of GAL9 and leads to MDM with reduced capacity to respond to an inflammatory stimulus and to eliminate intracellular mycobacteria. Our previous studies have shown that maturation and expression of Toll-like receptors are altered in MDM generated under LAM exposure (9). We now show that MDM dysfunction caused by LAM exposure affects TNF and PAR2 pathways and the control of intracellular mycobacterial growth.

Previous reports have shown that the expression of GAL9 and TIM3 molecules was downregulated during an Mtb infection and that GAL9/TIM3 pathway was necessary to activate bactericidal mechanisms to control intracellular bacterial growth (11, 12). However, it was unknown if the decrease of GAL9 and TIM3 expression on MDM surface could be induced only by the infection with the whole mycobacteria or if only LAM exposure could also affect the expression of these molecules. We postulated that LAM, which is an important virulent factor of Mtb, could affect the control of intracellular bacterial replication and explored at the molecular level several molecules involved in this process. Indeed, monocytes are in contact with mycobacterial glycolipids in the blood circulation and this can affect their maturation toward functional macrophages (5, 9). In fact, it is known that LAM can incorporate itself into the membrane of T cells to inhibit phosphorylation of TCR-dependent molecules in order to inhibit T-cell activation (25, 26). However, the molecular mechanisms affecting the macrophage differentiation are not defined. In addition, as it can be expected, LAM exposure of monocytes can modify molecules that are involved in the control of microbial immunity in macrophages such as the TNF pathway (11, 19).

Our results show that TIM3 expression is not affected by LAM exposure during MDM differentiation. It has been shown that patients with pulmonary TB have low numbers of TIM3+ monocytes in peripheral blood, and using an in vitro infection model, it has been observed that both pathogenic and no pathogenic strains of Mtb decreased the frequency of MDM TIM3+ and GAL9+ MDM (12). It is possible that TIM3 expression on MDM could be regulated trough a more complex signal than that induced by only one glycolipid such as LAM. Another possibility could be that LAM stimulus induces a downregulation of TLR molecules on the cell surface, and consequently, TIM3 expression is not changed. Previous reports have shown that TLR-dependent activation induces a significant reduction of TIM3 expression in the macrophage (27).

We then studied GAL9 expression, one of the best studied natural ligands of TIM3, and observed that it was clearly downregulated by LAM stimulus independently of CD14 co-expression on MDM. We noticed that monocytes required long exposure time (4–5 days) with LAM to generate a low frequency of GAL9+ MDM. GAL9 regulation was also affected at the transcriptional level, and consequentially, the solGAL9 form was decreased. Thus, even if Mtb infection decreases both GAL9 and TIM3 expressions, it is now clear that the mechanism regulating their expression is different from exposure to LAM only, as LAM stimulus was enough to decrease GAL9 levels but not TIM3. It has been reported that the role of monocyte-derived GAL9 is important to induce the activation of other cells such as natural killer cells (28). A study analyzing GAL9 has proposed that plasma levels could reflect the status of inflammation and disease severity in malaria infection (29). Therefore, it is possible that this downregulation of GAL9 is used by Mtb as first step to manipulate the activation of pro-inflammatory responses in macrophage.

Jayaraman et al. have reported that GAL9/TIM3 pathways induced IL-1β, which allows downstream TNF production and therefore caspase-dependent restriction of intracellular bacterial growth (19). Based on these data, these pathways were evaluated in the present study. We found that the frequency of IL-1R+ MDM was not modified by LAM stimulus, which is in agreement with previous data suggesting that viable Mtb total bacteria are required to induce IL-1β secretion by macrophage (30). However, when TNF was measured, our data showed that the frequency of MDM expressing tmTNF was increased after monocyte exposure to LAM for 4–5 days. We also found that TNF was upregulated in MDM exposed to LAM at the transcriptional level and as previously reported, the presence of solTNF was decreased when LAM exposed MDM were activated with a second stimulus such as LPS (9). However, our results revealed that TACE expression, at the transcriptional level, was not affected in MDM generated under LAM stimulus. Our results confirmed that when LAM-exposed MDM received a stimulus (LPS), they were not able to produce TNF at the transcriptional and protein levels as we previously reported (9). An alternative hypothesis to explain TNF levels as consequence of LAM stimulus was that LAM exposure can also induce an increase of TNFR level. This hypothesis was discarded because the expression of TNFR1 was not modified and TNFR2 was decreased when monocytes were exposed 3–5 days to LAM. TNFR2 was downregulated on the cell surface as well as its soluble TNFR2. Furthermore, the soluble TNFR2 was still downregulated when MDM were activated by LPS. Together data show that LAM exposure of monocytes during MDM differentiation affects TNF pathway and subsequent responses of MDM can be impaired. TNF pathway is involved in anti-bacterial activity of human macrophages, which could be affected in LAM-exposed MDM.

Proteinase-activated receptor-2 has been shown to be a modulator of innate and adaptive immunity during infections, helping macrophage differentiation toward a pro-inflammatory phenotype, favoring mainly TNF production (24, 31). Our result showed that PAR2 has an expression pattern similar to TNF. The PAR2 gene expression was increased in MDM when monocytes were exposed for a longer time to LAM but when those MDM were again activated, PAR2 production was blocked. We cannot know if this downregulation is a consequence of the TNF downregulation or the contrary. Since long exposition to LAM generates MDM unable to produce TNF and PAR2 in response to LPS stimulus, we thought that LAM exposed MDM deficiencies may persist when other additional stimuli are encountered including mycobacterial infection. MDM exposed to LAM during their differentiation showed impaired capacity to control the intracellular growth of Mtb-H37Ra at day 7 post-infection. This shows that long-term LAM exposure is detrimental for the anti-microbial capacity of MDM resulting in the lack of control of intracellular bacterial growth.

In conclusion, our study shows that when monocytes are exposed for long time (4–5 days) to a microenvironment in which LAM is present, generated macrophages exhibit a different phenotype characterized by a decreased expression of GAL9 (Figure 10A). Although our knowledge of the signaling events triggered by GAL9 pathway on macrophages remains limited, we are aware that in human lymphocytes, this pathway increases cytosolic calcium (Ca2+) mobilization, which in turn is required for the production of pro-inflammatory cytokines (Figure 10B) (32). When LAM-exposed MDM are subsequently activated by other stimuli such as Mtb infection, they are not able to respond and eliminate intracellular bacterial as unexposed MDM (Figure 10C) (32).
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FIGURE 10 | Proposed model to explain the inability to control intracellular Mycobacterium tuberculosis growth by monocyte-derived macrophages (MDM) generated under exposure to lipoarabinomannan (LAM). Monocytes exposed for long time to LAM (4–5 days) differentiate into MDM that are characterized by deficiency in galectin (GAL)9 and TNFR2 but high tumor necrosis factor (TNF) and proteinase-activated receptor-2 (PAR2) expressions (A). When altered LAM-exposed MDM are in contact with a second stimulus such as LPS only week signal are triggered and consequently the activation of crucial pathways such as TNF and PAR2 are affected (B). The GAL9/TNF/PAR2 axis is crucial for the activation of microbicidal mechanism necessary to eliminate intracellular mycobacteria, as it is expected. MDM generated under LAM exposure are not able to efficiently eliminate intracellular bacteria (C).
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Mycobacterium tuberculosis Modulates miR-106b-5p to Control Cathepsin S Expression Resulting in Higher Pathogen Survival and Poor T-Cell Activation
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The success of tuberculosis (TB) bacillus, Mycobacterium tuberculosis (Mtb), relies on the ability to survive in host cells and escape to immune surveillance and activation. We recently demonstrated that Mtb manipulation of host lysosomal cathepsins in macrophages leads to decreased enzymatic activity and pathogen survival. In addition, while searching for microRNAs (miRNAs) involved in posttranscriptional gene regulation during mycobacteria infection of human macrophages, we found that selected miRNAs such as miR-106b-5p were specifically upregulated by pathogenic mycobacteria. Here, we show that miR-106b-5p is actively manipulated by Mtb to ensure its survival in macrophages. Using an in silico prediction approach, we identified miR-106b-5p with a potential binding to the 3′-untranslated region of cathepsin S (CtsS) mRNA. We demonstrated by luminescence-based methods that miR-106b-5p indeed targets CTSS mRNA resulting in protein translation silencing. Moreover, miR-106b-5p gain-of-function experiments lead to a decreased CtsS expression favoring Mtb intracellular survival. By contrast, miR-106b-5p loss-of-function in infected cells was concomitant with increased CtsS expression, with significant intracellular killing of Mtb and T-cell activation. Modulation of miR-106b-5p did not impact necrosis, apoptosis or autophagy arguing that miR-106b-5p directly targeted CtsS expression as a way for Mtb to avoid exposure to degradative enzymes in the endocytic pathway. Altogether, our data suggest that manipulation of miR-106b-5p as a potential target for host-directed therapy for Mtb infection.
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INTRODUCTION

Mycobacterium tuberculosis (Mtb) has succeeded in infecting about one third of the human population by evading innate and adaptive immune responses. Approximately 10% of chronically infected people will manifest the tuberculosis (TB) disease as age, HIV and other illnesses compromise their immune systems (1). From the past 30 years, the greatest threat evolving from this infection was the emergence of drug-resistant strains resulting in multidrug-resistant TB, which accounts for approximately 4% of the new cases of disease. This lead us to search for host targets that may be manipulated during infection to boost the immune responses blocked by Mtb as alternative therapeutic to current antimicrobials.

One of the hallmarks of Mtb pathogenesis is the ability to persist in host professional phagocytes such as macrophages (Mø) (2). This persistence is enabled by the control of host cells functions, particularly those involved in phagosome maturation and fusion with lysosomes (2–5). Usually these processes lead to the acidification of the phagosome and activation of lysosomal enzymes such as proteases and lipases but during Mtb infection these events are halted and the bacteria persist in a less degradative environment (3, 6). An important group of degradative lysosomal enzymes for bacterial clearance includes cysteine cathepsin proteases. Cathepsin activity is optimized for the low pH of the lysosome, which helps to restrict it to this compartment under normal conditions. They are integrated into most processes associated with the lysosome as protein processing or degradation, autophagy, direct pathogen killing, antigen presentation, cellular stress signaling and lysosome-mediated cell death (7). These enzymes can also be secreted, in some circumstances which results in the degradation of extracellular targets such as ECM and granulomas (8).

However, it is yet to decipher how Mtb interferes with cathepsins (Cts) regulation and activity. We recently demonstrated that some Cts are downregulated during Mtb infection and that Mtb controls cathepsins and their inhibitors cystatins at the level of gene expression and proteolytic activity (9). Among the most differentially regulated cathepsins during Mtb infection when compared to Mycobacterium smegmatis, a non-pathogenic mycobacteria that is cleared within Mø, was CtsS. CtsS possesses a broad pH profile of activity and the maintenance of a significant endoproteolytic activity at neutral pH, suggesting that this enzyme may have important function along all endocytic pathway (10). Accordingly, our previous results indicated that pathogenic mycobacteria could be killed to some extent in early phagosomes within a pH 6.4–5.5 environment (6). CtsS constitutive expression is restricted primarily to antigen presenting cells and its mRNA expression and protein levels are upregulated by IFNγ [as their promoter responds to interferon-related factor 1 (IRF-1) transcription factor] (11). We found that in IFNγ-activated Mø, CtsS gene expression was highly inhibited during Mtb infection when comparing to non-infected cells (9). In addition, IRF-1 responding promoter and therefore CtsS, influence several important biological processes, including maturation and trafficking of MHC class II molecules required for antigen presentation (12, 13). Mtb has indeed ability to block antigen presentation by affecting the intracellular trafficking of MHC class II molecules via cathepsin S (CtsS) (14–16). Moreover, inhibition of CtsS activity has been implicated in autophagy (17) and IFN-γ induces autophagy during mycobacteria infection (18) leading to increased intracellular bacterial killing.

To address how Mtb manipulates CtsS downregulation and, in one attempt to restore the control over CtsS in Mø infected with Mtb, we investigated the potential involvement of microRNAs (miRNAs). miRNAs are predictable intermediates in this process due to their wide regulatory role. These molecules are small, non-coding regulator RNAs with 19–22 nucleotides long that are involved in posttranscriptional gene expression control (19). They silence their targets expression by forming complexes with the RNA-induced silencing complex and then binding their 7 nucleotide-long “seed region” with a complementary region of mRNA, leading to termination of translation and/or mRNA degradation (20, 21). There are already several studies proposing modulation of miRNAs by mycobacteria in order to increase the success of their infection by impairing the release of proinflammatory cytokines (22), controlling phagocytosis (23), preventing cell recruitment to the locus of infection (24) and miRNAs are also proposed as biomarkers of TB disease [recently reviewed by Ref. (25)].

Here, we show miR-106b-5p isoform as another miRNA strongly upregulated during Mtb infection in contrast to challenge with non-pathogenic M. smegmatis. Using in silico prediction approach, we found that miR-106b-5p has a high probability of binding to CtsS mRNA. Interestingly, miR-106b was described as the posttranscriptional target of the autophagy-related gene 16L1 (ATG16L1) regulating autophagy in the context of epithelial cells and Crohn’s disease (26). Our data indicates that the consequence of miR-106b-5p manipulation by Mtb is a decrease of CtsS activity concomitant with an increase of the intracellular survival of the bacteria and decreased human leukocyte antigen (HLA)-DR class II surface expression in human macrophages, similar to what occurs during siRNA silencing of CtsS. Interestingly, the function of miR-106b-5p on CtsS activity in the context of infection was independent of autophagy. By using inhibitors of this miR, we were able to overcome the Mtb manipulation of the Mø anti-mycobacterial activity. Altogether, our data suggest that manipulation of miR-106b-5p as a potential target for host-directed therapy (HDT) for Mtb infection.

MATERIALS AND METHODS

Cell Lines and Culture Conditions

Human monocyte-derived Mø and CD4 lymphocytes were obtained by, respectively, isolating CD14+ monocytes and CD4+ lymphocytes from buffy coats of healthy PPD+ blood donors provided by the national blood institute (Instituto Português do Sangue e da Transplantação, Lisbon, Portugal) following a protocol established between Dr. Anes and the Portuguese Institute for Blood, allowing access to buffy coats from healthy blood donors, for scientific research with academic purposes only. No personal details from the donors were provided by the supplier. The cells were separated using MACS cell separation system (Miltenyi Biotec). Differentiation of the monocytes into macrophages proceeded as previously described (27). When required, Mø were stimulated with 100 IU/ml IFNγ, overnight, prior to infection.

Bacterial Cultures

The strain M. smegmatis mc2155, containing a p19 (long lived) EGFP plasmid was kindly provided by Dr. Douglas Young (The Francis Crick Institute, London, UK), and the green fluorescent protein-expressing strain of Mtb (H37Rv-pEGFP) plasmid was a kind gift from G. R. Stewart (University of Surrey, United Kingdom). M. smegmatis was grown in medium containing Middlebrook’s 7H9 Medium (Difco), nutrient broth (Difco) supplemented with 0.5% glucose and 0.05% tyloxapol at 37°C on a shaker at 200 rpm (23). Mtb H37Rv was grown in Middlebrook’s 7H9 medium and supplemented with 10% OADC enrichment (Difco) (28). All experimental procedures using live Mtb were performed in the Biosafety Level 3 laboratory at the Faculty of Pharmacy of the University of Lisbon, respecting the national and European academic containment level 3, laboratory management and biosecurity standards, based on applicable EU Directives. All procedures have been approved by the faculty’s biological safety committee.

Infection of Macrophages

Bacterial cultures on exponential grown phase were centrifuged, washed in phosphate-buffered saline (PBS). Bacteria were then resuspended in the desired culture medium without antibiotics. In order to dismantle bacterial clumps, the bacterial suspension was subjected to 5 min of ultrasonic bath. Residual clumps were removed by 1 min centrifugation at 500 g. Single-cell suspension was verified by fluorescence microscopy. Macrophages were infected with an MOI of 1 for 3 h at 37°C with 5% CO2. Following internalization, cells were washed with PBS and resuspended in appropriate culture medium without antibiotics.

RT-qPCR

Mø were seeded in six-well plates at a density of 2 × 106 cells per well. RNA was isolated and purified from infected cells using Trizol reagent (Invitrogen) and following the manufacturer’s protocol. The relative quantification of miRNAs in total RNA samples was performed by Exiqon (DK) miRNA qPCR services on RNA purified samples in triplicate. The specific quantification of miR-106b-5p in total RNA samples was performed in our laboratory using miRCURY LNA™ Universal RT miRNA PCR system (Exiqon) according to the manufacturer protocol and using the Exiqon LNA™ PCR primer sets: hsa-miR-106b-5p (205884), hsa-miR-23a-3p (204772), hsa-miR-23b-3p (204790), and hsa-miR-24-3p (204260). The qPCR was performed using an ABI 7300 Real Time PCR. The reaction proceeded as follows: 1 cycle of 95°C for 10 min, followed by 40 cycles of 95°C for 10 s and 60°C for 1 min. The miRNA expression profiles were normalized to the average obtained between miR-23a, miR-23b, and miR-24, whose expression levels were stable under the experimental conditions applied in this study (23).

Transfection

Transfection with anti-CtsS siRNA or with miR-106b-5p mimics and inhibitors was performed with Biontex K2® Transfection System. Macrophages were first incubated for 2 h with 4 μl/ml of K2 Multiplier reagent in culture medium. Then, they were incubated for 24 h with the transfection reagent and 100 nM of SMARTpool ON-TARGETplus human CTSS siRNA or with miRIDIAN miRNA human hsa-miR-106b-5p mimics or hairpin inhibitors and the respective siRNA or miRNA non-targeting controls (GE Dharmacon) in a ratio of 5 μlreagent:1 μgsiRNA in antibiotic-free medium. Following that, transfection medium was removed and the cells were incubated for 3 days in fresh medium prior to any experiment in order to achieve maximum silencing. The transfection efficiency achieved was approximately 95%, as evaluated by flow cytometry using siGLO Green Transfection Indicator (GE Dharmacon).

miR-106b-5p Target Validation

A 413 bp fragment of the 3′-untranslated region (3′-UTR) of the human CtsS gene (CTSS) containing a sequence complementary to the seed region of miR-106b-5p, was amplified by PCR using the Phusion® Hot Start II DNA Polymerase (New England BioLabs®, MA, USA), following the manufacturer’s instructions (forward primer: 5′-GCGAGCTCCAAGAAATATGAAGCACTTTCTC-3′, reverse primer: 5′-CCCTCGAGTTTTTTGAAACAGAGTCTCCACT-3′). The fragment was inserted into the pmirGLO Dual Luciferase miRNA Target Expression Vector (Promega Corporation), between the SacI and XhoI restriction sites, to originate a recombinant plasmid expressing the 3′-UTR fragment of the human CtsS gene. Mutant plasmids were constructed bearing a single point mutation on the primer that includes the seed sequence, thus incorporating this mutation on the amplicon during the PCR amplification. The forward primer 5′-GCGAGCTCCAAGAAATATGAAGCATTTTCTC-3′ for CTSS 3′-UTR plasmid was used. Pointmutation is underlined. All restriction enzymes and the DNA ligase used were from New England BioLabs®. PCR products and restriction products were purified using the illustra™ GFX™ PCR DNA and Gel Band Purification Kit (GE Healthcare). Recombinant plasmids were stored and propagated inside JM109 E. coli cells. The constructed plasmid, miR-106b-5p mimics and miRNA negative controls were transfected into HEK 293 T-cells using ScreenFect®A Transfection Reagent (ScreenFect GmbH), following the manufacturer’s instructions. After transfection, the dual luciferase assay was initiated using the Dual-Luciferase® Reporter (DLR™) Assay System kit (Promega Corporation), following all the manufacturer’s instructions.

Western Blotting

Mø were seeded in six-well plates at a density of 2 × 106 cells per well. Total proteins were recovered with 200 μl of Laemmli buffer (Sigma-Aldrich). Protein extracts were subjected to electrophoresis in 12% SDS-PAGE gels, transferred to a nitrocellulose membrane and blocked in Tris-buffered saline with 0.1% Tween 20, 5% of bovine serum albumin (BSA). The nitrocellulose membranes were incubated with primary antibodies specific for human CtsS and β-tubulin (Abcam, 92780 and 6046, respectively), overnight at 4°C. All membranes were washed and incubated with secondary HRP-conjugated antibodies (Biorad). The bands were visualized with Luminata Crescendo Western HRP substrate (Merck Millipore) and quantified using ImageJ (29).

Enzymatic Activity

Mø were seeded in six-well plates at a density of 2 × 106 cells per well, and were recovered with a 5 mM EDTA/PBS solution. Cell lysis and measurement of the enzymatic activity was performed using the Cathepsin Activity Fluorometric Assay kits (Biovision) specific for each cathepsin and following the manufacturer’s instructions. Essay specificity was verified by treating the cell lysates with specific inhibitors for each cathepsin, provided in the kit. The fluorescence intensity was measured by the Tecan M200 spectrofluorometer.

Immunofluorescence

Mø were seeded in 24-well plates at a density of 3 × 105 cells per well. Following the experiments, the samples were fixed with 4% paraformaldehyde in PBS for 1 h and quenched by incubating with PBS 50 mM NH4Cl. Macrophages were permeabilized with 0.1% Triton in PBS for 5 min and subsequently washed and blocked with 1% BSA in PBS. Cells were stained with anti-LC3b antibody (Cell Signaling, 2775) in 1% BSA/PBS overnight at room temperature. Following that, the cell nuclei were stained with 5 μg/ml of hoechst dye (Thermo Scientific) for 10 min. Samples were mounted with ProLong™ Gold antifade mountant and analyzed by confocal microscopy (Leica AOBS SP5).

Flow Cytometry

Mø were seeded in 24-well plates at a density of 3 × 105 cells per well. Following the experiment, macrophages were recovered with 5 mM EDTA/PBS solution and fixed with 4% paraformaldehyde for 1 h. Following that, cells were stained for 30 min with antibodies specific for human HLA-DR (clone L243, Biolegend), CD14, CD4 (BD Biosciences), or Annexin V and propidium iodide (Immonotools, GmbH) for the quantification of apoptotic and necrotic cells. Samples were analyzed in Guava easyCyte™ 5HT flow cytometer.

Assays for CD4 Proliferation

Mø were seeded in 48-well plates at a density of 1.5 × 105 cells per well. Following 24 h of infection CD4 lymphocytes were added to the culture at a ratio of 5 lymphocytes per Mø. CD4 lymphocytes were recovered after 5 days of coculture and quantified using Guava easyCyte™ 5HT flow cytometer.

Assays for Bacteria Intracellular Survival

Mø were seeded in 96-well plates at a density of 5 × 104 cells per well. When required, infected cells were lysed in 0.05% Igepal solution. Serial dilutions of the resulting bacterial suspension were plated in Middlebrook 7H10 with 10% OADC (Difco) and incubated for 2–3 weeks at 37°C before colonies were observable.

Statistical Analysis

Data are presented as mean ± SE except if stated otherwise. Statistical analysis was made using SigmaPlot 12. Multiple group comparisons were made using ANOVA one parameter tests followed by pairwise comparisons of the groups using Holm-Sidak test. Two group comparisons were made using Student’s t-test. All the prerequisites of the tests were verified. The considered nominal alpha criterion level was 0.05 below which differences between samples were deemed significant.

RESULTS

Mtb Induces the Expression of miR-106b-5p in Human Mø

We previously performed studies to assess the involvement of miRNAs in posttranscriptional regulation of phagocytosis in the context of a murine model of mycobacterial infection (23). A global transcriptomic analysis of Mø infected with M. smegmatis, revealed among the most differentially regulated miRNAs miR-142-3p; -5p; miR-32 (upregulated) and miR-106b-5p (downregulated). Here, we asked what would be the effect of human Mø in response to the infection of a pathogenic species, Mtb relatively to the non-virulent M. smegmatis, a species that is cleared in these phagocytic cells. Human primary Mø derived from blood monocytes of healthy donors were infected either with M. smegmatis or with Mtb and RNA samples were extracted for RT-qPCR analysis at 1, 4, and 24 h postinfection (p.i.). The Exiqon microarrays heat map generated diagram (Figure 1A) shows the result of the two-way hierarchical clustering of miRNAs and samples. Each row represents one miRNA and each column represents one sample. The miRNA clustering tree is shown on the left. The color scale shown at the bottom illustrates the relative expression level of a miRNA across all samples: red color represents an expression level above mean, blue color represents expression lower than the mean. miRNAs found common to all infection conditions are displayed. Notably, the results showed miR-106b-5p strongly upregulated during Mtb infection (Figure 1A). Our previous results indicated that miR-106b-5p was downregulated early upon M. smegmatis infection of the mouse Mø cell line J774 (23) while in the present study, using human cells, no effect was observed. These results emphasize the influence of the host cell species for the response to infection in vitro. Given these differences, we decided to use human primary Mø in our experiments to assess the response to Mtb infection.
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FIGURE 1 | miR-106b-5p is upregulated in human Mø during Mycobacterium tuberculosis (Mtb) infection. (A) Heat Map of human microRNA (miRNA) expression in Mø infected with M. tuberculosis and Mycobacterium smegmatis and Unsupervised Hierarchical Clustering performed by Exiqon. The clustering is performed on all samples and on the miRNAs detected in all samples. Each row represents one microRNA and each column represents one sample. The miRNA clustering tree is shown on the left. The color scale shown illustrates the relative expression level of a miRNA across all samples: red color represents an expression level above mean, blue color represents expression lower than the mean. The normalized (dCp) values have been used for the analysis. Normalizer microRNAs have been omitted from the analysis. (B) miR-106b-5p quantification by qt-RT-PCR along 48 h of infection. Values are relative to uninfected control cells and represent means of three biological replicates while error bars show the SE. Asterisks indicate statistical significance between samples (*P < 0.01).



For an accurate quantification of gene expression and in order to confirm that miR-106b-5p is being differentially regulated during infection with Mtb relatively to M. smegmatis, we independently validated the RT-qPCR analysis. Our results confirm those performed by Exiqon, i.e., a distinct phenotype between the two species (Figure 1B), with M. smegmatis infection having no effect in miR-106b-5p expression while the challenge with Mtb led to a 2-fold increase in miR-106b-5p RNA at 4 h which was maintained for the 24 h assay. Thus, Mtb infection upregulates miR-106b-5p in primary human Mø (Figure 1).

miR-106b-5p Targets CtsS mRNA

Using target prediction tools based on the miRanda (30), miRtaget2 (31), and miRmap (32) algorithms, we have identified several potential targets of miR-106b-5p, including CtsS mRNA (CTSS). Conversely, we then asked how many miRNAs are predicted to target CTSS. From the 1,054 potential targets generated by the miRmap algorithm the top 30 with highest score are shown in Table 1 with miR-106b-5p at the 24th position with a score of 90.35. These results, combined with previous data from our group, establishing an important role of CtsS in Mtb infection (9), led us to generate the hypothesis of whether CtsS was a real target of miR-106b-5p, and if it has implications in bacterial survival, cell death as well as antigen presentation.

TABLE 1 | Top 30 microRNAs predicted to bind to CTSS.
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After screening the 3′-UTR of CTSS for potential miR-106b-5p interaction using RNAhybrid (33), we identified three different binding sites (Figure 2A). Our initial results portrayed an induction of miRNA-106b-5p in Mtb-infected Mø in agreement with our previous findings that CtsS is downregulated by Mtb infection (9). To confirm this interaction, we used a dual luciferase reporter vector system in which we inserted a fragment of the 3′-UTR sequence for CtsS into the pmirGLO dual-luciferase target expression vector. This fragment included one putative sequence complementary to the “seed region” of miR-106b-5p. Using this system, we were able to assess the specific interaction between the miRNA and the 3′-UTR sequence by analyzing the resulting decrease in luciferase expression in HEK 293 T-cells transfected with both the plasmid and the miRNA. The results showed a significant reduction in luciferase expression (P < 0.05, paired t-test) during cotransfection with miR-106b-5p and 3′-UTR CTSS plasmid relative to the control (cells transfected with a nonsense miR and the 3′-UTR CTSS reporter plasmid) (Figure 2B). On the contrary, when a plasmid bearing a mutation on the 3′-UTR CTSS seed sequence by one nucleotide substitution was tested, there was no decrease in luciferase activity detected.
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FIGURE 2 | miR-106b targets cathepsin S (CtsS). (A) Three different predicted sites were found after screening the 3′-untranslated region (3′-UTR) region of CTSS for potential miR-106b-5p binding sites using RNAhybrid. (B) The interaction was confirmed by means of relative luciferase activity measured in HEK 293 T-cell line transfected with CTSS 3′-UTR plasmid or CTSS 3′-UTR mut plasmid in combination with scramble control or miR-106b-5p mimic. Values are relative to the respective scramble control-transfected cells. The columns show means of three biological replicates each measured in triplicates while error bars show the SE. Asterisks indicate statistical significance relative to the respective scramble control-transfected cells (*P < 0.05). (C) CtsS protein expression in human Mø transfected with miR-106b-5p mimics or inhibitors. Values are relative to the scramble control and represent means of two biological replicates (*P < 0.001).



Next, we tested whether we were able to modulate CtsS protein levels in non-infected cells by overexpressing or inhibiting miR-106b-5p. For this, we transfected primary human Mø with miR-106b-5p mimics or inhibitors and analyzed protein levels by Western blotting (Figure 2C). The resulted silencing of approximately 40% for CtsS using mimics was comparable to the reduction of luminescence in the luciferase assay. Conversely, when using inhibitors an increase of protein levels of around 40% was observed (Figure 2C). Altogether, the data indicate the specificity of the interaction between CTSS 3′-UTR binding sites and miR-106b-5p leads to CtsS silencing.

The Modulation of miR-106b-5p Expression Regulates CtsS Protein Amounts in Mtb-Infected Mø

Our results showed an early Mtb-dependent upregulation of miR-106-5p and a specific interaction between this miRNA and CTSS. These findings are correlated with our previous results showing that Mtb induces the downregulation of CtsS at 24 h, suggesting that miR-106b-5p might be implicated in this regulation. To further test this hypothesis, we performed similar experiments, as described above, using mimics and inhibitors of miR-106b-5p in the context of Mtb infection. As shown in Figure 3A (right panel), transfecting cells with mimics of miR-106b-5p resulted in a decrease of CtsS protein levels in Mtb-infected cells, at all time points tested, relatively to scramble-infected cells (scramble: infected and transfected with control nonsense RNA). The difference was even more significant when comparing cells treated with mimics after 3 days of infection relatively to control (scramble) non-infected cells (red bars to white bars in the left panel). When the inhibitors of miR-106b-5p were tested, significant effects were observed mostly later in the course of the infection, namely after 24 h p.i. In contrast to miR-106b-5p mimics, the transfection with inhibitors lead to an increase of CtsS levels in infected cells relatively to scramble-infected cells (Figure 3B, right panel). Altogether, miR-106b-5p modulates CtsS expression in human Mø during infection with Mtb.
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FIGURE 3 | miR-106b-5p regulates cathepsin S (CtsS) during infection with Mycobacterium tuberculosis. CtsS protein expression in human Mø transfected with miR-106b-5p mimics (A) or inhibitors (B) and subsequently infected with Mtb. Proteins were recovered from uninfected Mø (T0) and infected Mø after 3, 24, and 72 h postinfection. The right panels are a different representation of the same data including the protein gel bands (original Wester-blots in Figure S2). Values are relative to uninfected Mø transfected with the respective scramble control and represent means of two biological replicates with error bars depicting the SE. Asterisks indicate statistical significance between indicated samples or relative to the uninfected (T0) controls (*P < 0.05 or **P < 0.001).



miR-106b-5p Modulates the Intracellular Survival of Mtb

Given that Mtb manipulates miR-106b-5p expression resulting in reduced CtsS protein levels, we hypothesized that this regulation will affect the endolysosomal enzyme proteolytic activity and subsequently the ability of Mtb to survive inside host cells. To test this, we first analyzed the intracellular survival of Mtb during 5 days of infection in human Mø transfected with mimics or inhibitors. As expected, the mimics for miR-106b-5p gain-of-function, we observed an increase in Mtb survival, relative to the control (scramble transfected and infected cells) at day 3 p.i. (Figure 4A, left panel). In contrast, an exacerbated killing effect from day 3 p.i. was detected by using miR-106b-5p inhibitors in loss-of-function experiments (Figure 4A, right panel). The results were in agreement with a decrease in protein levels and hydrolytic activity for CtsS using mimics (Figure 4B, left panels) and a significant increase in protein and enzyme activity using miR-106-b-5p inhibitors (Figure 4B, right panels) calculated 3 days p.i. A similar trend on Mtb survival using mimics experiments was confirmed by CTSS siRNA (Figure 4A, top right). Altogether, these results show that miR-106b-5p levels can impact intracellular survival of Mtb in human Mø.
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FIGURE 4 | Intracellular survival of Mycobacterium tuberculosis (Mtb) in Mø transfected with miR-106b-5p mimics or inhibitors. (A) Colony forming units of intracellular bacteria recovered from Mø transfected with miR-106b-5p mimics or inhibitors. CFUs were recovered after 3 h, 1, 3, and 5 days postinfection. Values depict mean colony-forming units representative of three biological replicates measured in duplicate while the error bars depict the SE. Asterisks indicate statistical significance between samples at the same time point (*P < 0.05). (B) Effects of mimics or inhibitors on cathepsin S (CtsS) protein levels and enzymatic activity. Values are relative to the scramble control and represent means of two biological replicates (for protein quantification) or means of three biological replicates (for enzymatic activity) (*P < 0.05 or **P < 0.001). (C) Effects of mimics or inhibitors on Mø cell death: apoptosis, necrosis. Cell death was measured by flow cytometry after 24 h of infection using fluorescent Annexin V antibodies and propidium iodide (see Figure S1 in Supplementary Material for the respective dot plots). Values show median fluorescence intensity from one representative experiment performed in triplicate while error bars depict SD. (D) Effects of mimics or inhibitors on autophagy. LC3 autophagy puncta were observed in uninfected Mø or 24 h postinfection with Mtb by confocal microscopy and quantified using ImageJ. Bar plots represent the mean values of at least eight analyzed microscopy fields (dots) from one representative experiment. Error bars depict the SD.



To decipher whether the observed miR-106b-5p-dependent pathogen killing/survival was dependent on alternative activation pathways, we tested for the involvement of apoptosis, necrosis or autophagy, during gain- and loss-of-function experiments. We tested whether a decrease on CtsS due to miR-106b-5p gain-of-function will augment apoptosis in infected cells by using Annexin V staining to monitor the event. As shown in Figure 4C and Figure S1 in Supplementary Material, no increase on apoptosis was detected neither in mimic nor in inhibitors transfected Mtb-infected cells relatively to the control as quantified by flow cytometry. We next assessed necrosis also by flow cytometry using propidium iodide-labeled cells and observed no effect on necrosis (Figure 4C-down panels; Figure S1 in Supplementary Material).

Finally, the process of autophagy was examined by immunofluorescence quantification of LC3A/B puncta (Figure 4D). A significant increase in LC3 puncta was observed after infection with Mtb-infected human Mø (Figure 4D). Surprisingly, there were no changes in LC3 puncta when comparing infected cells transfected with miR-106b-5p mimics or with inhibitors relatively to nonsense-scramble-transfected cells (Figure 4D). We concluded that the effect of miR-106b-5p was autophagy independent. Altogether, these results indicate that a knock-down of CtsS in the context of Mtb manipulation of miR-106b-5p is relevant for pathogen intracellular survival by interfering with proteolysis in the endolysomal pathway and independently of autophagy and programed cell death activation.

miRNA-106b-5p Interferes with the Antigen Presentation Machinery and T-Cell Activation

According to the KEGG pathway database, CTSS is involved in several pathways such as (1) lysosomal, (2) phagosomal, and (3) antigen processing and presentation. CtsS has been implicated in endosomal antigen processing and antigen presentation (13, 34). We then hypothesized that Mtb modulation of miR-106b-5p for CtsS silencing might be linked to poor antigen processing and presentation compromising adaptive immunity response to infection. To test this, we performed miR-106b-5p gain- and loss-of-function experiments in Mtb-infected cells and analyzed changes in the surface expression of HLA-DR class II complexes using flow cytometry (Figure 5). Transfection of infected cells with miR inhibitors led to an increase expression of HLA-DR at the surface of Mø (Figure 5). No differences were observed relatively to HLA-DR surface expression of mimics and CtSS siRNA transfected cells relatively to control cells. Thus, we inferred that Mtb infection silencing of CtsS affect the antigen presentation machinery at a level that no more silencing of the enzyme either by mimics or by siRNA could revert the phenotype. To further evaluate the consequences of antigen presentation dependence on miR-106b-5p modulation, we performed cocultures of treated infected macrophages with CD4 + T-lymphocytes from the same blood samples and evaluated the ability to induce T-cell proliferation (Figure 5B). In order to test this, we used human Mø infected with Mtb from a donor population that is all vaccinated. It is expected in these cells a memory highly effective T-cell state that responds to Mtb infection. Following the same pattern of HLA surface expression, treatment with inhibitors in Mtb-infected cells induces a strong T-cell proliferation relatively to the control, after 5 days post-cocultures as evaluated by flow cytometry (Figure 5B). No changes were detected in all other conditions tested.
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FIGURE 5 | Effects of miR-106b-5p on antigen presentation machinery and T-cell priming. (A) Surface expression of human leukocyte antigen (HLA)-DR on Mø transfected with miR-106b-5p mimics, inhibitors or by siRNA for CTSS and infected with Mycobacterium tuberculosis. HLA-DR was measured by flow cytometry after 24 h of infection. Values in bar plots represent median fluorescence intensity relative to the respective scramble controls from one representative experiment performed in triplicate while error bars depict SD (*P < 0.05). Raw values from one representative replicate are presented in the fluorescence intensity histograms. (B) CD4 T-cell proliferation after 5 days of coculture with Mtb-infected Mø. Following 24 h of the infection with Mtb, CD4 T-cells were added to the infected Mø culture. After 5 days of coculture, the number of CD4 T-cells comparatively to the non-infected controls was determined by flow cytometry. Values in bar plots represent the increase in CD4 T-cell number relative to each uninfected scramble control samples (**P < 0.01).



DISCUSSION

This study revealed that miR-106b-5p targets CTSS for protein silencing with consequences in Mtb persistence in human Mø obtained from healthy (BCG vaccinated) donors. Our results indicate that Mtb actively manipulates miR-106b-5p by upregulating their gene expression during infection in opposition to what it is observed with the non-pathogen M. smegmatis. We made use of algorithms such as the miRmap to predict miRNA targets based on nucleic acid sequence, probabilistic, thermodynamic, or evolutionary features (32). Based on this and other’s algorithms the mRNA for CtsS was revealed as a potential target. We then asked what would be the most probable miRNAs predicted to bind the 3′-UTR of CTSS. From the 1,054 targets generated by the miRmap algorithm, miRNA-106b-5p showed the 24th highest score (99.35) (Table 1). This score and probability to bind to CTSS is higher than that of miR-3619-5p (99.22), on the 29th position, that has been described and experimentally validated as a miRNA predicted to bind the 3′-UTR of CTSS (35). While both miRs target CTSS, contrary to miR-106b-5p that we found upregulated during Mtb infection, miR-3619-5p was downregulated in BCG-infected THP1 derived Mø. Importantly most members of the miR-17-92 cluster and all members of the miR-17 cluster are present in the list: hsa-miR-17-5p, hsa-miR-20a-5p, hsa-miR-20b-5p, hsa-miR-106a-5p, hsa-miR-106b-5p, and hsa-miR-93-5p which have been implicated all in innate and adaptive immune responses (36). Therefore, we envisage that miR-106b-5p is actively manipulated by Mtb to ensure its survival in innate phagocytic cells and escape to immune surveillance and activation. Furthermore, from the above data we may foresee the relevance of CtsS regulation due to the observed numbers of distinct miRs that are predicted to target this mRNA.

The target was confirmed by luminescence-based methods and the miR-mRNA targeting resulted in about 40% in protein translation silencing. We made use of gain or loss-of-function experiments to modulate miR-106-b-5p during Mtb infection. The results indicated a decrease or increase of CtsS expression, respectively, concomitant with increased Mtb intracellular survival or killing, correspondingly. Altogether, this suggests that CtsS dependent Mtb intracellular survival via miR-106b-5p modulation resulted from a hydrolytic activity along the endocytic pathway upon phagocytosis. Mtb is known to block phagosome maturation, preventing its digestion in lysosomes (2–5). However, CtsS is a proteolytic enzyme that as a broad pH for activity along the endocytic pathway and not only into the acidic environment of the phagolysosome (10). Therefore, a modulation of mir-106b-5p to silence CtsS activity may be a pathogen strategy to survive along vesicles in this pathway.

Our results did not reveal significant changes in apoptosis after miR-106b-5p manipulation. Apoptosis has been associated with a mechanism for effective intracellular bacteria clearance (37, 38) therefore the results of miR in Mtb survival could not be attributed to control of apoptosis. Curiously, one of the miRs we showed to be more differentially regulated during mycobacteria infection, in addition to miR-106-b was miR-142-3p (Figure 1A). Both actually targets genes involved in phagocytosis as the endolysosomal enzyme CtsS and the actin binding protein N-WASP, respectively (23). Both are indeed targeting simultaneously the ATG16L1 (39, 40). We and other’s identified miRs relevant during phagocytosis that simultaneously are predicted to manipulate autophagy (26, 35). Some studies suggest that inhibition of CtsS induces autophagy in different cells (17) while for others a silencing of CtsS is likely to affect degradation of autophagosomal contents leading to a block of autophagy in impaired LC3 vesicles (35). Indeed, the knock-down of CtsS was associated with mitophagy dysregulation leading to apoptosis and impairment and accumulation of autophagosomes (41).

Our data argue that the miR-106b-5p-dependent improved control of Mtb is independent of autophagy and more related to the process of phagosomal degradation. Autophagy is an important innate immune intracellular pathway that control mycobacteria in macrophages (18). In the context of CtsS, the downregulation of CtsS along with LAMP1 and CtsD lead to impaired autophagosome–lysosome fusion (42). The fact that miR-106b-5p, in addition to CtsS, also targets ATG16L1 may provide evidence for a double control of autophagy for bacteria survival and persistence. However, it has been recently shown that ATG5 but not ATG16L1 or others autophagy-related genes plays a key role in the host response to mycobacteria (43, 44). Moreover, the inhibition or impairment of ATG16L1 was associated with autophagy block and incapacity to control inflammasome proteolysis in autophagolysosomes resulting in exacerbated IL-1β secretion, inflammation and necrotic cell death in the context of epithelial cells and Crohn’s disease (26, 45).

We neither found an increase on necrosis upon miR-106b-5p mimics or inhibitors treatment that could account for Mtb survival. Other studies associated a IFNγ knock-down leading to autophagy inhibition and therefore a low CtsS content in endolysosomal vesicles to an increase secretion of proinflammatory cytokine IL1β and programmed cell death by necrosis (46). The effect of necrotic programmed cell death as pyroptosis in control bacteria killing is unclear: some data show this process contributes to pathogen killing (47) whereas other data argues that it helps pathogen escaping and spread to non-infected cells (48).

Cathepsin S has been implicated in antigen processing and presentation (12, 13) and that Mtb has indeed ability to block antigen presentation via CtsS (14–16). Here, we show that modulation of miR-106b-5p during infection indeed modulates the surface expression of the MHC Class II antigen presentation machinery (HLA-DR). In the case of macrophages infected with Mtb, where HLA-DR antigen presentation was already blocked, the usage of mimics did not change this blockade, similar to what observed during CtsS silencing by conventional siRNA methods (Figure 5B). Importantly, in infected cells treated with inhibitors an increased CtsS activity was concomitant with an increase surface expression of the antigen presentation machinery. This was relevant to establish a bridge for the adaptive immunity as the inhibitors treated infected cells were more able to induce T-CD4 lymphocyte proliferation. A differential regulation of CtsS was already observed in previous published results when comparing the infection of the non-virulent species M. smegmatis with macrophage infection with Mtb (9). Indeed, Mtb was shown to induce lower MHC class II expression compared with M. smegmatis (49). Here, we show that the manipulation of MHC-II expression through the axis miR-106b-5p/CtsS may overcome the blockade induced during Mtb infection.

A recent study by Meng et al. (50) describes that miR-106b-5p is downregulated in samples from latently infected individuals, where Mtb is known to be not dividing and is enclosed within the phagosomes, avoiding the fusion with lysosomes containing cathepsins and other digestive enzymes. In our experiments, we describe that miR-106b-5p is upregulated in macrophages infected with Mtb which are dividing and producing an infection that mimics active TB, with increasing numbers of CFU overtime (Figure 4A control samples). Therefore, the work of Meng et al., combined with the present study might suggest that the miR-106b-5p is a good candidate to be used as a biomarker to distinguish between active and latent TB, although further experimental evidence would be required to formally validate this hypothesis.

Tuberculosis is a major worldwide public health concern among infectious diseases and the treatment remains a challenge. HDTs represent a new strategy for adjuvant TB therapy trying to potentiating key components of host antimycobacterial effector mechanisms, while restricting inflammation (51, 52). miRNAs are key players in controlling gene expression and are nucleic acids feasible for targeted drug delivery to phagocytic cells (53). The present study reveals that Mtb blocks CtsS via miR-106b-5p for preventing innate and adaptive immune responses to persist in the host. We further provide means how to revert this process by manipulation of miR-106-5p helping to control the infection. Our study opens the door for future manipulation of miR-106b-5p to enhance the antimicrobial activity of innate immune cells.
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FIGURE S1 | Flow Cytometry generated dot-plots for necrosis and apoptosis effects of mimics and inhibitors of miR-106b-5p on Mycobacterium tuberculosis (Mtb)-infected cells and on non-infected cells. Cell death was measured by flow cytometry after 24 h of infection using fluorescent Annexin V antibodies and propidium iodide.

FIGURE S2 | Original Western blots from Figure 3. Cathepsin S protein expression in human Mø transfected with miR-106b-5p mimics or inhibitors and subsequently infected with Mycobacterium tuberculosis (Mtb). Proteins were recovered from uninfected Mø (T0) and infected Mø after 3, 24, and 72 h postinfection.
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Iron- and Hepcidin-Independent Downregulation of the Iron Exporter Ferroportin in Macrophages during Salmonella Infection
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Retention of iron in tissue macrophages via upregulation of hepcidin (HAMP) and downregulation of the iron exporter ferroportin (FPN) is thought to participate in the establishment of anemia of inflammation after infection. However, an upregulation of FPN has been proposed to limit macrophages iron access to intracellular pathogens. Therefore, we studied the iron homeostasis and in particular the regulation of FPN after infection with Salmonella enterica serovar Typhimurium in mice presenting tissue macrophages with high iron (AcB61), basal iron (A/J and wild-type mice), or low iron (Hamp knock out, Hamp−/−) levels. The presence of iron in AcB61 macrophages due to extravascular hemolysis and strong erythrophagocytosis activity favored the proliferation of Salmonella in the spleen and liver with a concomitant decrease of FPN protein expression. Despite systemic iron overload, no or slight increase in Salmonella burden was observed in Hamp−/− mice compared to controls. Importantly, FPN expression at both mRNA and protein levels was strongly decreased during Salmonella infection in Hamp−/− mice. The repression of Fpn mRNA was also observed in Salmonella-infected cultured macrophages. In addition, the downregulation of FPN was associated with decreased iron stores in both the liver and spleen in infected mice. Our findings show that during Salmonella infection, FPN is repressed through an iron and hepcidin-independent mechanism. Such regulation likely provides the cellular iron indispensable for the growth of Salmonella inside the macrophages.

Keywords: Salmonella infection, anemia of inflammation, iron homeostasis, macrophage iron recycling, the iron regulatory hormone hepcidin, the iron exporter ferroportin

INTRODUCTION

Human infectious diseases are still a major public health problem in particular because of the development of antibiotic resistance, the lack of new products, and the demise of antibacterial drug discovery by pharmaceutical companies (1). Such context leads to the emergence and reemergence of infectious diseases, and it becomes critical to develop alternative approaches to identify new antibacterial drugs and to propose new treatments. Therefore, the natural host defense mechanisms against invading microbes and the mechanisms regulating the virulence of microorganisms need to be better understood. An important host defense strategy against infection, known as “nutritional immunity,” relies on the sequestration of essential molecules, such as iron, preventing the growth of pathogens (2). Iron is essential for both the host and the invading microbes and plays a critical role in host–pathogen interactions. In response to infection, patients commonly develop hypoferremia (i.e., a decrease of iron in the circulation), a host response to limit iron availability to invading pathogens (3). However, for the host, hypoferremia also contributes to the establishment of the so-called anemia of inflammation (AI) (4), an anemia difficult to treat and that can add substantially to the morbidity of the underlying infection.

Iron sequestration in macrophages is a described hallmark of the AI and is an efficient mechanism to quickly deplete iron in the serum to limit the growth of extracellular pathogens (5). Two molecules, namely hepcidin (HAMP) and ferroportin (FPN), have been identified to play key roles in decreasing systemic iron level by promoting macrophage iron sequestration during infection (5). FPN is the only known mammalian iron exporter and is expressed at the cell surface of macrophages (6, 7). FPN is quickly downregulated through endocytosis and degradation upon interaction with HAMP (6, 8). HAMP is produced mainly by hepatocytes in case of inflammation and also by infected macrophages (9). Therefore, decreasing the expression of FPN to retain iron inside the macrophages could limit serum iron access to extracellular pathogens.

On the other hand, macrophages are a common niche for the replication of numerous intracellular pathogens including Salmonella. Increased iron level inside macrophages might therefore represent either an advantage for the growth of intracellular microorganisms or a host strategy to fight against intracellular bacteria through the generation of highly toxic reactive oxygen species via Fenton’s reaction (3). Recently, some studies have challenged these concepts and have suggested that macrophages infected with intracellular bacteria respond by decreasing their iron content via an upregulation of FPN to limit the growth of the invading microbes (10–12).

Therefore, the modulation of host iron homeostasis, in particular in macrophages, in response to infection with intracellular pathogens is currently a matter of debate, and the regulation of FPN is an important iron response to be evaluated in different intracellular bacterial infection settings. Salmonella is the most common bacterial cause of foodborne outbreaks, and many Salmonella strains are resistant to antibiotics. The main purpose of the current work was to explore the interplay between infection with Salmonella (Salmonella enterica serovar Typhimurium) and the systemic and macrophage iron homeostasis in different mouse models presenting distinct systemic and macrophages iron levels.

MATERIALS AND METHODS

Animals and Salmonella Infection In Vivo

The generation of AcB61 was reported previously (13). A/J mice were purchased from the Jackson Laboratory. Hamptm1Svl knockout mice [Hamp−/− (14)] were transferred onto a 129S6 background (129S6.B6*129S2-Hamptm1Svl). Both female and male aged between 8 and 12 weeks were used for the current study. The mice were fed with the diet Teklad 2920X, which contains 200 mg/kg of iron. All the experiments were done under the same housing conditions at McGill University (Montreal, QC, Canada). In vivo intravenous infections [~1,000 CFUs for A/J and AcB61 and ~5,000 CFUs for wild-type (WT) and Hamp−/−] were performed with S. enterica serovar Typhimurium (strain Keller) as previously described (15).

Macrophage Cultures and Salmonella Infection In Vitro

Murine bone marrow-derived macrophages (BMDMs) from CD1 mice were cultured as previously described (16). In vitro infection of macrophages (MOI of 5–10) was performed for 1 h with S. enterica serovar Typhimurium (strain SL1344) (17). Extracellular bacteria were killed by incubation with 100 µg/ml gentamicin in fresh medium for 1 h. Cells were then washed and cultured in fresh medium containing 10 µg/ml gentamicin until the time points of RNA extraction.

Blood Parameters Analysis

Hematology profiles were performed at the McGill Comparative Medicine and Animal Resources Centre (Montréal, QC, Canada). Plasma iron, ferritin, transferrin, and bilirubin levels were measured with an Olympus AU400 automat at the Laboratory of Biochemistry at the Institut Fédératif de Recherche 02, CHU Bichat-Claude Bernard (Paris, France).

Tissues Iron Studies

Liver and spleen iron contents were determined by acid digestion (18) and measured with an Olympus AU400 automat. Tissue iron staining was done using Perls’ Prussian blue solution and examined under a light microscope and photographed or digitized using a slide scanner (Pannoramic 250 from 3DHISTEC).

Immunohistofluorescence Studies

After blocking (1% BSA and 10% heat inactivated goat serum) for 30 min at room temperature, deparaffinized tissues sections were incubated with primary antibodies for 1 h: rabbit anti-FPN (7, 19): 1/50 to 1/100; rabbit anti-HMOX1 (Stressgen): 1/500; rat anti-F4/80 (AbDserotec): 1/500. After three washes with PBS/0.5% BSA, sections were incubated for 1 h at RT with Goat anti-rabbit-alexa488 (1/200) and Goat anti-rat-Alexa563 (1/200) (MolecularProbes). After mounting, sections were visualized using either an epifluorescence microscope LEICA DM-IRM or a Zeiss confocal fluorescent microscope. Images were acquired using either ARCHIMED-PRO (Microvision Instruments) or Zeiss LSM Image Browser softwares.

Western Blot Analysis

Crude membrane fractions (40 µg for spleen and 80 µg for liver) from mouse tissues were prepared and analyzed by western blotting as previously described (7). Antibodies were diluted in blocking solution as follows: anti-FPN (7, 19): 1/200 (liver) or 1/500 (spleen), anti-HMOX1 (Stressgen): 1/4,000, anti-LAMP1 (DSHB): 1/500, and anti-TfR1 (Zymed): 1/200.

RNA Studies

Complementary DNAs were synthesized from total RNA (Trizol) isolated from tissues or BMDM and using M-MLV reverse transcriptase (Invitrogen). Quantitative PCR was performed on Chromo4 Real-Time PCR Detection System (Bio-Rad Laboratories) or LightCycler 480 Instrument (Roche Diagnostics) using Brilliant SYBR Green QPCR Master Mix (Stratagene). Gene expression fold changes were calculated using the formula 2−ΔΔCt, in which ΔΔCtA–B = (Ctgene − CtHprt) B − (Ctgene − CtHprt) A and A = WT and B = Hamp−/−. For tissues, data are presented as fold changes (2−ΔΔCt) in infected mice relative to the mean value of A/J or WT (control) at each time point. For BMDM, the gene Hprt was used as a reference gene, and relative gene expression is expressed in −ΔCT (CT gene of interest − CT Hprt).

Statistical Analysis

Except for CFUs (unpaired two-tailed Student’s t-test), data were analyzed by two-way ANOVA using Sidak’s multiple comparisons test followed by unpaired t-tests. GraphPad Prism version 6 was used for statistical analysis (GraphPad Software, La Jolla, CA, USA).

RESULTS

Impact of Salmonella Infection on Anemia and Iron Homeostasis in A/J and AcB61 Mice

The recombinant congenic mouse strain AcB61 was generated from A/J and C57BL/6J mice and presents a deficiency in red blood cell pyruvate kinase activity (de novo mutation in Pklr). As a consequence of this mutation, AcB61 mice present chronic hemolytic anemia with tissue iron overload (20–22). AcB61 and their parental controls (A/J mice) were infected intravenously with Salmonella Typhimurium (ST), and samples were collected before (D0) and 5 day postinfection (D5). Hematocrit (A), plasma iron (B), and ferritin levels (C) in blood were analyzed (Figure 1). Consistent with previous reports (22), AcB61 mice showed a constitutive anemia at D0 with a lower hematocrit (35% in AcB61 versus 50% for A/J) that worsens during Salmonella infection (~20% in AcB61; Figure 1A). Signs of anemia occurred later during infection in A/J mice (data not shown). Compared to A/J, AcB61 mice presented hypoferremia (Figure 1B) and hyperferritinemia (Figure 1C). With Salmonella infection, both plasma iron and ferritin levels increase significantly in AcB61.
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FIGURE 1 | Infectious, hematological and iron metabolism parameters in A/J and AcB61 mice following infection with Salmonella Typhimurium (ST). Blood parameters from A/J and AcB61 including hematocrit (A), iron (B), and ferritin (C) were analyzed before (−) or after 5 days of infection with ST (+ST). Iron levels were assessed by Perls staining (D,G) and dosage (E,H) on liver (D,E) or splenic (G,H) tissues. Bacterial load at day 5 of infection with ST was studied by measuring CFUs in liver (F) and spleen (I) of infected A/J and AcB61 mice. Statistical significance: *P < 0.05, **P < 0.01, ***P < 0.001, ****P < 0.0001. ND, not determined. Hepatic (J) and splenic (K) iron distribution in AcB61 mice before and after Salmonella infection. Liver and spleen sections from naive AcB61 mice (−) or AcB61 mice infected with ST (+ST, Day 5) were processed for Perls staining. Arrowhead indicates the presence of erythropoeitic islands in naïve AcB61 liver attesting of extramedullar erythropoiesis in these mice. After infections, numerous inflammatory foci and pathological lesions were observed in iron-rich region of the liver (arrows). Strong iron accumulation was seen in splenic macrophages of the RP before and after Salmonella infection. PP, periportal vessels; CL, centrilobular vessels; RP, red pulp; WP, white pulp. n = 4–8 mice per genotype used for the different measurements. The data are presented as mean ± SD.



In the liver at D0, Perls staining of tissue sections (Figure 1D) and quantitative determination of iron (Figure 1E) indicated a strong iron accumulation in AcB61 liver when compared to A/J liver. We did not observe any significant changes in iron levels in the liver of both A/J and AcB61 after infection. Importantly, the bacterial load was significantly higher in the liver of AcB61 mice when compared to A/J (Figure 1F). In the AcB61 spleen, the iron level was significantly higher than the one detected in A/J and tended to slightly increase with infection (Figure 1H) with a marked iron accumulation in enlarged splenic macrophages (Figure 1G). On the other hand, the Perls staining of A/J spleen suggested a slight decrease in iron after infection (Figure 1G). As observed in the liver, the bacterial load was significantly higher in the spleen of AcB61 mice when compared to A/J (Figure 1I).

We next analyzed more precisely the localization of iron in both liver (Figure 1J) and spleen (Figure 1K) from AcB61 before and after infection. Histological examination of Perls staining indicated iron accumulation mostly in sinusoid zones and centrilobular (CL) area of the naïve AcB61 liver, whereas most periportal (PP) zones were not stained (Figure 1J). At the cellular level, iron strongly accumulated (deep blue) in Kupffer cells with some milder iron staining (light blue) in surrounding hepatocytes (Figure 1J, lower panels; Figure S1A in Supplementary Material). Signs of extramedullary erythropoiesis (clusters of nucleated cells surrounding or near iron loaded macrophages) were also observed at the vicinity of vessels in uninfected AcB61 (Figure 1J, arrowhead). With Salmonella infection, numerous and enlarged inflammatory foci were observed in iron-rich regions of the AcB61 liver (Figure 1J, arrows).

Histologic examination of the spleen of AcB61 mice before infection revealed a strong expansion of the red pulp (RP) and evidence of extramedullary erythropoiesis with numerous trapped RBC (Figure 1K, lower panel). Important accumulation of iron in the AcB61 spleen was clearly detected in enlarged splenic macrophage of the RP before and after infection (Figure 1K; Figure S1A in Supplementary Material).

Several observations in AcB61 mice including the presence of ingested RBC, the strong expression of the heme oxygenase 1 (heme catabolism enzyme), splenomegaly, and an high bilirubin level (marker of erythrophagocytosis and heme iron recycling) indicate that the macrophage iron overload of AcB61 mice is due to extravascular hemolysis and a strong erythrophagocytosis (EP) activity in tissue macrophages (Kupffer and splenic) (Figure S1 in Supplementary Material). FPN protein was also strongly expressed in AcB61 tissues (Figure S1E in Supplementary Material) and was localized at the cell surface of both hepatic (Figure S1F in Supplementary Material) and splenic (Figure S1G in Supplementary Material) AcB61 macrophages, presenting numerous engulfed RBC. Altogether our observation indicates a strong clearance of red blood cells and heme catabolism by macrophages in AcB61. As a consequence, such erythrophagocytosing AcB61 macrophages present large amount of iron and a strong expression of FPN.

FPN Expression in A/J and AcB61 after Salmonella Infection

During Salmonella infection, protein expression of HMOX1 increased in the liver (Figures 2A,C) of both of A/J and AcB61 mice and in the spleen (Figures 2B,D) of AcB61 mice. HMOX1 expression was maintained in spleen of infected A/J (Figure 2B). On the other hand, infection leads to a profound downregulation of FPN in the liver (Figure 2A, lower panels) and in the spleen (Figure 2B, lower panels) of AcB61. FPN downregulation was also observed in the spleen of A/J mice (Figure 2B, upper panels). Decreased expression of FPN in AcB61 organs was associated with the disappearance of FPN at the cell surface of tissue macrophages (Figures 2C,D). During infection, we also observed strong EP activity in the spleen of AcB61 as illustrated by the high number of RBC (Hb autofluorescence) in large splenic macrophages (Figure 2D, enlargement).
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FIGURE 2 | Ferroportin (FPN) and HMOX1 expression during Salmonella infection in A/J and AcB61 mice. (A,B) Western blot analysis of HMOX1, FPN, and VINC (loading control) expression in liver (A) and spleen (B) during Salmonella Typhimurium (ST) infection in both A/J and AcB61. (C,D) Immunofluorescence labeling (green) of FPN or HMOX1 and autofluorescence (red) of RBC hemoglobin in liver of Salmonella-infected AcB61 mice. During Salmonella infection, HMOX1 expression was maintained, whereas FPN expression at the cell surface of tissue macrophages cells strongly decreased. (E) RT-qPCR analysis of Fpn, Hmox1, and Hamp mRNA expression in A/J (n = 4) and AcB61 (n = 4) liver before and after ST infection. Data are representative of three independent experiments. D0, uninfected; D3 and D5, 3 and 5 days postinfection, respectively. Statistical significance: ***P < 0.001. The data are presented as mean ± SD.



At the hepatic mRNA levels (Figure 2E), in uninfected mice, Fpn and Hmox1 were increased in AcB61 liver when compared to A/J tissues. Hmox1 mRNA expression progressively increased during infection in both A/J and AcB61 liver. Contrasting with the strong protein downregulation, no major changes of Fpn mRNA expression were observed in AcB61 liver during Salmonella infection. In addition, Hamp expression did not change significantly during infection, suggesting that HAMP may not contribute to the anemia and downregulation of FPN during ST infection in AcB61 mice.

Impact of Salmonella Infection on Anemia and Iron Homeostasis in WT and Hamp−/− Mice

To understand better the role of HAMP during Salmonella infection, we next studied the impact of Salmonella infection in mice deficient in HAMP (Hamp−/−) (14). Hamp−/− mice have been shown to develop a specific iron phenotype with high serum iron concentration, excess iron deposition in hepatocytes, and low iron levels in tissue macrophages (14).

Wild-type and Hamp−/− mice were intravenously infected with ST (+ST; Figure 3). After 10 days postinfection, WT mice present signs of anemia with hematocrit levels below 40% (Figure 3A) and decreased plasma iron levels (Figure 3B). As previously described (14), Hamp−/− mice present a higher hematocrit (60%) and a higher concentration of iron and ferritin in the blood when compared to WT (Figures 3A–C). During Salmonella infection in Hamp−/− mice, the hematocrit significantly decreased to 50% but was accompanied with a significant increase (around two times more) of plasma iron (Figures 3A,B).
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FIGURE 3 | Infectious, hematological and iron metabolism parameters in wild-type (WT) and hepcidin knockout (Hamp−/−) mice following infection with Salmonella Typhimurium (ST). Blood parameters from WT and hepcidin knockout Hamp−/− including hematocrit (A), iron (B), and ferritin (C) were analyzed before (−) or after 10 days of infection with ST (+ST). Iron levels were assessed by Perls staining (D,G) and dosage (E) on liver (D,E) or splenic (G) tissues. Bacterial load at day 10 of infection with ST was studied by CFUs in the liver (F) and spleen (H) of infected WT and Hamp−/− mice. Statistical significance: ***P < 0.001; ****P < 0.0001. (I) Hepatic iron localization in WT and Hamp−/− mice before and after Salmonella infection. Perls staining of liver sections from naive (−) mice or mice infected with ST (+ST, Day 10). Lower panels in WT mice show high magnification of the cellular localization of iron in Kupffer cells. PP, periportal vessels; CL, centrilobular vessels. n = 4–15 mice per genotype. The data are presented as mean ± SD.



With infection, no major changes in liver iron level were observed in WT mice (Figures 3D,E). On the other hand, iron was strongly detected in Hamp−/− liver (around 2,000 µg/g) and decreased significantly by more than 50% after infection (Figure 3E). In parallel to the hepatic iron overload phenotype of Hamp−/− mice, we did not observe significant changes in bacterial CFUs in the liver (Figure 3F) of Hamp−/− versus WT mice after Salmonella infection.

In the Hamp−/− spleen, iron was strongly depleted in the macrophages of the RP when compared with WT (Figure 3G) corroborating the described low iron level of Hamp−/− macrophages. In WT spleen, Perls staining indicated a decrease in macrophage iron after Salmonella infection (Figure 3G; Figure S2 in Supplementary Material). As observed in the liver, we did not detect significant changes in bacterial CFUs (Figure 3H) in Hamp−/− versus WT spleen. Together, these data suggest that the serum and parenchymal iron overload phenotype of Hamp−/− mice does not favor the growth of Salmonella in vivo.

Changes in Iron Localization in Hamp−/− Liver during Salmonella Infection

A careful microscopy analysis of Perls staining confirmed the presence of iron (deep blue staining) in WT Kupffer cells, which tend to decrease (light blue staining) after Salmonella infection (Figure 3I). In the liver of uninfected Hamp−/− mice, iron accumulation was observed in hepatocytes of CL zones, whereas PP areas were not stained (Figure 3I). Interestingly, a change in the cellular localization of iron was observed after Salmonella infection with higher iron concentration in macrophages (Figure 3I, arrowheads) and hepatocytes (Figure 3I, arrows) lining the CL zones and the sinusoids walls. The decrease in liver iron content and its redistribution during infection suggest that Salmonella alter mechanisms of iron storage or export.

Downregulation of FPN during Infection by Salmonella Is Independent of Hepcidin

To determine whether FPN is involved in the redistribution of iron in the absence of Hamp, we measured FPN expression during Salmonella infection in Hamp−/− mice. As previously described, Hamp−/− mice expressed high levels of FPN protein in both spleen (Figure S3 in Supplementary Material) and liver (Figure 4A) compared to WT mice. FPN was mostly detected in Kupffer cells (F4/80+) in WT liver, whereas in Hamp−/− liver, FPN was strongly expressed by both Kupffer cells (F4/80+) and hepatocytes (F4/80−) (Figure 4A). After ST infection, in both WT and Hamp−/−, the expression of FPN was strongly decreased in hepatocytes and Kupffer cells when compared to uninfected tissues (Figure 4A). Similarly, a decrease of FPN expression in macrophages of the RP in WT and Hamp−/− spleen was observed after ST infection (Figure S3 in Supplementary Material). Similar observation was made after Salmonella Enteritidis (SE) infection (Figure S4 in Supplementary Material). In some microscopy fields of the liver, despite a global decrease of FPN staining in most of the section area, some localized FPN- and F4/80-positive regions were detected after ST (Figure S5 in Supplementary Material) and SE (Figure S4 in Supplementary Material) infections. Panel B in Figure S5 in Supplementary Material clearly indicated, within infected liver, the presence of large resident Kupffer cells negative for FPN expression (F4/80+; arrowhead) with smaller and round recruited monocytes both positive for FPN and F4/80 (arrow dot).
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FIGURE 4 | Hepcidin-independent downregulation of ferroportin (FPN) expression in liver and macrophages after Salmonella infection. (A) Immunohistofluorescence of FPN (green) and F4/80 (macrophage marker; red) expression in liver of naïve mice (−) or mice infected with Salmonella Typhimurium (ST) (+ST). (B) RT-qPCR analysis of Fpn, Hamp, and nitric oxide synthase 2 (NOS2) mRNA expression in wild-type (WT) (black bars) and Hamp−/− (white bars) liver before (−) and after (+ST) ST infection. Data are presented as fold changes (2−ΔΔCt) in infected mice relative to the mean value of WT (control) at each time point. (C) RT-qPCR analysis of Fpn, IL6, Hamp, and NOS2 mRNA expression in bone marrow-derived macrophage (BMDM) at different time points after infection with ST. The relative gene expression is expressed as −ΔCt (Ctgene of interest − CtHprt). White bars: uninfected BMDM (−); black bars: infected BMDM (+). Statistical significance: **P < 0.01; ***P < 0.001; ****P < 0.0001. The data are presented as mean ± SD.



In parallel to the decrease of FPN protein expression, the level of Fpn mRNA was significantly downregulated in both WT and Hamp−/− liver after ST infection (Figure 4B). Previous reports (16, 23) suggest that the nitric oxide synthase 2 (NOS2) play a role in a positive regulation of FPN during Salmonella infection. However, concomitant with the decrease of Fpn, an increase in the mRNA expression of Nos2 gene was observed with ST infection in both WT and Hamp−/− liver (Figure 4B).

A time-dependent downregulation of Fpn mRNA was also observed in BMDM cultures infected with ST (Figure 4C). Such negative regulation of Fpn was rapid occurring after 4 h of infection with no significant changes of Hamp level at that time. In contrast to in vivo infections, Hamp expression was slightly but significantly upregulated at 6 h in BMDM during Salmonella infection, suggesting that downregulation of Hamp in vivo most likely reflects a global repression in hepatocytes. As a control of BMDM infection, Il6 expression strongly increased during ST infection (Figure 4C). As observed in liver, Nos2 was also induced in BMDM after Salmonella infection. Overall these data are consistent with the conclusion that decreased expression of FPN during Salmonella infection is independent of HAMP.

DISCUSSION

In this article, we characterized the interplay between iron homeostasis and intracellular Salmonella infection, using different mouse models presenting distinct systemic and macrophages iron contents. Indeed two distinct models were used presenting either macrophage iron overload (AcB61) or macrophage iron deficiency but systemic iron overload (Hamp−/−).

Among our models, the AcB61 mice were the most susceptible to ST infection. AcB61 mice harbor a mutation in the gene Pklr leading to PK deficiency and resulting in chronic hemolytic anemia and tissue iron overload (20–22). We observed intensive EP activity in AcB61 tissue macrophages in vivo, which is consistent with in vitro studies showing that Pklr-deficient erythrocytes were more vulnerable to phagocytosis by macrophages than control erythrocytes (24). As a consequence of enhanced EP activity in AcB61 macrophages, strong heme recycling is observed with increased bilirubinemia and enhanced expression of both HMOX1 and FPN. Heme is known to be a potent inducer of HMOX1 transcription (25), and both heme and iron positively regulate macrophage FPN at both transcriptional and posttranscriptional levels (23, 26). In addition, FPN was strongly detected in vivo at the cell surface of AcB61 hepatic and splenic macrophages, suggesting some export of the iron from the cytosol to circulation.

The important iron storage and iron fluxes in AcB61 macrophages likely represent an advantage for the growth of Salmonella and contribute to the high susceptibility of AcB61. Interestingly, AcB61 mice have been challenged for their response to infection with several intracellular bacteria including Listeria monocytogenes (D. Malo, unpublished), different strains of Mycobacterium bovis (22, 27), and Legionella pneumophila (13). For all these models of infection, the Pklr mutation in AcB61 did not contribute to the clinical phenotype, and no further studies focusing on iron metabolism were performed. Other observations (not shown) indicate that the exacerbated susceptibility of AcB61 mice to Salmonella infection is not the consequence of a blunted immune response or a defect in the expression of the iron-siderophore binding protein lipocalin 2 and therefore likely reflects the accessibility to intracellular iron by the bacteria. Iron is an indispensable metal for the spread of virtually all human pathogens (3). Of note, numerous Salmonella-induced granulomas, which represent infected foci containing the bacteria, were mostly localized in iron-rich regions in AcB61 mice. Importantly, there was a significant decrease of serum iron in AcB61 when compared to A/J, suggesting that despite the fact that Salmonella is a facultative intracellular bacterium, it takes more advantage of the intracellular macrophage iron sources rather than of the extracellular sources. Accordingly, in spite of a high iron level in blood and hepatocytes, we observed no change in Salmonella load in Hamp−/− mice when compared to WT mice. However, we previously showed that mice deficient in Hamp were significantly more susceptible to lethal infection than heterozygous or wild type littermates (28). Such observation indicates the involvement of Hamp during systemic model of ST infection. However, the exact mechanism underlying such differences remains obscure.

Iron deficiency, bone marrow suppression, and hemolysis are described to participate in the establishment of anemia in infectious diseases (4). Lower hematocrit levels after Salmonella infection were observed in AcB61 and Hamp−/− mice despite important levels of plasma iron, suggesting that these mice do not develop iron-restrictive anemia during infection. Our observations are concordant with literature, suggesting that the main driving force for the decrease of hematocrit during Salmonella infection is an accelerated clearance of RBC (29, 30). Indeed, during Salmonella infection, AcB61 spleens present signs of strong EP activity with numerous RBC per macrophages. Salmonella infection via the stimulation of Toll-like receptor 4 has been shown to stimulate macrophages to hemophagocytosis, a process that lead to the phagocytosis of red and white blood cells (29, 30).

In addition, our work suggests that the Salmonella-induced anemia is, at least in part, independent of HAMP. Indeed, either no changes (AcB61 mice) or a decrease (WT mice) of hepatic Hamp expression is associated with anemia after ST infection, and even in Hamp−/− mice, a decreased hematocrit is still observed. In vivo, the expression of Hamp in the hepatocyte is governed by stimulatory (iron overload and inflammation) and inhibitory factors (erythropoietic ERFE and hypoxia), the net effect of these factors defining the Hamp level in the organism (31). In uninfected AcB61 mice, the positive iron regulator is likely compensated by the negative erythropoietic regulator (ERFE) leading to normal but inadequately low level of Hamp for the degree of iron loading observed in these mice. Indeed, we observed extramedullary erythropoiesis and increase of Erfe mRNA levels (not shown) in the spleen of AcB61. As previously observed (28), in WT mice, Hamp expression was repressed after ST infection. In contrast, other studies have reported increased expression of Hamp during ST infection in mice (32) or Salmonella Typhi in humans (33). Interestingly, in a model of the AI using a heat-killed Gram-negative bacteria, Brucella abortus, Hamp was shown to be upregulated in an early phase associated with erythropoietic suppression but was downregulated in a second later phase in parallel with an increase in EPO and erythropoiesis (34, 35). In addition, Salmonella infection has been shown to initiate extramedullary erythropoiesis and splenomegaly with increases in RBC precursors and EPO production (36). These differences observed between studies in the regulation of Hamp during Salmonella infection may rely on differences in the degree of compensatory erythropoiesis at the infection time (negative regulation of Hamp via ERFE).

In this study, we observed a strong negative regulation of the iron exporter FPN at both the mRNA and the protein level in Hamp−/− mice, indicating that the repression of the iron exporter by Salmonella infection is independent of HAMP action. Recently, a strong HAMP-independent, negative regulation of FPN mRNA and protein was also documented in BMDM and liver and spleen of mice in response to acute inflammatory conditions induced by TLR2/6 agonists (37). In this study, the reduced expression of FPN in macrophages was sufficient to rapidly induce hypoferremia in mice (37). Similarly, reduction of spleen Fpn mRNA level by TLR4 agonist was shown to be HAMP independent (38).

In WT mice, we also observed a concomitant decrease in both FPN expression and plasma iron with a decrease in Hamp expression. Together, such observations suggest that beside HAMP effect, other mechanisms exist to induce a pathogen-mediated hypoferremic response, contributing to the AI.

In vivo, the negative regulation of FPN protein was observed in tissue macrophages after ST infection. Similar observation was made after SE infection (Figure S4 in Supplementary Material). Of note, we did not observe a decrease in Fpn mRNA expression in infected AcB61 mice despite the strong loss of FPN protein expression at the cell surface of AcB61 macrophages. The strong positive regulation of Fpn mRNA expression by heme and iron in erythrophagocytic AcB61 macrophages likely counteracts the Salmonella-mediated negative regulation at the level of mRNA. Such observation suggests that posttranscriptional regulations may exist since FPN protein expression is diminished without any changes of Fpn and Hamp mRNA levels. Recently, iron regulatory proteins (IRPs) have been shown to play a role during Salmonella infection (39). FPN contains an iron-responsive element in its 5′ UTR, and its translation is repressed by the IRPs. Therefore, during Salmonella infection, IRPs could block the translation of Fpn and thereby contribute to the decrease of FPN protein levels despite no alteration at the levels of mRNA. However in the context of AcB61 mice, the high iron content observed in macrophages likely impairs the action of the IRPs. Since FPN protein expression decreased despite maintained level of Fpn mRNA in AcB61 mice during salmonella infection, other posttranscriptional mechanism(s) may occurred.

Interestingly, FPN- and F4/80-positive cluster of cells were detected only in the liver of Hamp KO mice after Salmonella infection. In these mice, our cellular analysis strongly suggests that such cellular aggregates correspond to the recruitment of uninfected circulating monocytes overexpressing FPN because of the lack of Hamp.

In vitro, the negative FPN regulation was directly observed at the level of mRNA in ST-infected cultured BMDM. Our data are consistent with previous observations showing decreased FPN mRNA expression in vivo (37, 40) and ex vivo in cultured murine and human macrophages treated with lipopolysaccharide (LPS) (16, 41–43). ST infection and LPS stimulation were shown to induce similar changes in macrophage gene expression (44). The molecular mechanism of Fpn mRNA repression in macrophages via LPS/TLR4 stimulation is still not known. Moreover, downregulation of Fpn expression in macrophages was also reported with TLR2/6 (37, 45) expanding the FPN response to various pathogen-associated molecules.

In the context of intracellular pathogen infection, low levels of FPN in macrophages will favor cellular iron sequestration and bacterial growth inside the infected cells. This is consistent with in vitro studies showing that degradation of FPN resulted in increased macrophage bacterial growth in Salmonella-infected J774 macrophages (46). In opposition to this cellular scenario, other authors proposed that during infection with macrophage-tropic intracellular pathogens, macrophages respond by an upregulation of FPN to limit intracellular iron content (10, 12). Increases in FPN mRNA and protein expression in mouse macrophages cell lines RAW264.7 or thioglycollate-elicited peritoneal macrophages have been reported during Salmonella infection (10). The same authors have proposed that upregulation of FPN during Salmonella infection involves NO production by NOS2 (10, 12). However, in our ST-infected BMDM as well as in the liver of infected mice, the FPN gene repression occurred with a concomitant increase of the NOS2 expression. The role of NOS2 and NO in the regulation of FPN needs further investigation. The discrepancy between studies regarding the regulation of FPN during intracellular infection is unclear and warrants continued effort to clarify this important regulation in the context of infectious diseases. The use of different antibodies against FPN, which are not all carefully characterized by appropriate controls of specificity, could contribute to the differences observed between different studies.

Despite FPN downregulation during Salmonella infection in our models, we observed a decrease in iron within infected spleen and liver. Such a decrease in tissues iron was strongly observed in Hamp−/− liver but was not seen in AcB61 tissues, likely masked by the exacerbated EP activity and heme iron uptake by macrophages in these tissues. During infection, macrophage iron could be consumed, at least in part, by the bacteria itself, dependent on this metal for its growth and dissemination. Alternatively, FPN-independent export of iron may occur in infected macrophages. A peculiar iron distribution was observed in Salmonella infected Hamp−/− liver, with some strong accumulation in CL hepatocytes and sinusoidal Kupffer cells. One possible explanation is the engulfment of iron-loaded apoptotic hepatocytes by liver macrophages. Indeed both iron overload and LPS/inflammation have been shown to induce apoptosis in hepatocytes (47, 48). Therefore, in Hamp−/− mice, the iron overloaded hepatocytes in the CL zone are likely more sensitive to apoptotic processes during Salmonella infection. Since macrophage FPN expression is repressed, an increase of phagocytosis of such apoptotic cells could lead to iron overload in sinusoidal and CL macrophages.

CONCLUSION

Our observations suggest that to promote its intracellular growth, Salmonella modulates macrophage iron homeostasis to favor its access to intracellular iron with the reduction of iron export via the downregulation of FPN. Importantly, such a macrophage cellular host response, which promotes infection, anemia, and hypoferremia, is independent of macrophage iron and HAMP levels. To fight against bacterial infectious diseases and to correct the anemia during chronic infection, effort has to be made to understand whether this HAMP-independent downregulation of FPN expression exists in different macrophages populations and is a general host response observed with other intracellular pathogens infection.
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Tuberculosis (TB) remains a major global health threat. Urgent needs in the fight against TB include improved and innovative treatment options for drug-sensitive and -resistant TB as well as reliable biological indicators that discriminate active from latent disease and enable monitoring of treatment success or failure. Prominent interferon (IFN) inducible gene signatures in TB patients and animal models of Mycobacterium tuberculosis infection have drawn significant attention to the roles of type I IFNs in the host response to mycobacterial infections. Here, we review recent developments in the understanding of the innate immune pathways that drive type I IFN responses in mycobacteria-infected host cells and the functional consequences for the host defense against M. tuberculosis, with a view that such insights might be exploited for the development of targeted host-directed immunotherapies and development of reliable biomarkers.
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INTRODUCTION

With an estimated 1.8 million TB-related annual deaths worldwide, approximately one-third of the global population harboring latent Mycobacterium tuberculosis infection, and significant numbers of drug-resistant cases, there is an urgent and compelling need for more sophisticated diagnostic and treatment options for tuberculosis (TB) (1). M. tuberculosis is an intracellular pathogen that mainly resides within macrophages. The multi-tiered immune response elicited upon M. tuberculosis infection is complex, and our understanding of the requirements for protective immunity remain incomplete (2). Observations in humans and mouse models have firmly established essential roles for interleukin-12 (IL-12) and interferon gamma (IFN-γ)-mediated T cell functions in the control of M. tuberculosis infection. Inflammatory cytokines such as tumor necrosis factor alpha (TNF-α) and IL-1 are critical contributors to the immune defense against M. tuberculosis (2). Recently described gene signatures in blood of patients with active TB disease (3–9) are being explored extensively for their utility as biomarkers for the reliable diagnosis of active TB, tracking of at-risk individuals, and monitoring of treatment outcome. Additionally, the discovery of IFN-related gene signatures in patients with active TB disease (3–9) has created significant momentum behind investigation of the innate immune pathways and pathophysiological consequences of type I IFN expression during M. tuberculosis infection. While IFN-γ is the sole type II IFN, type I IFNs in humans comprise several IFN-α subtypes, IFN-β, IFN-ω, IFN-ε, IFN-τ, and IFN-κ (10). All known type I IFNs signal through a common receptor, IFNAR, which consists of the low-affinity IFNAR1 and the high-affinity IFNAR2 (11, 12). It is increasingly appreciated that type I IFNs not only play a significant role in the antiviral response but are also a central aspect of the host response to bacterial infections (13, 14). In this context, type I IFNs appear to promote or impair pathogen control and disease pathology depending on the infectious agent, acute or chronic state of the infection, and possibly also the model system studied (15). Evidence from human case reports and animal models suggests complex contributions of type I IFNs to the host response during M. tuberculosis infection as both protective and detrimental roles for the host have been described. The impact of type I IFNs and related immune response networks on pathology and pathogen control during M. tuberculosis infection are also assessed with an eye to host-directed interventions in TB. In this review, we highlight recent advances in the study of TB patient blood gene expression signatures, and the definition of innate immune drivers and immunological consequences of type I IFN expression in the context of M. tuberculosis infection.

BLOOD GENE EXPRESSION SIGNATURES IN THE QUEST FOR TB BIOMARKERS

There are increasing numbers of cross-sectional and longitudinal studies exploring whole blood gene expression in TB patients as a potential diagnostic indicator of disease status, manifestation, and responsiveness to treatment [reviewed in more detail elsewhere, e.g. (16–18)]. While the individual genes identified across the various studies are remarkably discordant (18), overall signatures returned from many of these studies have implicated IFN signaling (5, 16). However, independent meta-analyses of publicly available datasets have expressed different views on the dominance and robustness of IFN signatures in active TB (6, 19). An overarching goal of current studies is the identification of minimal gene signatures in global gene expression profiles that can be utilized as reliable TB diagnostic markers in clinical settings. Potential applications of this approach include distinguishing active TB from latent M. tuberculosis infection and other infections; monitoring of treatment success/failure; and predicting risk of developing active disease (6–9, 20–22). Some, but not all, of these proposed minimal marker combinations contain IFN-regulated genes. The “omics” approaches currently being pursued clearly indicate innate and adaptive immune response signatures that significantly enhance our current understanding of peripheral host responses during active and latent TB. Consideration of whether or not these molecular signatures are unique to TB is important when designing and interpreting global host response profiles for the derivation of reliable diagnostic markers. Consideration of potential confounding factors, as well as inclusion of unrelated disease controls cohorts, is also critical for success in these endeavors.

Human immunodeficiency virus (HIV) remains a major risk factor for development of active TB. Approximately 1/3 of HIV-positive individuals worldwide are latently infected with M. tuberculosis (1). Currently, 55% of notified TB cases are HIV-positive and approximately 22% of TB-related deaths occur in HIV-positive individuals (1). Due to significant virus-associated immunological alterations in HIV-positive individuals, the utility of minimal gene signatures in distinguishing active from latent TB may be compromised in these cases (9, 21). Encouragingly, signatures that distinguish active TB from latent TB in HIV-positive and -negative individuals are emerging (8, 23). Additionally, type II diabetes is being increasingly recognized as a significant comorbidity that adversely affects TB severity, treatment responsiveness, and outcome in high TB burden countries (24). Thus, exploration of molecular signatures to better understand the nature of the TB/type II diabetes interaction is an important upcoming challenge. Notably, a recent study that compared blood transcriptomics in South-Indian TB patients with and without type II diabetes concluded that the utility of blood gene expression markers in the diagnosis of TB might not be confounded by type II diabetes (25). Independent confirmation of these findings in populations where high type II diabetes and high TB burden intersect will be of great significance for the development of new molecular marker-based TB diagnostics.

Interferon-associated genes are present not only in blood gene expression signatures reported for active TB, but also in patients with the granulomatous diseases meliodosis and sarcoidosis (7, 26–29). This suggests that peripheral blood gene expression signatures may be shaped by responses to tissue pathology rather than a specific underlying cause. Moreover, Blankley et al. highlight that severity of clinical symptoms in TB patients is associated with the magnitude of gene expression, regardless of the site of infection (7). Nevertheless, comparisons of global response patterns in active and latent TB with other infectious or inflammatory conditions have yielded encouraging results, as they suggest that molecular signatures that reliably discriminate active TB can be identified (3, 21, 28, 30). Patient cohort-based profiling in search of reliable TB diagnostics calls for careful study design, inclusion of clinical metadata, and clear definition of patient and control cohorts (17). Continuing developments in the analysis of “omics” data, including statistical frameworks, machine learning, multi-platform integration, and network analyses, will be important assets in defining molecular markers that perform robustly independent of age, gender, ethnicity, and comorbidities.

MOLECULAR PATHWAYS THAT DRIVE TYPE I IFN PRODUCTION IN MYCOBACTERIA-INFECTED HOST CELLS

Mycobacterium tuberculosis infection induces type I IFN expression in human and mouse macrophages and myeloid dendritic cells (31–38). The serine/threonine kinase, TANK-binding kinase 1 (TBK1), is a central driver of type I IFN expression in M. tuberculosis-infected host cells (33). TBK1 facilitates phosphorylation of interferon regulatory factors (IRFs), and IRF3 and IRF5 have been reported to facilitate type I IFN expression in mycobacteria-infected host cells (39). IFN-β expression requires collaboration of IRFs with other transcription factors including NF-κB, ATF-2, and c-Jun (40), emphasizing the complexity of host signaling events that shape type I IFN expression. Pattern recognition receptors (PRRs) that have been linked to TBK1 phosphorylation and type I IFN expression in response to mycobacterial infection include the Nod-like receptor NOD2, stimulator of interferon genes (STING) either directly or via activation of cyclic GMP-AMP synthase (cGAS), as well as Toll-like receptor (TLR) 4 (Figure 1).
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FIGURE 1 | Innate immune signaling pathways that drive type I IFN responses in mycobacteria-infected host cells. During infection, the Mycobacterium tuberculosis ESX-1 secretion system facilitates disruption of the phagosomal membrane contributing to mitochondrial stress and leakage of mycobacterial products into the cytosol. These products include the cyclic dinucleotides cyclic diadenosine monophosphate (c-di-AMP) and cyclic diguanosine monophosphate (c-di-GMP), DNA, and N-glycolylated muramyl dipeptide (MDP). Recognition of cytosolic mitochondrial and mycobacterial DNA by cyclic GMP-AMP synthase (cGAS) initiates formation of the second messenger cyclic-GMP-AMP (cGAMP). cGAMP and bacterial cyclic dinucleotides interact with dimeric STING on the endoplasmic reticulum or the STING-accessory molecule DDX41. STING activation and relocation to the perinuclear Golgi initiates recruitment and activation of TANK-binding kinase 1 (TBK1), and possibly also IKKε. Subsequent activation and nuclear translocation of the functionally active dimeric transcription factors interferon regulatory factor (IRF)3 and NF-κB drives expression of type I IFNs. cGAMP may also access uninfected cells via gap junctions, triggering STING activation and type I IFN expression in bystander cells. MDP is recognized by NOD2, which leads to RIP2-mediated activation of TBK1, culminating in IRF5 dimerization and nuclear translocation. M. tuberculosis isolate BTB 02-171 induces type I IFN expression dependent on TLR4. It is inferred that the induction pathway is similar to the known toll-like receptor (TLR)4 endosomal signaling pathway. However, this awaits experimental confirmation. Mycobacterium bovis Bacillus Calmette–Guérin (BCG) lacks ESX-1, yet, can elicit type I IFN expression. Cyclic dinucleotide-mediated STING activation independent of ESX-1 has been described.



The Mycobacterial Type VII Secretion System ESX-1 Facilitates Activation of Cytosolic Surveillance Pathways and Type I IFN Expression

Early studies established that induction of type I IFN responses by M. tuberculosis was greatly diminished if the genomic region of difference-1 (RD-1), the RD-1 encoded type VII ESAT-6 secretion system 1 (ESX-1), or its key components were deleted (33, 34, 39). The ESX-1 secretion system is a major virulence determinant of M. tuberculosis that mediates secretion of mycobacterial products that shape host responses to infection (41). ESX-1 may also directly affect phagosome membrane integrity (42). Co-localization studies with galectin-3, a marker of damaged membranes, and ubiquitin suggest that within 24 h of infection approximately 10% of M. tuberculosis bacteria are in contact with the cytoplasm and that this is dependent on ESX-1 (43). Compromised phagosomal membranes facilitate interactions of M. tuberculosis and its products with the cytosol fostering recognition by cytosolic surveillance pathways (33, 35, 39, 44, 45).

NOD2 has been implicated as a cytosolic sensor of M. tuberculosis that drives IFN-α and IFN-β expression upon infection (39, 46). Polyubiquitination of the NOD2-effector RIP2 was significantly diminished upon infection with ESX-1-deficient M. tuberculosis when compared to wild-type bacteria, identifying RIP2 as a major downstream effector of NOD2 in the recognition of M. tuberculosis. The unusual mycobacterial N-glycolylated muramyl dipeptide is a driver of NOD2-mediated type I IFN responses via RIP2 and IRF5, but not IRF3 (39). Reports addressing the role of NOD2 in the host control of M. tuberculosis infection in the mouse model in vivo have returned varying results. Whereas NOD2-deficient (Card15−/−) mice were not impaired in their ability to control infection with M. tuberculosis in two independent studies (47, 48), one study reported impaired T helper 1 (Th1) responses associated with slightly impaired survival and a modest increase in bacterial burden late during infection (48). Similarly, reports on human polymorphisms in the NOD2 gene and susceptibility to, or protection from TB have returned varying results and will require further validation (49–53).

NOD2- and RIP2-deficiency only partially ablated M. tuberculosis-induced IFN-β and IFN-α expression (39), suggesting that additional molecular pathways of type I IFN induction exist. Several recent independent studies identified cGAS and STING as central drivers of IFN-β expression in human and murine macrophages during M. tuberculosis infection (35, 37, 38, 54). STING contains four transmembrane domains that anchor it into the endoplasmic reticulum membrane, as well as a large C-terminal domain involved in binding of TBK1 and IRF3. Binding of one molecule of cyclic di-nucleotide of either host or bacterial origin to STING dimers facilitates TBK1 and IRF3 activation (55). Endogenous 2′3′-cyclic GMP-AMP (cGAMP) is a second messenger generated by cGAS upon binding of cytoplasmic DNA. This cytoplasmic surveillance mechanism is a major driver of STING activation and type I IFN responses. Both cGAS- and STING-deficient human and mouse macrophages are impaired in their ability to express IFN-β in response to M. tuberculosis infection (35, 37, 38, 54). The underlying mechanisms that trigger this pathway are under intense investigation. It has been suggested that mycobacterial DNA gains access to the host cell cytoplasm and directly binds to cGAS, a process facilitated by ESX-1-dependent phagosome damage (37, 38). Others reported that the extent of macrophage IFN-β expression in response to different M. tuberculosis isolates correlated with mitochondrial stress, with no observable differences in the proportions of bacteria associated with damaged phagosomes (43). These observations suggest that the extent of mitochondrial DNA released during M. tuberculosis infection may contribute to cGAS-dependent activation of type I IFN expression by macrophages and determine the extent of the type I IFN response (43). Further amplification of STING-driven type I IFN expression may occur in uninfected bystander cells through shuttling of cGAMP through tight junction proteins (37, 56).

In addition, bacterial pathogens generate cyclic di-nucleotides that can activate STING independent of cGAS (55). The M. tuberculosis di-adenylate cyclase (disA or dacA) synthesizes c-di-AMP, which triggers IFN-β expression in macrophages and dendritic cells through STING activation, either through direct binding or via engagement of DEAD-box helicase 4 (DDX4) (35, 55, 57, 58). IFN-β expression in response to M. tuberculosis disA mutant bacteria was reduced compared to wild-type bacteria. Conversely, disA overexpression in M. tuberculosis CDC1551 and Erdman enhanced IFN-β expression (35). The discovery that M. tuberculosis expresses a phosphodiesterase, cdnP, that not only cleaves bacterial c-di-AMP and c-di-CMP but also the host-derived STING activator 2′3′-cGAMP (59, 60), is in keeping with the remarkable adaptation of this bacterium to its intracellular niche within the host. Accordingly, a cdnP M. tuberculosis transposon mutant induced elevated IFN-β, whereas cdnP overexpression impaired IFN-β expression by macrophages (60). Of note, the elevated IFN-β response elicited by cdnP deficient M. tuberculosis bacteria was independent of NOD2 (59), indicating that these cytoplasmic detection pathways are operating in parallel. Importantly, however, modulation of disA and cdnP expression did not only affect type I IFN expression but also pro-inflammatory cytokines like TNF, IL-6, and IL-1 (35, 60). These cytokines are important for the immune control of M. tuberculosis infection and can counter-regulate type I IFN expression (discussed below). This impact on the balance of key cytokines that are essential to control M. tuberculosis infection in vivo may account for the enhanced or attenuated virulence of the respective M. tuberculosis mutants in vivo (35, 59, 60). Moreover, the ability and extent of c-di-AMP production by M. tuberculosis, as well as cGAS and STING activation in M. tuberculosis-infected macrophages have been linked to autophagy (35, 38, 54). It will be valuable to further investigate molecular mechanisms of the engagement of pro-inflammatory cytokine responses and cell autonomous defense mechanisms by mycobacteria-derived c-di-AMP, which may involve other c-di-AMP-sensors such as DDX4 (35, 61) and RECON (62).

Despite the profound contributions of cGAS and STING to M. tuberculosis-induced type I IFN responses and autophagy activation reported by in vitro studies (35, 37, 38, 45, 54), bacterial burden in infected organs of mice deficient in cGAS or STING expression was comparable to wild-type controls (38, 54). One study reported impaired survival of cGAS- but not STING-deficient mice late during the chronic phase of infection (>100 days) (54). Whether this is linked to STING-independent functions of cGAS such as impaired autophagy (54, 63) remains to be established. Moreover, roles for DDX4 (61) and RECON (62) in regulating host responses and pathogen control during M. tuberculosis infection remain to be defined.

ESX-1-Independent Induction of Type I IFNs in Mycobacterial Infection

While the data discussed above support a central role for the ESX-1 secretion system in the induction of type I IFN expression in M. tuberculosis-infected host cells, there is compelling evidence for mycobacteria-induced type I IFN responses in the absence of ESX-1. Type I IFN expression in response to ESX-1-deficient M. tuberculosis strains is reduced but not ablated compared to WT mycobacteria (38, 39). Moreover, the attenuated Mycobacterium bovis strain Bacillus Calmette–Guérin (BCG) lacks the RD-1 region including the genes that encode the ESX-1 secretion system (64). Yet, BCG induces type I IFN expression in both human and mouse primary macrophages, albeit to a significantly lesser degree than virulent M. tuberculosis (34, 35). IFN-β expression in BCG-infected macrophages was significantly reduced in Sting−/− cells, indicating STING-driven type I IFN expression. Moreover, overexpression of disA in BCG enhanced IFN-β expression compared to wild-type BCG (35). These data suggest that mycobacteria-derived dinucleotides may gain access to the cytosol in the absence of ESX-1 and induce IFN-β expression via activation of STING. It seems plausible that bacteria-derived dinucleotides may also activate STING and type I IFN expression in uninfected bystander cells by passing the cell membrane or through gap-junction trans signaling as proposed for cGAMP (37, 56). The extent to which mitochondrial stress responses may contribute to this STING-dependent type I IFN response (43) remains to be established.

Interactions of bacterial or viral components with specific TLRs can drive type I IFN expression. TLRs are type I transmembrane proteins that localize to the cell membrane or endosomal membranes. They sense microbial components in the extracellular environment or internalized materials in the “extracellular” space of intracellular trafficking compartments, but not in the cytoplasm (65). Dimerization of TLRs upon ligand binding facilitates recruitment of adaptor proteins and the initiation of intracellular signaling (66, 67). MyD88-dependent signaling from endosomal TLR7, TLR8, and TLR9 activates IRF-7 and results in the expression of type I IFNs (68). TLR4 internalization into endosomes upon stimulation with lipopolysaccharide engages TRIF and TRAM, facilitating IKKε and TBK-1 activation. Subsequent phosphorylation of IRF-3 leads to the expression of type I IFNs (69, 70). Recent data suggest that TLR2 may similarly induce TRIF- and TRAM-dependent signaling from endosomes (71). Initial studies concluded that TLRs are not a major driver of type I IFN responses during M. tuberculosis infection. Ifnb1 expression by mouse macrophages infected with M. tuberculosis H37Rv was independent of TLR2, exhibited a minor defect in Trif−/− cells, and appeared to be negatively regulated by TLR4 (comparison of C3H/HeN versus C3H/HeJ) and MyD88 (33). A separate study showed that macrophage Ifnb1 expression upon infection with the M. tuberculosis clinical isolate 1254 was equivalent between wild-type cells and macrophages deficient in Tlr4, Tlr2, Tirap, Myd88, or Trif (32). In contrast, TLR4-driven Ifnb1 expression induced by the lineage 2 M. tuberculosis isolate BTB 02-171 was associated with TLR4-dependent enhanced virulence in mice (72, 73). While the TLR4 ligand in strain BTB 02-171 remains to be identified, these observations invite speculation that TLR4 signaling in this context may occur from maturing mycobacteria-containing phagosomes or endosomal compartments during infection. Whether such signaling engages TRIF, and/or also occurs downstream of other TLRs implicated in human susceptibility to M. tuberculosis infection, remains to be established. These findings encourage investigations into the TLR-activating properties of M. tuberculosis isolates dominant in populations or ethnic groups that show associations of TB susceptibility or severity with polymorphisms in TLR4 (74, 75), TLR2 and its co-receptors (76–81), as well as TLR8 (80, 82) and TLR9 (83). Comparisons with populations where such associations cannot be established (63, 84–87) will be of great value.

CONSEQUENCES OF TYPE I IFN SIGNALING DURING M. tuberculosis INFECTION

The IFN gene signatures reported by the landmark study by Berry et al. (3) and subsequently several other studies firmly establish that IFNs flavor the peripheral immune response in patients with active TB. It is important to note that both type I and type II IFNs are implicated in driving these IFN signatures, especially those attributable to STAT1 homodimerization-stimulated gamma-IFN activation sequence (GAS)-regulated gene expression, which occurs in response to both type I and type II IFNs (88).

Impact of Type I IFN Signaling in Mice and Humans on Pathogen Control and Disease Outcome

Mice

The functional consequences of type I IFN signaling in the context of M. tuberculosis infection are incompletely understood. The evidence so far suggests that the impact of type I IFN signaling on host resistance and disease severity are determined by the immune competence of the host, with contributions by the bacterial strain. The degree of M. tuberculosis-induced IFNα/β expression in mice has been correlated with the virulence of M. tuberculosis strains (43, 89). Ifnar1-deficiency in mice with a M. tuberculosis-susceptible genetic background (A129, 129S2) enhanced host survival upon infection with the high type I IFN-inducing hypervirulent HN878 strain but also the low IFN-inducing strain CDC1551 (90, 91). Ifnar1-deficiency also partially rescued accelerated mortality in the highly susceptible Il1r−/− mice infected with the moderate type I IFN-inducer, H37Rv (92). These data suggest that endogenous type I IFN signaling impairs host resistance to M. tuberculosis infection in susceptible hosts. A study in C57BL/6 mice, a mouse strain more resistant to M. tuberculosis infection, reported equivalent survival rates between Ifnar1−/− and C57BL/6 mice infected with the hypervirulent HN878 and other M. tuberculosis strains, despite diminished bacterial burden in the lungs of infected Ifnar1−/− mice (93). Other studies compared C57BL/6 and Ifnar1−/− mice during infection with H37Rv and the hypervirulent, high type I IFN-inducing BTB 02-171 strain for 70 and >200 days of infection. As neither C57BL/6 wild-type nor Ifnar1−/− mice succumbed to the infection during these time frames, the impact of Ifnar1 single deficiency on survival upon infection with these M. tuberculosis strains remained unclear (73, 94). Of note, Ifnar1−/− mice on C57BL/6 background showed diminished bacterial burden and pathology as well as a minor survival advantage during long-term infection (>200 days) with Mycobacterium africanum (95). While M. africanum is a poor inducer of type I IFN responses (43), these data suggest that type I IFN signaling may subvert effective long-term host control of this infection in a relatively resistant host.

Administration of neutralizing anti-IFNα/β antibodies to resistant B6D2/F1 mice prior to and upon infection with M. tuberculosis HN878 provided a long-term survival benefit, associated with lower IFN-α expression and STAT1 activation in lung tissue, albeit without significant effects on bacterial burden (90). This suggests that pre-existing type I IFN responses in the host at the time of exposure may influence the outcome of M. tuberculosis infection. This is supported by the observation that pre-infection of mice with influenza A virus accelerated host death (>160 days of M. tuberculosis infection). This was associated with exacerbated inflammation and some transient early and late elevation of bacterial burden, which was abrogated in Ifnar1−/− mice (96). Moreover, artificial exacerbation of type I IFN responses in M. tuberculosis-infected resistant mice, e.g., by intranasal administration of IFNα/β or the stabilized synthetic TLR3 agonist pICLC, significantly impaired host survival, exacerbated lung inflammation, and impaired the host’s ability to restrict M. tuberculosis (89, 92, 97).

While the reasons for variable effects on bacterial burden and host survival in the abovementioned studies remain to be elucidated, the evidence gathered through genetic and exogenous modulation indicate detrimental effects of type I IFN signaling in mouse models of M. tuberculosis infection across a spectrum of host genetic backgrounds and mycobacterial strains (Table 1). However, there is evidence that type I IFN signaling exerts some protective effects in the absence of IFN-γ. Mice that lack the IFN-γ receptor are highly susceptible to M. tuberculosis infection, as reflected by poor host control of the bacteria, extensive pathology, and accelerated death. Additional Ifnar1 deficiency in Ifngr−/− mice further impaired survival suggesting that type I IFN signaling played a non-redundant protective role relatively early during infection with M. tuberculosis H37Rv and BTB 02-171 that was only apparent in the absence of IFN-γ signaling (73, 94). These observations suggest that the relative balance of type I and type II IFN functions defines host control of M. tuberculosis and pathology during the infection. It is worth noting that in mice infected with M. bovis BCG, Mycobacterium avium, and Mycobacterium smegmatis, type I IFNs appear to have protective roles (98–100), encouraging further investigations into the functional contributions of type I IFNs to host protection across a wider spectrum of mycobacteria.

TABLE 1 | Perturbations of type I IFN signaling in mouse models and consequences for infection with bacteria of the Mycobacterium tuberculosis complex.
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Humans

The evidence obtained from mouse models of M. tuberculosis infection suggests that in the immune competent host, type I IFN signaling impedes the host’s ability to limit lung pathology and/or bacterial replication, to the benefit of the pathogen. However, there are several clinical case reports that inhaled or subcutaneous administration of IFN-α to tuberculosis patients, in conjunction with co-administration of antimycobacterial antibiotics, improved clinical symptoms (Table 2). It is important to note that these patients were selected due to failure of conventional treatment options and/or recurrent disease, and often received IFN-α late in their infection. Underlying unidentified immune deficiencies may thus have been a confounding factor. Moreover, reports of therapeutic effects of IFN-α administration to patients that presented with non-tuberculous mycobacterial infections suggest contributions of type I IFNs to the antimycobacterial defense in humans in the context of genetically manifested IFN-γ signaling deficiencies (102, 103). The clinical observations in IFN-γ signaling deficient patients are somewhat reminiscent of the studies in Ifngr−/−Ifnar1−/− mice (73, 94). This encourages studies to enhance our understanding of the complex interplay between type I and type II IFN during mycobacterial infection and how this may be harnessed therapeutically in the context of compromised IFN-γ/IFNGR signaling. Recombinant IFN-α is commonly used in the treatment of chronic viral hepatitis. While some studies suggest that long-term administration of recombinant IFN-α does not bear a major risk for TB reactivation (104), case reports of TB reactivation associated with IFN-α therapy demand caution in the clinical management of co-infected individuals (105–109). Thus, detailed assessment of the direct and indirect roles of endogenous and therapeutically administered type I IFNs in the control of latent M. tuberculosis infection is an important area of future pursuit.

TABLE 2 | Impact of type I IFNs in patients with mycobacterial infections.
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It is obvious that our understanding of the contributions of type I IFN signaling to host control of mycobacterial infections is incomplete. Parallels between mouse models and human patients are emerging, but remain limited. In-depth knowledge of type I IFN responses and their contributions to host control in other model systems may be required to bridge important gaps between human and mouse immune pathogenesis during M. tuberculosis infection. The non-human primate model where IFN signaling transcriptional signatures are also highly associated with active TB disease may offer valuable opportunities (115). Confounding factors that require careful consideration in future studies include the impact of host genetic susceptibility, the host’s type I IFN status at the time of infection, the temporal contributions of type I IFNs in active and latent infection, the site of infection, and the infecting mycobacterial species. Detailed understanding of the timing and nature of the interactions between type I and type II IFNs may help to more clearly define intervention strategies and risk factors in the management of mycobacterial infections in patients with (known or unknown) underlying immune deficiencies and co-infections.

Mechanistic Insights into How Type I IFNs Regulate Immune Responses during M. tuberculosis Infection

In light of the potential implications for host-directed therapies in TB, the molecular and cellular mechanisms by which type I IFNs suppress, or in some contexts promote, effective immune control of M. tuberculosis are the subject of intense investigation and discussion (2, 116, 117) (Figure 2).
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FIGURE 2 | Impact of type I IFNs on protective (green) and detrimental (red) host responses in the immune-competent Mycobacterium tuberculosis-infected host. The current literature suggests that in the immune-competent host, type I IFNs suppress host-protective IFN-γ and IL-1α/β responses, as well as the recruitment of mycobacteria-restricting monocytes/macrophages. In contrast, type I IFN signaling can directly induce NO production, a contributor to effective antimycobacterial host defense. The evidence for the contributions of type I IFNs to host-protective interleukin-12 and TNF responses is currently ambiguous and may be determined by timing, dose, and source of the type I IFN response. Type I IFNs are a driver of IL-10, a cytokine that impairs antimycobacterial immune responses during all stages of infection. Type I IFN signatures in patients have been associated with neutrophils and studies in mouse models of heightened M. tuberculosis susceptibility suggest that type I IFN signaling facilitates infection of permissive neutrophils, which have been associated with damaging tissue pathology.



Myeloid Antimicrobial Defense

Independent studies in different mouse models suggest that type I IFN signaling during M. tuberculosis infection defines the nature of the early myeloid cell infiltrate into the lung, which may favor bacterial replication due to a diminished ability to restrict intracellular mycobacteria (91, 97, 118). Type I IFNs impair the IFN-γ-induced human and mouse macrophage control of M. tuberculosis and other mycobacteria (119–121). At least in human macrophages, this impaired ability to control intracellular mycobacteria is likely facilitated through the IL-10-mediated inhibition of the IFN-γ-driven vitamin D3/cathelicidin/defensin beta 4A antimicrobial defense pathway (120). The interferon-stimulated gene (ISG) ISG-15 has recently been implicated in promotion of early intracellular M. tuberculosis replication in mice, but seems to have protective roles later during infection (122). This later role supports findings in ISG15-deficient patients with mycobacterial disease that suggest that secreted ISG15 promotes IFN-γ secretion (123). Of note, ISG15 expression was detectable in several human leukocyte subpopulations including T cells, NK cells, myeloid and plasmacytoid dendritic cells, monocytes, with the highest levels detected in granulocytes. Exogenous IFN-a enhanced ISG15 expression most dramatically in granulocytes (123), which may provide a link for the functional importance of neutrophil-associated IFN-inducible gene signatures in humans with active disease (3). In contrast to the impaired IFN-γ-mediated macrophage control of mycobacteria, in the absence of IFN-γ signaling type I IFNs may facilitate the recruitment, differentiation and/or survival of myeloid cells that control M. tuberculosis to some extent. This may be due to type I IFN-mediated prevention of skewing of macrophages toward an alternatively activated phenotype (73, 94).

IL-12/IFN-γ and Th1 Response

High type I IFN responses in mice infected with hypervirulent HN878 are associated with diminished Th1 responses including lower IFN-γ production and proliferation by antigen-specific T cells (89, 90, 93). There is in vitro and in vivo evidence that type I IFNs exert these suppressive effects through impairment of myeloid-derived IL-12 production. In myeloid cells derived from M. tuberculosis-infected bone marrow chimeric mice, IFNAR-deficiency enhanced myeloid cell-derived IL-12p40 expression in response to re-stimulation with M. tuberculosis compared to wild-type cells (116). In murine M. tuberculosis-infected macrophages, exogenous addition of high concentrations of IFN-β suppressed IL-12 expression as well as IFN-γ-induced macrophage activation (121). Exogenously added type I IFNs also suppressed IFN-γ-induced cytokine responses in human monocytes (120, 124). Molecular mechanisms underlying type I IFN-mediated suppression of IL-12 responses include the induction of IL-10, downregulation of the IFN-γ receptor, and induction of protein arginine methyl transferase 1, a negative regulator of IFN signaling (120, 121, 124). However, diminished IL-12p40 release by M. tuberculosis-infected IFNAR−/− macrophages has been reported (121), suggesting that in isolated macrophage cultures, endogenous type I IFN signaling facilitates IL-12p40 responses. Future studies may need to address similarities and potential differences in the effects of endogenously produced versus exogenously added type I IFNs both in cell culture as well as in vivo.

Exogenous addition of recombinant IFN-α to in vitro cultured T cell clones from TB patients enhanced the number of clones that produced IFN-γ (125) in line with observations that IFN-α can promote IFN-γ production by human CD4+ T cells (126). Thus, the overall impact of type I IFN signaling during mycobacterial infection may be a composite of differential effects on myeloid and lymphocyte cell functions. Mouse models that allow assessment of the impact of type I IFN signaling in specific cell subsets such as T cells (127) might prove valuable in dissecting the direct impact of type I IFNs on T cell functions during M. tuberculosis infection.

IL-10

Early studies associated higher virulence of M. tuberculosis isolates (defined by elevated bacterial burden and impaired survival of infected mice) with the capacity to elicit high type I IFN responses in vivo. This phenotype was accompanied by relatively lower pro-inflammatory cytokine responses (89, 90, 93). More recent data indicate that elevated virulence in the mouse model can be associated with induction of both high IFN-β and high pro-inflammatory cytokine responses (72). Association of elevated virulence with high type I IFN paired with high IL-10 levels may provide a more direct link between high type I IFN responses and impaired host control of the infection. Type I IFN signaling drives IL-10 expression by both M. tuberculosis-infected macrophages and CD4+ T cells in infected mice (121, 128). While there is great variability between observations made in different mouse strains and between different labs, several studies in mice suggest that IL-10 significantly impairs host control of M. tuberculosis infection during active, chronic, and latent infection (2). Overexpression of IL-10 in macrophages driven by the CD86 promoter led to increased bacterial burden and impaired survival of M. tuberculosis-infected mice without noticeable effects on T cell functions (129). In contrast, a recent study that utilized cell-specific deletion of Il10 expression in vivo suggests that a reduction of bacterial burden in lungs of IL-10-deficient mice during the chronic phase of infection (day 60) is attributable to IL-10 produced by CD4+ T cells rather than myeloid or B cells. However, while lung CD4+ T cells from M. tuberculosis-infected Ifnar1−/− showed diminished Il10 expression, lung bacterial burden in Ifnar1−/− mice was not decreased and did hence not mirror the reduction of lung bacterial load in Il10−/− and Il10fl/fl CD4Cre+ mice (128). Instead, IL-27 receptor signaling was implicated to drive IL-10 expression by CD4+ T cells, in parallel to type I IFNs, and IL27ra−/− mice exhibited diminished lung bacterial burden similar to Il10−/− and Il10fl/fl CD4Cre+ mice (128). Thus, cell-specific targeting of the cellular source of IL-10 that impairs host control of M. tuberculosis replication may be of interest for host-directed intervention but requires detailed characterization of the functionalities and impact of IL-10-producing host cell populations.

TNF-α

The increased risk of TB reactivation in individuals undergoing TNF neutralizing therapies for chronic inflammatory diseases underpins the central role for this cytokine in the host control of M. tuberculosis infection, which is further supported by mouse studies (2, 130). Macrophages deficient for IFNAR signaling showed diminished TNF expression in response to M. tuberculosis infection, which was interpreted as a promoting role for endogenous type I IFN responses in the M. tuberculosis-induced TNF response (121). However, an independent study reported no differences between IFNAR-deficient and WT macrophages (131). In contrast, exogenously added IFN-β suppressed TNF release by M. tuberculosis-infected macrophages (121). The impact of type I IFN signaling on the TNF response in vivo remains to be clearly defined. WT and IFNAR-deficient mice infected with the high type I IFN-inducing M. tuberculosis strain BTB 02-171 displayed equivalent lung Tnf mRNA expression (day 20 p.i.) (73). In contrast, decreased TNF concentrations were observed in lung homogenates of M. tuberculosis-infected IFNAR-deficient 129 mice (day 21 p.i.) (91) and a small decrease in lung TNF concentrations was also reported in M. africanum-infected IFNAR-deficient C57BL/6 mice (day 292 p.i.) (95). The reasons for the apparent differences between individual studies are not immediately obvious, but may be attributable to the different time points analyzed postinfection and the different models systems studied. These observations may indicate, however, that the concentration, source, and timing of the type I IFN response direct TNF responses in the context of M. tuberculosis infection.

IL-1, Eicosanoids, Nitric Oxide (NO), and Neutrophils

IL-1 signaling is an important driver of host resistance against M. tuberculosis infection in humans and mice (132–135). The underlying molecular mechanisms are emerging and TNF-driven antimicrobial activity, autophagy, as well as eicosanoid signaling have been implicated (92, 134, 136). Type I IFN signaling suppressed IL-1α and β production by macrophages in vitro and in vivo mouse infection (34, 121, 137). The type I IFN-mediated regulation of IL-1 expression by human and mouse macrophages was shown to be dependent on NO synthase 2 and IL-10, and was associated with enhanced IL-1Ra expression (121, 137).

Thus, type I IFN signaling regulates IL-1 responses through inhibition of ligand expression as well as receptor signaling. A third potential mechanism may be inferred from the observation that NO interference with NLRP3 inflammasome assembly impairs IL-1β processing by M. tuberculosis-infected macrophages (138). As endogenous and exogenously added type I IFNs drive NO production by M. tuberculosis-infected macrophages (32, 73), type I IFN signaling may also interfere with IL-1 processing. It is interesting to note that NO-mediated thiol nitrosylation inhibited assembly and activation of the NLRP3 but not AIM2 inflammasome (138). AIM2 has been reported to be dispensable for IL-1β production by murine dendritic cells infected with virulent M. tuberculosis in vitro. In contrast, AIM2 was required for IL-1β release induced by Mycobacterium smegmantis, Mycobacterium fortuitum, Mycobacterium kansasii and, to a lesser extent, the attenuated M. tuberculosis H37Ra (139). Intriguingly, infection of DCs with virulent M. tuberculosis prior to infection with M. smegmatis reduced the IL-1β release, which was associated with an impaired IFN-β response. The authors concluded that virulent M. tuberculosis actively suppressed AIM2 activation by a mechanism that required M. tuberculosis ESX-1 (139). Yet, AIM2-deficient mice infected intratracheally with a high dose of M. tuberculosis H37Rv displayed elevated bacterial loads in the lung and liver 4 weeks postinfection accompanied by exacerbated pathology, impaired IL-18 and IL-10 production, as well as an impaired antigen-specific CD4+ T cell-derived IFN-g response. The Aim2−/− mice succumbed to infection between 5 and 7 weeks postinoculation (140). It is important to note, however, that deficiency in caspase 1 and 11, inflammasome effector caspases that cleave pro-IL-1β, does not impair host control of M. tuberculosis infection in vivo (133, 141). This suggests that alternative mechanisms of pro-IL-1 processing during M. tuberculosis infection in vivo exist, and that AIM2 contributions to the host control of M. tuberculosis infection may exceed processing of pro-IL-1β.

An emerging pathway of type I IFN-mediated suppression of effective immune control of M. tuberculosis occurs via dysregulation of IL-1-controlled eicosanoid lipid mediators (116). In mice, IL-1 receptor signaling enhanced the ratio of host-protective prostaglandin E2 over host-detrimental 5-lipoxygenase products such as lipoxin A4 (116). Type I IFN signaling counter-regulates this IL-1-driven process, and conversely, IL-1 signaling impairs the type I IFN response (92). Poor control of M. tuberculosis infection in various mouse models is associated with an extensive neutrophil response in the lung. Pathogen control and host survival can be improved by neutrophil depletion and Ifnar1-deficiency in a susceptible mouse strain, which is associated with a shift of intracellular M. tuberculosis burden from permissive neutrophils toward monocytes (91, 142, 143). Recent findings suggest that in a permissive environment, 12/15-lipoxygenase products drive neutrophil infiltration into infected lungs, which is associated with poor host restriction of mycobacterial replication in a nutrient-rich environment (143). In the absence of NO production (Nos2−/− mice), this process was driven by inflammasome-dependent IL-1 production (143) linking back to the inhibitory effects of NO on inflammasome assembly (138).

Associations of IL-1, type I IFN, eicosanoids, neutrophil infiltration, and SNPs in associated genes with disease severity and treatment responsiveness in human TB patients (92, 135, 143) underpin a dynamic cytokine network that balances the protective or detrimental roles of eicosanoid lipid mediators and neutrophil functions in M. tuberculosis infection. Pharmacologic targeting of eicosanoids has been proposed as a possible avenue for host-directed therapeutic intervention in TB (92).

CONCLUDING REMARKS

As we continue to gain mechanistic insight into the interactions between M. tuberculosis and innate immune sensors, it is evident that multiple independent extracellular and intracellular surveillance pathways converge to drive type I IFN expression in infected host cells. One of the main questions remaining is which cells are the key producers of type I IFNs during M. tuberculosis infection in vivo. In vitro evidence strongly suggests that host cells that harbor M. tuberculosis bacteria such as macrophages and myeloid DCs are sources of type I IFN during infection. In the context of the close interactions between infected and uninfected cells within granulomas, the concept of dinucleotide-mediated STING-activation in bystander cells warrants further exploration as it may allow for type I IFN expression not only in myeloid cells but also in T and B cells. Moreover, mice infected with hypervirulent, high type I IFN-inducing HN878 harbored elevated numbers of plasmacytoid DCs (pDCs) in their lungs (93). Human peripheral blood pDCs responded with high IFN-α production to stimulation with high concentrations of mycobacterial DNA (144). However, in vitro cultured pDCs expressed little to no type I IFNs when co-cultured with M. tuberculosis- or M. bovis-BCG-infected myeloid DCs (144, 145). Advanced single cell functional profiling in TB granulomas and the employment of sensitive IFN reporter animal models are just two approaches that may provide a better understanding of the dynamics and cellular sources of type I IFN expression during M. tuberculosis infection both at the site of infection and in the periphery. Individual type I IFNs exhibit distinct functions in various homeostatic and pathological contexts, which has at least in part been attributed to varying ligand affinity, stability of the receptor complex, and unique signaling capacity of IFN-β through IFNAR1 (146–148). Thus, insights into the spatial and temporal expression of individual members of the type I IFN family may hold the key to providing context for some of the apparent opposing roles of type I IFN signaling deduced from model systems and patient observations. As the discoveries around blood gene expression signatures in patients with active TB disease are being explored for suitable biomarkers, they also raise questions related to TB pathophysiology. For example: are IFN signatures related to neutrophils in the periphery (3, 149) a natural consequence of M. tuberculosis infection in humans, or an indication of disease susceptibility of the individual due to a propensity to mount a neutrophil response upon encounter with M. tuberculosis? How reflective is the peripheral gene expression profile of the response mounted locally at the site of infection or within the relevant secondary lymphoid organs? Longitudinal analyses and immune profiling in at-risk individuals (8) will provide valuable insights, and suitable animal models are key for functional context. While type I IFN signaling may contribute to some aspects of the host defense against M. tuberculosis infection, it is clear that extensive type I IFN responses, e.g. in the context of viral infections (150), promote pathology to the detriment of the host. Nevertheless, the reported therapeutic benefits of type I IFN administration in conjunction with antimycobacterial antibiotics warrants detailed exploration to establish whether this is reflective of a patient immune status permissive to potential antimycobacterial activities of type I IFN or whether IFNs facilitate mycobacterial replication rendering them more susceptible to antibiotics. Understanding whether and when type I IFNs are “friend or foe” in the context of mycobacterial infections will define their place in the quest for tailored host-directed therapeutic interventions in TB.
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Mycobacterium tuberculosis (Mtb), the causative agent of human tuberculosis, is able to efficiently manipulate the host immune system establishing chronic infection, yet the underlying mechanisms of immune evasion are not fully understood. Evidence suggests that this pathogen interferes with host cell lipid metabolism to ensure its persistence. Fatty acid metabolism is regulated by acetyl-CoA carboxylase (ACC) 1 and 2; both isoforms catalyze the conversion of acetyl-CoA into malonyl-CoA, but have distinct roles. ACC1 is located in the cytosol, where it regulates de novo fatty acid synthesis (FAS), while ACC2 is associated with the outer mitochondrial membrane, regulating fatty acid oxidation (FAO). In macrophages, mycobacteria induce metabolic changes that lead to the cytosolic accumulation of lipids. This reprogramming impairs macrophage activation and contributes to chronic infection. In dendritic cells (DCs), FAS has been suggested to underlie optimal cytokine production and antigen presentation, but little is known about the metabolic changes occurring in DCs upon mycobacterial infection and how they affect the outcome of the immune response. We therefore determined the role of fatty acid metabolism in myeloid cells and T cells during Mycobacterium bovis BCG or Mtb infection, using novel genetic mouse models that allow cell-specific deletion of ACC1 and ACC2 in DCs, macrophages, or T cells. Our results demonstrate that de novo FAS is induced in DCs and macrophages upon M. bovis BCG infection. However, ACC1 expression in DCs and macrophages is not required to control mycobacteria. Similarly, absence of ACC2 did not influence the ability of DCs and macrophages to cope with infection. Furthermore, deletion of ACC1 in DCs or macrophages had no effect on systemic pro-inflammatory cytokine production or T cell priming, suggesting that FAS is dispensable for an intact innate response against mycobacteria. In contrast, mice with a deletion of ACC1 specifically in T cells fail to generate efficient T helper 1 responses and succumb early to Mtb infection. In summary, our results reveal ACC1-dependent FAS as a crucial mechanism in T cells, but not DCs or macrophages, to fight against mycobacterial infection.
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INTRODUCTION

Mycobacterium tuberculosis (Mtb), the causative agent of tuberculosis (Tb), remains a major health problem worldwide, a situation that becomes aggravated by increasing cases of multidrug-resistant strains. One of the main obstacles for the eradication of Tb is the enormous reservoir of chronically infected patients, estimated as up to two billion people. Of them, 5–10% will develop active disease. Consequently, a better understanding of the basic mechanisms employed by the pathogen to persist within the host is of major importance to design therapeutic strategies aiming at completely eliminating the bacteria. Mtb is usually transmitted via aerosol droplets. Once in the lungs, mycobacteria are recognized and phagocytosed by alveolar macrophages (AMs) and patrolling dendritic cells (DCs). AMs serve as a niche for initial bacterial replication, until these cells die by apoptosis or necrosis and mycobacteria spread to the extracellular space where they can be detected by other mononuclear cells. This initiates an inflammatory response that leads to the formation of the granuloma and containment of bacterial growth. Macrophages exert a pivotal role in this process through different microbicidal mechanisms (1), including nutrient restriction, the production of reactive oxygen and nitrogen species (ROS; RNS), and the induction of autophagy (1–3). Despite this, Mtb has acquired the capacity to persist in macrophages for long periods of time, exploiting the host cell machinery for its own purposes.

Emerging evidence suggests that Mtb pathogenicity is related to the manipulation of core metabolic pathways in the host cell. Under normal physiological conditions, immune cells are relatively quiescent and rely on the process of oxidative phosphorylation (OXPHOS) in the mitochondria to obtain energy for their housekeeping functions. Infection with Mtb leads to an induction in aerobic glycolysis as evidenced by high lactate levels and increased expression of glycolytic enzymes in the lungs of infected mice (4). Additionally, genome-wide transcriptional profiling of lung granulomas from patients with active Tb revealed increased activity of the glycolytic pathway (5). Aerobic glycolysis was first described in the 1920s by the German Nobel laureate Otto Warburg for tumor cells and refers to the conversion of glucose to lactate in the presence of oxygen. Although this process has long been attributed to highly proliferative cells, it has recently become evident that macrophages also make use of this metabolic pathway to sustain specific functions. For example, augmented glycolytic flux is a signature of classically activated “M1” macrophages (6, 7) and has also been observed in bone marrow-derived macrophages (BMDMs) and AMs upon infection with different Mtb strains (8–10). Engagement of the glycolytic pathway by Mtb results in increased lipid metabolism, thus promoting lipid body (LB) formation and differentiation into “foamy” macrophages, a hallmark of granulomas in patients with Tb (11, 12). LBs, consisting of triacylglycerols and sterol esters, may serve as a source of nutrients and building blocks for Mtb, as suggested by the finding that Mtb resides closely associated to LBs within macrophages (12). Strikingly, Mtb survival depends on these host lipids. Lipid accumulation in macrophages diminishes their mycobacterial killing capacity through inhibition of autophagy and lysosome acidification (13, 14). However, how lipid metabolism affects other macrophage functions remains unknown. Furthermore, the mechanisms by which Mtb induces LB formation and foam cell differentiation are not fully understood. Recent studies suggested that accumulation of LBs relies on the induction of de novo cholesterol and fatty acid synthesis (FAS) and the generation of the ketone body D-3-hydroxybutyrate by the host cell (9, 14). Moreover, while early-secreted antigenic target (ESAT-6), the main virulence factor of Mtb, has been identified as a main factor contributing to LB formation (9, 15), LBs can also be found in macrophages infected with avirulent Mycobacterium bovis BCG, suggesting diverse mechanisms behind this phenomenon (16).

In contrast to macrophages, DCs are not specialized in the killing of mycobacteria (17, 18), but instead are essential for the induction of adaptive immunity by transporting antigens to the lung draining lymph nodes, secreting inflammatory IL-12, and subsequently priming naïve T cells to become T helper 1 (Th1) cells (19, 20). The control of mycobacterial infection largely depends on these Th1 cells that secrete IFN-γ, and thereby promote mycobacterial control by activating macrophages (21). In accordance, depletion of CD11c+ DCs results in diminished generation of antigen-specific Th1 cells and increased bacterial burden (22). DCs are categorized into different subpopulations according to their function and localization, playing specific roles during mycobacterial infection. The involvement of certain DC subsets depends on the route of infection. Following intravenous (i.v.) infection, mycobacteria will be mostly encountered by CD8+ DCs that are present in the spleen. These CD8+ DCs mediate protective immunity by secreting IL-12 to induce IFN-γ production by Th1 cells (23–25) and by cross-presenting antigen to CD8+ T cells. Conversely, upon aerosol infection, most bacteria reside in the lungs, which contain only CD103+ DCs and CD11b+ DCs, but no CD8+ DCs (26). Mtb-resistant mouse strains (C57BL/6 and BALB/c) display higher numbers of CD103+ DCs in the lungs than the susceptible strain DBA/2 (27), suggesting that this subpopulation might be involved in mediating protection. However, the exact role of CD103+ DCs during mycobacterial infection remains unclear.

We previously showed that activation of DCs via the toll-like receptor (TLR)/MyD88 pathway is crucial for mycobacterial protection (28). In granulocyte-macrophage colony-stimulating factor (GM-CSF)-derived DCs, TLR/MyD88 ligation leads to a rapid metabolic reprogramming from OXPHOS toward aerobic glycolysis (29, 30). This early increase in glycolytic flux was proposed to support de novo FAS for the expansion of membranes in the ER and Golgi apparatus (30). Pharmacological inhibition of de novo FAS impairs GM-CSF DC cytokine production and activation upon TLR stimulation (30). Consequently, it has been suggested that engagement of this metabolic pathway might be relevant for full DC function. In contrast, in tumor-bearing mice and cancer patients, high lipid content in DCs led to functional impairment and uncontrolled tumor growth (31). However, the importance of this pathway in vivo has not yet been investigated and no studies on the role of FAS for the function of DCs during mycobacterial infection have been conducted.

Acetyl-CoA carboxylase (ACC) 1 and 2 (ACC1 and ACC2) are the rate-limiting enzymes for FAS and fatty acid oxidation (FAO). Both enzymes catalyze the same biochemical reaction, the ATP-dependent carboxylation of acetyl-CoA to malonyl-CoA. While ACC1 is located in the cytoplasm, ACC2 is associated with the outer mitochondrial membrane, where it controls FAO by regulating import of long chain fatty acids into the mitochondria via the carnitine palmitoyltransferase 1 (CPT1) (32). We have previously shown that during autoimmunity, ACC1 expression and de novo FAS are essential for the differentiation of naïve T cells toward inflammatory T effector lineages (33–35). In this study, we investigated the importance of ACC1 and ACC2 for DC, macrophage and T cell activation and their capacity to induce protective immunity against mycobacterial infection. Our results suggest that while ACC1 and ACC2 expression in DCs and macrophages is dispensable for mycobacterial control, T cells greatly depend on ACC1 and de novo FAS to cope with infection.

MATERIALS AND METHODS

Mice

All mice were bred and kept under specific pathogen-free conditions at the animal facility of the Helmholtz Center for Infection Research (HZI, Braunschweig, Germany) or at TWINCORE (Hannover, Germany). C57BL/6 mice were purchased from Jackson Laboratories or bred in house. ACC1flox/flox mice (36), Acacaflox/flox (37), or ACC2flox/flox mice (38) were crossed to the following cre-expressing lines: CD4-cre mice (39) (TACC1), LysM-cre (40) (MΦ_ACC1 and MΦ_Acaca), or Itgax-cre (41) (DC_ACC1 and DC_Acaca) and maintained on a C57BL/6 genetic background. ACC2 knockout mice (42) were backcrossed to C57BL/6 background. Furthermore, P25ktk transgenic mice were used and bred in the same institutions (43). Sex- and age-matched littermates between 8 and 16 weeks of age were used for all experiments.

Mycobacterial Infections

Mycobacterium bovis BCG overexpressing Ag85B (M. bovis BCG Ag85B) was kindly provided by Dr. Joel Ernst (NYU School of Medicine, USA), M. bovis BCG GFP by Dr. Camille Locht (University of Lille), and M. bovis BCG RFP by Dr. Nathalie Winter (French National Institute for Agricultural Research). All strains were grown at 37°C in Middlebrook 7H9 broth (BD Biosciences) supplemented with 10% Middlebrook OADC enrichment medium (BD Biosciences), 0.002% glycerol (Roth), and 0.05% Tween 80 (Roth). Midlog phase cultures were harvested, aliquoted, and frozen at −80°C. For in vitro infections BCG strains were prepared as previously described (44) and cells infected with different multiplicities of infection (MOI). Bacteria for in vivo infections were prepared from frozen stocks by thawing at 37°C, washing with PBS 0.025% Tween 80 (PBS-T), and passaging through a 27 gauge needle. Mice were infected intravenously (i.v.) with 2 × 106 colony forming units (CFU). For Mtb infections, the Mtb strain H37Rv was grown and prepared as described previously (45). Mice were infected with a low (100 CFU) or a high dose (1,000 CFU) by aerosol exposure. Mtb-infected mice were scored according to Morton and Griffiths (46). According to the local animal welfare guidelines, mice that reached a score of >3.0 had to be euthanized.

Colony Enumeration Assay

To determine CFU, mice were sacrificed 21 days p.i. (for M. bovis BCG) or at different time points p.i. (for Mtb). Liver, spleen, and lungs were removed and organs were plated in serial dilutions as described previously (28, 45). CFU were enumerated after incubation at 37°C for 3 weeks. Data are presented as log10 CFU per organ.

Generation of iCD103 DCs, GM-CSF DCs, and BMDMs

Dendritic cell and macrophage cultures were started from BM cells, which were isolated from murine femurs and tibiae. iCD103 DCs were generated as described previously (47). In brief, BM cells were cultured in complete RPMI (cRPMI) 1640 GlutaMAX medium (Thermo Fisher Scientific), supplemented with 10% heat-inactivated FCS (Biochrom), 500 U penicillin-streptomycin (PAA laboratories), and 50 μM β-mercaptoethanol (Thermo Fisher Scientific) with a combination of GM-CSF and FLT3L (both self-made) for 9 days, followed by re-plating with both growth factors for additional 7 days at 37°C with 5% CO2. For generating GM-CSF DCs, BM cells were cultured in cRPMI supplemented with 5% culture supernatant of a GM-CSF-producing cell line (48). For generating BMDMs, BM cells were incubated in cRPMI supplemented with L929 cell conditioned medium (LCCM; self-made) as a source of murine M-CSF for 7 days. After 3 days, half of the medium was replenished by fresh medium containing LCCM. Flt3-L-producing CHO Flt3-L FLAG cells were generated by Dr. Nicos Nicola and kindly provided by Dr. Karen Murphy (WEHI, Melbourne, VIC, Australia). The LCCM producing L929 cell line was kindly provided by Dr. Roland Lang (Universitätsklinikum Erlangen, Erlangen, Germany).

In Vitro Infection and Activation of iCD103 DCs and BMDMs

iCD103 DCs and BMDMs were harvested on day 16 or 7, respectively. A gradient with Optiprep (Progen Biotechnik) was performed to deplete the cell suspensions from dead cells. Cells were stimulated with CpG-B 1826 (1 μM; TIB MOLBIOL) or LPS (100 ng/mL, E. coli Serotype 055:B5; Sigma) or infected with the BCG strains mentioned above at different MOIs. Infection was monitored by evaluating the frequency of GFP+ or RFP+ cells by flow cytometry or confocal microscopy. As a positive control of complete blockade of ACC activity, cells were treated with SorA (1 μM; kindly provided by Dr. Rolf Müller, Helmholtz Institute for Pharmaceutical Research Saarland) or 5-(Tetradecyloxy)-2-furoic acid (TOFA) (20 μM; Enzo Life Sciences) during stimulation.

Flow Cytometry

The following monoclonal antibodies specific to mouse antigens and labeled with the indicated fluorescent markers were purchased from eBioscience/Thermo Fisher Scientific: CD3e eFluor450 (17A2), CD19 eFluor450 (eBio1D3), CD4 eFluor450 (RM4-5), CD4 Alexa488, CD4 eFluor660, CD4 PE-Cy7 (all GK1.5), CD8a (Ly-2) FITC, CD8a (Ly-2) eFluor450 (both 53-6.7), CD45.1 APC (A20) FoxP3 eFluor450, FoxP3 PE (both FJK-16s), CD62L PE-Cy7, CD62L PE, CD62L APC-eFluor780 (all MEL-14), IL-17A APC, IL-17A PE-Cy7 (both eBio17B7), IFN-γ FITC, IFN-γ PE, IFN-γ PE-Cy7 (all XMG1.2), CD11c (Integrin alpha chain) eFluor660, CD11c PE, CD11c APC-eFluor780 (all N418), CD11b PE, CD11b FITC (both M1/70), NK1.1 eFluor450 (PK136), CD45R/B220 PE-Cy7, CD45R/B220 PE (both RA3-6B2), CD86 (I-A/I-E) APC, CD86 (I-A/I-E) FITC (both GL1), MHC-II FITC, MHC-II eFluor450 (both M5/114.15.2), F4/80 eFluor450, F4/80 eFluor660 (both BM8), TCRbeta APC-eFluor780 (H57-597), CD90.2 APC-e780 (53-2.1), rat IgG1, κ isotype control FITC, rat IgG2a, κ isotype control FITC, rat IgG2b, and κ isotype control eFluor450. IL-10 PE (JES5-16E3), CD103 PB (2E7), CD44 FITC (IM7), and IFN-γ (XMG1.2) were purchased from Biolegend and CD4 V450 (RM4-5), CD25 APC (PC61), and CD62L PE (MEL-14) were purchased from BD. The I-Ab ESAT-6 (4-17) APC tetramer was provided by the NIH Tetramer Core Facility, Emory University Vaccine Center, Atlanta, GA, USA. To analyze intracellular cytokine production by T cells ex vivo, cells were stimulated with phorbol 12-myristate 13-acetate (PMA, 100 ng/mL; Sigma-Aldrich) and ionomycin (1 μg/mL; Sigma-Aldrich) for 2 h followed by additional 2 h with Brefeldin A (5 μg/mL; eBioscience/Thermo Fisher Scientific). Where indicated, cells were alternatively stimulated with 5 μg/mL plate-bound anti-CD3/CD28 (clones 145-2C11 and 37.5, respectively; BD). To analyze intracellular cytokine production by iCD103 DCs and BMDMs, cells were stimulated or infected for a total of 6 h and incubated with Brefeldin A (5 μg/mL; eBioscience/Thermo Fisher Scientific) for the last 4 h. Intracellular staining was performed after fixation with paraformaldehyde (2%; Roth) and permeabilization with PBA-S buffer (0.5% Saponin and 0.25% BSA in PBS; both Roth). For FoxP3 staining, the FoxP3/Transcription Factor Fixation/Permeabilization Kit (eBioscience/Thermo Fisher Scientific) was used according to the manufacturer’s instruction. For assessing DC activation in vivo, spleens were digested using Collagenase D (500 μg/mL; Roche) and DNase I (50 μg/mL; Roche) for 30 min at 37°C. The uptake of palmitate was determined by incubating cells in 100 μL PBS with 1 μg/mL Bodipy FL C16 (Thermo Fisher Scientific) at 37°C for 30 min.

The accumulation of lipids was evaluated using HCS LipidTOX™ Phospholipidosis and Steatosis Detection Kit (catalog number H34158; Thermo Fisher Scientific), which contains LipidTOX™ Red phospholipid stain and LipidTOX™ Green neutral lipid stain. For the detection of phospholipids, LipidTOX™ Red was added to the cells together with the stimuli or bacteria. For assessing the accumulation of neutral lipids, cells were stained with LipidTOX™ Green neutral lipid stain after treatment and PFA fixation according to the manufacturer’s instructions. Data acquisition was conducted on a CyAn ADP (Beckman Coulter) or a LSR II (Becton Dickinson), and data were analyzed with FlowJo software (Tree Star).

In Vitro T Cell Proliferation Assay

iCD103 DCs or BMDMs were infected with different MOIs of M. bovis BCG Ag85B for 24 h in the presence or absence of SorA, washed four times and incubated at a 1:6 ratio (25,000 DCs/BMDMs:150,000 T cells) with naïve (CD4+CD25−) T cells obtained from spleen and lymph nodes of P25ktk mice. Naïve cells were enriched by negative magnetic cell sorting using the Dynal Mouse CD4 negative T cell isolation kit following the manufacturer’s protocol (Thermo Fisher Scientific). CD25+ cells were depleted by including an anti-CD25 functional grade antibody (clone PC61.5; eBioscience/Thermo Fisher Scientific) to the antibody cocktail for negative selection. After enrichment, cells were labeled with CellTrace Violet Cell Proliferation Kit (Thermo Fisher Scientific), as per manufacturer’s instructions. For Th17 cell induction, cells were cultured in complete IMDM GlutaMAX medium (Thermo Fisher Scientific) containing rhTGF-β1 (2 ng/mL; Peprotech), anti-IFN-γ (5 μg/mL, clone XMG1.2; Bio X Cell), anti-IL-4 (5 μg/mL, clone 11B11; Bio X Cell), and anti-IL-12 (5 μg/mL, clone 17.8; Bio X Cell). For Th0 conditions, cells were cultured in plain cRPMI. Soluble CD3 (1 μg/mL, clone 145-2C11; Bio X Cell) or P25 peptide (10 μg/mL; Department of Chemical Biology, HZI Braunschweig) were used as positive controls. Co-cultures were performed for 4 days in 96-well round bottom (Th0) or flat bottom plates (Th17). Proliferation and cytokine production were determined by intracellular flow cytometry staining.

In Vivo T Cell Priming

WT or DC_ACC1 mice were infected with M. bovis BCG as described above. On day 9 p.i., 2–3 × 106 CellTrace Violet labeled CD4+ T cells from P25ktk x CD45.1 mice were adoptively transferred i.v. After 5 days, mice were sacrificed and proliferation as well as cytokine production was determined upon PMA/ionomycin re-stimulation by intracellular flow cytometry staining.

ESAT61–20-Specific ELISPOT Assay

For measuring the frequency of antigen-specific CD4+ T cells after Mtb infection, single cell suspensions from lungs were prepared and collected in complete IMDM. Lung cells were stimulated for 20 h with mitomycin-D (Sigma-Aldrich)-inactivated spleen cells from uninfected mice that had been pulsed with the MHC class II peptide ESAT-61–20 (Research Center Borstel). Detection of antigen-specific IFN-γ-producing CD4+ T cells was conducted using ELISPOT assay kits as described by the manufacturer (BD Bioscience and R&D Systems, respectively). Spots were automatically enumerated using an ELISPOT reader (ELISPOT 04 XL; AID) and the frequency of cytokine-producing cells was determined.

Incorporation Assays

For 13C incorporation analysis, [U-13C6] glucose (1 mM; Cambridge Isotope Laboratories) or [U-13C16] palmitate (1 μM; Cambridge Isotope Laboratories) was added at the onset of the in vitro infection experiments. To determine the incorporation of glucose- or palmitate-derived carbon into cellular fatty acids, cells were saponified [MeOH:NaOH (15%) 1:1, 1 h, 100°C], derivatized [MeOH:HCl 10:2, 10 min, 80°C] and then prepared for analysis on a gas chromatography-combustion-isotope ratio mass spectrometer (GC/C/IRMS) as described earlier (49). GC/C/IRMS measurements were performed in triplicate on a Finnigan MAT 253 isotope ratio mass spectrometer coupled with a Trace GC Ultra (Thermo Fisher Scientific) chromatograph via a combustion interface. The fatty acid methyl esters were separated with an Optima five column (5% phenyl, 95% dimethylpolysiloxane, 50 m, 0.32 mm inner diameter, and 0.25 μm film thickness). The oven program was 100°C for 2 min, increased to 290°C at 4°C min−1, followed by an isothermal period of 8 min. The separated compounds were combusted on line in an oxidation oven. 13C/12C isotope ratios for the free fatty acids were calculated as described (49) and are presented as δ13C in the figures.

Confocal Microscopy

iCD103 DCs and BMDMs were infected with M. bovis BCG GFP to check the infection rate. After 24 h, Hoechst 33342 was used to stain nuclei and cells were loaded in VI 0.5 μ-slides (Ibidi). Confocal microscopic images were taken on an Olympus FV1000 system using a 60× oil objective. All images were equally adjusted using Fiji software (NIH).

ELISA

Supernatants from iCD103 DCs and BMDM infected with different MOIs of M. bovis BCG were taken 4 or 24 h p.i. Serum samples from infected mice were collected by heart puncture on the day of analysis. The concentration of IL-12/23p40, IL-6, TNF-α, IL-10, IL-1β, and IFN-γ was determined by ELISA according to the manufacturer’s instructions (Duo Set; R&D).

Nitrite Assay

Nitrite levels were determined in culture supernatants from iCD103 DCs and BMDMs after 24 h of stimulation as an indicator of nitric oxide (NO) production using the Griess reagent system (Promega), as per manufacturer’s instructions.

Cell Sorting

Mice were euthanized by CO2 inhalation. For alveolar macrophage isolation, mice were perfused with 5 mL PBS. Lung lobes were separated from the trachea, chopped, and incubated in digestion media, containing RPMI 1640 GlutaMAX medium (Thermo Fisher Scientific) supplemented with 5% FCS (Biochrom), containing 2.2 mg/mL collagenase D (Sigma-Aldrich) and 0.055 mg/mL DNase I (Roche) for 30 min at 37°C. For splenic DCs and macrophages, spleens were minced and incubated in digestion media for 30 min at 37°C. Digestion was stopped by addition of 10 mM ethylenediaminetetraacetic acid (EDTA), and the cell suspensions were passed through a 70 μm cell strainer. A gradient with Optiprep (Progen Biotechnik) was performed to deplete the cell suspensions of dead cells and erythrocytes. For isolation of peritoneal macrophages, 5 mL of PBS with 2% FCS (Biochrom) and 2 mM EDTA were injected into the peritoneal cavity and recovered. This process was repeated twice to obtain a final volume of 10 mL. For sorting of T cells, spleen and lymph nodes were isolated and homogenized. CD4+ T cells were sorted after enrichment using the Dynal Mouse CD4 negative T cell isolation kit following the manufacturer’s protocol (Thermo Fisher Scientific).

Cell suspensions were stained with the antibodies described above and the sorting strategy can be found in Figure S4 in Supplementary Material. For sorting myeloid cells from spleen and peritoneum, a lineage cocktail containing anti-CD3e, anti-CD19, and anti-NK1.1 conjugated to eFluor450 (eBioscience) was used. Dead cells were excluded using DAPI.

Targeting Efficiency

iCD103 DCs, GM-CSF DCs, and BMDMs were lysed in TRIzol reagent (Thermo Fisher Scientific) and RNA was isolated with Direct-zol RNA MiniPrep (Zymo Research). In order to assess the rate of ACC1 deletion in vivo, macrophages and DCs were sorted from MΦ_ACC1 or DC_ACC1 mice directly into RLT buffer (Qiagen). RNA was isolated with the RNeasy Micro Kit (Qiagen) following the manufacturer’s instructions. RNA quality and concentration was determined with a 2100 Bioanalyzer (Agilent Technologies). RNA from in vitro-cultured and ex vivo-isolated cells was retrotranscribed into cDNA using SuperScript III Reverse Transcriptase Kit (Thermo Fisher Scientific). Real-time PCR reactions were carried out in a StepOne Real-time PCR system (Thermo Fisher Scientific) using Fast SYBR Green Master Mix (Thermo Fisher Scientific). Acc1 mRNA levels were normalized to the housekeeping gene Actb.

Statistical Analysis

Data analyses were performed using GraphPad Prism Software version 6.0 (GraphPad Software) and statistics were calculated using Student’s t-test, one-way ANOVA with Dunnett’s correction or two-way ANOVA with Bonferroni correction. P-values were considered significant as follows: *P < 0.05 and **P < 0.01, ***P < 0.001, ****P < 0.0001.

RESULTS

iCD103 DCs Display Low Infection Rates but Become Highly Activated in Presence of Mycobacteria

Early studies investigating the role of DCs and macrophages during mycobacterial infection are mainly based on in vitro-generated macrophages and GM-CSF DCs derived from murine bone marrow (BM) (17). Yet, GM-CSF DCs do not resemble the DC populations present in the lung which mainly consist of CD11b+ and CD103+ DCs. Recently, pulmonary CD103+ DCs were shown to be important for the transport of mycobacteria to the lung-draining lymph nodes where they induce T cell responses (50). Thus, to explore the effect of mycobacteria on CD103+ DCs, we made use of a novel method to generate large numbers of CD103+ DCs (iCD103 DCs) in vitro functionally resembling lung CD103+ DCs (47). By means of this system, we first determined the rate of infection in iCD103 DCs by flow cytometry using RFP-expressing M. bovis BCG and compared it to BMDMs. Our results show that the percentage of RFP+ BMDMs increases rapidly after infection, with almost 50% of the cells being infected after 4 h (MOI 25). This rate further increased up to 80% after 24 h. In contrast, no RFP+ iCD103 DCs could be detected after 4 h of infection and only 30% of them were RFP+ 24 h post infection (p.i.) with the highest MOI tested (Figure 1A). Confocal analysis using GFP-expressing M. bovis BCG revealed that the majority of the bacteria were present within the cells, suggesting that BMDMs have a higher internalization capacity for mycobacteria than iCD103 DCs (Figure 1B). To rule out the contribution of microbicidal mechanisms to the low infection rates observed in iCD103 DCs, we measured the accumulation of nitrite ([image: image1]) in the culture supernatants as an indicator of NO production (Figure 1C). As expected, iCD103 DCs were not able to produce [image: image1] upon infection or TLR stimulation. In contrast, BMDMs produced high levels of [image: image1] upon infection with M. bovis BCG, which were dependent on the presence of IFN-γ. Thus, we could confirm that the low frequency of infection observed for iCD103 DCs is not a result of increased killing capacity.
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FIGURE 1 | iCD103 dendritic cells (DCs) display low infection rates, but become highly activated in the presence of mycobacteria. iCD103 DCs and bone marrow-derived macrophages (BMDMs) were infected with different multiplicities of infection (MOIs) of Mycobacterium bovis BCG RFP or GFP and the infection rate, nitrite production, as well as activation status was analyzed after 4 and 24 h. LPS and CpG were used as stimulation controls. (A) Graphs show frequency of RFP+ iCD103 DCs and BMDMs among live cells. (B) Confocal microscopy images of iCD103 DCs and BMDM at 24 h p.i. with MOI 10 of M. bovis BCG GFP (green) and stained for nuclei (Hoechst 33342; blue) and phospholipids (LT Red; red). (C) Bar graphs show nitrite levels in culture supernatants after 24 h determined by Griess reagent system. IFN-γ served as a positive control. (D) Representative flow cytometry plots display CD86 expression and M. bovis BCG RFP in iCD103 DCs and BMDMs at 24 h p.i. (left panel). Bar graphs show the MFI of CD86 expression at 4 and 24 h p.i. (right panel). (E) Representative flow cytometry plots display MHCII expression and M. bovis BCG RFP in iCD103 DCs and BMDMs at 24 h p.i. (left panel). Bar graphs show the MFI of MHCII expression at 4 and 24 h p.i. (right panel). Results are representative of two [(B), BMDM], (C), three [(B), iCD103 DC], five (D,E), or six (A) experiments. Error bars represent SD of triplicates. *P < 0.05, **P < 0.01, ***P < 0.001, ****P < 0.0001, two-way ANOVA with Bonferroni correction (A,C), or one-way ANOVA with Dunnett’s correction (D,E).



Exposure of DCs and macrophages to mycobacteria or their products triggers TLR-signaling, which subsequently leads to their activation, upregulation of costimulatory molecules, and production of inflammatory cytokines required for bacterial containment (51). Therefore, we next evaluated the activation status of iCD103 DCs and BMDMs upon M. bovis BCG infection or stimulation with the TLR ligands CpG (TLR9) or LPS (TLR4) by assessing the expression of CD86 and MHC class II (MHCII). In iCD103 DCs, LPS and CpG led to a minor upregulation of CD86 and MHCII already 4 h after stimulation and this expression strongly increased after 24 h. The effect of M. bovis BCG was less pronounced and only observed after 24 h with a MOI ≥ 5 (Figures 1D,E). In contrast, BMDMs displayed no changes at 4 h in all conditions tested and only increased CD86 expression 24 h after stimulation with LPS or MOI 25 of M. bovis BCG (Figure 1D). Along the same line, MHCII expression on BMDMs increased only slightly upon infection with a MOI 25 of M. bovis BCG (Figure 1E). As expected with regards to their pivotal role in presenting antigens to T cells, the expression of MHCII and CD86 was in general much higher in iCD103 DCs than in BMDMs, even when the cells were not stimulated.

iCD103 DCs Produce High Levels of IL-12/23p40 and Have a Strong T Cell Priming Capacity Upon Mycobacterial Infection

We next determined the cytokine profile of iCD103 DCs and BMDMs infected with M. bovis BCG by ELISA (Figure 2A). Upon TLR stimulation, both iCD103 DCs and BMDMs produced IL-12/23p40, IL-6, and TNF-α already 4 h after stimulation, whereas induction of cytokines by M. bovis BCG did not occur until 24 h p.i. (Figure 2A). Of note, the production of IL-12/23p40 was much more pronounced in iCD103 DCs (Figure 2A), while TNF-α was mainly secreted by BMDMs. In addition, BMDMs but not iCD103 DCs produced IL-10 in response to TLR stimulation. Following a similar pattern, at 24 h p.i. M. bovis BCG strongly induced the production of IL-12/23p40 by iCD103 DCs, and to a lesser extent of IL-6 and TNF-α. In contrast, production of IL-10 and TNF-α in response to M. bovis BCG was more prominent in BMDMs than in iCD103 DCs. Altogether our data suggest that while BMDMs become preferentially infected with M. bovis BCG, iCD103 DCs mainly upregulate costimulatory molecules and secrete pro-inflammatory cytokines.
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FIGURE 2 | iCD103 dendritic cells (DCs) produce high levels of IL-12/23p40 and have a strong T cell priming capacity upon mycobacterial infection. (A) iCD103 DCs and bone marrow-derived macrophages (BMDMs) were infected with different multiplicities of infection (MOIs) of Mycobacterium bovis BCG RFP and levels of IL-12/23p40, IL-6, TNF-α, and IL-10 production were measured at 4 and 24 h p.i. by ELISA. LPS and CpG were used as stimulation controls. (B) iCD103 DCs or BMDMs were infected with M. bovis BCG overexpressing Ag85B and co-cultured with naïve CD4+CD25− P25ktk T cells for 4 days under Th0 or Th17 polarizing conditions. Representative flow cytometry plots display proliferation and IFN-γ or IL-17 production of P25ktk cells upon infection of iCD103 DCs or BMDMs with MOI 10 of M. bovis BCG Ag85B (left panel). Bar graphs display the frequencies of IFN-γ+ or IL-17+ cells among total live CD4+ T cells upon re-stimulation with PMA/ionomycin (right panel). Results are shown as a representative of two individual experiments (A,B). Error bars represent SD of triplicates. *P < 0.05, **P < 0.01, ***P < 0.001, ****P < 0.0001, one-way ANOVA with Dunnett’s correction (A), or two-way ANOVA with Bonferroni correction (B).



Activation of macrophages and DCs and production of inflammatory cytokines is a crucial step in the induction of adaptive immunity against mycobacterial infection. In addition to Th1 cells, Th17 cells were described to be important for protection against Mtb, especially against highly virulent Mtb strains and for the effectiveness of mucosal vaccines (52–54). Thus, we tested the capacity of iCD103 DCs and BMDMs to prime and polarize naïve CD4+ T cells toward Th1 or Th17 cells. To this aim, iCD103 DCs and BMDMs from WT mice were infected with different MOI of M. bovis BCG overexpressing Ag85B (BCG Ag85B) for 24 h and subsequently co-cultured with naïve CD4+CD25− P25ktk T cells, expressing a TCR that is specific for peptide P25 of Ag85B bound to I-Ab (43). Under non-polarizing conditions, iCD103 DCs induced strong T cell proliferation and IFN-γ production, whereas BMDMs were unable to prime T cells (Figure 2B). Since IL-17 was only marginally induced (data not shown), we also performed co-cultures adding TGF-β and blocking IFN-γ, IL-12/23p40, and IL-4. Under these Th17-skewing conditions iCD103 DCs, but not BMDMs, were able to promote IL-17 production (Figure 2B). These results indicate that iCD103 DCs are highly efficient at priming anti-mycobacterial effector Th1/17 responses.

iCD103 DCs and BMDMs Upregulate Lipid Synthesis Upon Infection

Recently it was proposed that upon stimulation, immune cells undergo a metabolic switch from OXPHOS toward aerobic glycolysis, also known as the Warburg effect (55, 56). This metabolic reprogramming observed in macrophages upon infection with Mtb, subsequently induces de novo cholesterol and FAS, which results in lipid accumulation and so-called “foamy” macrophages (57). In DCs, commitment to aerobic glycolysis upon TLR stimulation was reported to be crucial for activation by supporting de novo FAS (30). Thus, we investigated whether DCs and macrophages upregulate the glycolytic-lipogenic pathway upon mycobacterial infection. To this aim, we cultured iCD103 DCs and BMDMs with M. bovis BCG or TLR stimuli in the presence of 13C-glucose and tracked the incorporation of glucose-derived carbons into lipids (Figure 3A). Both iCD103 DCs and BMDMs increased the incorporation of 13C-glucose-derived carbons into saturated fatty acids, such as palmitic acid (C16:0) and stearic acid (C18:0) as well as the unsaturated fatty acids palmitoleic acid (C16:1ω7) and vaccenic acid (C18:1ω7) upon infection (Figure 3B). In general, BMDMs showed lower incorporation of 13C-glucose into fatty acids than iCD103 DCs in the basal state, but also upon infection or TLR stimulation (Figure 3B).
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FIGURE 3 | iCD103 dendritic cells (DCs) and macrophages upregulate lipid metabolism upon infection. iCD103 DCs and bone marrow-derived macrophages (BMDMs) were infected with Mycobacterium bovis BCG RFP and metabolic parameters were determined at 4 and 24 h p.i. LPS and CpG were used as stimulation controls. (A) Schematic overview depicting the glycolytic-lipogenic pathway regulated by acetyl-CoA carboxylase (ACC1) and ACC2. CPT1, carnithine palmitoyl transferase 1; LCFA, long chain fatty acids; FAO, fatty acid oxidation; FAS, fatty acid synthase; OAA, oxaloacetate; TCA, tricarboxylic acid cycle. (B) Incorporation (δ) of 13C into fatty acids after 4 and 24 h of culture in the presence of [U-13C6] glucose. (C,D) Accumulation of phospholipids (C) and neutral lipids (D) in iCD103 DCs and BMDMs was assessed by LipidTox (LT) Red (C) or LT Green (D) staining, respectively. Representative histograms (left panel) depict LT Red/Green staining in unstimulated iCD103 DCs and BMDMs (gray) or cells infected with MOI 25 of M. bovis BCG (black) after 24 h. The dashed line represents the positive control Propranolol for LT Red staining (C) or an unstained control for LT Green staining (D). Bar graphs show the MFI of LT Red/Green expression (right panel). Results are pooled from three (B) or five (C,D) experiments. Error bars represent SD of pooled data (B–D). *P < 0.05, **P < 0.01, ***P < 0.001, ****P < 0.0001, one-way ANOVA with Dunnett’s correction (C,D), or two-way ANOVA with Bonferroni correction (B).



Lipids are important components of cellular membranes and they also participate in different signaling events within the cell. For DCs it was proposed that the induction of FAS upon TLR stimulation facilitates DC activation by generating membranes to promote Golgi and ER expansion and increased function (30). In line with this, infection with M. bovis BCG induced the accumulation of cellular phospholipids in iCD103 DCs as well as in BMDMs after 24 h, as evaluated by LipidTOX (LT) Red staining (Figure 3C). By confocal microscopy, we observed LT Red stained vesicle-shaped structures (Figure 1B), sometimes co-localizing with BCG, with variable levels of intensity between different cells, regardless of the degree of infection (data not shown). Therefore, in order to have a more quantitative and less biased analysis, we determined the phospholipid and neutral lipid content by flow cytometry. The MFI values for LT Red increased over time and were about 5–10-fold higher in BMDMs than iCD103 DCs, despite greater 13C-glucose incorporation into fatty acids in iCD103 DCs (Figure 3B). Moreover, we assessed the accumulation of total neutral lipids by LT Green staining (Figure 3D). While the basal level of neutral lipids was comparable between iCD103 DCs and BMDMs, the accumulation of lipids upon TLR stimulation or M. bovis BCG infection at 24 h was more pronounced in BMDMs (Figure 3D). Altogether, these results demonstrate that not only BMDMs, as reported previously, but also DCs upregulate de novo FAS and accumulate lipids upon mycobacterial infection.

ACC1-Mediated De Novo FAS is Dispensable for the Function of BMDMs and iCD103 DCs

De novo FAS is controlled by the rate of malonyl-CoA production from acetyl-CoA via the enzyme ACC1 present in the cytosol. We therefore thought to address whether ACC1 deletion has an impact on DC and macrophage function upon mycobacterial infection. To this aim, we generated DC- and macrophage-specific ACC1-deficient mice (DC_ACC1 and MΦ_ACC1, respectively) by crossing mice carrying a loxP-flanked biotin carboxyl carrier protein domain in the Acaca gene (ACC1flox/flox) (36) with mice expressing the cre recombinase under the control of the CD11c (Integrin alpha X) promoter (41) or the lysozyme M (LysM) promoter (40). We then cultured iCD103 DCs and BMDMs from BM of DC_ACC1 and MΦ_ACC1 mice, respectively, and analyzed their activation status and function after 24 h of infection with M. bovis BCG. ACC1-deficient iCD103 DCs behaved similarly to their WT counterparts in terms of CD86 and MHCII expression (Figure 4A, upper panel) and pro-inflammatory cytokine production (Figure 4B, upper panel; Figure S1A in Supplementary Material, upper panel). They also showed no defects in their ability to prime P25-specific CD4+ T cells (Figure 4C). Likewise, BMDMs from MΦ_ACC1 mice had no defects in their expression of surface molecules (Figure 4A, lower panel) or their production of IL-10, TNF-α, IL-6, and IL-1β compared to WT controls (Figure 4B, lower panel; Figure S1A in Supplementary Material, lower panel).
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FIGURE 4 | Acetyl-CoA carboxylase (ACC1)-mediated de novo fatty acid synthesis (FAS) is dispensable for the function of dendritic cells (DCs) and macrophages. (A–C) iCD103 DCs from WT and DC_ACC1 mice or bone marrow-derived macrophages (BMDMs) from WT and MΦ_ACC1 mice were infected with different multiplicities of infections (MOIs) of Mycobacterium bovis BCG and de novo FAS, activation and function were analyzed 24 h p.i. LPS and CpG served as stimulation controls and SorA and 5-(Tetradecyloxy)-2-furoic acid (TOFA) as inhibitors of ACC1. (A) Bar graphs show the MFI of CD86 and MHCII expression determined by flow cytometry. (B) Bar graphs display the cytokine levels of IL-12/23p40, TNF-α, IL-6, and IL-10 measured by ELISA. (C) iCD103 DCs from WT or DC_ACC1 mice were infected with M. bovis BCG overexpressing Ag85B in the presence or absence of SorA. After 24 h, cells were washed and co-cultured with naïve CD4+CD25− P25ktk T cells for 4 days. Bar graphs display the proliferation rate and frequencies of IFN-γ+ among total live CD4+ T cells upon re-stimulation with PMA/ionomycin. Results are pooled from two [(A) BMDMs, (B) iCD103 DCs] or three [(A) iCD103 DCs, (B) BMDMs] experiments or shown as a representative of two (C) experiments. Each individual experiment had triplicates (A,B) or quadruplicates (C). Bar graphs show mean with error bars of SD. *P < 0.05 and **P < 0.01, ***P < 0.001, ****P < 0.0001, n.s., non-significant, two-way ANOVA with Bonferroni correction (A,B).



Pharmacological inhibition of de novo FAS impairs the capacity of GM-CSF-derived DCs to produce cytokines and become activated in response to TLR ligation (30). Since we observed no effect of ACC1 deletion in iCD103 DCs, we next tested whether GM-CSF DCs from DC_ACC1 mice become properly activated upon TLR stimulation or infection with M. bovis BCG. However, compared to WT cells, we found no differences in the expression of the surface molecules CD86 and MHCII or the levels of IL-12/23p40 and TNF-α, when ACC1-deficient cells were stimulated (Figures S1B,C in Supplementary Material).

Subsequently, we addressed whether the deletion of ACC1 would result in lower rates of FAS. Thus, we evaluated the rate of 13C-glucose incorporation into fatty acids. To our surprise, we observed only a slight reduction of de novo FAS in ACC1-deficient iCD103 DCs and BMDMs (Figure S2A in Supplementary Material). In order to determine if residual ACC activity was obscuring our results, we assessed the targeting efficiency of the CD11c cre and LysM cre promoters for ACC1 in these in vitro-generated cells. The rate of ACC1 deletion was around 50% for both iCD103 DCs and BMDMs, which could account for the small differences observed in de novo FAS rates between WT and transgenic cells (Figure S2B in Supplementary Material). In GM-CSF DCs generated from DC_ACC1 mice, the deletion rate was higher, averaging 70% (Figure S2B in Supplementary Material) and de novo FAS from glucose was halved upon ACC1 deletion (data not shown). Additionally, we assessed two pharmacological ACC inhibitors, Soraphen A (SorA) and TOFA in our experiments. Treatment with SorA, a natural compound derived from the myxobacterium Sorangium cellulosum (58–60) completely abrogated de novo FAS from glucose in iCD103 DCs and BMDMs (Figure S2A in Supplementary Material). However, it had no effect in TLR-driven induction of costimulatory molecules (Figure 4A) or pro-inflammatory cytokines (Figure 4B; Figure S1A in Supplementary Material). TOFA, a potent and widely characterized inhibitor that has been used in several studies (30, 33, 61, 62) also failed to inhibit iCD103 DC and BMDM activation (Figures 4A,B; Figure S1A in Supplementary Material). Moreover, complete ACC inhibition by SorA did not affect the T cell priming capacity of iCD103 DCs (Figure 4C). In conclusion, our results suggest that the inhibition of ACC1-mediated FAS in DCs and macrophages does not compromise their ability to become efficiently activated or to prime effective anti-mycobacterial immune responses in vitro.

Interestingly, 13C-palmitate and Bodipy-palmitate uptake assays (Figures S3A,B in Supplementary Material) revealed that ACC1 deletion or pharmacological inhibition in BMDMs, and more prominently in iCD103 DCs, results in increased fatty acid uptake. This implies that DCs and macrophages with impaired lipogenesis might exhibit compensatory mechanisms, i.e., augmented uptake of external lipids, to meet their biosynthetic requirements.

ACC1 Expression in DCs and Macrophages Is Not a Prerequisite for Inflammatory Cytokine Production or T Cell Priming In Vivo

To confirm the suitability of our mouse models to study the relevance of de novo FAS in myeloid cells in vivo, we next evaluated the targeting efficiency for ACC1 in ex vivo-isolated cells. We found it was over 90% for splenic CD11c+ DCs from DC_ACC1 mice (Figure S4A in Supplementary Material), and about 40% for MΦ_ACC1 F4/80+ splenic macrophages (Figure S4B in Supplementary Material). Importantly, in MΦ_ACC1 mice, peritoneal and AMs displayed deletion efficiencies between 90 and 100% (Figure S4B in Supplementary Material), thus suggesting that our mouse models are suitable to study the importance of de novo FAS in DCs and macrophages in the context of mycobacterial infection in vivo. To this aim, we infected DC_ACC1 and MΦ_ACC1 mice with M. bovis BCG via the i.v. route and analyzed the expression of CD86 in CD11c+ or F4/80+ cells in the spleen at day 21 p.i. In both DC_ACC1 and MΦ_ACC1 mice, CD86 was upregulated to the same extent as in their WT counterparts (Figure 5A). Next, we evaluated IL-12/23p40 and IL-1β production in the spleens of DC_ACC1 and MΦ_ACC1 at different time points after infection. Both cytokines increased over time, peaking at 21 days p.i. However, no differences were detected between DC_ACC1, MΦ_ACC1, and WT mice (Figure 5B). In accordance, IFN-γ and IL-12/23p40 levels in the serum were also not impaired upon ACC1 deletion on day 21 p.i. neither in DC_ACC1 nor in MΦ_ACC1 mice (Figure S5A in Supplementary Material). These results indicate that the overall production of inflammatory cytokines was not affected by the absence of ACC1 in myeloid cells. We also evaluated the requirement of de novo FAS in DCs and macrophages for priming protective T cell immunity during M. bovis BCG infection by analyzing T cell responses in the spleen at day 21 p.i. As shown in Figure 5C, the generation of endogenous IFN-γ-secreting Th1 cells was neither impaired in DC_ACC1 mice, nor in MΦ_ACC1 mice.
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FIGURE 5 | Acetyl-CoA carboxylase (ACC1) expression in dendritic cells (DCs) and macrophages is not a prerequisite for mycobacterial control. (A–D) WT, DC_ACC1, and MΦ_ACC1 mice were infected i.v. with 2 × 106 colony forming units (CFU) of Mycobacterium bovis BCG and analyzed on day 21 p.i. or also on day 7 and 14 p.i. (B). (A) The expression of CD86 was analyzed in splenic CD11chi MHCIIhi DCs or F4/80+ macrophages by flow cytometry. Graphs show fold induction of CD86 MFI in infected mice relative to naïve mice. (B) Graphs display levels of IL-12/23p40 and IL-1β in the spleen at different time points determined by ELISA. (C) Representative flow cytometry plots show the percentage of IFN-γ+ cells within live CD4+ T cells upon re-stimulation with PMA/ionomycin. Graph represents the frequency of IFN-γ+ cells within live splenic CD4+ T cells. (D) Graphs show bacterial burden in liver, spleen, and lung. (E) WT, DC_ACC1, and MΦ_ACC1 mice were infected with a high dose of 1,000 CFU Mycobacterium tuberculosis (Mtb) via the aerosol route and the bacterial burden was determined in liver, spleen, and lung on day 21 and 42 p.i. Each symbol represents an individual mouse. Results are pooled from two experiments [(A), upper panel] with n = 1–4 mice per group, from one experiment with n = 2–4 mice per group [(A), lower panel] or with n = 4–5 mice per group (E) or as a representative of four individual experiments with n = 4–5 mice per group (C,D). *P < 0.05 and **P < 0.01, ***P < 0.001, ****P < 0.0001, n.s., non-significant, Student’s t-test (A,D), one-way ANOVA with Dunnett’s correction (C,E) or two-way ANOVA with Bonferroni correction (B).



Finally, to further confirm that ACC1 expression in DCs is not required for T cell priming during infection, WT and DC_ACC1 mice were infected with 2 × 106 M. bovis BCG i.v. and on day 9 p.i. CD4+CD45.1+ T cells from P25ktk mice labeled with the proliferation dye CellTrace Violet were transferred, according to the experimental scheme shown in Figure S6A in Supplementary Material. After 5 days, the proliferation and cytokine production of transferred cells was analyzed in WT and DC_ACC1 mice. However, transferred P25ktk cells proliferated to the same extent in WT as in DC_ACC1 recipients and produced equal amounts of IFN-γ (Figure S6B in Supplementary Material).

Accordingly, 21 days after systemic M. bovis BCG infection, both DC_ACC1 and MΦ_ACC1 mice displayed comparable CFU in liver, spleen, and lungs compared to WT mice (Figure 5D). Moreover, we confirmed these results with another ACC1flox/flox mouse strain (Acacaflox/flox), in which different exons are targeted for deletion (37). We crossed them with CD11c cre and LysM cre mice to generate DC_Acaca and MΦ_Acaca mice, which were also capable of controlling M. bovis BCG infection like WT mice (Figure S5B in Supplementary Material).

To evaluate if deletion of ACC1 in DCs or macrophages would impair the control of Mtb infection, we tested the susceptibility of DC_ACC1 and MΦ_ACC1 mice toward a high dose of Mtb aerosol infection. The lack of de novo FAS in myeloid cells had no impact on bacterial control as evidenced by the CFU counts in liver, spleen, and lungs at day 21 and 42 after infection, which were comparable to WT mice (Figure 5E; Figure S5C in Supplementary Material).

In addition to ACC1, ACC2 a second isoform of ACC can also convert acetyl-CoA to malonyl-CoA. However, ACC2 is present on the outer mitochondrial membrane and does not contribute to FAS, but instead regulates FAO by producing malonyl-CoA that inhibits the CPT1-dependent transport of long-chain fatty acids into the mitochondria (32). To investigate if ACC2 deletion would impact the outcome of mycobacterial infection, we generated mice with a cell-specific deletion of ACC2 in DCs or macrophages by crossing CD11c or LysM cre mice to ACC2flox/flox (38) mice and infected them with M. bovis BCG. Additionally, we used ACC2 complete knockout mice (42) and infected them with 100 CFU Mtb via the aerosol route. Still, the absence of ACC2 in DCs or macrophages did not affect mycobacterial control neither in the M. bovis BCG model, nor during Mtb infection (Figures S7A,B in Supplementary Material).

ACC1 Deletion in T Cells Increases Susceptibility Toward M. bovis BCG Infection

Our previous work highlighted the critical dependency of T helper cell differentiation on the glycolytic-lipogenic pathway (33, 35). We therefore speculated that ACC1 deletion in T cells might impair anti-mycobacterial immunity. To test this hypothesis, we infected TACC1 mice that were generated by crossing CD4 cre mice to ACC1flox/flox mice with M. bovis BCG via the i.v. route. Indeed, mice lacking ACC1 in T cells exhibited elevated bacterial burden compared to WT littermates (Figure 6A). In TACC1 mice, almost 100% of CD4+ T cells carry the targeted deletion (Figure S4C in Supplementary Material). In contrast to ACC1 deficiency, mice with a T cell-specific deletion of ACC2 showed bacterial burden comparable to WT mice (Figure S7C in Supplementary Material).
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FIGURE 6 | Acetyl-CoA carboxylase (ACC1) deletion in T cells increases susceptibility toward Mycobacterium bovis BCG infection. WT and TACC1 mice were infected with 2 × 106 colony forming units (CFU) of M. bovis BCG and analyzed on day 21 p.i. (A) Bacterial burden in liver, spleen, and lung. (B–E) T cell responses were evaluated in spleen 21 days p.i. by flow cytometry. (B) Representative flow cytometry plots display the frequency of IFN-γ+ cells within live CD4+ T cells upon re-stimulation with PMA/ionomycin (left panel). Graph represents the frequency of IFN-γ+ cells within live CD4+ T cells (right panel). (C) Frequency of CD62L− cells within live CD4+ T cells. (D) Expression of FoxP3 within live CD4+ T cells. (E) Frequency of IFN-γ+ cells within live CD8+ T cells. Each symbol represents an individual mouse. Results are representative from three (C) or four (A,B,D,E) experiments with n = 3–6 mice per group. *P < 0.05 and **P < 0.01, ***P < 0.001, ****P < 0.0001, n.s., non-significant, Student’s t-test.



Analysis of the immune response during infection revealed that T cells from TACC1 mice exhibited reduced frequencies of IFN-γ+ CD4 T cells indicating the importance of T cell-intrinsic FAS for mounting Th1 responses (Figure 6B). Additionally, we evaluated the production of IL-17 by CD4+ T cells during infection. We did not observe differences in the production of IL-17A among the groups (data not shown). However, the Th17 response in our M. bovis BCG infection model was negligible, consisting of only about 0.3–1% IL-17A+ cells within the live CD4+ T cell compartment. Furthermore, while DC_ACC1 and MΦ_ACC1 mice showed comparable frequencies of CD62Llow cells among CD4+ T cells compared to WT mice (data not shown), TACC1 displayed lower T cell activation levels (Figure 6C). Of note, in addition to CD4+ T cells, also ACC1-deficient CD8+ T cells showed a strong reduction in their production of IFN-γ (Figure 6E), suggesting that de novo lipid synthesis is also required in these cells to mount effective effector responses during infection.

Inflammatory immune responses are controlled by Tregs, which have been reported to expand in both mice (63) and humans (64–66) upon Mtb infection and might serve as a mechanism to establish chronic mycobacterial infection (67). As we have previously shown (45), the frequency of FoxP3+ Tregs among live CD4+ T cells during M. bovis BCG infection is transiently reduced compared to naïve mice (Figure 6D), which can be attributed to the expansion of T effector cells. Given our findings that interfering with de novo FAS blocks Th17 and favors Treg development, we speculated that ACC1 deficiency in T cells would lead to an expansion of Tregs during mycobacterial infection, as observed in the experimental autoimmune encephalomyelitis model for human multiple sclerosis (33). However, upon M. bovis BCG infection, TACC1 mice, like DC_ACC1 and MΦ_ACC1 mice (data not shown), did not show altered Treg frequencies compared to WT mice (Figure 6D). Taken together, our results highlight the importance of ACC1 expression in T cells to effectively generate an adaptive immunity against M. bovis BCG infection.

ACC1 Expression in T Cells Is Crucial for Immunity Against Mtb Infection

Finally, to determine the importance of de novo FAS in T cells for the control of Tb, we infected mice with a high dose (Figures 7A,B) or low dose aerosol (Figures 7C–I) of Mtb. TACC1 mice infected with a high dose reached a high disease score (>3.0) (Figure 7A) and had to be sacrificed at day 32 p.i. At this time point, they exhibited extremely high bacterial burden in all organs tested (Figure 7B). To gain further insights into the immune responses that could explain the susceptibility of TACC1 mice, we made use of the more physiological low dose infection model applying 100 CFU Mtb via the aerosol route. Interestingly, while CFU were comparable to WT mice at day 21 p.i., TACC1 mice displayed elevated bacterial burden at 42 days p.i. (Figure 7C). T cell activation, as measured by the downregulation of CD62L expression in CD44+CD4+ T cells, was reduced early during infection, and restored to WT levels at the later stage (Figure 7D).
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FIGURE 7 | Acetyl-CoA carboxylase (ACC1) expression in T cells is crucial for immunity against Mycobacterium tuberculosis (Mtb) infection. (A) WT, DC_ACC1, MΦ_ACC1, and TACC1 mice were infected with a high dose of 1,000 colony forming units (CFU) Mtb via the aerosol route and the disease score was determined during the course of infection. (B) WT and TACC1 mice were infected with a high dose of 1,000 CFU Mtb via the aerosol route and the bacterial burden was determined in liver, spleen, and lung on day 32 p.i. (C) WT and TACC1 mice were infected with a low dose of 100 CFU Mtb via the aerosol route and the bacterial burden was determined in liver, spleen, and lung on day 21 and day 42 p.i. (D–I) T cell responses were analyzed in the lung of WT and TACC1 mice on day 21 and day 42 p.i. with a low dose of 100 CFU Mtb via aerosol route. (D) Frequency of CD62L− effector T cells among live CD4+CD44+ cells. (E) Frequency of IFN-γ+ T helper 1 cells within live CD4+CD44+ T cells upon re-stimulation with anti-CD3/CD28. (F) Percentage of I-Ab Mtb ESAT64–17 tetramer+ cells among live CD4+ T cells. (G) Frequency of ESAT61–20-specific IFN-γ+ CD4+ T cells per 105 total lung cells determined by ELISPOT. (H) Frequency of CD25+FoxP3+ Tregs within live CD4+ gate. (I) Frequency of IL-10-producing live CD4+ T cells. Each symbol represents an individual mouse. Results are from one [(A): DC_ACC1, MΦ_ACC1, (C–H): day 42, (I)] experiment or as a representative of two [(A) WT, TACC1, (B,C–H) day 21] experiments with n = 9–10 (A) or n = 6–8 (B) or n = 5 (C–I) mice per group. *P < 0.05 and **P < 0.01, ***P < 0.001, ****P < 0.0001, n.s., non-significant, Student’s t-test.



Due to the pivotal role of Th1 cells for the protection against Mtb (21), we also determined the IFN-γ production by CD4+ T cells. On day 21 p.i., we observed that IFN-γ production by CD44+CD4+ T cells in response to polyclonal CD3/CD28 re-stimulation was drastically impaired, but restored to WT levels at day 42 (Figure 7E). To evaluate whether TACC1 mice were able to generate antigen-specific T cell immunity, we stained lung cells with a tetramer of ESAT-6, a secreted virulence factor and highly immunodominant antigen of Mtb. Tetramer staining revealed that TACC1 mice display also a defect in the early generation of ESAT-specific CD4+ T cells, which is slightly compensated at day 42, but still reduced compared to WT mice (Figure 7F). In accordance, TACC1 mice also exhibited a delay in the generation of antigen-specific T cells producing IFN-γ, as determined by ELISPOT upon re-stimulation with ESAT61–20-pulsed antigen presenting cells (Figure 7G). Interestingly, the presence of Tregs differed throughout the infection between WT and mice lacking ACC1 in T cells (Figure 7H). After 21 days TACC1 mice showed elevated Treg frequencies compared to WT mice, which was reversed after 42 days. Since Tregs and IL-10 were postulated to limit the host immune response against mycobacteria, we measured the production of IL-10 by T cells in TACC1 during Mtb infection. We observed that at day 21 p.i., when Treg frequencies are higher in TACC1 mice, there were no significant differences in T cell-derived IL-10 between WT and transgenic mice (Figure 7I). However, at day 42 p.i., CD4+ T cells from TACC1 mice produce more IL-10 than their WT counterparts. Therefore, we cannot definitely exclude that IL-10 dampens the control of mycobacterial growth and contributes to the increased bacterial loads at a later time point of infection. However, as the overall protective T cell response is impaired at earlier time points, we are convinced that this initially compromised reaction accounts for the increased CFUs observed at day 42 p.i. (Figure 7C) independently of Treg-derived IL-10.

Taken together, our data highlight the importance of T cell-intrinsic de novo FAS for the generation of protective Th1 immunity against Mtb infection. On the contrary, we observed that ACC1 and ACC2 expression in myeloid cells was not essential for the control of mycobacterial infection.

DISCUSSION

Macrophages and DCs possess distinct roles in the protection against mycobacterial infection. While macrophages control mycobacterial growth using several microbicidal mechanisms, DCs are essential for priming adaptive immunity. In several studies over the past years, these functional properties of immune cells were connected to specific metabolic pathways. Pathogens, such as mycobacteria, have evolved strategies to exploit these metabolic programs for their own survival and replication. In particular, the host cellular lipid metabolism was reported to be modulated by Mtb. However, how this metabolic reprogramming affects the function of macrophages and DCs during mycobacterial infection remains unknown. In this study, we demonstrate that in T cells, de novo FAS via ACC1 is essential to control mycobacterial infection. In contrast, engagement of de novo FAS is not a prerequisite for the optimal activation and function of macrophages and DCs.

Previous studies investigating the importance and contrasting roles of macrophages and DCs in generating protective immunity against mycobacteria were mainly performed using BM-derived GM-CSF DCs. GM-CSF DCs have been used in a wide range of studies, since they yield large numbers of cells and represent a useful tool to study certain properties of antigen presenting cells, such as their T cell priming capacity. However, it has recently become apparent that these cultures contain not only DCs, but also monocyte-derived macrophages, termed GM-DCs and GM-Macs, respectively (68). Since GM-CSF DCs represent a heterogeneous mixture of myeloid cells, it is difficult to draw conclusions out of this system on the different roles of DCs and macrophages upon mycobacterial infection. To overcome this, we here made use of a novel protocol developed in our laboratory to generate large numbers of CD103+-like DCs (iCD103 DCs) in vitro (47). In mice, CD103+ DCs are classified as conventional DCs that lack CD8α and express low levels of CD11b (69). They represent a rare population of DCs that survey non-lymphoid tissues and migrate to lymph nodes where they prime adaptive immunity. CD103+ DCs were associated with protection against Tb, since they are found in higher numbers in the lungs of Mtb-resistant mice than in the susceptible DBA/2 strain (27). Additionally, CD103+ DCs can migrate from the lungs to the draining-lymph nodes, where they contribute to the control of infection by initiating T cell responses (50). Here, we show that iCD103 DCs have a stronger upregulation of CD86 and MHCII as well as higher production of IL-12/23p40 and IL-6 in comparison to BMDMs. Consequently, only iCD103 DCs strongly promoted T cell proliferation and differentiation from naïve T cells into Th1 and Th17 cells in vitro. These data are in accordance with previous studies using GM-CSF DCs and BMDMs (17, 70) or DCs and macrophages from M. bovis BCG-infected mice (71). Additionally, it was described that the ability of DCs to kill mycobacteria is relatively low (17, 18), and, therefore, DCs can transport live bacteria to the lymph nodes (19). For this reason, it has been proposed that Mtb might use DCs as a “Trojan horse” to spread within the host and establish a persistent infection (72). Our data shows that iCD103 DCs become infected with mycobacteria, but at a lower rate than macrophages. Importantly, iCD103 DCs are unable to produce NO, in contrast to what was described for GM-CSF DCs (73, 74). NO production is one of the main microbicidal mechanisms required for mycobacterial killing (75). In this respect, iCD103 DCs might represent a good model to study how mycobacteria survive in DCs.

One of the main pathways required for DC activation and production of pro-inflammatory cytokines upon mycobacterial infection is the TLR/MyD88 pathway (28). Recently, it was proposed that TLR-driven activation and cytokine production in DCs is dependent on de novo FAS, which serves for the expansion of the ER and Golgi apparatus (30). Immune cells gain fatty acids by the glycolytic-lipogenic pathway, a process by which carbons derived from glucose (and other substrates) are converted to acetyl-CoA, which is then used for the synthesis of fatty acids. Alternatively, fatty acids can be incorporated from the environment using transporters, such as the CD36 receptor or fatty acid binding proteins. Fatty acids can be further subjected to FAO in the mitochondria for the generation of ATP or accumulated in the form of triglycerides within LBs. FAO and FAS are regulated by the enzymes ACC1 and ACC2, both catalyzing the conversion of acetyl-CoA to malonyl-CoA. The malonyl-CoA that is produced by ACC2 functions as an allosteric inhibitor of CPT1, the rate-limiting enzyme for the transport of long chain fatty acids into mitochondria for FAO. In contrast, ACC1 is located in the cytosol and represents the rate-limiting enzyme for de novo FAS. In the process of FAS, malonyl-CoA is condensed with acetyl-CoA by the fatty acid synthase (FASN) generating long-chain fatty acids which are further modified into lipids that are used for the synthesis of membranes or posttranslational modifications of proteins (34).

In this study, we demonstrate that iCD103 DCs strongly upregulate de novo FAS upon mycobacterial infection as shown by the incorporation of 13C-labeled glucose into fatty acids. However, ACC1-deficient iCD103 DCs or GM-CSF DCs displayed normal maturation capacity, as demonstrated by CD86 and MHCII expression, and IL-12/23p40 and TNF-α secretion upon M. bovis BCG infection. Furthermore, even the stimulation with TLR agonists, such as LPS or CpG did not reveal any reduction in DC activation or cytokine production upon ACC1 deletion in vitro. Likewise, treatment of iCD103 DCs with SorA and TOFA, two different pharmacological inhibitors of ACCs, did not significantly influence iCD103 DC activation, cytokine production, or T cell priming capacity, despite completely blocking ACC-mediated de novo FAS. It is also important to mention that the concentrations of the inhibitors used in this study had no effect on cell viability. These results contrast those by Everts et al. who reported impaired activation of GM-CSF DCs upon TLR stimulation in the presence of TOFA or C75, an inhibitor of FASN (30). Although the reason for this discrepancy is not clear, it needs to be considered that pharmacological inhibitors often carry the risk of off-target effects [our own unpublished data and (76)]. For example, the previously employed FASN inhibitor C75 was shown to have toxic effects by attenuating cellular mitochondrial function (77). Whether the concentrations of C75 used in the study by Everts et al. also affect cell viability was not further addressed. In addition, C75 also promotes FAO by inducing CPT1 activity (78). Hence, it is possible that some of the properties attributed to FAS inhibition in DCs are a consequence of unspecific effects.

In vivo, FAS was implicated to be essential for the capacity of DCs to prime CD8+ T cell responses (30). In contrast, our results demonstrate that deletion of ACC1 in DCs did not abrogate the cytokine production and maturation capacity of myeloid cells or their ability to prime anti-mycobacterial CD8+ or CD4+ T cell responses in vivo. Consequently, DC_ACC1 mice were able to control the infection with M. bovis BCG or Mtb to the same extent as WT mice. Likewise, DC_ACC1 mice control Listeria monocytogenes infection comparable to WT mice (data not shown). Our results also demonstrate that similar to DCs, macrophages upregulate lipid synthesis upon infection with M. bovis BCG in vitro as evidenced by incorporation of 13C-labeled glucose into lipids and accumulation of phospholipids and neutral lipids. However, upon genetic ablation or pharmacological inhibition of ACC1, BMDMs were still able to upregulate costimulatory molecules and produce pro-inflammatory cytokines to the same extent as WT cells. Additionally, FAS was not required for production of IL-1β, IL-12/23p40, or IFN-γ, generation of protective IFN-γ-secreting CD4+ T cells or the subsequent control of M. bovis BCG or Mtb infection. Together, our data clearly argues against a pivotal role of de novo FAS for DC or macrophage activation and function for priming protective immunity against mycobacterial infection.

Of note, the targeting efficiency in splenic DCs and AMs was higher than 90% in our transgenic mouse models, thus excluding the possibility of residual ACC1 expression due to incomplete targeting. Although we did not evaluate the deletion rate in lung CD103+ DCs in this study, previous work from our laboratory indicates that CD11c cre targets about 80% of this cell subset (79). It is important to consider that this genetic approach also partially targets other cell populations. For example, CD11c cre also targets AMs in the lung, while LysM cre also targets neutrophils (79, 80), probably also excluding a broader role of FAS in other myeloid cell populations.

Mycobacterium tuberculosis survives within macrophages, where it leads to formation of LBs and differentiation into “foamy” macrophages (57). This process has been associated with the induction of de novo FAS and cholesterol synthesis in the host macrophage (9, 14). Our findings that bacterial burdens in the lung of WT and MΦ_ACC1 mice are comparable suggest that the Mtb strain H37Rv does not strictly depend on FAS within host macrophages. Yet, it needs to be considered that in mice, granulomas do not adequately resemble the fibrocaseous structures containing “foamy” macrophages found in humans (81). Therefore, it might be interesting to address the impact of ACC1 deletion in macrophages on the outcome of anti-mycobacterial immunity and Mtb survival in other models, such as in the post-primary tuberculosis model or in IL-13-overexpressing mice, where “foamy” macrophages are highly abundant (11, 82). “Foamy” macrophages have also been observed at later stages during classical aerosol Mtb infection.

The usage of FAS or FAO in myeloid cells has been implicated as a metabolic switch regulating immunity and tolerance. While inflammatory “M1” macrophages have been associated with glycolysis, “M2” macrophages were proposed to be committed to FAO and OXPHOS (55, 83, 84). These “M2” macrophages were reported to be immunomodulatory and poorly microbicidal (85, 86) resulting in impaired anti-mycobacterial function (87). This is supported by the finding that Mtb induces the production of IL-10 resulting in “M2” polarization and compromised macrophage function (88). In contrast, a recent study reported that Mtb induces the microRNAs miR-33 and miR-33* in macrophages, which suppressed autophagy, lysosomal function, and FAO (89). Thereby, Mtb facilitates the accumulation of LBs and promotes its survival, indicating that manipulation of FAO in macrophages might affect their anti-mycobacterial function. In line with the current thoughts about macrophages, FAO in DCs is connected to tolerogenicity. This is highlighted by studies showing that resveratrol or vitamin D3 and dexamethasone promote FAO and tolerogenic function of DCs (90–92). Moreover, FAO and CPT1 activity were reported recently to be crucial for activation of plasmacytoid DCs upon virus infection (93). Yet, it remains unclear whether the rate of FAO affects the function of DCs and macrophages to cope with mycobacterial infection. Using cell-specific deletion of ACC2 in DCs or macrophages, we could demonstrate that these mice control mycobacterial infection to the same extent as WT mice. In addition, the paradigm that FAO is required for “M2” polarization was questioned recently (76, 94). In these studies, conditional deletion of CPT2 in macrophages, which functions together with CPT1 to transport long-chain fatty acids into the mitochondria for FAO, blocked β-oxidation of fatty acids, yet it did not affect “M2” polarization (76, 94). Furthermore, this study suggests that the previously observed block of “M2” polarization by using etomoxir as a pharmacological inhibitor for CPT1 (84, 95) might be due to off-target effects [our own unpublished data and (76)].

Metabolic reprogramming upon activation was not only associated with the activation and function of myeloid cells, but also shown to be crucial for the proliferation, differentiation, and function of T cells (34, 96, 97). Our previous work showed that the development of T helper cells requires de novo FAS (33). ACC1-deficient T cells (TACC1) are less pathogenic than WT T cells during autoimmune encephalomyelitis and in a lethal model of acute GVHD, where they permitted survival of recipient mice (35). Our current results indicate that ACC1 deletion diminished the generation of Th1 and CD8+ T cell responses resulting in higher susceptibility against mycobacterial infection. Indeed, when infected with a high aerosol dose of Mtb, TACC1 mice succumb to infection as early as 4 weeks, highlighting the importance of de novo FAS for IFN-γ production by Th1 and CD8+ T cells. These data are in line with previous publications that established Th1 cells as a prerequisite for the defense against mycobacteria, since mice deficient for Th1-inducing cytokines, as IL-12p40 or IFN-γ, succumb to Mtb infection due to high bacterial loads (98–101).

Inflammatory responses are controlled by patrolling Tregs that balance anti-mycobacterial immunity and pathology. Studies in human and mice showed that Tregs expand during Mtb infection which was associated with higher bacterial burdens and active Tb (63–65). Our recent data indicate that the deletion of ACC1 in T cells enhances iTreg differentiation [(33) and unpublished data]. Therefore, we speculated that elevated levels of Tregs upon ACC1 deletion might contribute to impaired mycobacterial control in TACC1 mice. Yet, we observed normal Treg frequencies upon M. bovis BCG infection and only an early increase during Mtb infection that was reversed at day 42. Thus, our results suggest that the lack of protection in TACC1 mice can preferentially be attributed to the impaired ability to generate Th1 cells and not to an increase in Treg development.

Interestingly, genetic ablation or pharmacological inhibition of ACC1 in DCs and macrophages results in higher fatty acid uptake. These results suggest that non-proliferating macrophages and DCs are able to compensate for impaired endogenous FAS by increasing the uptake of external fatty acids. We believe these findings support the notion that myeloid cells are flexible in their choice of substrate, being able to shape their metabolic pathways in order to meet their energetic and biosynthetic demands. Despite displaying a similar compensatory mechanism (data not shown), T cells from TACC1 mice show a strong functional defect upon mycobacterial infection. Together, our data suggest that intrinsic ACC1 expression in DCs and macrophages is dispensable for their activation and function to generate protective immunity against mycobacterial infection. In contrast, ACC1 in highly proliferative T cells constitutes a prerequisite to ensure mycobacterial control.
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Intracellular bacteria are responsible for many infectious diseases in humans and have developed diverse mechanisms to interfere with host defense pathways. In particular, intracellular vacuoles are an essential niche used by pathogens to alter cellular and organelle functions, which facilitate replication and survival. Mycobacterium tuberculosis (Mtb), the pathogen causing tuberculosis in humans, is not only able to modulate its intraphagosomal fate by blocking phagosome maturation but has also evolved strategies to successfully prevent clearance by immune cells and to establish long-term survival in the host. Mass spectrometry (MS)-based proteomics allows the identification and quantitative analysis of complex protein mixtures and is increasingly employed to investigate host–pathogen interactions. Major challenges are limited availability and purity of pathogen-containing compartments as well as the asymmetric ratio in protein abundance when comparing bacterial and host proteins during the infection. Recent advances in purification techniques and MS technology helped to overcome previous difficulties and enable the detailed proteomic characterization of infected host cells and their pathogen-containing vacuoles. Here, we summarize current findings of the proteomic analysis of Mycobacterium-infected host cells and highlight progress that has been made to study the protein composition of mycobacterial vacuoles. Current investigations focus on the pathogenicity during Mtb infection, which will allow to better understand pathogen-induced changes and immunomodulation of infected host cells. Consequently, future research in this field will have important implications on host response, pathogen survival, and persistence, induced adaptive immunity and metabolic changes of immune cells promoting the development of novel host-directed therapies in tuberculosis.
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INTRODUCTION

Phagocytic cells, such as macrophages, dendritic cells, and neutrophils, represent the first line of defense against invading pathogens, such as Legionella pneumophila, Coxiella burnetti, and Leishmania donovani, by engulfing and eliminating them by phagocytosis. Phagocytosis is a complex process divided in several steps, which is initiated by the innate recognition of microbial patterns, leading to the formation of microbe-containing vesicles. These vesicles fuse successively with different endocytic compartments [early endosome (EE) and late endosome (LE), and lysosomes (LYSs)] to form a microbicidal organelle, the phagolysosome (1). This process results in the formation of an acidic, oxidative, and degradative environment, which is additionally influenced by immune signals inside and outside of the phagocyte that determine phagosomal fate (2). However, pathogen-containing vacuoles (PCVs) are also occupied and altered by intracellular pathogens providing a successful niche to survive and replicate within phagocytes. Therefore, it is not surprising that numerous microbes developed a wide variety of strategies to adapt and manipulate the phagocytic process (3).

Among these strategies induced by intracellular pathogens, the phagosome maturation arrest initiated by Mycobacterium tuberculosis (Mtb) infection allows the colonization of phagocytes and long-term survival within host cells (4). Mtb is causing tuberculosis (TB) in humans with more than 1.3 million deaths each year and an increasing incidence of drug-resistant strains (5). In addition to the lack of an efficient vaccine, tuberculosis remains together with malaria and HIV/AIDS one of the deadliest infectious diseases worldwide. The inter- and intracellular modifications of the host environment induced by Mtb infection are diverse and not fully understood (6). Briefly, after phagocytic uptake, mycobacteria-containing vacuoles (MCVs) are formed, which were shown to interact and exchange material with early endosomal compartments but are devoid of, or only interact transiently, with molecules of LEs and LYSs and are able to retain a pH at around 6.5 within MCVs. The lack of phagosomal acidification is mostly due to a defective retention of the vacuolar proton ATPase (V-ATPase) complex at the phagosome (7, 8). Moreover, it was also considered for long that MCVs are sealed, but recent findings demonstrated that Mtb is able to induce vacuolar rupture, thereby allowing direct interactions of bacterial components with host cytosolic proteins (9–11). Despite numerous studies analyzing the host machinery that controls spatiotemporal vacuolar acidification, progression of phagosome maturation, and intracellular survival of different Mycobacterium species, the Mtb-induced delay of phagosome maturation is not fully characterized. Furthermore, we also only begin to understand the impact of the different virulence factor secreted upon Mtb infection, which additionally interfere with host pathways to promote Mtb survival and growth (12). Together with the fact that the existing BCG vaccine is inefficient and needs further improvement and alternatives (13), it is clear that we need more knowledge of mycobacterial pathogenesis and the host factors manipulated by Mtb allowing to establish its intracellular niche. In particular, a better understanding of host immune responses and the involved mechanisms controlling the infection are needed, because they affect disease outcome as well as TB pathology. The possibility of modulating host immunity to maximize mycobacterial killing while minimizing inflammatory tissue damage has received increasing attention in recent years and is applied as novel host-directed therapy against drug-resistant Mtb strains (14).

The development of powerful and sensitive mass spectrometry (MS)-based methods during the past decade allows now the accurate, spatiotemporal identification, quantification, and modification of almost any expressed protein (15). These robust methodologies are increasingly applied to study host–pathogen interactions and to elucidate the proteome of the pathogen itself, of infected cells and of subcellular compartments. In the case of Mtb infection, protein profiling of different mycobacterial strains as well as of clinical, drug-resistant isolates increased tremendously our knowledge about their proteome (16, 17), while MS methods also helped to identify biomarkers of Mtb-infected patients (18). Many previous MS studies on host infection were carried out with non-pathogenic mycobacteria strains or were performed with beads coated with single mycobacterial virulence factors, while data on virulent Mtb strains were scarce. Here, we want to focus on the host side of mycobacterial infection and summarize current findings of the proteomic analysis of Mycobacterium-infected cells and the progress that has been made in the purification of PCVs that helped to overcome previous difficulties and will allow the detailed and reproducible proteomic characterization of MCVs to better understand Mtb pathogenicity. In this review, we aim to point out the potential of current MS technology to increase our knowledge of the host response during Mtb infection including pathogen-driven immunomodulation.

PROTEOME ANALYSIS OF MYCOBACTERIA-INFECTED CELLS

The intracellular niche protects mycobacteria from cellular and humoral component of the immune system. To overcome host cell defense mechanisms, Mtb subverts the normal passage through the endocytic pathway to form a distinct replicative membranous compartment. Furthermore, Mtb is also able to induce vacuolar rupture to reach nutrients in the host cytosol and to escape host defense pathways, both favoring Mtb growth. Therefore, several proteome studies of mycobacteria-infected cells were initiated to collect an inventory of host cell factors required to establish mycobacterial colonization at the cellular level. By using liquid chromatography–tandem MS (LC–MS/MS) approaches for proteome analysis, high identification rates were achieved, which also allow the measurement of the quantitative state of cellular proteomes at any given time of infection (19). In addition, the introduction of stable isotope labeling of proteins prior MS analysis further improved the relative quantification of complex proteomic samples (20). This approach has gained success due to its high proteome coverage, quantification reliability, and high-throughput format. Over the past years, a few MS studies addressed infection settings with virulent and avirulent strains of the Mtb complex, which we have summarized in Table 1A that gave insight on the host environment during mycobacterial colonization.

TABLE 1 | List of host proteomic studies of mycobacterial infection performed (A) on total cellular extracts, (B) on isolated cell organelles of infected cells, and (C) specifically on mycobacteria-containing vacuoles (MCVs) and bead-containing phagosomes.
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In one of the first studies, Shui et al. published a list of 166 murine macrophage proteins, which showed a differential expression after Mtb lipid exposure (21). Lipids of the mycobacterial cell wall represent approximately 60% of the total bacterial dry weight (37) and were shown to be actively trafficked out of the MCV (38). After both metabolic stable isotope labeling by amino acids in cell culture and chemical isobaric tagging (iTRAQ), the authors found that Mtb lipids act on diverse cellular processes, such as immune response, apoptosis, metabolism, vesicle transport, and signal transduction (21). In addition, also Fc gamma receptor type IIb is upregulated upon Mtb lipid exposure, which is known to block calcium influx and to inhibit phagocytosis and inflammatory responses (39). Moreover, also three proteins implicated in the oxidative burst, which help macrophages to kill intracellular pathogens, were found upregulated upon Mtb lipid exposure: p67phox, p47phox (both subunits of NADPH oxidase), and macrophage migration inhibitory factor. At the cellular level, a recent work compared human THP-1 cells infected by either the BCG vaccine strain or two virulent strains (Mtb H37Rv and Mycobacterium bovis) (25). The authors identified 61 host proteins differentially regulated depending on the used infection model with seven of them specifically upregulated upon virulent strain exposure, including CCL20 and ICAM1 involved in TNF signaling. Mtb H37Rv infection also induced upregulation of two interferon-induced transmembrane proteins (Ifitm1 and Ifitm3), which is in agreement with previously published results (40). This study has shown the importance of using appropriate infection models to identify host factors influencing the establishment of a pathogen. In line with this, another recent study identified in human macrophages the downregulation of 235 host proteins, when they compared their profile between macrophages infected with the virulent Mtb H37Rv and the avirulent H37Ra strain (24). The main host cell processes found altered by Mtb infection were blood coagulation, apoptosis, and oxidative phosphorylation. Among these candidates, some proteins showed differential expression levels between both models of infection suggesting the existence of different immunity mechanisms that influence immune responses. For example, the expression of HLA class I, a major histocompatibility complex antigen chain specific to humans, was downregulated after Mtb H37Rv infection, providing evidence that the cross-presentation pathway is affected by Mtb colonization. In another study, Mtb-specific antigens from granulomatous lesions of TB patients could be identified (22), demonstrating the potential of MS-based approaches to study pathogen-driven immune responses.

Although the proteome analysis performed on infected cells and tissue is able to give insight into the host defense mechanisms affected by Mtb colonization, it does not provide specific information about the occupied niche, the MCV, and how its composition and molecular function is altered by the pathogen to allow intracellular growth and replication. Therefore, several labs aim to purify intact cell organelles and PCVs, including those containing different mycobacteria species, to further analyze these compartments by quantitative MS approaches to better understand host–pathogen interactions.

CURRENT STATE AND PITFALLS OF PCV PURIFICATION

Traditional organelle enrichment techniques, such as differential centrifugation in (dis-)continuous density gradients and biochemical fractionation, often resulted in preparations of low purity and contained contaminants, such as other cell organelles and molecular constituents. In recent years, additional techniques have been developed, which allow better purification of PCVs enabling organelle proteomics at higher accuracy and reproducibility. The selective enrichment of PCVs is crucial to increase both specificity and quality of sample preparations and can be achieved by immuno-affinity purification, flow cytometry-based single organelle enrichment, and subcellular fractionation in regard of the physicochemical characteristics of the PCVs of interest. Hilbi and coworkers provide a comprehensive overview of different techniques developed to purify vacuoles containing Legionella, Salmonella, Chlamydia, Simkania, and a Mycobacterium trehalose-dimycolate (TDM) bead model (36). It is essential to control all experimental steps carefully to avoid the presence of contaminating cell organelles and remnants, which will result in the identification of artifacts during MS analysis. In particular, the use of immunomagnetic separation techniques combined with fractionation and density gradient centrifugation has been used successfully to purify vacuoles of intracellular pathogens that allowed the MS-based identification of host proteins recruited to PCVs, such as IRG1, a catalytic enzyme shown to regulate an antimicrobial host response against Legionella pneumophila in vitro and in vivo (41).

There is a long-standing interest in MCV isolation to identify and characterize pathogen-specific virulence and persistence mechanisms during infection. The first protocols of MCV purification were reported by the Russell laboratory (42, 43) and Pieters laboratory (44) more than 20 years ago and were based on sucrose and/or Ficoll gradient centrifugation. More recently, these approaches have been either modified, e.g., by combining them with iso-osmotic iodixanol density gradients (33), or were replaced by separation techniques, where mycobacteria are magnetically labeled prior infection (45, 46). Currently, the latter methods seem to be superior to purify MCVs since they allow the selective enrichment of pathogen-containing compartments. In all cases, homogenous MCV isolation with a high degree of purity remains technically challenging, especially if one aims to perform it on virulent Mtb strains at BSL3 conditions. However, in combination with methods developed for other intracellular pathogens, for example, the immunomagnetic separation of PCVs using antibodies against species-specific virulence factors (47), will further boost the efforts to unravel the Mtb-specific phagosomal proteome during different times of infection.

PROTEOME ANALYSIS OF MYCOBACTERIA-CONTAINING VACUOLES

During the last years, several MS studies were published that analyzed different cell organelles of mycobacteria-infected cells (48), such as cytoplasm and nucleus (26), the ER (27), secreted exosomes (28), plasma and cell organelle membranes (30, 31), as well as phagosomes (32–36), which provide detailed insight in the cellular mechanisms of mycobacterial infection. We have listed these findings in Tables 1B,C. For example, in a quantitative MS approach, Kuo et al. performed membrane profiling on human dendritic cells and identified 115 proteins that were upregulated in response to heat-killed Mtb (30). Among those host proteins, aminopeptidase N was found largely overexpressed, and the authors could demonstrate that membranous aminopeptidase N is capable of binding live bacteria and is involved in antigen presentation that impaired T cell activation to facilitate Mtb pathogenesis.

The different MS studies on the phagosomal proteome (Table 1C) were performed in immune cells infected by either Mtb H37Rv and M. bovis BCG or beads coated with Mtb cell wall components (ManLAM, PILAM, and TDM) and identified phagosomal host proteins that are altered during mycobacterial infection. Together with the findings of non-MS studies investigating MCVs at different time points postinfection, we start to better understand the phagosome maturation block and other features of Mtb infection, which we have illustrated in Figure 1. While molecules such as transferrin receptor and Rab5 (33–36) are commonly found in MCVs, suggesting fusion with EEs, other EE markers are not found or only at much lower quantities, such as phosphatidyl-inositol-3-phosphate and early endosomal antigen 1 (32), confirming previous findings on MCV biogenesis (49–51). The different MS studies (33–35) also confirm the notion that mycobacterial infection actively suppresses the recruitment of the V-ATPase to the MCV membrane (7) to avoid phagosomal acidification due to the secreted Mtb protein tyrosine phosphatase (8). A recent study from us has also shown that the V-ATPase is targeted for ubiquitination and proteasomal degradation during Mtb infection due to the activity of cytokine-inducible SH2-containing protein (Cish) (52). Moreover, Mtb infection also blocks fusion with late endosomal and lysosomal compartments, which excludes molecules such as cathepsin D and S and lysosome-associated membrane protein 2 from MCVs (33–35, 76). Only late endosomal proteins, such as Rab7 and Nramp-1, were shown to be acquired transiently to the MCV membrane (10, 53, 54), the latter being involved in vacuolar rupture and access of Mtb to the cytosol. Recently, the mannose receptor was found to be involved in blocking phagolysosomal fusion by its recruitment of SHP-1 (55). Also two other Rab GTPases, Rab14 and Rab20, were shown to play important roles in MCV biogenesis (34, 53, 56, 57), while other molecules, such as coronin-1A, are actively retained on MCVs containing live Mtb (58). The block of phagosomal acidification, and therefore hydrolase activity, is also supported by the activity of ion channels, such as CFTR (59) and others, which lead to, e.g., high levels of chloride ions in early MCVs (60–62). Finally, there are also other cellular mechanisms, such as autophagy, necrosis, apoptosis, and impairment of antigen presentation, involved in the outcome of mycobacterial infections, which is beyond the scope of this review. However, all these different findings demonstrate an impressive body of evidence, how Mtb interferes with host defense to survive and replicate in different cell types, and how MS analysis of infected cells and of MCVs provide a valuable tool to better understand host–pathogen interactions.
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FIGURE 1 | Phagosomal functions after internalization of non-pathogenic bacteria (left panel) and in the context of Mtb infection (right panel). Schematic representation of the key players and main functional features after the uptake of non-pathogenic bacteria leading to the clearance of the internalized cargo (left panel). Upon Mtb infection, the pathogen is internalized into mycobacteria-containing vacuoles (MCVs), which are delayed in phagosome maturation (right panel). Some of the altered phagosomal functions are indicated here together with involved host molecules that were identified by MS approaches (references shown in red) or by non-MS techniques (references shown in black). Abbreviations: CathD, cathepsin D; CathS, cathepsin S; Cish, cytokine-inducible SH2-containing protein; EE, early endosome; EEA1, early endosomal antigen 1; Ifitm3, interferon-induced transmembrane protein 3; LAMP2, lysosome-associated membrane protein 2; LE, late endosome; LYS, lysosome; MHC, major histocompatibility complex; MR, mannose receptor; MS, mass spectrometry; Mtb, Mycobacterium tuberculosis; Nramp-1, natural resistance-associated macrophage protein 1; PI3P, phosphatidyl-inositol-3-phosphate; PR, phagocytic receptor; TfR, transferrin receptor; TLR, toll-like receptor; V-ATPase, vacuolar proton ATPase.



CONCLUSION AND OUTLOOK

Research on mycobacterial infections includes an increasing number of MS-based approaches, which refine our understanding of the molecular mechanisms underlying Mtb pathogenesis. Together with improvements on purity and reproducibility of sample preparations, in particular of MCVs containing virulent Mtb strains, it is now feasible to combine these methods with other techniques analyzing dynamics and impact of host–pathogen interactions. In addition, current advances in quantitative MS as well as recently emerging targeting MS-based techniques, such as selected reaction monitoring and SWATH MS (17), enable accurate and very sensitive protein measurements. Combined with systems biology-driven workflows, future studies on Mtb infection will allow a better understanding of pathogen-induced changes and immunomodulation of infected host cells.

Future research should focus on the diversity of innate immune cells and their distinct functions that cooperate to control Mtb infection, such as the contribution of myeloid cells and lymphocyte populations (63–65). MS approaches could help to uncover the underlying mechanisms by identifying the involved players. Effective immunity against Mtb requires balanced adaptive immune responses while avoiding damages by immune activation, which determines the persistence of chronic TB infection (66). We now begin to understand the different mechanisms of immune manipulation induced by Mtb infection that favor disease progression, and current interventions aim to reverse these effects by altering the frequency of specific immune cell populations (67). Therefore, novel immunotherapies include depletion strategies targeting regulatory T cells (68, 69) and myeloid-derived suppressor cells (70, 71) to restrict mycobacterial replication. Finally, current findings also demonstrate the importance of metabolic remodeling of immune cells during infection, and how these processes influence effector functions, inflammatory responses, and the outcome of disease (72). How precise changes in metabolites are beneficial for the host during Mtb infection and contribute to protection from TB remains to be uncovered, but the inflammatory state of certain immune cell populations appears to be crucial (73). Without doubt, current MS technology allows the identification of metabolic adaptation during Mtb infection (74) and will allow further insight how immune responses are regulated, for example, the role of different interferons in TB pathogenesis (75). Consequently, future research in these fields will have important implications on host response, pathogen survival, and TB persistence and will promote the development of novel host-directed therapies, particularly against emergent drug-resistant Mtb strains.
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The mononuclear phagocyte system (MPS) constitutes dendritic cells, monocytes, and macrophages. This system contributes to various functions that are essential for maintaining homeostasis, activation of innate immunity, and bridging it with the adaptive immunity. Consequently, MPS is highly important in bolstering immunity against the pathogens. However, MPS is the frontline cells in destroying Mycobacterium tuberculosis (Mtb), yet the bacterium prefers to reside in the hostile environment of macrophages. Therefore, it may be very interesting to study the struggle between Mtb and MPS to understand the outcome of the disease. In an event when MPS predominates Mtb, the host remains protected. By contrast, the situation becomes devastating when the pathogen tames and tunes the host MPS, which ultimately culminates into tuberculosis (TB). Hence, it becomes extremely crucial to reinvigorate MPS functionality to overwhelm Mtb and eliminate it. In this article, we discuss the strategies to bolster the function of MPS by exploiting the molecules associated with the innate immunity and highlight the mechanisms involved to overcome the Mtb-induced suppression of host immunity. In future, such approaches may provide an insight to develop immunotherapeutics to treat TB.
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INTRODUCTION

Despite of the fact that efficient anti-tuberculosis (TB) drugs are available, TB remains to ruin public health globally. Reports suggest that one-third of the populace is infected with Mycobacterium tuberculosis (Mtb), almost 10.4 million active cases and around 1.8 million deaths in 2016 (1). The occurrence of threat is further complicated due to acquired immunodeficiency syndrome pandemic, the appearance of multidrug-resistant (MDR), extensively drug-resistant, as well as totally drug-resistant Mtb strains (2). Vaccines are the most effective strategy to control and eliminate any disease (3, 4). Ironically, bacillus Calmette–Guérin (BCG) is the most controversial vaccine because of its variable efficacy worldwide (5). Moreover, it protects only children but not adults (6). Therefore, an urgent necessity and the challenge for the scientific society are to improve the current drug regimen or develop alternative stratagems against TB.

Our immune system is quite complex and complicated, comprising of innate as well as adaptive branch of immunity. Innate immunity is the primary and foremost line of defense against intruding pathogens (7). Innate immunity was initially believed to be non-specific and considered to be of lesser importance for the immune function. On the other hand, adaptive immunity is allied with the exclusion of intracellular pathogens in the subsequent stages of infection. It was considered as sentinel of the immune system owing to its specificity as well as immunological memory generation. Since the last few decades, innate immunity has gained enormous consideration due to the discovery of “germ line-encoded” pattern recognition receptors (PRRs), which makes the innate immunity capable of discriminating between self and an array of pathogens (8). PRRs are predominantly expressed by various antigen-presenting cells (APCs) such as monocytes, macrophages, and dendritic cells (DCs). These cells constitute the mononuclear phagocyte system (MPS). Mononuclear phagocyte cells (MPCs) are progenitors derived from bone marrow hematopoietic cell lineage (9). “Committed myeloid progenitor cells” can differentiate into blood monocytes, which then migrate to the bloodstream and subsequently enter in different tissues to develop into the resident tissue macrophages and DCs (10, 11). In the conventional sight of the MPS, cell division happens primarily in monoblasts and promonocytes. The expansion of mature macrophages provides the maintenance and number of resident tissue macrophages (10). MPCs mainly contribute in the recognition and eradication of pathogens and their related products. Furthermore, they contribute substantially in promoting innate immunity and subsequently stimulating, shaping, and expanding the adaptive immunity (12). Initiation of adaptive immunity not only depends on the direct detection of antigen by the receptors of MPCs but also relies on crucial signals delivered through costimulatory molecules, cytokines, and PRRs (13). Importantly, DCs contribute considerably in bridging innate and adaptive immunity (8, 14). DCs express a plentiful amount of costimulatory molecules and PRRs, which regulate several immune functions and signaling cascades that are crucial for the instigation of adaptive immune response (15). In addition, they successively alert other immune cells to accumulate at the infection site. Furthermore, they combat and resist Mtb in establishing infection and restrain them from becoming an active disease.

Based on the aforementioned investigations, MPS are considered as an important first line of defense against pathogen. Exploiting MPCs or their components, namely, PRRs, costimulatory molecules, cytokines, and chemokines as therapeutic agents may be an exciting line of study to control TB. Previously, our group has highlighted the importance of signaling through innate molecules in context with nasal and mucosal immunity to restrict Mtb entry and consequently prohibiting its infection. We discussed the role of several immunomodulators in vitro, in vivo, or in clinical studies to enhance the efficacy of anti-TB drugs in treating TB patients (16). Current review highlights the interaction between Mtb and MPS influencing the outcome of disease. Hence, as evidenced by published literature, we hypothesize a crucial strategy to reinvigorate MPS functionality to overwhelm Mtb and eliminate it. Furthermore, we discuss the strategies to bolster the function of MPS by exploiting the molecules associated with the innate immunity and highlight the mechanisms involved therein. It may be hypothesized that involving MPS in conjunction with drugs, as an adjunct therapy may lessen the dose as well as duration of ongoing drug regimen; and therefore, may reduce the chances of developing drug resistance by the pathogen.

VARIOUS MONONUCLEAR PHAGOCYTIC CELLS AND THEIR FUNCTION IN INNATE AND ADAPTIVE IMMUNITY

Mononuclear phagocyte cells located in various tissues differ in terms of their nomenclature and morphological appearance (17). For example, macrophages are called as histiocytes in subcutaneous tissues, Kupffer cells resides in liver, microglia present in nervous tissue, alveolar macrophages in lungs, osteoclasts in bones, etc. Besides phagocytosing pathogens and eliminating them from the blood, lymph, and tissues, MPS also clears the senescent cells and mounts immunity against the pathogens (18). MPS recognizes, captures, and internalizes the pathogenic determinants identified as pathogen-associated molecular patterns (PAMPs) through PRRs localized on their surface. This leads to the secretion of biologically active molecules such as free radicals, cytokines, and chemokines. The chemokines attract chiefly neutrophils from the bloodstream and initiate a pro-inflammatory response leading to the engulfment and destruction of Mtb.

Lung alveolar macrophages and myeloid DCs are some of the foremost cell types that get infected after aerosol challenge with Mtb. Subsequently, interstitial macrophages, monocytes, and neutrophils are recruited to infection site (19). MPCs capture Mtb and migrate to the local draining lymph nodes, then process and present antigens efficiently in context with MHCs to activate T cells (20). The intensity of MPCs and Mtb counterattack widely depends upon the host genetics as well as bacterial virulence factors. Accordingly, Mtb replicates within the host MPCs (21, 22) and manipulates function by impairing their ability to control infection (23, 24). Mtb can obstruct the antigen processing and presentation by MPCs to T cells (25–27). Macrophages and DCs that are not optimally activated cannot kill the intracellular Mtb and serve as a reservoir for the dissemination of the pathogen. In addition, due to their striking migratory potential, they play a key role in transmitting Mtb from the site of infection to other tissues (28).

EVASION STRATEGIES ADOPTED BY Mtb TO COUNTERACT HOST IMMUNITY

One of the major mechanisms through which Mtb obstructs MPS function is by inhibiting the fusion of phagosome with lysosome. Various mycobacterial lipids and glycolipids, proteins, and enzymes, namely, lipoarabinomannan (LAM) and trehalose-6,6’-dimycolate (TDM), protein tyrosine phosphatase A (PtpA), secretory acid phosphatase M, zinc-dependent metalloprotease 1, lipoamide dehydrogenase C, serine/threonine protein kinase G, and PEPGRS62 protein have been proved to play an important role in the capacity of Mtb to escape phagolysosome fusion (29–32).

Two signals are important for the optimal activation of T cells. Initial one is the engagement of TCR with MHC–peptide complex and subsequent upregulation of costimulatory molecules. Instead of getting activated, T cells get anergized (“a state of unresponsiveness”) in the absence of costimulatory molecules (33). Interestingly, Mtb has the ability to successfully down modulate the expression of costimulatory molecules. Furthermore, after infecting MPCs, Mtb upregulates the expression of immunosuppressive markers programmed cell death-1, Lymphocyte activation gene-3, and T-cell immunoglobulin mucin-domain containing-3, thus retaliating against the potential threat caused by T cells (34, 35).

Another mechanism is the deprivation of MPS nutrients by Mtb. The most common battle between host cells and the pathogen is for iron utilization. Mtb efficiently utilizes its siderophores for iron uptake and thus deprives host of its availability (36). Furthermore, carbon from various sugars and fatty acids are extracted by Mtb in host cells via its major enzymes, such as the polyphosphate glucokinase, isocitrate lyases (ICL1 and ICL2), and the phosphoenolpyruvate carboxykinase (37–39). Mtb favors the differentiation of macrophages toward M2 subtype (40). By contrast, it impairs the formation of M1 macrophages. M2 macrophages are responsible for suppression of inflammatory function. M1 subtype arises from type-1 inflammatory conditions and secretes pro-inflammatory cytokines and is endowed with microbicidal activity (41). Virulence factors of Mtb are known to preferably skew the generation of M2 macrophages (42). Therefore, Mtb is successful in creating an environment for its intracellular survival inside macrophages (43, 44). Furthermore, Mtb mainly skews the differentiation of CD4 T cells toward Th2 cells phenotype (45). Similarly, the generation of regulatory T cells that secrete TGF-β is promoted. Both Th2 cells and Tregs help in the TB progression. By contrast, the formation of Th1 cells and Th17 cells is suppressed by hijacked MPS, since they have potential to successfully control the Mtb infection (46).

MPS HELPS IN THE RESTORATION OF HOST IMMUNITY IMPAIRED BY Mtb

Mononuclear phagocyte system contributes significantly to the health and disease (47). One of the most imperative mechanism and early response of innate immunity is the generation of reactive oxygen species (ROS) by MPS, which not only destroys the pathogen but also plays a physiological role in maintaining and controlling the cellular functions. Clearance of colonized microorganisms and initiation of signaling pathways related to inflammation, cell proliferation, and induction of immunity is highly dependent on ROS (48). Two sources of ROS generation in the host upon microbial infection is membrane-bound NADPH oxidase complex as well as mitochondrial electron transport chain (49). Important PRRs associated with an intracellular pathogen is NOD-like receptors (NLRs), which makes cell attentive on pathogen interaction/invasion. Among many NLRs, NLRX1 moves to mitochondria and initiates the ROS production (50).

ROLE OF MPS TO OVERCOME THE MODULATION OF CELLULAR METABOLISM AND NUTRIENT ACQUISITION BY Mtb

Mycobacterium tuberculosis utilizes cholesterol for its survival and establishes infection in the host cells (43). This cholesterol is further converted into sterol, which is crucial for Mtb persistence in the host cells (51). Adenosine-5′-triphosphate (ATP) plays a decisive role in the host by acting directly on cell metabolism and signaling cascade. The ATP that comes out of the cell into the extracellular environment is known as extracellular ATP (eATP). It has been seen that eATP can activate the immune system by acting as a “danger signal” (52). Moreover, it is well known that eATP has a potential role in stimulating the release of pro-inflammatory cytokines. eATP induces IL-6 secretion from macrophages (53) and IL-1β production from LPS primed monocytes (54). Furthermore, it is noted that eATP signaling is not only implicated in the generation of ROS and pro-inflammatory cytokines but also plays a significant role in antigen presentation. Previous report demonstrated that eATP along with its putative receptor P2X7 on inflammasome activation induces the shedding of exosomes containing the MHC class II from macrophages (55). It is well-known fact that ROS signaling is involved in the inflammasome formation (56). Thus, it facilitates innate as well as adaptive immune response. Mtb-infected phagocytes release exosomes containing the MHC class II and Mtb Ag85B, which activates the T cells (57). The eATP–P2X7 receptor signaling plays an important role in clearing Mtb infection through multiple ways such as phospholipase-D (58), apoptosis (57), phagosome–lysosome fusion (59), and autophagy (60). Thus, MPS is recognized to play an appreciable role in neutralizing and eradication of Mtb from the host.

INVOLVEMENT OF PHAGOCYTIC CELLS TO BOOST IMMUNITY AGAINST Mtb

Both DCs and macrophages play crucial roles in protection against mycobacterium. The presence of Mtb at infection site is sensed by macrophages through chemokine-mediated migration, as these macrophages express surface receptor for these chemokines known as G-protein-coupled receptors (61). Mtb is efficiently phagocytosed by these professional phagocytic cells. Studies on human macrophages have shown that phagocytosis is significantly improved in the presence of anti-Mtb antibodies and complement factors (62). Once Mtb is phagocytosed by the macrophage or DCs, it encounters a number of defense mechanisms operated through the innate immunity of the host. These include the formation of free radicals, namely, ROS, reactive nitrogen intermediates (RNI), cytokines, and chemokines. Moreover, MPS helps in the differentiation of T cells; DCs secrete IL-12, which results in the generation of Th1 cells. Moreover, Th1 cells mainly secrete IFN-γ that activates macrophages to release TNF-α (63). Similarly, IL-6 and TGF-β secreted by MPS helps to differentiate naïve T cells into Th17 phenotype (64). Th1 cells and Th17 cells can reciprocally regulate the function of Th2 cells and Tregs, respectively. Both Th2 cells and Tregs promote the progression of TB.

Mononuclear phagocyte system employs factors that are involved in basic metabolism of the body to fight against intracellular pathogens. One such important molecule is vitamin D3, which enhances the phagocytosis of MPS by upregulating the expression of CD14 and CD206 receptors (65). Toll-like receptor (TLR)-2 signaling in macrophage upregulates the expression of vitamin-D–1-hydroxylase and surface vitamin-D receptor, which stimulates the generation of antimicrobial peptide cathelicidin and contributes to resistance to Mtb (66).

PRRs-MEDIATED BOLSTERING OF MPS ACTIVITY AGAINST Mtb

Mononuclear phagocyte cells are the key sensory cells that reinforce the innate immunity. They express the plethora of innate receptors such as TLRs, NLRs, and C-type lectin receptors (CLRs), which are collectively called as PRRs that are present either on the cell surface or endocytic vesicles. The PRRs including TLRs (TLR-2, -3, -4, and -9) and non-TLRs [CLRs, NLRs such as nucleotide-binding oligomerization domain (NOD)-2, mannose receptors (MRs), Dectin-1, and DC-SIGN] recognize conserved PAMPs that are present on Mtb. PRRs have the capacity to recognize a broad range of structural components of pathogens grouped as PAMPs and DAMPs, which includes lipopeptides, lipoproteins, lipoteichoic acid, peptidoglycans, ssRNA, dsRNA, siRNA, mRNA, DNA, LPS, heat shock proteins, and flagellin. The role of several PPRs in protecting against Mtb has been widely studied (16, 67–70). The interaction of PRRs with PAMPs triggers a series of signaling pathways inside the MPCs (Table 1). PRRs activated MPCs acquire augmented expression of MHC I, MHC II, and costimulatory molecules on their surface (63), which leads to the better presentation of Mtb antigens to naïve T cells followed by generation of efficient T cell response against this pathogen. Mtb loaded macrophages, after activation, can mount bactericidal activities such as nitric oxide (NO) production, maturation of phagosomes toward phagolysosomes and autophagolysosomes (71). Recruitment and activation of many signaling molecules in cascade lead to nuclear translocation of NF-κB, which eventually causes the activation of MPCs. In a different setup, the activated macrophages have the capability to carry out macro-autophagy to take care of intracellular Mtb (72, 73). In a similar phenomenon known as “programmed necroptosis,” MPCs controls the intracellular replication of Mtb. This process speeds up the recruitment of neutrophils and thereby enhances the killing of mycobacterium (74). MPS activation is evident by the release of pro-inflammatory cytokines such as IL-1β, IL-6, IL-12, and TNF-α; which help in phagocytosis of the bacterium followed by activation of Mtb reactive T cells. These T cells play a cardinal role in controlling the Mtb growth.

TABLE 1 | Activation of PRRs through PAMPs.
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Importance of PRRs signaling in the activation of an immune response against Mtb can be accounted by the evidence that MyD88−/− mice were more prone to Mtb infection. TLR-2-knockout mice showed low IL-12 and TNF-α yield on Mtb infection and more granulomas formation in the lungs (75). The 19 kDa lipoprotein of Mtb activates MPCs through TLR-2 triggering and induces IL-12 and NO production, and subsequently killing of Mtb (76). In humans, the interaction of 19 kDa lipoprotein with TLR-2 induces apoptosis of Mtb-infected macrophages (77). TLR-4 senses HSP60/65 and 38-kDa Mtb antigen inducing protective TNF-α production (78). In addition, another Mtb small heat shock protein X also recognized as α-crystallin-1 can specifically modulate the function of DCs at different maturation stages (79, 80). TLR-4 activation is known to induce macro-autophagy by recruitment of Beclin-1. Recently, we showed that cumulative signaling of DCs through TLR-4 and NOD-2 successfully inhibits the intracellular survival of Mtb through autophagy (70). Mycobacterial DNA interacts with TLR-9 and elicits macrophages to produce pro-inflammatory cytokines. Furthermore, TLR-9-knockout mice showed less release of IFN-γ and IL-12. Mtb-infected macrophages and DCs deficient in TLR-9 are less responsive to IL-12 (81). NLRs and CLRs can also influence the function of MPCs. NOD-2-deficient mice exhibit impairment in cytokine and NO release upon Mtb infection (82). Activation of Mtb-infected human macrophages through NOD-2 induces autophagy and restricts Mtb growth (83). Likewise, signaling of Mtb-infected DCs through Dectin-1 and macrophage-inducible C-type lectin (Mincle) influences the intracellular survival of the pathogen (84, 85). By contrast, DC-specific intercellular adhesion molecule-3-grabbing non-integrin (DC-SIGN) interaction with LAM of Mtb initiates the anti-inflammatory response by inducing the secretion of IL-10 (86). Overall, it signifies that the engagement of various PRRs on MPCs can differentially regulate their function toward Mtb.

CONTRIBUTION OF INFLAMMATORY RESPONSE IN CONTROLLING Mtb INFECTION

Inflammatory response generated by cytokines helps to control Mtb infection directing the pathogenesis of disease. Diverse cytokines produced on Mtb infection determines the fate of host response. Cells of MPS recruited at the infection site trigger cascade of events necessary for the release of various pro-inflammatory cytokines such as IL-1β, IL-6, IL-12, TNF-α, and IL-18. Furthermore, the protective function of IL-1 during Mtb infection was first demonstrated in mice dually deficient in IL-1α/β or IL-1R1 signaling (87). Several findings have reported enhanced Mtb load and less survival of mice with defect in IL-1R1 signaling. By contrast, IL-1β and IL-18 are synthesized after processing by caspases-1 of pro-IL-1β and pro-IL-18, respectively. Besides caspase-1, four more caspases, caspases-11 and -12 of mouse and caspases-4 and -5 of human regulate the inflammatory processing. Inflammasome plays a decisive role in host defense, as mice lacking IL-1β, IL-1 receptor, or IL-18 was more prone to Mtb infection. Furthermore, ASC protein deficiency led to the severe form of disease in the murine model of TB. IL-1β production is known to rely on the early secreted antigenic target of 6 kDa (ESAT-6) secretion system 1 (ESX-1) of Mtb, which contributes to the expression of virulence genes encoded by region of difference (RD-1). Inflammasome formation mediated by ESX-1 relies on the host NLR family pyrin domain containing-3 (NLRP3) along with ASC protein (88). Based on the above observations, it can be speculated that failure of BCG to induce optimum protection in TB is attributed to the lack of IL-1β and IL-18 mediated by RD-1 (89).

We, therefore, postulate that adjunct therapy of BCG with innate ligands that can regulate inflammasome formation and can enhance its efficacy as a potential vaccine against Mtb. In addition, inflammasome regulates Mtb infection during early phase by activating innate immunity and also plays a decisive role in augmenting the adaptive immunity against the bacterium.

ACTIVATION OF CD4 T CELLS AND CD8 T CELLS BY MPS IN RESTRICTING Mtb GROWTH

The onset of the adaptive immune response to Mtb generally takes 8–11 days subsequent to primary exposure of Mtb. This involves the transportation of the bacterium to the draining lymph nodes (90). Infected MPCs are involved in the priming and proliferation of Mtb-specific effector T cells and their subsequent migration to the lungs.

T cells play a fundamental role in conferring defense against Mtb. IL-12 secreted by MPS is a crucial regulator of the differentiation of naive CD4 T cells to Th1 cells. IL-6, TGF-β, and IL-1β released by MPCs help in the differentiation to Th17 cells (91). Inflammasome generated by MPS in synergy with IL-6 facilitates Th17 cells development via upregulation of IRF4 and RORγt. In absence of TGF-β signaling, IL-1β coordinates with IL-6 and IL-23 to generate pathogenic Th17 cells (92). A concerted action of both Th1 cells and Th17 cells is essential to control Mtb infection. IFN-γ released by Th1 cells plays a fundamental role in the activation of MPCs and the release of TNF-α, a cytokine responsible for inhibiting the growth of Mtb (93). Recent evidences highlight the role of Th17 cells producing IL-17 and IL-22 in restricting Mtb (93). Th17 cells mainly recruit monocytes and Th1 cells to the lungs that help to clear infection rapidly (93). Recent studies showed that Tregs can effectively diminish Th1 immunity (94) or hinder the effector T cells influx to the lungs during initial phase of Mtb infection (95). Similarly, Th2 cells that secrete mainly IL-4 and IL-13 significantly contribute to the progression of TB (96).

Although, CD8 T cells sufficiently provide immunity against Mtb, but their role is not adequately studied as has been done in the case of CD4 T cells. However, the importance of CD8 T cells has been established by the fact that their depletion leads to higher susceptibility toward Mtb in the experimental model of TB. Furthermore, β2m-knockout mice died rapidly on exposure to Mtb (97). CD8 T cells released IFN-γ and granulysin lyse the Mtb-infected macrophages, as well as can induce perforin (Pfn)-mediated cytotoxicity to kill the Mtb (98, 99). Furthermore, CD8 T cells in lung can directly lyse Mtb-infected macrophages in a Pfn-dependent manner (100). In addition, the presence of CD8 T cells expressing granzyme B has been observed in the TB patients and latent infection (101). However, CD8 T cells secrete IL-17, TNF-α, IL-10, and IL-2 but IFN-γ is considered to be a key mediator in defense against Mtb (101). Furthermore, IFN-γ augments the production of various chemokines CXCL9, CXCL10, and CXCL11 and therefore helps in recruiting the cells toward granulomas. Recently, it has been shown that the Mtb-infected macrophages undergoing apoptosis releases several antigens in apoptotic vesicles, thus permitting the access of these apoptotic bodies to bystander cells to present antigen in context with MHC class I molecules. This can be confirmed by inhibiting the formation of blebbing in a plasma membrane by caspase inhibitors. Consequently, it may hamper the CD8 T cell activation. Furthermore, unconventional CD1-restricted γδ-TCR T cells can specifically respond to Mtb glycolipids (102). The γδ T cells are the less abundant type of T cells population, which differ from common αβ T cells in having gamma delta (γδ) glycoprotein chains bearing TCR on T cells (102). Mycobacterial phospho-antigens are known as the potent activators of Vγ9Vδ2 T cell functions (103). These cells recognize Mtb-infected monocytes and alveolar macrophages in a non-MHC restricted manner (104). γδ T cells are responsible for initiating defense mechanism upon Mtb infection by generating cytotoxic function, cytokine secretion, and contact-dependent lysis of infected cells (105).

INVOLVEMENT OF REACTIVE OXYGEN AND NITROGEN SPECIES IN CONTROLLING Mtb INFECTION

Antimicrobial ROS and RNI are critical in controlling Mtb infection. RNI and NO produced by MPCs are considered potent antimicrobial agents. Human alveolar macrophages can kill Mtb in an iNOs dependent manner. Whereas, macrophages obtained from healthy individuals that are latently infected with Mtb prevent the growth of bacterium by secreting NO (106). These results were validated in the murine model of TB, where the abrogation of inducible NO synthase activity resulted in a dramatic increase in the microbial burden (107). Moreover, disruption of Inos gene increases Mtb dissemination and mortality of the mice. Indeed, NO released by macrophages is critically dependent on IFN-γ (108). Although effector T cells are the key producer of IFN-γ but it takes few weeks for these cells to release IFN-γ. Nevertheless, the NO production by macrophages is noticed within 3 h of Mtb infection (109). NK and γδ T cells are the first to reach the infection site. They secrete IFN-γ that stimulates macrophages to produce NO. The antimycobacterial function of NO secreted by MPS is well documented in the case of mice. However, there are evidences that depict that NO secretion by human alveolar epithelial cells and macrophages inhibits the growth of Mtb, but the role of NO still needs to be fully authenticated in humans (110). Furthermore, NOS and NO are highly evident in the macrophages obtained from bronchoalveolar lavages of TB patients. Apparently, MDR patients secrete lesser NO, as compared with TB patients (111). In addition, it has been reported that NOS2-deficient mice are immunocompetent to cure Mtb infection (112). It has been demonstrated that ciprofloxacin elicits the release of NO to eliminate Mtb (113). Furthermore, NO regulates the secretion of many pro-inflammatory cytokines such as IL-1β, IL-8, and TNF-α (114).

However, Mtb has successfully developed immune evasion strategies to resist the intracellular killing by ROS and RNI produced by MPS. Mtb has phenolic glycolipid I, cyclopropanated mycolic acids, and LAM rich thick cell wall that is the effective scavenger of oxygen radicals providing resistance to ROS (115). Besides, Mtb produces various ROS scavenging enzymes such as KatG, superoxide dismutases (Sod A and C), peroxidase along with peroxynitrite reductase complex consisting of AhpC, AhpD, SucB (DlaT), and Lpd (116, 117). Interestingly, Lsr2 bound to Mtb DNA protects the pathogen from ROS mediated destruction (118). Truncated hemoglobin in M. smegmatis protects the bacterium from aerobic respiration by inhibiting the NO production (119). Surprisingly, despite the strong killing potential of RNI, ROS, and cytokines, Mtb has successfully learned to prevail in the host environment.

MPS RESIST Mtb INFLICTED DEATH

The apoptosis (programmed cell death) is a well-known event, where a cell undergoing death still retains its cytoplasmic material within membranous vesicles called as apoptotic bodies. MPCs eliminate apoptotic bodies through the mechanism known as “efferocytosis,” which critically contributes in boosting host immune response. The caspase family of serine proteases is the essential molecules that generate apoptosis in MPS. Apoptosis operates through several classical pathways. One of the essential pathways is the ligation of TNF receptor family-2, which activates caspases and subsequently induces the formation of apoptotic bodies. Primarily, apoptosis occurs due to the nutrients deprivation, oxidative stress, or intracellular stresses that ultimately alter the mitochondrial membrane permeability. Consequently, cytochrome c is translocated to cytosol, which leads to the caspases activation. Another pathway is interceded by the release of granzyme B from cytotoxic T cells as well as NK cells. Subsequent to Mtb infection, MPCs augment the production of TNF-α, which elicits apoptosis. This process confines the growth of Mtb by activating local MPS and insulating it into the apoptotic vesicles. Intriguingly, considerable inhibition in Mtb growth was demonstrated when cells undergoing apoptosis were cocultured with naïve macrophages. In addition, it has been demonstrated that antimicrobial effect performed by macrophages is through the involvement of IL-1 signaling and NO-dependent anti-mycobacterial activity (120). The level of apoptosis induced by virulent and avirulent Mtb is quite distinct (121). Few reports signify that virulent strain of Mtb triggers necrosis by avoiding host defensive strategy, while avirulent strain induces apoptosis (121, 122). Furthermore, the frequency of apoptosis is quite high in the macrophages infected with an attenuated strain of Mtb (123). Even though the production of TNF-α is commensurate, MPCs infected with non-virulent Mtb are found to be more susceptible to undergo apoptosis. The possible reasons suggested for the differences between virulent and avirulent Mtb may be the virulence factors, bacterial load and duration of exposure. H37Rv infected MPCs secretes IL-10, leading to the induction of TNFR. The soluble form of TNF-α and TNFR complex inhibits the apoptosis (124). Furthermore, ESAT-6 of Mtb, leads to apoptosis in THP-1 macrophages by diminishing the expression of antiapoptotic molecules (125).

Neutrophil plays an imperative role in preventing Mtb infection (126). These cells reach first at the infection site. Furthermore, neutrophils phagocytose Mtb and generate ROS and restrict Mtb growth. In addition, they help macrophages to eliminate the infection. Mtb-infected neutrophils can also undergo apoptosis. At the time of apoptosis, these cells display “eat-me or find-me” signal on their plasma membrane, which helps in recognizing the unwanted constituents of MPCs (127). Macrophages recognize “find-me” signals and then phagocytose these cells. Macrophages engulf neutrophils undergoing apoptosis and secrete TNF-α to control Mtb infection by granulomas formation (128). It will be an exciting line of investigation employing the concept of “eat-me” signal to develop a novel strategy for targeted delivery of immunomodulators along with anti-TB drugs for the clearance of Mtb hiding in a quiescent state inside the endosome (Figure 1).
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FIGURE 1 | Involvement of “eat-me” signal in targeted delivery of immunomodulators along with anti-TB drug for the clearance of Mtb. (A) Mtb employs elegant strategy to impair the function of host cells by residing inside the endosome of macrophages in a quiescent state. (B) The most effective strategy to control and eliminate Mtb can be through targeting of pathogen-bearing MPCs by exploiting “eat-me” signal. One of the possible approach could be the engagement of phosphatidylserine (PtdSer) as an “eat-me” signal to deliver PRRs agonist/drug in liposome to target Mtb in the endosomes. (1, 2) Primarily, mononuclear phagocytic cells recognize “find-me” signal by several receptors such as CD36, MFG-E8, FcR, MER, TIM, and then phagocytose the liposomes through receptor-mediated endocytosis. (3) The direct clearance of Mtb in the endosome can be achieved by delivering the drug (rifampicin/isoniazid) to the site of infection. (4) However, the majority of Mtb would be eliminated but the eradication of residual bacterial population can be achieved by the agonist of TLRs (TLR-2, TLR-4, and TLR-9), NLRs (NOD-1 and NOD-2), and CLRs (Mincle, Dectin-1, and Dectin-2) mediated bactericidal mechanism and subsequently clearance of Mtb from lysosomes. Abbreviations: CD36, cluster of differentiation 36; MFG-E8, milk fat globule-EGF factor 8; FcR, Fc receptor; MER, membrane-bound receptor tyrosine kinase; TIM, T cell immunoglobulin and mucin domain; MPC, mononuclear phagocyte cell; NLR, NOD-like receptor; PtdSer, phosphatidylserine TLR, toll-like receptor; CLR, C-type lectin receptor; Mtb, Mycobacterium tuberculosis; TB, tuberculosis; NOD, nucleotide-binding oligomerization domain; Mincle, macrophage-inducible C-type lectin.



ROLE OF ER STRESS (ERS) IN THE REGULATION OF INNATE IMMUNITY DURING Mtb INFECTION

In humans, endoplasmic reticulum (ER) performs various functions such as metabolism of lipids, protein folding, and maintaining cellular homeostasis. Different factors such as accumulation of unfolded proteins, loss of oxygen or hypoxia, and bacterial infections are responsible for the unfolded protein response (UPR), which causes ERS. Uncontrolled ERS leads to apoptosis. Furthermore, UPR activates various innate signaling pathways, which result in the survival of intracellular pathogens such as Mtb (129, 130). Apoptosis of macrophages helps to prevent the spread of mycobacterial infection by activating innate immunity (131). However, growing number of findings suggest that Mtb has evolved various strategies to control the ERS for its survival in the host (132). Mtb can efficiently alter the structure of macrophage ER. It was shown that macrophages infected by virulent (H37Rv) along with avirulent (H37Ra) Mtb strains possess distinct ER phenotypes (133). Difference in the morphology of ER in macrophages targeted during Mtb infection is a crucial factor for initiation of apoptosis. Ca2+ is very important in different apoptotic pathways and is responsible for the phagosome–lysosome fusion. A smooth ER phenotype linked with avirulent Mtb-infected macrophages increases cytosolic Ca2+ levels and simultaneously increases the synthesis of phosphatidyl choline/phosphatidyl ethanolamine (PC/PE), which leads to apoptosis. However, H37Rv but not H37Ra manipulates rough ER of macrophages and disturbs the cholesterol homeostasis to inhibit the apoptosis and establishes its intracellular persistence.

Endoplasmic reticulum stress is already known to influence macrophages. It stimulates conversion of macrophages toward M1 phenotype and induces apoptosis, thereby aiding in Mtb clearance. On the other hand, polarization of M2 phenotype by Mtb infection aids its escape by suppressing apoptosis (134). At the site of granuloma formation during Mtb infection, ERS markers such as activating transcription factor-3, pIre1α, and eukaryotic initiation factor 2α levels are increased (135). Depending on ERS, macrophage apoptosis is influenced by various Mtb proteins such as ESAT-6, 38-kDa antigen and PE-PGRS33. Henceforth, ERS is crucial in imparting protection against Mtb and restricting it to advanced granulomas (63, 136).

MPCs RESTRICT THE Mtb-INDUCED INHIBITION OF PHAGOSOME MATURATION

Mononuclear phagocyte cells have developed an array of strategies to control Mtb infection. MPCs recognize and phagocytose Mtb through PRRs such as C-type lectins, Dectin-1, Dectin-2, Mincle, macrophage C-type lectin, DC-SIGN, MR, scavenger receptors-A, and macrophage receptor with collagenous structure (MARCO) (scavenger receptors) (137). Consequently, activation through these receptors triggers various downstream signaling pathways mainly through Rac1–2, Cdc42, and most importantly GTPases. Arp2/3 is a key activator of actin polymerization. It is a primary step in instigating the process of phagocytosis and is triggered by the interaction of Wiskott–Aldrich syndrome protein with Rac1–2 and Cdc42 (43). Phagocytosis of Mtb triggers the formation and maturation of phagosome. During this process, a sequence of events occurs involving several molecules (25). Fc-gamma receptor along with MR is involved in the antigen trafficking to early phagosome. Early phagosome formation occurs upon interaction of MR with Mtb lipids such as PIMs and manLAM (138). The phosphorylation of immunoreceptor tyrosine-based activation motif by kinase of Src family, followed by downstream phosphorylation of Src homology region 2 domain-containing phosphatase-1 (SHP-1) and ras-related C3 botulinum toxin substrate (RAC) are critical for phagosome maturation (139). Membrane molecules exchange and deliver cargo either by “touch and run” or complete fusion with phagosome undergoing maturation. Motor proteins such as dynein and dynactin are key players to bring vesicles in an appropriate orientation for vesicular fusion, which is important for phagosome maturation. Many SNARE proteins such as vesicle-associated membrane proteins-7 and VAMP-8 are also involved in this event. During phagosome maturation, early endosome carrying Mtb undergo closure forming phagocytic cup by various coat proteins such as coronin or tryptophane aspartate-containing coat protein (140). Recruitment of proteins such as PX or FYVE motif proteins such as early endosome antigen 1 (EEA1) to early endosome for phagosome maturation is done through phosphotidylinositol-3-phosphate (PI(3)P) (141, 142). Endosome fusion to phagosome leads to oxidative and hydrolytic environment, which ultimately causes cargo degradation (143). Recruitment of lysosome-associated membrane proteins (LAMPs) 1 and 2 is a characteristic feature of late endosomal stage. Acidic pH of around 5 is an important marker of the late endosomal stage to control Mtb growth. This acidification process is controlled by Abl tyrosine kinase that functions as a negative regulator of phagosome maturation. Inhibition of this kinase by certain drugs such as imatinib results in controlling Mtb growth (144). The lipid body formation in the cell is induced by various bacterial infections such as S. aureus, M. leprae, and Mtb. The fusion of lipid compartments of the cells has been shown to be important for the maturation of phagosomes containing Mtb (145). However, Mtb resist this process of eradication by interfering in the maturation of phagosomes and subsequent fusion with lysosome (44). Mtb bearing phagosomes show reduced acidification due to halt H+-ATPase (146). The lipids produced by Mtb inside the macrophages mimic the host lipids such as phosphatidylinositol (PI3P) giving rise to inhibition of PI3P trafficking (147). EEA1 is an important molecule that inhibits Rab5 and acts as a key player in membrane fusion (148). There is a reduced recruitment of EEA1 in Mtb-infected macrophages, which inhibits the maturation of phagosome (149). Ca2+ is an important molecule involved in the phagosome maturation. However, Mtb inhibits sphingosine kinase dependent Ca2+ increase, leading to reduced phagosome maturation (150).

Phagosome containing Mtb express abnormal early endosomal markers for instance small GTPase Rab5, transferrin along with its receptor and absence of late endosomal markers viz small GTPase Rab7 along with vacuolar proton transporter v-ATPase (146). Furthermore, there is a reduced level of PI3P, EEA1 along with hepatocyte growth factor–regulated tyrosine kinase substrate (HRS) onto the Mtb phagosome membrane. These molecules are implicated in the protein sorting and fusion of the phagosome with late endosome followed by lysosome (151). Recently, it has been demonstrated that protein tyrosine phosphatase A (PtpA) binds to one of the subunits of v-ATPase leading to dephosphorylation of vacuolar-sorting protein 33B (152). Furthermore, Mtb glycolipids such as LAM as well as TDM inhibit the phagolysosome fusion (153). Mtb employs its type VII secretion system by exporting effector proteins EsxH and EsxG to destroy endosomal sorting complex required for transport and thereby impairing the maturation of phagosome (154). Overall, this signifies that the modulation of phagosome maturation of MPS can ultimately lead to the eradication of Mtb. In future, it can be used as an important therapeutic platform to control TB (Figure 2).
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FIGURE 2 | The intracellular evasion strategies adopted by Mycobacterium tuberculosis (Mtb) and its counteraction through cellular defense mechanism. Phagocytosis of Mtb is promoted by diverse cell-surface receptors and cholesterol present in the mononuclear phagocytic cells. Mtb utilizes the host cholesterol for its survival and impedes antigen processing and presentation by its lipoproteins. Consequently, ESAT-6 and ESX-1 of Mtb alter phagosome maturation process. The potential virulence factors, namely, PtpA and Mce3E of Mtb ultimately restrain various signaling cascades of innate immunity by binding with host ubiquitin. Another virulent factor of Mtb, ManLAM arrests phagosomal maturation via interrupting the transport of host H+-ATPase to phagosomes and blockading cytosolic Ca2+ release. Mtb enzymes such as KatG, SodA/C, NADH-dependent peroxidase, superoxide dismutases, and DlaT are involved in detoxification of ROI and RNI. Neutralization of antimicrobial peptides is accomplished through mycobacterial protein LysX. Suppression of autophagy in mononuclear cells is rendered by the Mtb encoded gene “enhanced intracellular survival (Eis).” (A) Several PRRs agonist such as TLRs (TLR-2, -4, and -9), NLRs (NOD-1 and NOD-2), and CLRs (Mincle, Dectin-1, and Dectin-2) induce phagosomal maturation and inhibit Mtb growth by membrane cholesterol reduction. (B,C) Involvement of these agonists triggers the phagolysosome fusion and subsequent process of autophagy. To monitor the effect of targeting various PRRs, a comprehensive investigation is required, before selecting the best combination of agonists to control Mtb infection. Abbreviations: Hip1, huntingtin-interacting protein 1; PtpA, protein tyrosine phosphatase A; Mce3E, mammalian cell entry operon 3E; ManLAM, mannose lipoarabinomannan; EEA1, early endosome antigen 1; ESAT-6, early secreted antigenic target of 6 kDa; ESX-1, ESTAT6 secretion system l; LysX, lysylphosphatidylglycerol biosynthesis bifunctional protein; KatG, catalase-peroxidase; SodA/C, superoxide dismutase A/C; AhpC/D, alkyl hydroperoxide reductase subunit C/D; DlaT, dihydrolipoamide acyltransferase; Lpd, lipoamide dehydrogenase; Ag, antigen; Ub, ubiquitin; MyD88, myeloid differentiation primary response gene 88; TLR, toll-like receptor; Jnk, c-Jun N-terminal kinase; AP-1, activator protein 1; NF-κB, nuclear factor-κB; ERK1/2, extracellular signal-regulated protein kinases 1 and 2; LC3, microtubule-associated protein 1A/1B-light chain 3; ROS, reactive oxygen species; RNI, reactive nitrogen intermediates; NO, nitric oxide; CLR, C-type lectin receptor; NOD, nucleotide-binding oligomerization domain; Mincle, macrophage-inducible C-type lectin.



REGULATORY ROLE OF MPCs IN INDUCING AUTOPHAGY AGAINST Mtb

Autophagy is an intracellular degradation phenomenon that is developed during the stress response. It allows cells to alter their biomass and turn over components during starvation. Autophagy specifically targets the cytoplasmic components, which include organelles, macromolecules, and cells undergoing unintended cell death to lysosomes for their degradation. It ultimately leads to a periodical cleaning of the cell interiors. Similarly, autophagy has an essential role in numerous diseases, which includes cancer, degenerative diseases, as well as aging. In addition, autophagy augments the ability of cells to engulf and eliminate microbes and thereby protects the host. Treatment with rapamycin or IFN-γ or starvation can initiate and enhance autophagy. Furthermore, signaling through PRRs has been reported to have direct association with the induction of autophagy. It has been well established that triggering through various agonists of TLR-3, TLR-4, and TLR-7 can promote autophagy (155).

Autophagy boosts bactericidal mechanism by sequestering of the process in “double membrane envelope” structure called autophagosome. These processes follow the fusion of autophagosome with lysosomes by forming autolysosome for the subsequent elimination of the mycobacterium. Autophagy can be initiated within 30 min, as shown through the conversion of LC3-I to LC3-II, which is a fundamental indicator of this process. Autophagy helps in the clearance of Mycobacterium bovis BCG as well as Mtb by transporting them to the lysosome for their successive degradation (156). It has been reported that triggering infected macrophages through TLR-7 stimulates autophagy and can curb the intracellular growth of Mtb (155). Autophagy not only transports Mtb to lysosomes but also delivers bactericidal components to the Mtb degradation compartment. This observation was further confirmed by blocking the autophagy through knockdown of Atg5 and Beclin 1. Both these molecules are considered to be essential for autophagy. It may be an exciting line of study to identify the mechanism that triggers the autophagy-mediated clearance of Mtb. One of the possible mechanisms is an ubiquitination process, where the arrangement of “poly-ubiquitinylated protein aggregates” and contributes as an autophagy substrate. These protein aggregates are broken down into bactericidal peptides, which contribute in destroying Mtb (157).

Mycobacterium tuberculosis impedes MPCs bactericidal mechanism by deactivating the acidification of phagosome, lysosome and subsequently inhibiting the phagosome–lysosome fusion. Interestingly, autophagy directs the innate immunity to obstruct the evasion strategies adopted by Mtb by targeting the bacterium inhabiting inside, as well as outside the phagosome (156, 158). Similarly, BCG also hampers fusion of the phagosome with the lysosome, consequently resulting in the interference of antigen processing, presentation and therefore impairment in T cell response. This is considered as one of the possible reasons for BCG failure to safeguard people living in TB-endemic regions.

By contrast, autophagy in MPCs promotes both Mtb and BCG antigens processing and presentation. Mice adoptively transferred BCG infected APCs that were incubated with rapamycin, elicited Th1 cells that protected against Mtb. Rapamycin-induced autophagy with subsequent antigen processing and presentation was suppressed by treatment of cells with the autophagy inhibitors 3-MA or small interfering RNA against Beclin 1 (159). Designing of a novel approach with an appropriate adjuvant to induce autophagy may be an alternative and effective strategy to make BCG an effective vaccine for people living in TB-endemic zones. To achieve a full pharmacological evidence of the importance of the phagocytotic process in TB, it will be of interest to ascertain whether several PRR agonists or certain autophagy inducers are capable of stimulating the formation of autophagolysosome in MPCs (Figure 3).


[image: image1]

FIGURE 3 | Bolstering the functionality of mononuclear phagocytic cells through PRRs and induction of autophagy. (A) Several PRRs-mediated approaches can be used to activate MPS. Activated cells then undergo autophagy to eliminate Mtb. Various strategies can be employed to induce or block different steps of autophagy from phagosome maturation to lysosomal fusion. (B) At the initiation stage of autophagy, the phagophore formation or nucleation processes occur. One of the most frequently used genetic approaches to inhibit autophagy is knockdown or knockout of Beclin 1 gene to demonstrate the specificity. The activation of Beclin 1 gene induces autophagy. The instigation of autophagy can be originated through the activation of PI3 kinase pathway. Treatment of cells with 3-MA, wortmannin, LY294002, SBI-0206965, spautin-1, and SAR405 inhibits the activity of class III PI3K for instance Vps34, which abrogates autophagy process. Autophagy can be artificially induced using lithium chloride, which inhibits inositol phosphatase, leading to augmented intracellular PI3P levels. Other targeted peptides, such as ABT737 that obstruct the interaction of Beclin 1 with Bcl-2 have also been validated to promote autophagy (160). (C) Similarly, the knockdown of Beclin 1 can effectively inhibit the autophagy, leading to the knockdown of Atg5 (161). Therefore, the knockdown of Beclin 1 may be the preferred approach to inhibit the autophagy. (D) The treatment with rapamycin induces the autophagy through its capacity to obstruct the inhibitory activity of mTOR. Subsequently, the conversion of LC3-I to LC3-II, capturing antigens and phagosome–lysosome fusion can effectively clear pathogens. (E) Several inhibitors such as bafilomycin A1 that inhibit the lysosomal Na+H+ ATPase are frequently used to reduce lysosomal turnover of autophagosomes. Other agents such as chloroquine, HCQ, Lys05, and ROC325 increase pH, lead to the prevention of the lysosomal acid proteases, as well as cause autophagosomes to accumulate in the lysosome (162, 163). The specific inhibitors of lysosomal proteases, for instance, pepstatin A or E64d abrogates the autophagy (164). Abbreviations: PRRs, pattern recognition receptors; Atg, autophagy-related protein; siRNA, small interfering RNA; Ulk, Unc-51-like kinase 1; ROC325, inhibitor of lysosomal-mediated autophagy; Lys05, dimeric chloroquine (lysosomal autophagy inhibitor); 3-MA, 3-methyl adenine; LC3, microtubule-associated protein 1A/1B-light chain 3; PIK3C3/Vps34, class III phosphatidylinositol-3-kinase; SAR405, selective ATP-competitive inhibitor of Vps34; HCQ, hydroxychloroquine; E64d, ethyl-ester of E64c; Bcl-2, B cell lymphoma-2; ABT-737, BH3 mimetic inhibitor of Bcl-2; NSC185058, inhibitor of Atg4B; mTOR, mammalian target of rapamycin; ATP, adenosine-5′-triphosphate; MPS, mononuclear phagocyte system; Mtb, Mycobacterium tuberculosis.



DEVELOPMENT OF THE POSSIBLE IMMUNOTHERAPEUTIC STRATEGIES TO ENHANCE ANTI-TB IMMUNITY

After the discovery of anti-TB drugs, it was assumed that the disease can be easily eliminated. Unfortunately, this could not be achieved due to the lengthy regimen, narrow therapeutic index and emergence of drug-resistant strains of Mtb (165). Currently, novel therapies are being explored for the treatment of numerous ailments such as cardiac diseases, cancer, and autoimmunity. In recent times, better information of host–pathogen interplay has given rise to a paradigm shift in remedial measures such as host-directed therapies, signaling pathway blockade, stem cells, signaling via receptors, adoptive transfer of antigen-loaded DCs to protect against cancers, treatment with immunomodulators and humanized Abs, probiotics as well as herbal remedies. In addition, Food and Drug Administration has permitted anti-cytotoxic T lymphocyte-associated antigen-4, CD80 as well as CD52 antibodies for treating cancer. Besides this, interferon-β is endorsed for the treatment of multiple sclerosis (166, 167). In spite of promising immunotherapies in diverse diseases, no thoughtful effort has been attempted in case of TB. Furthermore, immunotherapies with agonists of PRRs in conjunction with drugs have shown to improve the clinical outcome of the disease (168, 169). It will be of great interest to monitor the impact of drugs on Mtb in association with the immunomodulatory activity driven through PRRs. Such stratagem has dual advantage over the treatment with drugs alone. The drug will kill the bacterium residing in the MPCs, whereas immunomodulators will stimulate the host immunity to eliminate the pathogen, which had escaped the killing by the drug. Furthermore, this approach may not only reduce the dose as well as duration of the anti-TB drug regimen but can also curb the development of drug resistance in Mtb. Therefore, in future, immunotherapies may be the best choice to treat TB and its drug-resistant form.

The second most effective strategy to control and eliminate any disease is vaccine (3, 4). Presently, BCG is the only existing vaccine to treat TB. Ironically, BCG is the most controversial vaccine because of its highly variable efficacy worldwide. Moreover, it protects only children but not adults, as very categorically evident by 15 years follow-up study in India (170). The urgent necessity and challenge for the scientific communal is to improve the current drug regimen or develop alternative and innovative stratagems against TB. In essence, reinforcing the immunity against Mtb by triggering through the receptors of innate immunity might be a prudent idea to treat TB patients.

CONCLUSION AND FUTURE PROSPECTS

There is no iota of doubt that for several years TB is treated with potent drugs. Unfortunately, the disease is neither controlled nor eradicated by these drugs; rather the regime has contributed in gifting resistant strains of the Mtb. Consequently, it is an important to devise and discover innovative and alternative therapies to control TB. In this connection, understanding the struggle between the bacterium and the host cells such as MPS may have an important impact on the disease outcome. The safe survival heaven for Mtb is MPCs. Targeting molecules such as PRRs that can optimally elicit MPCs to eliminate Mtb will be an interesting strategy to employ as an adjunct therapy along with the anti-TB drugs. There may be a distinct possibility of such therapeutic measurement in controlling TB by decreasing the dose and duration of drugs and also curbing the emergence of mono and MDR strains of the bacterium. In this article, we have mentioned about a possible combination of various PRRs such as TLRs (TLR-2, TLR-4, and TLR-9), NLRs (NOD-1 and NOD-2), and CLRs (Mincle, Dectin-1, and Dectin-2) as suggested by several studies, to control Mtb infection. However, studies are still required to select the best possible combination of PRRs to achieve complete elimination of Mtb. Exploration of this strategy may be an exciting line of future study to control TB.
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Tuberculosis (TB) remains a leading killer worldwide among infectious diseases and the effective control of TB is still challenging. Autophagy is an intracellular self-digestion process which has been increasingly recognized as a major host immune defense mechanism against intracellular microorganisms like Mycobacterium tuberculosis (Mtb) and serves as a key negative regulator of inflammation. Clinically, chronic inflammation surrounding Mtb can persist for decades leading to lung injury that can remain even after successful treatment. Adjunct host-directed therapy (HDT) based on both antimycobacterial and anti-inflammatory interventions could be exploited to improve treatment efficacy and outcome. Autophagy occurring in the host macrophages represents a logical host target. Here, we show that herbal medicine, baicalin, could induce autophagy in macrophage cell line Raw264.7 and caused increased killing of intracellular Mtb. Further, baicalin inhibited Mtb-induced NLRP3 inflammasome activation and subsequent inflammasome-derived IL-1β. To investigate the molecular mechanisms of baicalin, the signaling pathways associated with autophagy were examined. Results indicated that baicalin decreased the levels of phosphorylated protein kinase B (p-Akt) and phosphorylated mammalian target of rapamycin (p-mTOR) at Ser473 and Ser2448, respectively, but did not alter the phosphorylation of p38, JNK, or ERK both in Raw264.7 and primary peritoneal macrophages. Moreover, baicalin exerted an obvious inhibitory effect on nuclear factor-kappa B (NF-κB) activity. Finally, immunofluorescence studies demonstrated that baicalin promoted the co-localization of inflammasome with autophagosome may serve as the underlying mechanism of autophagic degradative effect on reducing inflammasome activation. Together, baicalin definitely induces the activation of autophagy on the Mtb-infected macrophages through PI3K/Akt/mTOR pathway instead of MAPK pathway. Furthermore, baicalin inhibited the PI3K/Akt/NF-κB signal pathway, and both autophagy induction and NF-κB inhibition contribute to limiting the NLRP3 inflammasome as well as subsequent production of pro-inflammatory cytokine IL-1β. Based on these results, we conclude that baicalin is a promising antimycobacterial and anti-inflammatory agent which can be a novel candidate for the development of new adjunct drugs targeting HDT for possible improved treatment.

Keywords: baicalin, Mycobacterium tuberculosis, host-directed therapy, autophagy, inflammasome

INTRODUCTION

Tuberculosis (TB) continues to be a major cause of significant morbidity and mortality world-wide. The latest World Health Organization (WHO) report indicates that TB remains a global emergency (WHO, 2016). New available anti-TB drugs are limited in number and activity and they mostly direct microbial targets and have faced many obstacles (Zumla et al., 2015) such as increasing drug resistance, complex drug regimens, lengthy, and toxic treatment durations. Recent work on host immunity, host-pathogen interactions and host-directed interventions have shown that supplementation anti-TB therapy with host modulators, such as imatinib and nitazoxanide may shorten the treatment times, reduce the lung damage caused by inflammation, and lower the risk of relapse or reinfection (Hawn et al., 2013). Host-directed therapy (HDT) is a new strategy for adjuvant therapy in fighting against TB, which focuses on potentiating key components of host antimycobacterial effector mechanisms, while restricting inflammation and pathological damage in the lung (Hawn et al., 2013; Zumla and Maeurer, 2016; Machelart et al., 2017; Yang, 2017).

Autophagy is a highly conserved and fundamental biological process in eukaryotic cells (Mizushima et al., 2008). Most of autophagic physiological effects, such as maintaining cell, tissue, and organism homeostasis, are the result of its degradative activities (Boya et al., 2013), while the unconventional function of autophagy such as biogenesis and secretory roles in protein processing are beginning to be recognized (Deretic et al., 2012; Boya et al., 2013). A cardinal structural and functional feature of autophagy is the formation of bilayer membrane organelles called autophagosomes. The generation of LC3-II is an emblematic event associated with autophagy and the reduction of p62, a specific substrate protein of autophagosome, signifies the generation of highly lytic degradative organelles, autolysosome, resulting from the fusion of autophagosome with lysosome. Increasing evidences have shown antimicrobial role of autophagy against Mycobacterium tuberculosis (Mtb) (Gutierrez et al., 2004; Singh et al., 2006; Bradfute et al., 2013). The mechanism of killing of intracellular mycobacteria by autophagy is based on the strong degradative and other antimicrobial properties unique to autolysosome (Ponpuak et al., 2010). Autophagy eliminates mycobacteria through several mechanisms. First, induction of autophagy indirectly promotes maturation of Mtb phagosomes into degradative organelles (Harris et al., 2007; Fabri et al., 2011), conquering the well-known Mtb-mediated phagosome maturation arrest. Second, autophagosomes directly capture a subset of intracellular Mtb that then progress into degradative autolysosomes (Gutierrez et al., 2004; Watson et al., 2012). Third, autophagy has a bactericidal effect relying on the classical antimicrobial peptides such as cathelicidin through fusion with lysosomes where cathelicidin is stored or neo-antimicrobial peptides produced through autophagic proteolysis of innocuous cytosolic proteins such as ubiquitin (Alonso et al., 2007) and ribosomal proteins (Yuk et al., 2009; Ponpuak et al., 2010; Fabri et al., 2011). Thus, autophagy can be triggered by immunological and physiological stimuli enabling macrophages to kill intracellular Mtb.

The activation of autophagy can be regulated by a wide variety of signals (He and Klionsky, 2009; Yang and Klionsky, 2009; Yin et al., 2016). The kinase mTOR is a major modulator of autophagy and it receives inputs from different signaling pathways, and is a downstream target of the phosphatidylinositol 3 kinase (PI3K)/protein kinase B (Akt) pathway. The PI3K/Akt/mTOR signaling pathway has been recognized to negatively regulate the activation of autophagy (Heras-Sandoval et al., 2014). Moreover, the activation of mitogen activated protein kinases (MAPK) pathway can induce autophagy (Krishna and Narang, 2008; Zhou et al., 2015). MAPK is a well-known serine/threonine protein kinase, the associated signal pathway is one of the most important regulatory mechanisms in eukaryotic cells, with p38, JNK, ERK1/2 being the key members of MAPK sub-families (Krishna and Narang, 2008). Additionally, PI3K/Akt pathway also contributes to the activation of NF-κB by inducing the phosphorylation level of IKKα/β and IκBα (Kang et al., 2012; Guo et al., 2016).

Macrophages infected with Mtb secrete proinflammatory cytokines, including IL-1β and IL-18 (Koo et al., 2008; Kleinnijenhuis et al., 2009). The increase of IL-1β could trigger other immunological and inflammatory cells to synthesize proinflammatory cytokines including TNF-α, IL-6 et al, causing subsequently inflammatory and immunological damage (Dinarello, 1996; Dorhoi and Kaufmann, 2016). Although the production of IL-1 and TNF-α, as well as other proinflammatory cytokines is designed to be protective, if left unchecked, their excessive or inappropriate production may lead to severe inflammatory diseases (Beutler and Cerami, 1988; Dorhoi and Kaufmann, 2014). Relevant to Mtb infection, IL-1-coated beads are capable of inducing large granulomas in lung tissue (Kasahara et al., 1988). Furthermore, production of elevated TNF-α could cause severe inflammation in vital organs (such as lungs and spleen) and leading to early death (Bekker et al., 2000). It has been shown that Mtb activates NLRP3 inflammasome and results in the production of mature IL-1β in infected macrophages (Mishra et al., 2010; Wong and Jacobs, 2011; Dorhoi et al., 2012). The inflammasome is a macromolecular protein complex consisting of at least three components: a NLR (NOD-like receptor) protein such as NLRP3, apoptosis-associated speck-like protein containing a caspase recruitment domain (ASC), and pro-caspase-1. Upon activation by agonists, the inflammasome processes pro-IL-1β into a mature, biologically active IL-1β for secretion extracellularly (Lamkanfi and Dixit, 2014; He et al., 2016). The NLRP3 inflammasome can be regulated by NF-κB pathway where synthesis of NLRP3 and pro-IL-1β provides the first signals for inflammasome activation (Ghonime et al., 2014; Patel et al., 2017). Interestingly, a number of consistent reports have unequivocally indicated that autophagy plays a negative role in the process of inflammation by inhibiting the releasing of IL-1β (Lupfer et al., 2013; Martins et al., 2015; Saitoh and Akira, 2016). Loss of autophagy (ATG16L1 deficiency) increases IL-1β levels which aggravates the degree of inflammation in a mouse gut inflammation model (Saitoh et al., 2008). Autophagy inhibits the production of IL-1β indirectly, by lowering the endogenous stimuli of inflammasome activation (Nakahira et al., 2011; Zhou et al., 2011) and may also directly, via autophagic degradation of inflammasome components (Harris et al., 2011; Shi et al., 2012). Consistently, there are studies which have shown that autophagy protects from excessive inflammation during Mtb infection (Castillo et al., 2012) and protects against Mtb pathogenesis in vivo (Castillo et al., 2012; Watson et al., 2012). Thus, autophagy plays an important role in fighting against TB by direct killing the pathogen while preventing excessive inflammatory injury as well. In fact, as an adjunctive therapy, it has been demonstrated that autophagy contributes to the efficacy of frontline anti-tuberculosis chemotherapeutics, such as isoniazid and pyrazinamide (Kim et al., 2012). Thus, pharmaceutical manipulation on autophagy could be potentially useful as new strategies in anti-tuberculosis chemotherapeutics.

Baicalin is a flavonoid isolated from the extracts of dried roots of Scutellaria baicalensis Georgi (Huang Qin), a plant that belongs to the labiatae family, and its chemical structure has been verified (de Oliveira et al., 2015). Baicalin possesses many biological activities such as antibacterial, anti-inflammatory, anti-allergic, anti-spasmodic, and anti-cancer (Srinivas, 2010; Yu et al., 2013). Furthermore, baicalin could induce autophay in cancer (Zhang et al., 2012; Lin et al., 2013) causing subsequent autophagic tumor cell death. The molecular mechanisms of bacalin-induced autophagy in cancer cells involves blocking of the Akt signaling (Lin et al., 2013) and downregulation of CD147 (Zhang et al., 2012). The present study was carried out to investigate the mechanism of the immunological protective effect of baicalin in macrophages infected with Mtb.

MATERIALS AND METHODS

Mice and Reagents

Female C57BL/6 J mice (4–8 weeks of age, weight 20 ± 3 g) were obtained from Vital River Laboratory Animal Technology Co., Ltd. (Beijing, China). All mice were acclimated for at least 1 week before the experiments and housed in a pathogen-free facility. Animal experiments were carried out in strict accordance with the National Institute of Health Guide for the Care and Use of Laboratory Animals, with the approval of the Scientific Investigation Board of Shanghai University of Traditional Chinese Medicine (Shanghai, China). DMSO, bovine serum albumin (BSA) and OPTI-MEM medium were purchased from Sigma (St. Louis, MO). RIPA lysis buffer, BCA Protein Assay Kit and Protein A/G agarose/sepharose beads were obtained from the Beyotime Institute of Biotechnology (Shanghai, China). The following antibodies were used: anti-NLRP3 (cat. #15101), anti-IL-1β (cat. #12507), anti-ASC (cat. #67824), anti-LC3 (cat. #2775), anti-p62 (cat. #5114), anti-Akt (cat. #4691), anti-phosphorylated Akt (Ser473) (cat. #4060), anti-mTOR (cat. #2972), anti-phosphorylated mTOR (Ser2448) (cat. #5536), anti-phosphorylated p38 (cat. #4511), anti-phosphorylated JNK (cat. #4668), and anti-phosphorylated ERK1/2 (cat. #4370) were purchased from Cell Signaling Technology, Inc. (CST, Danvers, MA, USA); rabbit anti-caspase-1 (cat. #sc-514), goat anti-rabbit (cat. #sc-2012), donkey anti-goat (cat. #sc-2094), and goat anti-mouse LC3 (cat. #sc-16755) were purchased from Santa Cruz Biotechnology, Inc. (Santa Cruz CA, USA); donkey anti-rabbit IgG H&L antibody (conjugated with Alexa Fluor® 488; ab150073) and donkey anti- goat IgG H&L antibody (conjugated with Alexa Fluor® 647; ab150131) were acquired from Abcam (Cambridge, UK); anti-β-actin (cat. #66009-1-lg) monoclonal antibody was from ProteinTech Group (Chicago, IL). Baicalin (Molecular Weight: 446.36, purity > 98%) was purchased from shanghai tauto biotech co., LTD. (shanghai, China). Dulbecco's Modified Eagle's Medium (DMEM) was obtained from HyClone Laboratories, Inc (Logan, UT, USA). Middlebrook 7H9 and 7H10 media were obtained from Difco (Detroit, MI, USA) and oleic acid-albumin-dextrose-catalase (OADC) supplements were from BD Biosciences (BD, Sparks, MD, USA).

Cell Culture

The Raw264.7 murine macrophage cell line was cultured in DMEM supplemented with 10% fetal bovine serum (FBS) in 5% CO2 at 37°C. Thioglycolate-elicited mouse primary peritoneal macrophages were prepared from female C57BL/6 J mice as described previously (Jiang et al., 2017). After 2 h, non-adherent cells were removed and the adherent cells were used as primary peritoneal macrophages.

CCK-8 Assay for Cell Viability

Raw264.7 (1 × 104 cells/100 μl) cells were seeded into 96-well culture plates overnight at 37°C and atmospheric conditions of 5% CO2. The culture medium was then replaced with medium containing different concentrations of baicalin (0, 12.5, 25, 50, 100 μM) for 24, 48, 72 h. At the end of the culture, 10 μl of the CCK-8 reagent was added to each well. After 1–2 h of incubation at 37°C, the absorbance was determined at 450 nm using a Synergy 2 Microplate Reader (Bio-Tek, USA).

Bacterial Strains

The Mtb H37Ra was used in this study. H37Ra strain was grown in Middlebrook 7H9 or 7H10 broth supplemented with 0.2% glycerol, 0.05% Tween-80, and 10% Middlebrook OADC supplement.

Mtb Infection

The Raw264.7 or primary peritoneal macrophage cells were seeded at various specifications of the cell culture plates and grown at 37°C overnight. The cells (1 × 106, 1 × 105, or 5 × 105) were infected with Mtb H37Ra (MOI = 10). After 4 h of co-incubation at 37°C, cells were washed three times with sterile phosphate-buffered saline (PBS) and cultured with DMEM containing 10% FBS in the presence and absence of different concentrations of baicalin (0, 12.5, 25, 50, or 100 μM) for different times.

Colony Forming Unit (CFU)

Raw264.7 cells (5 × 105) were seeded in six-well plates, after infection for 4 h (MOI = 10), cells were washed with sterile PBS and added new complete medium (10% FBS) into the plates in the presence or absence of baicalin (100 μM). After 48 h, the cells were ruptured (0.1% Triton X-100) to release intracellular bacteria and diluted to appropriate dilutions with sterile PBS for CFU count on 7H10 agar plates.

Western Blot

Cells were collected and lysed in lysis buffer, and then the whole cell lysate was separated by SDS-PAGE and further transferred onto nitrocellulose membranes. After blocking with TBST (0.5% Tween-20) containing 5% (w/v) non-fat milk, the membranes were incubated with specific primary antibodies against NLRP3, IL-1β, caspase-1, ASC, mTOR, p-mTOR, Akt, p-Akt, p-p38, p-JNK, p-ERK, or p-p65 at 4°C overnight in blocking solution, all antibodies were diluted at 1:1,000. Following three times of washed with TBST, the membranes were incubated with HRP-conjugated secondary antibodies at room temperature for 1 h. The chemiluminescence was detected using the ECL-chemiluminescent kit (Thermo Scientific) with Protein Simple (USA).

Co-immunoprecipitation

Raw264.7 cells were lysed at 4°C in ice-cold cell lysis buffer and cell lysates were cleared by centrifugation (12,000 g, 10 min). Concentrations of proteins in the supernatant were determined by bicinchoninic acid (BCA) assay. Before immunoprecipitation, samples containing equal amounts of proteins were pre-cleared with various irrelevant IgG or specific antibodies (2–5 mg/ml) overnight at 4°C with gentle rotation and subsequently incubated with Protein A/G agarose/sepharose beads at 4°C with gentle rotation. Following 3 h incubation, agarose/sepharose beads were washed extensively with PBS for four times and proteins were eluted by boiling in 1×SDS sample buffer before SDS-PAGE electrophoresis.

Measurement of Mature IL-1β

Raw264.7 cells (1 × 106) were cultured in six-well plates which infected with H37Ra for 4 h. Then washed twice with sterile PBS and replaced with 1 ml OPTI-MEM medium containing different concentration of baicalin (0, 12.5, 25, 50, or 100 μM). After 12 h, the supernatant of each well were concentrated according to the literature and with slightly modification (Shi et al., 2012). Removing 0.8 ml of the medium collected from each well and mixed with 0.8 ml methanol and 0.2 ml chloroform, vortexed, and centrifuged at 12,000 g for 5 min. The upper phase from each sample was removed and 0.8 ml methanol added. The samples were centrifuged again for 5 min at 12,000 g to remove the supernatant, and the pellet was placed in room temperature for 10 min to volatilize the methanol. Seventy milliliters of 1×loading buffer was added to each sample followed by boiling for 10 min prior to SDS-PAGE and immunoblotting with antibodies to detect mature IL-1β (AB-400-NA, R&D Systems). The adherent cells from each well were lysed with the above-mentioned lysis buffer and quantified before immunoblot to determine the cellular content of the different proteins.

Immunofluorescence

Following the appropriate treatment, the cells were washed twice with PBS, fixed with 4% paraformaldehyde at room temperature for 10 min, and washed again with PBS. The cells were treated with penetrating reagents (0.2% of BSA, 2% of Triton X-100) for 10 min at 4°C and washed again with PBS, and then the cells were blocked with 5% bovine serum albumin for 30 min at room temperature. Rabbit anti-ASC, anti-LC3, anti-caspase-1, and anti-pp65 antibodies were used for immunofluorescence. Donkey anti-mouse IgG and goat anti-rabbit FITC conjugated antibodies were used as secondary antibodies. The nuclei were stained with DAPI at the concentration of 1 μg/ml for 10 min. In this experiment, confocal microscopy (LSM 880, Zeiss optics international trading co., LTD) was used for examination.

Statistical Analysis

Statistical analysis was performed by using SPSS 18.0 software (SPSS, Inc., Chicago, IL, USA). P-values were assessed by one-way analysis of variance (ANOVA), results were given as means ± standard deviations (SD). Data shown are representative of at least triplicate experiments. A value of p < 0.05 was considered to be statistically significant.

RESULTS

Effect of Baicalin on the Viability of Raw264.7

To optimize the concentration of baicalin, the cell viability assay was conducted to evaluate potential drug-induced toxicity. The proliferation of Raw264.7 cells was tested using the CCK-8 kit. As shown in Figure 1, baicalin (within 100 μM) did not affect the viability of Raw264.7 during observation periods (24, 48, or 72 h). Thus, the concentrations of baicalin within 100 μM were considered as safe for cells and could be used for the subsequent studies.
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FIGURE 1. Effect of baicalin on the viability of Raw264.7. (A) The chemical structure of baicalin; (B) Proliferation assay was conducted to assess the cytotoxic effect of baicalin on Raw264.7. Data are shown as means ± SD of three independent experiments.



Baicalin Induces Autophagy in Mtb Infected Macrophages

Mtb is an intracellular pathogen which can proliferate within infected macrophages by preventing the maturation of the phagosome where the bacteria reside. Autophagy represents a recognized cell-autonomous defense against intracellular pathogens that can employ various mechanisms for elimination of invasive Mtb (Gutierrez et al., 2004; Singh et al., 2006; Ponpuak et al., 2010). To assess the effect of baicalin on autophagy induction, we examined the expression of LC3 II and p62 (the biomarker of autophagosome) after treatment with different concentrations of baicalin (0, 12.5, 25, 50, or 100 μM). As shown in Figure 2A, baicalin induced the activation of autophagy in a dose-dependent manner and the concentration of 100 μM triggered most potent autophagy. The autophagy activation induced by baicalin (100 μM) was time-dependent (Figure 2B). To further validate the effect of baicalin on autophagy, we next evaluated the autophagic flux utilized with an autophagy inhibitor, chloroquine (CQ). As shown in Figure 2C, either 10 or 20 μM of CQ caused remarkable accumulation of LC3 and p62 compared to baicalin treatment. These data demonstrated that baicalin indeed induced the activation of autophagy in a concentration- and time-dependent manner.


[image: image]

FIGURE 2. Baicalin can promote the activation of autophagy in Mtb-infected macrophages. (A) Western blot analysis of LC3 I/II and p62 expression in Mtb-infected Raw264.7 cells after treatment with different concentrations of baicalin (0, 12.5, 25, 50, 100 μM) or rapamycin (1 μg/ml) for 12 h. The right bar graphs show the statistical results for the relative quantitative expression of LC3 II and p62. (B) Western blot analysis of LC3 I/II and p62 expression in Mtb-infected Raw264.7 cells. After different times of Mtb infection (0, 4, 12, 24 h), cells were treatment with or without baicalin (100 μM). The right bar graphs showed the statistical results for the relative quantitative expression of LC3 II and p62. (C) Western blot analysis of LC3 I/II and p62 expression in Mtb-infected Raw264.7 cells after treatment with baicalin (100 μM) or CQ (10, 20 μM) for 12 h. The right bar graphs showed the statistical results for the relative quantitative expression of LC3 II and p62 expression. Data are shown with the means ± SD of at least three independent experiments. *p < 0.05.



Baicalin Has a Significant Killing Effect on Mtb in Macrophages

Mtb, as a well-known intracellular pathogen, has developed several schemes (e.g., dampening the antimicrobial activity of ROS and RNS, preventing the maturation of early phagosomes, inhibiting the fusion of phagosome with lysosome, interrupting autophagy process) to escape from the antimicrobial mechanisms of macrophages and thus survive intracellularly (Awuh and Flo, 2017). Studies have shown that autophagy possesses the ability to eliminate intracellular bacteria. Since we have confirmed the induction effect of baicalin on autophagy (Figure 2), to assess the antibacterial effect of baicalin on Mtb, we performed the colony forming unit (CFU) counting assay. As shown in Figure 3, baicalin exerted an obvious antibacterial effect (the bactericide rate of baicalin reached 86.7% compared to untreated control) and this ability most likely relied on the induction of autophagy that further facilitated the killing of Mtb, as baicalin had no bactericidal effect on within 2.24 mM (data not shown).
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FIGURE 3. Inhibitory effect of baicalin on bacillary loads. Bacterial CFUs were counted after baicalin treatment for 48 h. **p < 0.01, Data are shown as mean ± SD of three independent experiments.



Baicalin Suppresses the Activation of NLRP3 Inflammasome

Activation of inflammasome is an important post-transcriptional event to facilitate IL-1β release. Uncontrolled activation of inflammasome is associated with several inflammatory diseases, including TB (Wong and Jacobs, 2011; Mishra et al., 2013). NLRP3 inflammasome has been reported to contribute to the inflammatory tissue damage during mycobacterial infection (Kasahara et al., 1988; Mishra et al., 2013). Consistently, our immunofluorescence assay (Figure 4) indicated that Mtb triggered the accumulation of ASC which is essential for the activation of NLRP3 inflammasome or AIM2 inflammasome (Bryan et al., 2009; Mishra et al., 2010). We found that AIM2 was unchanged in Mtb-infected Raw264.7 regardless of the presence or absence of baicalin (data not shown). Moreover, Western blot showed that Mtb induced the increase of NLRP3, ASC, pro-caspase-1 which are the components of NLRP3 inflammasome (Figure 5A). On the contrary, baicalin treatment could either inhibit the formation of ASC specks in immunofluorescence (Figure 4) or decrease the NLRP3, ASC, pro-caspase-1 in a dose-dependent manner (Figure 5A). In addition, the inflammasome-derived IL-1β in the supernatant in Mtb infected macrophages was inhibited by baicalin. Furthermore, co-immunoprecipitation (Co-IP) showed that baicalin treatment restrained the interaction of NLRP3 with ASC (Figure 5B). Besides, in primary peritoneal macrophages, baicalin also showed inhibitory effect on the expression of NLRP3 and this inhibition ability was remarkably weakened when autophagy activity was blocked by CQ (Figure 6). ESAT-6 has been demonstrated the essential element to activate NLRP3 inflammasome (Mishra et al., 2010), although intracellular concentrations of ESAT-6 are similar in both H37Rv and H37Ra, the H37Ra remains defective for ESAT-6 secretion as the phoP gene mutation (Fortune et al., 2005). We speculate the potential mechanism on the activation of H37Ra-induced NLRP3 inflammasome that may be the case that in vitro cultures of the strain with some lysed bacteria may release ESAT-6 and therefore activate the inflammasome as observed in Figures 4–6. Together, our data indicated that baicalin could suppress the Mtb-induced NLRP3 inflammasome activation.
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FIGURE 4. Baicalin inhibits the aggregation of ASC. (A) Immunofluorescence assay was performed and rabbit anti-ASC (green) and DAPI (blue) were used for immunostaining. Images were obtained with laser scanning confocal microscopy. (B) Quantification of the confocal images about ASC. The confocal images about ASC were quantified with ZEN 2011 Blue Version. Data are shown with means ± SD. *p < 0.05.
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FIGURE 5. Baicalin evidently inhibits the Mtb-induced NLRP3 inflammasome activation. (A) Levels of NLRP3, ASC and pro-caspase-1 expression in cell lysates and the mature IL-1β in the supernatant were determined by immunoblot. (B) ASC or NLRP3 immunoprecipitates from Raw264.7 cells were immunoblotted for NLRP3 or ASC respectively, and re-blotted for ASC or NLRP3 respectively. Experiment performed three times.
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FIGURE 6. Baicalin inhibits the expression of Mtb-induced NLRP3 in primary peritoneal macrophage cells and chloroquine (CQ) prevented this effect. The expression of NLRP3, LC3 I/II and p62 in Mtb-infected primary peritoneal macrophage cells after treatment with different concentrations of baicalin or CQ (10, 20 μM) was detected by Western blot. The concentration of baicalin when used in combination with CQ was 100 μM.



Baicalin Activates Autophagy by Inhibiting PI3K/Akt/mTOR Signaling Pathway Instead of MAPK Pathway

The activation of autophagy can be modulated by a wide range of signals. Inhibition of PI3K/Akt/mTOR and activation of MAPK pathway are known to induce autophagy activation. Then, we analyzed the effect of baicalin on these two signaling pathways. Results indicated that baicalin treatment inhibited the phosphorylation of Akt (Ser473) and mTOR (Ser2448) in a time-dependent manner both in Raw264.7 (Figure 7A) and peritoneal macrophages (Figure 8A). In addition, we also assessed the MAPK pathway and our results showed that baicalin had no effect on the phosphorylation of p38, JNK or ERK (Figures 7B, 8B). This is different with the reports that H37Rv could cause the activation of MAPK signaling pathway triggering secretion of inflammatory cytokines (Fietta et al., 2002; Jung et al., 2006). This difference is probably caused by the differences between the H37Ra and H37Rv strains (Jena et al., 2013). Although the H37Ra we used here is an attenuated strain which may cause lower toxic inflammatory reaction to host, but in terms of basic mechanism research, it is an irreplaceable good model for the study of intracellular TB as reported (Hart and Armstrong, 1974). Thus, our data revealed that baicalin inhibited the PI3K/Akt/mTOR signaling pathway instead of MAPK pathway to activate autophagy.
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FIGURE 7. Bacalin suppresses the PI3K/Akt/mTOR pathway but has no effect on the MAPK signaling in Raw264.7 cells. (A) Western blot analysis of mTOR, p-mTOR, Akt, and p-Akt expression in Raw264.7 cells. β-actin was used as a control. The right bar graphs show the statistical results for the relative quantitative expression of p-Akt and p-mTOR. (B) Western blot analysis of p-JNK, p-ERK, and p-p38 expression in Raw264.7 cells. The right and below bar graphs show the statistical results for the relative quantitative expression of p-p38, p-ERK, and p-JNK. Data are shown with the means ± SD of at least three independent experiments. *p < 0.05.
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FIGURE 8. Bacalin suppresses the PI3K/Akt/mTOR pathway but has no effect on the MAPK signaling in primary peritoneal macrophage cells. (A) Western blot analysis of mTOR, p-mTOR, Akt, and p-Akt expression in primary peritoneal macrophage cells. β-actin was used as a control. The right bar graphs show the statistical results for the relative quantitative expression of p-Akt and p-mTOR. (B) Western blot analysis of p-JNK, p-ERK, and p-p38 expression in peritoneal macrophage cells. The right and below bar graphs show the statistical results for the relative quantitative expression of p-p38, p-ERK, and p-JNK. Data are shown with the means ± SD of at least three independent experiments. *p < 0.05.



Baicalin Inhibits Mtb-Induced NF-κB Activation

NF-κB plays essential roles in the activation of NLRP3 inflammasome (Ghonime et al., 2014; Lamkanfi and Dixit, 2014; He et al., 2016) and the transcriptional induction of various genes involved in inflammation. As shown in Figure 9, Mtb infection caused the activation of NF-κB signaling as evidenced by the elevated p65 phosphorylation levels both in Raw264.7 (Figure 9A) and primary peritoneal macrophages (Figure 9B). Confocal images indicated that Mtb increased nuclear entry of phosphorylated p65, while baicalin treatment markedly reduced the production of phosphorylated protein and prevented it from entering into the nucleus (Figure 10).
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FIGURE 9. Baicalin inhibits Mtb-induced NF-κB activation. (A) Western blot analysis of p-p65 expression in Raw264.7 cells. β-actin was used as a loading control. The below bar graph shows the statistical result for the relative quantitative expression of p-p65. (B) Western blot analysis of p-p65 expression in primary peritoneal macrophage cells. β-actin was used as a loading control. The below bar graph shows the statistical result for the relative quantitative expression of p-p65. Data are shown as the means ± SD of at least three independent experiments. *p < 0.05.
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FIGURE 10. Baicalin prevents the nuclear translocation of Mtb-induced NF-κB. Confocal microscopy of Raw264.7 cells with different treatments immunostained with anti-pp65 (green) and DAPI (blue). Scale bars shown are 20 μm.



Baicalin Can Induce Co-localization of Autophagosome and Inflammasome

Autophagy has been shown to play an important role in regulating inflammasome activation through the removal of inflammasome-activating endogenous signals or the sequestration and degradation of inflammasome components (Harris et al., 2011; Shi et al., 2012). We evaluated the relationship between them by means of immunofluorescence using confocal laser scanning microscope. As shown in Figure 11, Mtb induced the accumulation of ASC protein which represented the activation of NLRP3 inflammasome, and baicalin treatment decreased the ASC specks. Meanwhile, baicalin elevated the production of LC3 and induced the co-localization of LC3 and ASC, which is representative of autophagosome and inflammasome respectively. Thus, we conclude that baicalin induced autophagy activation, inhibited the activity of NLRP3 inflammasome through autophagic degradative mechanism, and restrained the secretion of IL-1β.
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FIGURE 11. Baicalin promotes co-localization of inflammasome with autophagosome. Confocal microscopy of Raw264.7 cells with different treatments immunostained with anti-LC3 antibody (pink), anti-ASC antibody (green), and DAPI (blue). Scale bars shown are 5 μm.



DISCUSSION

This study first reveals the roles of baicalin-mediated autophagy inducing effect in protection against Mtb infection. Our work demonstrated that baicalin inhibited the phosphorylation of Akt/mTOR thereby inducing autophagy to kill intracellular Mtb and showed suppressing effect on the activation of NLRP3 inflammasome and NF-κB signaling pathway triggered by Mtb (as shown in Figure 12). Baicalin is a safe, effective and widely available herb monomer which can be extracted from plants of genus Scutellaria (grown in Asian countries including China) or Oroxylum indicum (grown in other countries) (Dinda et al., 2017). The extracts from the roots of Scutellaria baicalensis are widely used in traditional Chinese medicines to treat various diseases such as hepatitis, atherosclerosis, dysentery, as well as common cold and other respiratory disorders (Li-Weber, 2009). Consistent with our work, previous studies have reported that baicalin was capable of inducing autophagy to cause cancer cell autophagic death (Zhang et al., 2012; Lin et al., 2013). Unlike the results of these publications and our research, there a study reported that baicalin inhibited influenza A virus induced autophagy (Zhu et al., 2015). As for TB, to our knowledge, this is the first demonstration that baicalin has antimycobacterial activity via induction of autophagy of host macrophages.
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FIGURE 12. Schematic summary of baicalin-driven regulation of autophagy and inflammation during Mtb infection. Baicalin inhibits the phosphorylation of Akt, thus inducing the activation of autophagy through PI3K/Akt/mTOR signaling pathways leading to bactericidal and inflammasome-inhibitory effect. Furthermore, baicalin inhibits the PI3K/Akt/NF-κB pathway contributing to the inhibitory effect on NLRP3 inflammasome activation.



Induction of autophagy in Mtb-infected macrophages by several means (physiologically, immunologically, or pharmacologically) has been shown to kill Mtb (Gutierrez et al., 2004). Subsequent studies have extended the initial observation and established the key role of autophagy in defense against TB (Deretic, 2008; Harris et al., 2009; Jo, 2013). Consistent with these data, our results demonstrated that baicalin stimulated the activation of autophagy as evidenced by the upregulation of LC3II and downregulation of p62 and the unobstructed autophagic flux process after baicalin treatment. In addition, baicalin caused inhibition of intracellular Mtb replication. We attributed this killing effect to baicalin-stimulated autophagy effect because baicalin showed no direct impact on Mtb proliferation at 300 μM in our in vitro study. Autophagy has anti-inflammatory activity and protects the host from tissue necrosis and lung pathology (Castillo et al., 2012). The existing reports agree that autophagy negatively regulating inflammasome activation through a variety of mechanisms (Saitoh et al., 2008; Harris et al., 2011; Nakahira et al., 2011; Zhou et al., 2011; Shi et al., 2012; Lupfer et al., 2013; Martins et al., 2015; Saitoh and Akira, 2016). Inflammasome has been recognized to be involved in the pathological progress of Mtb infection (Carlsson et al., 2010; Wong and Jacobs, 2011; Castillo et al., 2012; Dorhoi et al., 2012; Mishra et al., 2013) causing granulomatous lung lesions and systemic inflammatory responses (Bekker et al., 2000). Although granulomas have long been considered to benefit the host by containing and restricting mycobacteria, recent studies have demonstrated that tuberculous granuloma provides a safety shelter for bacterial growth, persistence, and proliferation (Davis and Ramakrishnan, 2009; Silva Miranda et al., 2012; Cambier et al., 2014) and even caused lung damage (Bekker et al., 2000; Philips and Ernst, 2012). Our data indicated that baicalin inhibited the Mtb-induced inflammation process by restraining the NLRP3 inflammasome activation and subsequent production of inflammatory mediators triggered by Mtb infection. Complementing anti-TB drugs with anti-inflammation interventions could improve treatment efficiency and outcome evidenced by reports that patients treated with corticosteroids in conjunction with TB drugs contribute to a modest decrease in mortality and is helpful in extrapulmonary tuberculosis including meningitis and pleural disease (Critchley et al., 2013; Prasad et al., 2016). Nevertheless, considering the strong immunosuppressive effects and many other side effects, caution is needed when applying corticosteroids in pulmonary TB. In contrast, baicalin possess the advantage over corticosteroids that has no side effects such as immunosuppression. Moreover, baicalin has been demonstrated to inhibit sterile (Wang et al., 2016) or bacterial inflammation (Guo et al., 2013; Liu et al., 2017) and showed immunoprotective effect in the sepsis model (Hu et al., 2015). Hence, baicalin could be a new candidate for the development of adjunctive anti-TB therapies.

Having confirmed the antimycobacterial and anti-inflammatory effects of baicalin, we next explored the functional mechanisms. Two classical autophagy related signaling pathways were assessed, the PI3K/Akt/mTOR signaling pathway which has been recognized as negatively regulating the activation of autophagy (Heras-Sandoval et al., 2014), and the MAPK pathway which acts as a positive regulator of autophagy (Krishna and Narang, 2008; Zhou et al., 2015). Data indicated that baicalin inhibited the phosphorylated Akt (Ser473) and mTOR (Ser2448) but without influencing phosphorylated JNK, ERK, or p38. Previous studies have suggested that baicalin showed evident inhibitory effect on NF-κB activation (Guo et al., 2013; Fu et al., 2016). Here, our data showed that baicalin significantly inhibited the phosphorylation of NF-κB and prevented its entry to the nucleus. Based on our findings, we conclude that baicalin actually targeted PI3K/Akt to restrain the NF-κB activity, which is consistent with previous studies (Kang et al., 2012; Guo et al., 2016).

Taken together, our data demonstrated that baicalin has both anti-inflammatory and antimycobacterial effects on Mtb-infected macrophages and this endows baicalin the great potential as a candidate of HDT for new anti-TB adjuvant therapy. Additionally, better understanding the basic biology of mycobacterial pathogenesis may guide the search for more effective and specific HDT targets. Drugs like baicalin that manipulate host cellular defense mechanisms such as autophagy could achieve bactericidal and anti-inflammatory effects may provide new opportunities to combat intracellular pathogens like Mtb. Future studies are needed to evaluate baicalin in conjunction with TB drugs for improved treatment of TB in animal models and if promising in humans.
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Background: The primary site of infection for Mycobacterium tuberculosis (Mtb) is the alveolar macrophages. However, Mtb can disseminate into other organs and causes extrapulmonary tuberculosis (EPTB). The diagnosis of EPTB is challenging due to relatively inaccessible infectious sites that may be paucibacillary and with clinical symptoms varying by site that are similar to those seen in other diseases. Hence, we sought to identify the expression patterns of a variety of cytokines that may be specific to EPTB from in vitro infections and in the plasma of TB patients.

Methods: To define those cytokine secretions associated with EPTB, human THP-1 derived macrophages were first infected with Mtb clinical isolates from pulmonary and EPTB. Infected macrophages supernatants were harvested at different time points and cytokines known to play key roles in TB immune responses including TNF-α, IL-6, IL-10, IFN-γ, and VEGF-A were measured by ELISA. Those cytokines that were in vitro associated to EPTB were also measured in the plasma from patients with PTB, EPTB, non-EPTB-confirmed-like symptoms and healthy controls.

Results: While all of the studied cytokine secretions varied after in vitro infection, higher levels of TNF-α and VEGF secretions were observed in vitro in the infected macrophages respectively in the PTB and EPTB infecting clinical isolates. Similar trends were observed from the plasma of patients where patients with PTB showed significantly higher level of TNF-α compared to EPTB and healthy control groups. The patients with EPTB showed higher plasma level of VEGF compared to those patients with the non-EPTB (p < 0.01) and to healthy controls group (p < 0.0001). Using Receiver Operating Curves (ROC), we showed that TNF-α and VEGF concentrations could distinguish EPTB from non-confirmed EPTB with high sensitivity and specificity.

Conclusion: Pulmonary and extrapulmonary Mtb clinical isolates showed different cytokine induction pattern in human macrophages that is also found in the plasma level of the EPTB patients. Further investigations are needed to define cytokine secretions that can lead to the definition of bio-signatures to differentiate EPTB from other pathologies with confusing symptoms that hampered the diagnosis of TB.

Keywords: Mycobacterium tuberculosis, extra-pulmonary tuberculosis, immune response, cytokine, biomarker

INTRODUCTION

With 10.4 million new cases and 1.5 million deaths in 2015 (World Health Organization [WHO], 2016), tuberculosis (TB) remains a major global public health problem. TB, an air transmitted infectious disease, is known to affect primarily the lungs; however, TB has also been described in virtually all tissues or organs (Alvarez and McCabe, 1984; Mazza-Stalder et al., 2012). Extrapulmonary TB (EPTB) represents about 20% of all TB cases in developing countries (Cagatay et al., 2004; Sharma and Mohan, 2004) and can be much higher in immune-compromised individuals. The diagnosis of EPTB is challenging due to the poor performance of conventional diagnostic techniques. Moreover, while the TB symptoms are constituted by local pain, weight loss, night sweat and fever (Golden and Vikram, 2005), there is no EPTB specific symptoms in any tissue or organ and the observed symptoms can be confused with those of other pathologies. This would further result in delayed diagnosis and treatment that can quickly lead to death depending on the severity of the affection (World Health Organization [WHO], 2016). Finding biomarkers to improve EPTB diagnosis can thus be important in the global control of TB.

The mechanism of Mtb dissemination from the pulmonary site to other organs is not well elucidated. Following entry of the bacillus in the lungs, alveolar macrophages invade the subtending epithelial layer and secrete several cytokines including the Th1 profile. These cytokines allow the recruitment and activation of inflammatory cells to form the granuloma that contains the pathogen (Orme and Basaraba, 2014; Gideon et al., 2015). The outcome of the infection will then depend on the imbalance of interactions between the host immune system response and the infecting bacteria (Ernst, 2012). Lymphohematogenous dissemination of Mtb is one of the key events in TB pathogenesis since it is involved in the development of protective T-cell mediated immune response but it also enables the bacteria to spread to new niches and therefore to establish alternative sites of infection (Krishnan et al., 2010). Genetic and host immune factors are suspected to be involved in extrapulmonary dissemination of Mtb and TB pathogenesis (Caws et al., 2008).

It was reported that the production of cytokines was different in persons healed from pulmonary TB when compared to those with EPTB (Hasan et al., 2009; Fiske et al., 2012). As development of EPTB seems to be the result of an immune host defects (Fiske et al., 2012), the discovery of factors that are associated to extrapulmonary disease will advance TB prevention efforts by identifying immune responses that could be boosted by TB vaccines.

The human host immune response against Mtb was shown to vary according to the genotype families of the infecting Mtb (Rakotosamimanana et al., 2010; Portevin et al., 2011) and studies using animal models identified some bacterial factors that were associated with extrapulmonary dissemination or colonization of specific organs (Pethe et al., 2001; Chawla et al., 2012). In a recent study using Mtb infected-macrophages and observations from TB patients, a correlation was found between Mtb infection and the production of angiogenesis factors (VEGF: Vascular endothelial growth factor) and subsequent vascularization during the bacterial dissemination into other organs (Polena et al., 2016). VEGF is a known major player in angiogenesis and lymphangiogenesis and is induced in response to tissue inflammation, hypoxia and pro-inflammatory cytokines (Ferrara et al., 2003; Koch et al., 2011).

Previous studied have reported cytokines TNF-α, IL-6, IL-1β, IL-10, IFN-γ, TGF-β and chemokine VEGF, levels to be significantly different in macrophage cells infected by mycobacteria compared to uninfected controls as well as in TB patients compared to healthy controls (Dlugovitzky et al., 1997; Morosini et al., 2003; Vankayalapati et al., 2003; Sahiratmadja et al., 2007; Dubois-Colas et al., 2014; Helguera-Repetto et al., 2014; Sousa-Vasconcelos Pda et al., 2015). However, there are few comparative studies describing the levels of cytokines and chemokines in patients with different clinical sites of TB, (PTB, EPTB) and EPTB-like pathologies. Moreover, studies which have investigated immune responses against EPTB have often combined patients without differentiating Mtb strains (Sharma et al., 2002; Jamil et al., 2007). It is important to consider the diversity associated with virulence capacity of these clinical isolates for inducing TB active disease and to evaluate the TB clinical forms (PTB or EPTB) and the immune response variations in relation to this bacterial diversity.

We propose here to identify human immune host signatures that could be involved in the dissemination of the pathogen and the colonization of other organs than the pulmonary sites that can be used for EPTB diagnosis by considering the genotype of infecting Mtb. In this study, we first determined the variations of cytokines TNF-α, IL-6, IL-10, IFN-γ and VEGF, in macrophages infected with different Mtb clinical isolates from patients with PTB and EPTB with Mtb strains belonging to the same Lineage 1 genotype known to enhance an elevated human pro-inflammatory responses (Rakotosamimanana et al., 2010; Portevin et al., 2011). Secondly, the variations of those cytokines productions presenting an in vitro difference between PTB and EPTB were measured in plasmas of patients and healthy controls to study their ability to distinguish the clinical groups of confirmed EPTB, EPTB-like symptoms and PTB patients.

MATERIALS AND METHODS

Ethics Statement

The study was approved by the National Ethics Committee of the Ministry of Health of Madagascar (N°072-MSANP/CE of 14/08/2014). All the patients that participated in the ex vivo part of the study gave their informed consents before any process was performed.

Mtb Clinical Isolates Selection and Mycobacteriology Procedures

The Mtb strains with EAI8_MDG spoligotype (shared-type 109) from the IPM-National Reference center for Mycobacteria clinical strains collection were used for the macrophage infections. PTB and EPTB isolated Mtb strains were matched by the same spoligotype, the gender/age/matched-patients. During the in vitro study, Mtb isolates from 7 different PTB and 7 other EPTB patients were used to in vitro infect the macrophages. Supplementary Table S1 described the characteristic of those clinical isolates and the TB patients they were isolated from. The clinical sites where the EPTB isolates came were heterogeneous: lymph node (n = 1), pleural (n = 2), cerebrospinal (n = 1), urine (n = 2), pus (n = 1). Mtb was grown in Middlebrook7H9 broth supplemented with albumin-dextrose-catalase (M0178 Middlebrook 7H9 Broth Base).

Macrophages in Vitro Infection

The human monocyte–macrophage cell line THP-1 (Sigma) was maintained in culture medium containing RPMI-1640 medium supplemented with 200 mM L-glutamine, 10% inactivated foetal bovine serum(FBS), antibiotics (penicillin and streptomycin), and antifungal (fungizone) at 37°C, in a humidified 5% CO2 environment. The day before infection experiment, 100 nM phorbolmyristate acetate (Sigma) was added to differentiate cells into macrophages according to Spano et al. (2013) and distributed in 6-well plates (5 × 105 cells /well). The cells were cultured in RPMI-1640 medium, with 10% inactivated FBS and 200 mM L-glutamine, without antibiotics or antifungal.

THP1-derived macrophages were infected as previously described (Tailleux et al., 2003) at a multiplicity of infection of 1/1 bacteria/cell. Briefly, before infection, mid-log phase Mtb strains were washed two times with PBS, clumps were disassociated by 100 passages through a needle, followed by 5 min of sedimentation. The density of bacteria in the supernatant was checked at OD 600 nm and correlated to the numeration of the aliquot to allow 1-to-1 bacterium-per-cell infections. The infection was performed in a six-well plate with 5.105 cells/5.105 bacteria/well in 2 ml complete medium (without antibiotics). Non-infected cells were used as control for the experiments. All experiments were performed in duplicate. After 3 h of incubation at 37°C and 5% CO2, infected cells were washed three times to remove extracellular bacteria and were incubated in fresh complete medium. Supernatants from control uninfected cells and Mtb–infected macrophages were harvested after 0 h (just after wash: 3 h post infection), 24, 48, and 120 h of macrophage infection, filtered using Millipore filter of 0.22 μm; and stored at -80°C for cytokine analysis.

Enumeration of intracellular bacteria was performed at 0 h (3 h post infection), 24, 48, and 120 h post-infection. Cell supernatant was removed and the wells were washed two times to remove extracellular bacteria and then lysed by cold distilled water with 0.05% Tween 20%. Cell lysates were diluted in 4 different dilutions and plated in triplicate on 7H11 solid medium complemented with OADC and incubated at 37°C. CFUs were scored after 3 weeks. CFUs were enumerated as previously described (Tailleux et al., 2003). All of the Mtb preparations and infections procedures were performed in a biosafety level 3 facility.

Study Population and TB Diagnostic Tests

All patients with suspected TB present or referred at the Infectious Diseases Unit of the Joseph Raseta Befelatanana Hospital (HUJRB), the EUSSPA/DAT (Etablissement Universitaire de Soins et de Santé Publique Analakely/Dispensaire antituberculeux) and at the IPM’s anti-rabies center (healthy controls) were included in this study. Blood and specimens were harvested from the patients and plasma obtained through centrifugation. For suspected extrapulmonary TB patients, all clinical specimens (cerebrospinal fluid, pleural fluid, lymph node, ascitic fluid, pus) were considered and investigated for TB diagnosis. For PTB patients, sputum smear direct microscopy and LJ culture were performed. For all biological fluids samples for TB diagnosis by bacteriological detection of Mtb were beforehand decontaminated using the sodium lauryl-sulfate method. Then, one drop of previously decontaminated specimen was fixed on a slide, stained with auramine staining and examined under fluorescent microscopy. The remaining sample was cultured on standard Löwenstein-Jensen (LJ) medium.

The clinical criteria were: (1) EPTB: patients presenting suspected clinical symptoms of extrapulmonary TB regardless of the anatomic localization with positive smear acid-fast bacilli or Mtb positive on LJ culture; HIV positive patients and pregnant women were excluded from the study; (2) PTB: new TB cases with sputum smear AFB+ or Mtb positive on LJ culture; (3) Healthy control: healthy individual without any active TB symptoms after clinical investigation and chest X-ray, (4) non-EPTB: suspected-EPTB patients with negative Mtb in biological specimen culture.

Cytokine Quantification by Enzyme-Linked Immunosorbent Assay, ELISA

After the in vitro infections, the concentrations of IL-10, IL-6, TNF-α, IFN-γ and VEGF-A in the thawed supernatant were determined by ELISA as described by the assay kit manufacturers (Duoset kit, R&D Systems). The concentrations of cytokines in the plasma from the patients were measured in duplicate by specific sandwich ELISA as described by the manufacturers (R&D Systems).

Statistical Analysis

The normality of the each measures obtained was assessed with the D’Agostino & Pearson omnibus normality test. Multiple comparisons were performed using a two-way ANOVA adjusted by the Holm–Sidak post-test to assess the difference of CFU and cytokine concentrations according to the in vitro infection time points and the clinical groups. The one-way ANOVA test was used with multiple comparisons adjusted by the Tukey or the Dunn’s post-tests respectively for parametric and non-parametric tests to assess the plasmatic cytokine concentrations differences amongst the clinical groups. Receiver Operating Characteristic (ROC) analysis was used to assess the diagnostic strength of the plasmatic concentration of cytokines to distinguish the clinical groups. Results were considered significant if the 95% confidence interval (CI) of the area under the curve (AUC) exceeded 0.70. A p value below 0.05 was considered as significant. The Prism GraphPad6 Software was used for the statistical analysis.

RESULTS

Similar Intra Macrophagic CFU Counts after in Vitro Infection with Isolates from Different Clinical Infectious Sites

The enumeration of intracellular bacteria was performed at 0 h (3 h post infection), 24, 48, and 120 h post-macrophage infection. Infecting Mtb strains isolated from PTB and EPTB patients showed similar growth rates in the macrophages from t0 to t120 post-infection (Figure 1). No significant difference was observed in bacterial count at any post infection time points between PTB and EPTB strains.
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FIGURE 1. Bacterial growth curve showing the intracellular CFU of Mtb in the infected macrophages at different timepoints post infection (hours) with EPTB-isolated strains (red line, n = 7) and PTB-isolated strains (blue line, n = 7). CFU, colony forming unit; PTB, pulmonary tuberculosis strains; EPTB, extrapulmonary tuberculosis strain; ctrl, non-infected cells. Each point corresponds to the average of three determinations ± SD. Statistical comparison was performed with a two-way ANOVA (p = ns).



Different Level of Cytokine Secretions Depending on the Clinical Infectious Sites Origin of the Infecting Strains

After quantifying the concentration of the cytokines harvested from the infected macrophages supernatants, trends of increased productions of all the studied cytokines were observed in comparison to uninfected macrophages (Figure 2). Despite the observation from the other cytokines production, the secretions of both the TNF-α and VEGF trends increased over time (Figures 2A,B) after 24, 48, and 120 h post-infection. Surprisingly, unlike the others cytokines, a slight increase of the VEGF secretion was observed within the uninfected macrophages. The release of this chemokine by the control cells also increased over time with a higher level at 120 h post infection. We next compared the cytokine responses between PTB and EPTB infecting isolate strains at the different time points. Tendency in differences in the level of cytokines produced by the THP-1 derived macrophage depending on the clinical site origin of the Mtb infecting strains. Tendency of higher levels of TNF-α were observed when the PTB-isolated strains infected the macrophages compared to the EPTB-isolated strains infected macrophages depending on the infection time point. A statistically significant higher level of TNF-α was observed at 120 h (Figure 2A, p < 0.001). Unlike the TNF-α, after adjusting with the basal secretion observed in the uninfected macrophages, a trend of higher level of VEGF was observed with the EPTB-isolated strains compared to the PTB isolates at all time points, with a significant difference in the secretion levels after 120 h post infection (p = 0.04, Figure 2B).
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FIGURE 2. Cytokine secretions by THP-1 derived macrophages infected with Mtb strains. (A) TNF-α, (B) VEGF, (C) IL-6, (D) IL-10, (E) IFN-γ concentrations. Multiple comparisons were assessed with a two-way ANOVA for the different timepoints and the clinical group with a Holm–Sidak post-test. ∗P < 0.05, ∗∗P < 0.01. PTB, pulmonary tuberculosis strains; EPTB, extrapulmonary tuberculosis strain; ctrl, non-infected cells.



Plasma Levels of TNF-α and VEGF Varied Depending on the Clinical Symptoms of the Patients

We measured the level of both cytokines that differed in vitro between PTB and EPTB in the plasmas collected from patients with different clinical symptoms. Eighty six (86) persons were included in the study. Fourty-four participants were suspected of EPTB with quite heterogeneous symptoms and included a large variety of clinical specimens; the most frequent were cerebrospinal fluid (n = 18, 39.06%) and pleural fluid (n = 17, 28.12%). Finally, according to the bacteriology, EPTB was confirmed in 16 patients, 13 had confirmed PTB, 28 had EPTB-like symptoms without bacteriological confirmation and 29 were healthy controls. Table 1 described the characteristic of those TB patients.

TABLE 1. Baseline characteristics of patients and type of specimen.

[image: image]

After comparing the plasma level of the two different cytokines in the four clinical groups, PTB patients showed a significantly higher production of TNF-α compared to the EPTB patients, to the EPTB-like and to CTRL group, (p = 0.004, p < 0.001, and p < 0.0001 respectively) (Figure 3A). Differently from the observations in the in vitro infections, the plasma of EPTB patients showed a higher concentration of VEGF to the non-EPTB (p = 0.022) and to healthy controls group (p < 0.0001). No statistical differences were observed when comparing plasma level of VEGF in EPTB patients to PTB (Figure 3B).
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FIGURE 3. Quantity of TNF-α (A) and VEGF (B) secreted in the plasma of EPTB, non-EPTB, PTB, and healthy controls group. Multiple comparisons were assessed with a one-way ANOVA for two clinical groups adjusted with Tukey post-test (A) or Dunn’s post-test (B): ∗ P < 0.05, ∗∗P < 0.01, ∗∗∗P < 0.001, ∗∗∗∗P < 0.0001. EPTB: bacteriologically confirmed extrapulmonary tuberculosis patients; non-EPTB, suspected-EPTB patients not bacteriologically confirmed; PTB, pulmonary tuberculosis patients; CTRL, healthy control group.



Plasma Level of TNF-α and VEGF Concentrations Allowed to Respectively Distinguishing PTB and EPTB from the Other Patients Groups

We asked whether the plasmatic cytokines concentration could be useful for detecting a bacteriologically confirmed EPTB from the other clinical groups. Baseline levels of TNF-α and VEGF showed significant area under the curve (AUC) to respectively distinguish PTB and EPTB from the other clinical groups (Tables 2, 3 and Figure 4). The TNF-α showed more than 80% AUC yielded when distinguishing PTB from the other clinical groups (p < 0.01) (Table 3 and Figures 4D–F). Moreover, the plasmatic VEGF concentration yielded an AUC of 73% (p < 0.05) when compared to PTB (Table 2 and Figure 4B), 79 and 89% (p < 0.01) in distinguishing bacteriologically confirmed EPTB respectively from the other pathology with extrapulmonary symptoms and healthy control group (Table 2 and Figures 4A,C)

TABLE 2. Area-under-the-curve (AUC) of VEGF as to distinguish confirmed EPTB from the other clinical groups.
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TABLE 3. Area-under-the-curve of TFN-α as to distinguish confirmed PTB from the other clinical groups.
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FIGURE 4. Receiver operating curves (ROC) analysis of TNF-α and VEGF as markers to distinguish the differen clinical groups. VEGF ROC between EPTB and non-EPTB (A), PTB (B), Ctrl (C), TNF-α ROC between PTB and non-EPTB (D), EPTB (E), Ctrl (F). EPTB, bacteriologically confirmed extrapulmonary tuberculosis patients; non-EPTB, suspected-EPTB patients not bacteriologically confirmed; PTB, pulmonary tuberculosis patients; CTRL, healthy control group.



DISCUSSIONS

The EPTB represents a non-negligible proportion of the TB active cases; however, its diagnosis that is lying firstly on clinical symptoms considerations is difficult due to the confusing symptoms with other pathologies as any human tissue or organ can be affected by EPTB while the traditional bacteriological tools to confirm TB were challenged by relatively inaccessible infectious sites that may be paucibacillary. In order to establish confirmation, invasive procedures are often necessary, making the diagnosis more difficult. The main objective of this study was to propose EPTB specific biomarkers deduced by the in vitro comparison of TB-associated cytokine response induced by different clinical isolates (PTB vs. EPTB) from human macrophages that were then assessed in human patients. Different cytokines known to be involved in the anti-tuberculosis immune response such as IFN-γ, TNF-α, IL-6, IL-10 and VEGF were first measured in human commercial cell-line derived infected macrophages to consider the host genetic effects on the immune response that was widely reported to be associated with EPTB (Caws et al., 2008). Although the THP-1 cell line was widely considered to be a good model of macrophages for in vitro Mtb infection studies (Riendeau and Kornfeld, 2003; Theus et al., 2005; Iona et al., 2012), it should not be forgotten that these are tumor cells and that certain functions remain poorly controlled. However, similar cytokine productions trends observed in this macrophage model were also observed ex vivo in human plasma in our study.

Moreover, the characterization of the determinants of Mtb virulence is an important process for understanding the pathogenesis of TB. The bacterial genetics effects on cytokine production were also considered here by infecting the macrophages with Mtb from similar bacterial lineages. Infecting the macrophages with the EAI-MDG8 (lineage 1) was preferred as the Mtb-lineage 1 strains were associated with an increased pro-inflammatory responses that would boost the cytokine levels we want to study (Rakotosamimanana et al., 2010; Portevin et al., 2011). Moreover, the Mtb EAI-MDG8 genotype was a predominant spoligotype profile in Madagascar where the study was performed (Rakotosamimanana et al., 2010).

The molecular and cellular mechanism of Mtb dissemination is not yet well understood. The cytokine network plays a central role in the inflammatory response and outcome of mycobacterial infections (van Crevel et al., 2002) and can be useful for a correct, specific and timely diagnosis is essential for EPTB. It has been reported that mycobacteria counteract the defense mechanisms deployed by the host immune system by altering the cytokine profile (van Crevel et al., 2002; Sousa-Vasconcelos Pda et al., 2015). TNF-α, IL-6, IL-10 IFN-γ, and VEGF play important roles in the immune response to the outcome of mycobacterial infections (van Crevel et al., 2002; Polena et al., 2016).

Our results indicate that EPTB strains elicit reduced TNF-α responses compared to the PTB strains indicating their ability to down-regulate one of the powerful pro-inflammatory response, which is crucial for controlling mycobacterial infections. The strongest evidence for the role of TNF-α to prevent TB pathogenesis was well reported in patients treated with TNF-α antagonist (Keane et al., 2001; Gardam et al., 2003; Askling et al., 2005; Wong et al., 2007a; Wallis, 2008; Martin-Mola and Balsa, 2009; Yasui, 2014). Moreover, it was shown that neutralization of TNF-α could induce dissemination of Mtb (Lin et al., 2010) but the mechanism was not well investigated. Previous study showed low TNF-α production by peripheral blood mononuclear cells from patients presenting EPTB but the mechanism has not been elucidated (Sterling et al., 2001; Fiske et al., 2012). The role of TNF-α in the control of bacilli in the latent stage has also been demonstrated by the reactivation of tuberculous infection (including miliary and extrapulmonary) in patients with Crohn’s disease and rheumatoid arthritis, after treatment with monoclonal anti-TNF-α antibodies (Keane et al., 2001). Similar results were also reported in a study using mice unable to synthesize TNF-α, which has increased susceptibility to TB (Bean et al., 1999). Thus, in the present study, the ability of EPTB-isolated strains to down regulate TNF-α production may be associated with a lower immune response and then a mechanism that would allow dissemination. It has been shown that the neutralization of TNF-α can induce the spread of Mtb (Mayordomo et al., 2002; Lin et al., 2010). Our results are comparable with those observed in another study showing a significant reduction in the production of TNF-α in (ex vivo) macrophages infected by hypervirulent strains of Mtb isolated from patients with tuberculous meningitis and where the production of IL-10 and IL-12 was even undetectable (Wong et al., 2007b). Despite a relatively high level of TNF-α observed in the healthy controls that may be due to latent Mtb infection or exposure due to the fact that the study was performed in a TB high incidence area, the difference between PTB and EPTB was also observed in the plasma of the patients from the present study. This cytokine acts in synergy with IFN-γ to increase the production of metabolites of nitric oxide and to eliminate mycobacteria and is essential for the formation of granulomas for the confinement of a mycobacterial infection (Gomez-Reino et al., 2003; Bottasso et al., 2007). While some studies identified the IFN-γ or the type I interferons as biomarkers for EPTB when compared to healthy controls that was also observed in the present study (Goyal et al., 2016), no difference was observed when comparing the PTB vs EPTB for the IFN-γ in vitro response that would probe for an host genetic effects associated with the IFN responses differences observed in EPTB.

During the in vitro macrophage infection, unlike TNF-α, our results indicated that VEGF production is significantly induced by the EPTB-isolated strains compared to PTB strains. This chemokine was also significantly higher in the plasma of EPTB-confirmed patients compared to patients with EPTB-like symptoms, but we did not observe a statistic difference with PTB patients. The VEGF is best known for its role as an activator of angiogenesis. In cancer, the angiogenesis induces tumor progression and metastasis (Carmeliet, 2005). Angiogenesis would play a similar role in TB and may well be involved in extrapulmonary forms of the disease. Indeed, a recent study argues in favor of this hypothesis. In zebrafish model, the formation of new blood vessels facilitates the dissemination of M. Marinum (Oehlers et al., 2015). Moreover, high VEGF levels were observed in tuberculous pleural effusion (Seiscento et al., 2010; Qama et al., 2012) and tuberculous meningitis (Matsuyama et al., 2001; van der Flier et al., 2004). Thus, other studies have used anti-VEGF agents in EPTB therapy to prevent bacteria from disseminating and inhibiting their growth (Invernizzi et al., 2015; Oehlers et al., 2015). Moreover, the results observed in the present study are in agreement with previous studies which have shown that the production of VEGF is positively stimulated in EPTB disease (Seiscento et al., 2010; Thayil et al., 2011; Misra et al., 2013; Zucchi et al., 2013). Similarly to the present study, Qama et al. (2012) reported an increase of both TNF-α and VEGF in EPTB patients compared to healthy controls from tuberculous pleural effusions with notably a 31-fold increase of the VEGF produced in the bronchoalveolar lavage fluids of patients with pleural TB compared to healthy control subjects (Qama et al., 2012). Thus, these observations confirm the crucial role of VEGF in the diffusion of Mtb. However, in other studies, VEGF was mostly considered as a biomarker of active PTB disease (Matsuyama et al., 2000; Abe et al., 2001; Alatas et al., 2004; Riou et al., 2012; Mihret et al., 2013; Ota et al., 2014). Further investigation is therefore needed to decipher the exact role of VEGF in TB, especially in its disseminated forms.

It is noteworthy to mention that our study has several limitations. First, despite our aim to propose tools that can be used in resources limited area the studied cytokine panel was only restricted to the well known TB-associated cytokines. The current observations could benefit from the proteomic or transcriptomic high-throughput tools that would target more and/or new cytokines (Blankley et al., 2016; Roe et al., 2016). Increasing the sample size would also strengthen the statistical differences observed to get a stronger distinction of EPTB with the other clinical symptoms depending on the cytokine quantification as well as getting enough biological materials to investigate the production of these cytokines in clinical sites other than blood. Moreover, as we were able to study the effects of the infecting strains during the in vitro infections, we did not study the genotypes of the strains infecting the confirmed EPTB patients even the cytokine variations were quite similar. Furthermore, despite the fact that we were able to distinguish the EPTB from the cytokine secretions, we did not obtained the final diagnostic of those suspected EPTB that were not confirmed bacteriologically that is cruelly lacking in most of low-resources countries. Finally, in future studies, it would be interesting to investigate other factors such as malnutrition (Edwards et al., 1971) or immunodeficiency (e.g., CD4 + depletion, Slutsker et al., 1993; Jones et al., 1997; Golden and Vikram, 2005) and other factors such as a history of renal insufficiency may be associated with an increased risk of TB and are therefore potential confounders for risk factors for EPTB (Gonzalez et al., 2003; Abdelrahman et al., 2006; Sen et al., 2008; Lin et al., 2009).

CONCLUSION

This study showed that Mtb PTB and EPTB strains have different cytokine/chemokine profile induction in macrophages. EPTB strains are characterized by strong VEGF induction/low TNF-α induction and inversely with PTB strains. We conclude that this ability to reduce TNF-α production and increase VEGF secretion can be considered as a specific biomarker in EPTB disease. Specifically, in this study the up-regulation of VEGF secretion could help in evaluating suspected EPTB compared to other affections in the body. These findings can be useful for understanding the immune response to Mtb infection and help to understand factors that may influence the progression to extrapulmonary disease. Although the exact mechanism leading to these differences is still poorly understood and the panel of cytokines limited, our observations may serve as a basis for future studies. Finally, the mechanisms of induction or inhibition of the secretion of these cytokines must be well elucidated in order to better anticipate the fight against severe forms of TB in particular disseminated TB such as meningitis and miliary TB which are often fatal.
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During early Mycobacterium avium subspecies paratuberculosis (Map) infection, complex interactions occur between the bacteria, cells from the mononuclear phagocyte system (MPS) including both resident (macrophages and dendritic cells) and recruited (monocytes) cells, and other mucosal sentinel cells such as γδ T lymphocytes. Though the details of early host–pathogen interactions in cattle remain largely underexplored, our hypothesis is that these significantly influence development of host immunity and ultimate success or failure of the host to respond to Map infection. The aims of the present study were to first characterize monocyte-derived MPS cells from young calves with respect to their immunophenotype and function. Then, we set out to investigate the effects of WC1+ and WC1neg γδ T lymphocytes on (1) the differentiation of autologous monocytes and (2) the maturation of autologous monocyte-derived dendritic cells (MDDCs). To achieve this, peripheral blood WC1+ or WC1neg γδ T lymphocytes were cocultured with either autologous freshly isolated peripheral blood-derived monocytes or autologous immature MDDCs (iMDDCs). We began by measuring several markers of interest on MPS cells. Useful markers to distinguish monocyte-derived macrophages (MDMs) from MDDCs include CD11b, CD163, and CD172a, which are expressed significantly higher on MDMs compared with MDDCs. Function, but not phenotype, was influenced by WC1neg γδ T lymphocytes: viability of Map harvested from monocytes differentiated in the presence of WC1neg γδ T lymphocytes (dMonWC1neg) was significantly lower compared to MDMs and MDDCs. With respect to DC maturation, we first showed that mature MDDCs (mMDDCs) have significantly higher expression of CD11c, CD80, and CD86 compared with iMDDCs, and the phagocytic capacity of mMDDCs is significantly reduced compared to iMDDCs. We then showed that γδ T lymphocyte subsets induce functional (reduced phagocytosis) but not phenotypic (surface marker expression) iMDDC maturation. These data collectively show that γδ T lymphocytes influence differentiation, maturation, and ultimately the function of monocytes during Map infection, which has significant implications on survival of Map and success of host defense during early Map infection.
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INTRODUCTION

The mononuclear phagocyte system (MPS) comprises monocytes, macrophages, dendritic cells (DCs), and their precursors in the bone marrow (1). Myeloid progenitor cells give rise to circulating monocytes which migrate into various tissues where they function as resident tissue macrophages or DCs (2–4). A primary function of cells from the MPS under normal physiologic conditions is to maintain homeostasis in peripheral tissues (5). During inflammatory processes, they play a crucial role initiating and regulating immune responses by processing and presenting antigens to naïve T lymphocytes (6). Cells from the MPS share several surface markers and functions, making it difficult to clearly define the distinction between them (6). The phenotype of monocytes, macrophages, and DCs of humans and mice has been extensively studied and these cells have been classified according to the expression of specific markers [reviewed in Ref. (7)]. Classification of bovine DCs, including monocyte-derived dendritic cells (MDDCs) based on phenotype and function has been described [reviewed in Ref. (8)]; however, little is known about the phenotype and function of bovine monocytes, macrophages, and the expression of phenotypic surface markers after monocyte in vitro differentiation.

During initial exposure to pathogens at mucosal surfaces, cells from the MPS including tissue-resident macrophages and DCs interact with other immune cells, such as γδ T lymphocytes at mucosal surfaces. γδ T lymphocytes are considered to be a bridge between innate and adaptive immune systems. In cattle, γδ T lymphocytes are classified broadly as WC1+ and WC1neg according to their expression of the workshop cluster 1 (WC1) molecule, which is a transmembrane glycoprotein belonging to the scavenger receptor cysteine-rich family (CD163) (9). WC1+ γδ T lymphocytes are considered pro-inflammatory (9) and less is known about the function of WC1neg γδ T lymphocytes; however, it is believed that they are mucosal sentinel cells, given their presence at mucosal surfaces (10). Human and murine γδ T lymphocytes have been the most widely studied. In these species, γδ T lymphocytes recognize pathogen-associated molecular patterns (PAMPs) through pattern-recognition receptors (11), execute their effector functions without clonal expansion because they are not major histocompatibility complex (MHC)-restricted (12, 13), and present antigens to naïve αβ T lymphocytes (14). During adaptive immune responses, γδ T lymphocytes develop memory responses (15, 16), induce DC maturation (17), and polarize into TH1-, TH2-, TH17-, TFH-, or TREG-effector functions based on the cytokine milieu in which γδ T lymphocytes encounter the antigen (17–20). In cattle, γδ T lymphocytes have shown to produce pro-inflammatory cytokines, such as IFN-γ and IL-17A (18–21), regulate granuloma development (22), have regulatory effects (23, 24), and modulate macrophage-effector functions (25, 26).

This work focuses on studying the specific interactions of bovine γδ T lymphocyte subsets with cells from the MPS in the context of Mycobacterium avium subspecies paratuberculosis (Map) infection in vitro. Macrophages and DCs are the primary host cells for Map (27, 28), an intracellular bacterium causing paratuberculosis, which is an important mycobacterial infection of ruminants. The disease is characterized by a long subclinical phase (>2 years) (27), followed by a clinical phase in which animals show diarrhea and weight loss caused by inadequate nutrient absorption as a result of progressive granulomatous enteritis (29).

Both γδ T lymphocytes and the MPS play critical roles during the early pathogenesis of Map infection in cattle: (1) macrophages are the preferred cell host and the main effector cell during Map infection (30); (2) Map also infects DCs (28); and (3) monocytes migrate into the intestinal tract during infection and differentiate into effector cells, presumably in the presence of both WC1+ and WC1neg γδ T lymphocyte subsets (9, 31). Furthermore, we have previously shown that γδ T lymphocytes influence autologous monocyte-derived macrophage (MDM) effector functions of young calves and heifers during Map infection in vitro (25, 26). Therefore, the hypothesis for this study was that WC1+ and WC1neg γδ T lymphocytes of young calves influence (1) monocyte differentiation and (2) DC maturation during Map infection in vitro. The specific aims of this study were to first characterize cells from MPS of young calves and then to understand how bovine WC1+ or WC1neg γδ T lymphocytes influence autologous monocyte differentiation and DC maturation during in vitro Map infection.

MATERIALS AND METHODS

Animals and Blood Collection

All animal procedures in this study were approved by the Institutional Committee on Animal Care at the University of Guelph (Animal Utilization Protocol # 3373). All animals were randomly selected from the Elora Dairy Research Centre, where there is no official paratuberculosis herd certification program; however, the estimated prevalence is near zero in this herd, because it is under continual surveillance for Map infection by regular screening for Map-specific antibodies using ELISA. No positive antibody tests, clinical or suspect paratuberculosis cases have been diagnosed on this farm for several years. Approximately 120 mL of blood were collected via jugular venipuncture using EDTA vacutainer tubes (BD Biosciences, Mississauga, ON, Canada) from seven healthy Holstein calves between 30 and 40 days of age. Number of animals was selected based on sample power calculations. Additional 60 mL of blood from the same calves were collected in serum separator vacutainer tubes (BD Biosciences). Blood samples were stored at 4°C and promptly transferred to the laboratory.

Peripheral Blood Mononuclear Cells (PBMCs), MDMs, and MDDCs

Under sterile conditions, whole blood was diluted (1:1) with PBS containing 0.5% BSA. PBMCs were isolated from whole blood using Histopaque 1077 (Sigma Aldrich, Oakville, ON, Canada) density gradient centrifugation, counted using a Moxi Z cell counter (Orflo, Hailey, ID, USA), and resuspended in complete medium RPMI 1640 containing 2 mM of L-glutamine and 25 mM of HEPES (Gibco, Carlsbad, CA, USA) supplemented with 5 × 10−5 M 2-mercaptoethanol (Sigma Aldrich, Oakville, ON, Canada), with penicillin (1,000 U/mL), streptomycin sulfate (10 mg/mL), and amphotericin B (0.25 μg/mL) (Sigma Aldrich). Our source of serum was 10% autologous serum based on our previous findings that show that cells are not self-reactive to cytokines or other soluble mediators present in autologous serum (26). Cell suspensions were transferred to 175 cm2 flasks (Corning, Tewksbury, MA, USA) at a concentration of 7.5 × 106/mL per flask. After 1 h of incubation at 37°C in 5% CO2, non-adherent cells were collected by washing each flask 3× with PBS prior to lymphocyte staining and sorting. Adherent cells (monocytes) were detached from the flasks using TrypLE Express (Gibco), washed, counted, and resuspended in complete RPMI. 2 × 105 monocytes/well were cultured in 24-well flat-bottomed plates (Corning). To obtain MDMs, monocytes were incubated for 6 days in complete RPMI. To obtain iMDDCs, complete RPMI was supplemented with 200 ng/mL of recombinant bovine interleukin-4 (Kingfisher Biotech, MN, USA) and 100 ng/mL of recombinant bovine GM-CSF (Kingfisher Biotech). After 6 days of differentiation, cells were used in coculture assays as iMDDCs; some wells of iMDDCs were induced to maturity (mMDDCs) by adding 1 μL/mL of Escherichia coli LPS (Sigma Aldrich) to the cell culture for 48 h prior to use in coculture assays as previously described (32, 33).

γδ T Lymphocyte Sorting

Non-adherent cells collected from the original flasks were resuspended in PBS containing 0.5% BSA, incubated in the dark at 4°C for 15 min with WC1 γδ T lymphocyte monoclonal antibody (BAQ4A, N2 epitope, IgG1, Monoclonal Antibody Center, Washington State University) and γδ T cell receptor monoclonal antibody (GB21A, TCR1-N24 δ chain-specific, IgG2b, Washington State University), washed, and incubated in the dark at 4°C for 15 min with the secondary antibody PE-Cy7 (IgG1, Biolegend, San Diego, CA, USA) and DyLight 405 (IgG2b, Jackson ImmunoResearch, Suffolk, UK). After washing, stained cells were sorted by FACS (Aria IIu, BD Biosciences, Mississauga, ON, Canada). After sorting WC1+ and WC1neg γδ T cell populations, cells were resuspended in complete RPMI. The purity of each subset was verified by FACS to be 85–95% and confirmation of a viability over 85% was assessed using the trypan blue exclusion assay described previously (34).

Cocultures

For monocyte differentiation assays, 1 × 106 sorted WC1+ or WC1neg γδ T lymphocytes were added directly to wells containing 2 × 105 monocytes the same day of PBMC isolation (day 0). After 6 days, cultures of MDMs, iMDDC, monocytes differentiated in presence of WC1+ (dMonWC1+), or WC1neg (dMonWC1neg) γδ T lymphocytes were obtained (Figure 1). For MDDC maturation assays, 1 × 106 sorted WC1+ or WC1neg γδ T lymphocytes were added to wells containing 2 × 105 iMDDCs (day 6) for 48 h (iMDDC + WC1+ and iMDDC + WC1neg) (Figure 4).
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FIGURE 1 | Monocyte differentiation assays. 1 × 106 WC1+ or WC1neg γδ T lymphocytes were added directly to wells containing 2 × 105 monocytes the same day of peripheral blood mononuclear cell isolation (day 0). After 6 days of differentiation, cultures of monocyte-derived macrophages (MDMs), monocyte-derived dendritic cells (MDDCs), monocytes differentiated in presence of WC1+ (dMonWC1+) or WC1neg (dMonWC1neg) γδ T lymphocytes were obtained. On day 6, live Map was added at a multiplicity of infection of 10:1 to evaluate how it affected phenotype of MDMs, dMonWC1+ and dMonWC1neg; and MDDC after 48 h.



Infection with Map

For monocyte differentiation assays on day six MDMs, iMDDC, dMonWC1+, and dMonWC1neg were infected. For MDDC maturation assays, γδ T lymphocyte subsets and bacterial suspensions of Map were added on day 6 to iMDDCs. Cell cultures were infected at a multiplicity of infection (MOI) of 10:1 for 48 h with an Ontario-derived clinical bovine Map strain (gc86). The Map strain was cultured in Middlebrook 7H9 broth supplemented with 10% OADC (oleic acid, albumin, dextrose, catalase) enrichment (BD Biosciences), 0.05% Tween 80 (Sigma Aldrich), and 2 mg/L of mycobactin J (Allied Monitor, Inc., Fayette, MO, USA) referred to below as 7H9-OADC-MJ-T. Optical density (OD) was measured with a spectrophotometer (Genesys 10S VIS, ThermoFisher Scientific, Waltham, MA, USA) at 540 nm wavelength and quantification of bacteria was performed using a standard growth curve. The bacterial suspension was briefly sonicated with a sonic dismembrator (Model 120, Fisher Scientific) at 60% amplitude during 2 s pulses to disperse bacterial clumps. Aliquots of Map with viability of 97.4% measured by fluorescein diacetate (Sigma Aldrich) as described previously (25) were kept at −80°C in saline to ensure that the same Map passage was used throughout this study.

Antibodies and Flow Cytometry

Antibodies used in this study are shown in Table 1. Cells were collected 48 h after Map infection into serum-free media before staining and assessment (FACSAria IIu, BD Biosciences). Viability was assessed using Zombie NIR fixable viability kit (Biolegend, CA, USA). The acquisition software used was FACS Diva II, and data were analyzed using FlowJo software (Treestar, Inc., San Carlos, CA, USA) (Figure S2 in Supplementary Material shows gating strategy).

TABLE 1 | Anti-bovine monoclonal antibodies used for peripheral blood mononuclear cell immunophenotyping and coculture experiments.
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DQ-Ovalbumin (DQ-OVA) Endocytosis Assay

DQ-ovalbumin was added at a concentration of 10 μg/mL to 60 μL of cell suspension (2 × 105 cells) of monocytes, MDMs, iMDDCs, mMDDCs, dMonWC1+, dMonWC1neg, iMDDC + WC1+, or iMDDC + WC1neg. Cells were incubated at 37°C for 45 min. After incubation, cells were washed with cold PBS and immediately analyzed by flow cytometry (FACSAria IIu, BD Biosciences) to measure the bright green fluorescence exhibited by the ovalbumin labeled with the pH-insensitive fluorescent dye, boron-dipyrromethene, upon proteolytic degradation after phagocytosis.

Map Viability

Forty-eight hours after Map infection of MDMs, iMDDCs, dMonWC1+, or dMonWC1neg, culture supernatants were collected and wells containing Map-infected cells were washed twice with warm PBS to remove free Map. Cells were then detached from the flasks using TrypLE Express (Gibco), centrifuged at 400 × g for 2 min, and resuspended in sterile saline solution. Cell suspensions were stored at −80°C until further analysis. After thawing, cell suspensions were vortexed vigorously for 10 s to lyse cells, centrifuged at 400 × g for 2 min, resuspended in 7H9-OADC-MJ-T, and incubated in 24-well plates for 24 h at 37°C in 5% CO2. Contents of each well were centrifuged at 400 × g for 10 min and pellets were resuspended in 100 μL of saline solution in 5 mL conical tubes. One microliter of fluorescein diacetate at a concentration of 2 mg/mL (Sigma Aldrich) was added to each tube. After 30 min of incubation at 37°C, samples were analyzed by flow cytometry (Accuri C6, BD Biosciences). Standardization of the procedure and determination of gates were performed using a standard curve generated from known proportions of live and heat-killed Map as described previously (25).

Statistical Analysis

Statistical comparisons were performed using analysis of variance with SAS 9.4 software (SAS Institute, Cary, NC, USA) and GraphPad Prism 6.0 (GraphPad Software, La Jolla, CA, USA). The mean and SEM were calculated in experiments containing multiple data points. A P value of ≤0.05 was considered statistically significant.

RESULTS

Phenotypic and Functional Characterization of Bovine Cells from the MPS Show Clear Distinctions between MDMs and MDDCs

To determine the expression of MPS cell markers in this study, several cell types were defined: monocytes were freshly isolated by adherence; MDMs were collected from flasks after fresh adherent monocytes were cultured for 6 days; MDDCs were generated by adding IL-4 and GM-CSF to fresh adherent monocyte cultures (Figure 1). Monocytes display significantly lower expression (p < 0.0001) of CD14, CD11b, CD11c, and CD172a compared with MDMs or MDDCs (Figure 2). Fresh monocytes lack expression of CD163, CD1b, and CD205. The markers that help to differentiate MDMs from MDDCs in our system are CD11b, CD163, and CD172a, which are each significantly higher on MDMs compared to MDDCs with p values of <0.0001, <0.0001, and 0.0333, respectively (Figures 2B–D). To establish the phagocytic capacity of MPS cells in our study, monocytes, MDMs, and MDDCs were assessed with the DQ-OVA endocytosis assay. As expected, our data show that MDMs had the highest phagocytic capacity followed by MDDC (p = 0.0418), while monocytes have minimal phagocytic activity compared with MDMs and MDDCs (p < 0.0001 and 0.0028, respectively) (Figure 3A). To compare the ability of MDMs and MDDCs to alter Map viability, the viability of Map recovered from MDMs and MDDCs 48 h after in vitro infection with live Map was evaluated by flow cytometry. No significant differences were found between the viability of Map harvested from MDMs and MDDCs (p = 0.2929) (Figure 3B).
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FIGURE 2 | Surface marker expression of cells from the MPS is heterogeneous. (A) Contour plot of live cell population and flow cytometry analysis of surface expression of CD11b, CD163, CD205, CD1b, CD14, CD172a, and CD11c on monocytes, monocyte-derived macrophages (MDMs), and monocyte-derived dendritic cells (MDDCs). CD11b, CD163, and CD172a are useful surface markers to distinguish MDMs from MDDCs (B–D). Useful markers that distinguish MDMs from MDDCs include CD11b, CD163, and CD172a. Histograms of a representative animal are shown (n = 7). Different letters indicate statistically significant difference (p < 0.05).




[image: image1]

FIGURE 3 | Cells from the MPS have a heterogeneous phagocytic capacity and the presence of WC1neg γδ T lymphocytes increase the ability of differentiated monocytes to alter Mycobacterium avium subspecies paratuberculosis (Map) viability. (A) Monocyte-derived macrophages (MDMs) had the highest phagocytic capacity, followed by monocyte-derived dendritic cell (MDDC). dMonWC1+ and dMonWC1neg showed an intermediate phagocytic activity between MDMs and MDDC. (B) Map viability measured by flow cytometry after 48 h of infection of MDMs, MDDC, dMonWC1+, and dMonWC1neg. The viability of Map harvested from dMonWC1neg was significantly lower compared to MDMs, MDDC, and dMonWC1+. Results are individual animal data points and means ± SEM of seven animals. Different letters indicate statistically significant difference (p < 0.05).



The Presence of γδ T Lymphocytes during Monocyte Differentiation Does Not Affect Phenotype or Phagocytic Capacity; However, Viability of Map Recovered from dMonWC1neg Was Significantly Lower

To analyze the effect of WC1+ or WC1neg γδ T lymphocyte subsets on monocytes during differentiation, sorted WC1+ or WC1neg γδ T lymphocytes were added to freshly isolated autologous monocytes, and the cells were left in direct contact for 6 days prior to assessment of MPS surface-marker expression (Figure 1). Our data show that the phenotype of monocytes differentiated after 6 days in presence of either WC1+ or WC1neg γδ T lymphocytes (dMonWC1+ and dMonWC1neg) was not significantly different from the phenotype of monocytes differentiated without γδ T lymphocytes (MDMs) in our system. The mean and SD median fluorescence intensity (MFI) of surface markers of MPS in this study are shown in Table S1 in Supplementary Material. The phagocytic capacity of dMonWC1+ and dMonWC1neg was assessed with the DQ-OVA endocytosis assay. dMonWC1+ and dMonWC1neg showed an intermediate phagocytic activity between MDMs (p = 0.5403 and 0.1582, respectively) and MDDC (p = 0.3165 and 0.8772, respectively) (Figure 3A). To determine the ability of dMonWC1+ and dMonWC1neg to alter Map viability, the viability of Map recovered from these cells 48 h after live Map infection was evaluated by flow cytometry. The viability of Map harvested from dMonWC1neg was significantly lower compared with the viability of Map harvested from either MDMs (p = 0.0492), MDDC (p = 0.0044), or dMonWC1+ (p = 0.0277) (Figure 3B).

Presence of Live Map Does Not Alter Phenotype or Functions of Cells from the MPS

To determine the effect of the presence of Map on the phenotype of MPS cells in this system, Map was added to cultures of MDMs, MDDC, dMonWC1+, and dMonWC1neg for 48 h (Figure 1). The effect of the presence of Map was examined by comparing the same cell type (i.e., uninfected MDMs vs. Map-infected MDMs). Our data show that infection of MDMs, MDDCs, dMonWC1+, or dMonWC1neg with Map did not significantly alter surface expression of CD163, CD1b, CD205, CD14, CD172a, CD11b, or CD11c at 48 h post infection (Table S1 in Supplementary Material).

MDDC Maturation Is Characterized by Upregulation of Surface Expression of MHC-I, CD80, and CD86, and Significant Reduction in Phagocytic Capacity

To examine the DC maturation process, iMDDCs were generated by adding IL-4 and GM-CSF to fresh peripheral blood-derived adherent monocyte cultures and their maturation was then induced by adding LPS for 48 h (Figure 4). As expected, our data showed that expression of MHC-I, CD80, and CD86 were significantly higher on mMDDCs compared with iMMDCs (Figure 5, p = 0.0105, <0.0001, and 0.0002, respectively); however, expression of MHC-II on mMDDCs was not significantly different from iMDDCs (p = 0.0640) (Figure 5). To study the effect of maturation of MDDCs on their phagocytic capacity, a DQ-OVA phagocytosis assay was performed on iMDDCs and mMDDCs using flow cytometry. Our data showed that the phagocytic capacity of mMDDCs was significantly reduced compared with iMDDCs (p ≤ 0.0001, Figure 6).
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FIGURE 4 | Dendritic cell maturation assays. Immature monocyte-derived dendritic cells (iMDDCs) were generated by adding IL-4 and GM-CSF to fresh monocyte cultures. After 6 days of differentiation, 1 × 106 sorted γδ T lymphocytes were added to wells containing 2 × 105 iMDDCs for 48 h (iMDDC + WC1+ and iMDDC + WC1neg). On day 6, live Mycobacterium avium subspecies paratuberculosis was added at a multiplicity of infection of 10:1 to evaluate if it affected iMDDC maturation after 48 h.
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FIGURE 5 | Monocyte-derived dendritic cells (MDDCs) upregulate surface expression of major histocompatibility complex (MHC)-I, CD80, and CD86 during maturation. Contour plot of live cell population and flow cytometry analysis of surface expressions of MHC-I, MHC-II, CD80, and CD86 on immature MDDCs and mature MDDCs. Histograms of a representative animal are shown (n = 7).
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FIGURE 6 | γδ T lymphocytes induce monocyte-derived dendritic cell (MDDC) maturation. DQ-ovalbumin endocytosis assay on immature MDDC (iMDDC), mature MDDC (mMDDC), iMDDC + WC1+, and iMDDC + WC1neg. iMDDC + WC1+ and iMDDC + WC1neg had a reduction in their phagocytic ability in the same proportion as mMDDC. Results are individual animal data points and means ± SEM of seven animals. Different letters indicate statistically significant difference (p < 0.05).



WC1neg γδ T Lymphocytes Increase MHC-II Expression on iMDDCs and Both γδ T Lymphocyte Subsets Reduce Phagocytic Capacity of iMDDCs

To determine the effect of WC1+ and WC1neg γδ T lymphocytes on maturation of MDDCs, sorted γδ T lymphocyte subsets were added to iMDDCs for 48 h (Figure 4). iMDDC + WC1neg had significantly increased expression of MHC-II compared with both iMDDC (p = 0.0013) and mMDDC (p = 0.0046) (Figure 7). Presence of γδ T lymphocytes did not affect the expression of CD80, CD86, and MHC-I on mMDDCs at 48 h post Map infection (data not shown). An interesting finding was increased individual variation of expression of MHC-II on mMDDCs compared with all iMDDCs, iMDDC + WC1+, and iMDDC + WC1neg, which may suggest that the DC maturation process varies widely between animals. To study the effects of WC1+ and WC1neg γδ T lymphocytes on the maturation of MDDCs, γδ T lymphocytes were added to cultures of iMDDC for 48 h and then the DQ-OVA phagocytosis assay was performed using flow cytometry to measure changes in phagocytic ability. iMDDCs cultured in the presence of either WC1+ or WC1neg γδ T lymphocytes had significantly reduced phagocytic ability compared to iMDDCs cultured without γδ T lymphocytes (p = 0.0111 and 0.0174, respectively) (Figure 6). These findings indicate that both γδ T lymphocyte subsets reduce phagocytosis by iMDDCs in our model.
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FIGURE 7 | WC1neg γδ T lymphocytes increase the antigen presenting ability of immature monocyte-derived dendritic cells (iMDDCs). Median fluorescence intensity of major histocompatibility complex-II on iMDDCs, mature MDDCs, iMDDCs + WC1+, and iMDDCs + WC1neg. Results are individual animal data points and means ± SEM of seven animals. Different letters indicate statistically significant difference (p < 0.05).



Live Map Was Associated with Significantly Increased Expression of MHC-I on iMDDC + WC1neg

To determine the effect of Map on maturation of MDDCs, live Map was added to cultures of iMDDC, iMDDC + WC1+, and iMDDC + WC1neg for 48 h (Figure 4). The presence of live Map was associated with significantly increased expression of MHC-I on iMDDC + WC1neg compared to iMDDC + WC1neg unexposed to Map (p = 0.0090) (Figure 8). The presence of live Map did not affect the expression of CD80, CD86, and MHC-II on MDDCs at 48 h post Map infection (data not shown).
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FIGURE 8 | Live Mycobacterium avium subspecies paratuberculosis (Map) was associated with significantly increased expression of major histocompatibility complex (MHC)-I on immature monocyte-derived dendritic cell (iMDDC) + WC1neg. Infection with live Map was associated with significantly increased expression of MHC-I on iMDDC + WC1neg. Median fluorescence intensity of MHC-I on iMDDCs, iMDDCs + WC1+, and iMDDCs + WC1neg. Results are individual animal data points and means ± SEM of seven animals. Different letters indicate statistically significant difference (p < 0.05).



DISCUSSION

During the development of host responses against pathogens, monocytes are recruited to the site of infection where they differentiate into effector cells amidst crosstalk with resident tissue immune cells (35, 36). After encountering an antigen, immature DCs begin their maturation process, migrate to local draining lymph nodes where they present antigen to naïve T lymphocytes to initiate, or perpetuate antigen-specific immune responses (37, 38). γδ T lymphocytes are resident sentinel cells in a variety of mucosal surfaces but especially in the ileum, where infection with Map is generally assumed to initially occur (39). In this study, we sought to first define and characterize MPS cells from young calves; using that information, we then set out to determine how WC1+ and WC1neg γδ T lymphocytes affect (1) monocyte differentiation and (2) DC maturation, both processes important to initiation and propagation of effective immune responses during infection by Map and other pathogens. For monocyte differentiation experiments, sorted peripheral blood derived WC1+ or WC1neg γδ T lymphocytes were cocultured with freshly isolated autologous monocytes for 6 days so that their phenotype and function could be compared with the experimental controls previously defined: monocytes, MDMs, and MDDCs. For DC maturation experiments, sorted peripheral blood WC1+ or WC1neg γδ T lymphocytes were cocultured for 48 h with iMDDCs and then compared with iMDDCs (without γδ T lymphocytes) and mMDDCs (obtained after stimulation of iMDDCs with LPS for 48 h).

Cells from the MPS share precursors as well as several surface markers and functions which makes it difficult to clearly distinguish between them (6). We show that freshly isolated peripheral blood monocytes express low levels of CD14, CD11b, CD11c, and CD172a and lack expression of CD163, CD1b, and CD205. These data are consistent with a recent review showing that bovine monocytes express CD172a but lack expression of CD1b and CD205 [reviewed in Ref. (8)]. Other studies have defined three distinct phenotypic bovine monocyte subsets based on their variable surface expression of CD14 and CD16 among CD172a+ cells (40). Expression of CD11c and CD172a is considered constitutive in bovine monocyte subsets, while expression of CD11b is variable (41). We did not find significant expression of CD163 on monocytes in our study; however, expression of CD163 has been described by others in bovine monocytes (41). A possible explanation for these contradictory findings is the utilization of different clones of the CD163 monoclonal antibody. We used a murine anti-bovine clone (LND68A) while Corripio-Miyar et al. (41) used human clone (EDHu-1); potential concerns regarding interspecies cross-reactivity of monoclonal antibodies have been published (42).

In our model CD1b, CD11c, CD14, and CD205 were all upregulated following in vitro differentiation of monocytes; however, these particular markers do not reliably distinguish MDMs from MDDCs. Our data do suggest that MDMs can be phenotypically distinguished from MDDCs because of significantly higher expression of CD11b, CD163, and CD172a on MDMs compared to MDDCs. Bovine MDDCs have been described as CD172a+ while the expression of CD1b, CD11b, CD14, and CD205 vary depending on the subset of MDDC [reviewed in Ref. (8)]. MDMs have historically been classified by phenotype and function using surface-marker expression and cytokine-secretion profiles, respectively, but more recently classification of MDMs as either classically (M1) and alternatively activated (M2) macrophages using expression of CD163 has been described. M1 macrophages are CD163− and secrete pro-inflammatory cytokines while M2 macrophages are CD163+ and secrete low levels of pro-inflammatory cytokines and high levels of IL-10 (43). In our in vitro model, we neither identified CD163− populations of MDMs nor assessed cytokine concentration in supernatants. Thus, further research is required to characterize and classify cells of the bovine MPS under different isolation (a.k.a. magnetic beads, FACS, adherence), culture conditions in vitro and evaluating other relevant surface markers such as CD209 (DC-SIGN) (44), CD16 (41), CD68 (45), and CD11a (46). Regardless, our data support the basic hypothesis that MPS cells comprise a complex network of distinct cell subsets that though they share some overlapping phenotypic and functional characteristics, they polarize depending on the local microenvironment for specific functions (47).

After coculturing freshly isolated blood monocytes with sorted WC1+ and WC1neg γδ T lymphocytes (dMonWC1+ and dMonWC1neg, respectively) during the differentiation process, our data indicate that the presence of γδ T lymphocytes has no phenotype-altering effect on monocyte differentiation. Viability of Map recovered from dMonWC1neg, however, was significantly reduced suggesting that the presence of WC1neg γδ T lymphocytes improves the ability of differentiated monocytes (dMonWC1neg) to limit Map viability. In a previous study, we showed that the presence of either WC1+ or WC1neg γδ T lymphocytes cocultured with autologous Map-infected MDMs from 30- to 40-day-old calves was associated with reduced viability of Map recovered from MDMs (26). Taking into account that (1) in the previous study, MDMs were considered fully differentiated prior to the addition of γδ T lymphocytes into cocultures, (2) in the current study, significant differences were observed between the viability of Map recovered from dMonWC1+ and dMonWC1neg, and (3) when Map was introduced in the current study, WC1+ and WC1neg γδ T lymphocytes had been removed; we hypothesize that dMonWC1neg are distinct from classical MDMs, and that WC1neg γδ T lymphocytes alter the functional differentiation of peripheral blood monocytes. Based on these data, our hypothesis is that WC1neg γδ T lymphocytes have a direct effect on transcription factor expression during monocyte differentiation resulting in a monocyte-derived cell with increased ability to limit Map viability. Because we have observed that the number of γδ T lymphocyte subsets within tissues of mucosal surfaces is variable between calves (unpublished data), we hypothesize that inter-animal variability also influences the different immune responses and disease outcomes that can be commonly observed within groups of calves (i.e., a herd with endemic Map infection). This inter-animal variability might explain why some animals (i.e., those with more WC1neg γδ T lymphocytes or those that have more cognate γδ T lymphocyte/MPS cell interactions in the ileum) clear Map infection and do not progress to later stages of bovine paratuberculosis. Further studies are required to characterize the distribution and function of bovine γδ T lymphocytes in different mucosal and non-mucosal tissues.

To determine how γδ T lymphocyte subsets affect DC maturation, we first defined the characteristics of both iMDDC and mMDDC in our system by evaluating expression of specific maturation markers and co-stimulatory molecules. As expected and based on the current literature, our data confirm that MHC-I, CD80, and CD86 are useful markers to differentiate mMDDCs from iMDDCS because they are upregulated during the maturation process. Other bovine models have shown that Salmonella typhimurium-infected DCs had significantly increased expression of MHC-I, MHC-II, CD40, CD80, and CD86 (48). In our system, MHC-II was not upregulated on mMDDCs at 48 h post Map infection; however, the expression of MHC-II was highly variable between animals in our study. Inter-animal immune cell phenotypic variability has been well established in bovine studies of our lab and others (25, 26, 49), and the distinct pattern of high/low-effector functions and specific phenotypes in cattle is complex but probably explains an individual’s unique ability to respond (or not) to infection. Timing may also have influenced our ability to detect early and transient changes in MHC-II expression. It is known that after stimulation of murine DC PAMPs receptors, MHC-II expression increases transiently but then decreases (50), though this phenomenon has not been shown in bovine DCs. Furthermore, it is known that MHC-II expression on bovine MDMs is downregulated between 24 and 48 h post Map infection (51) and because cells in this study were analyzed at only a single time point (48 h after Map infection), we may have thus been unable to detect early differences in the expression of MHC-II due to timing.

The presence of WC1neg γδ T lymphocytes in our coculture experiment was associated with significantly increased expression of MHC-II on iMDDC + WC1neg cells compared with iMDDCs and mMDDCs. Upregulation of MHC-II, along with CD86 and CD83 has also been induced by human Vγ9Vδ2 T lymphocytes on DCs, suggesting the ability of γδ T lymphocytes to specifically promote DC maturation (17). Furthermore, human iMDDCs induce Vγ9Vδ2 T lymphocytes to secrete pro-inflammatory cytokines required for their own maturation (52). This reciprocal effect has not been definitively demonstrated in cattle, and further research is required to determine if bovine DCs could induce this effect on either WC1+ and/or WC1neg γδ T lymphocytes.

A major functional change during MDDC maturation is reduced phagocytic capacity of MDDCs; this finding is supported by studies in adult cows (28). In our study, a reduced phagocytic capacity was observed in iMMDCs cocultured with either WC1+ or WC1neg γδ T lymphocyte subsets, which suggests that WC1+ or WC1neg γδ T lymphocytes induce “functional” MDDC maturation with respect to phagocytic capacity.

Our overall hypothesis was that early γδ T lymphocytes/MPS/Map interactions influence the initiation of early local host immunity and potentially the induction of adaptive immunity and progression or eventual outcome of Map infection. To test our hypothesis, we first needed to define the phenotype and effector functions of MPS cells specifically under in vitro conditions in our laboratory. We have shown that cells from the MPS can be distinguished by collective examination of phenotype and function: (1) monocytes lack the expression of CD1b, CD205, and CD163; (2) MDMs express higher levels of CD11b, CD163, and CD172a compared to MDDCs; (3) mMDDCs express higher levels of CD11c, CD80, and CD86 compared to iMDDC; mMDDCs have reduced phagocytic capacity compared to iMDDCs. In this study, the most significant findings related to the effect of γδ T lymphocytes include: (1) the presence of WC1neg γδ T lymphocytes contributes to differentiation of monocytes into cells with increased ability to limit Map viability and (2) both γδ T lymphocyte subsets induce functional MDDC maturation (reduced phagocytosis).
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Cells of the myeloid lineage, particularly macrophages, serve as primary hosts for HIV in vivo, along with CD4 T lymphocytes. Macrophages are present in virtually every tissue of the organism, including locations with negligible T cell colonization, such as the brain, where HIV-mediated inflammation may lead to pathological sequelae. Moreover, infected macrophages are present in multiple other tissues. Recent evidence obtained in humanized mice and macaque models highlighted the capacity of macrophages to sustain HIV replication in vivo in the absence of T cells. Combined with the known resistance of the macrophage to the cytopathic effects of HIV infection, such data bring a renewed interest in this cell type both as a vehicle for viral spread as well as a viral reservoir. While our understanding of key processes of HIV infection of macrophages is far from complete, recent years have nevertheless brought important insight into the uniqueness of the macrophage infection. Productive infection of macrophages by HIV can occur by different routes including from phagocytosis of infected T cells. In macrophages, HIV assembles and buds into a peculiar plasma membrane-connected compartment that preexists to the infection. While the function of such compartment remains elusive, it supposedly allows for the persistence of infectious viral particles over extended periods of time and may play a role on viral transmission. As cells of the innate immune system, macrophages have the capacity to detect and respond to viral components. Recent data suggest that such sensing may occur at multiple steps of the viral cycle and impact subsequent viral spread. We aim to provide an overview of the HIV–macrophage interaction along the multiple stages of the viral life cycle, extending when pertinent such observations to additional myeloid cell types such as dendritic cells or blood monocytes.

Keywords: macrophages, sensing, viral assembly, antiretroviral therapy, reservoir, virus-containing compartment, restriction factors

INTRODUCTION

The introduction of antiretroviral therapy (ART) to treat HIV infection in the mid 1990s was met with extraordinary success and dramatically improved the lives of patients, by turning a deadly infection into a manageable chronic disease. However, while able to prevent progression to AIDS, ART cannot eradicate HIV from the body, and a viral reservoir quickly rebounds after interruption of the therapy. In addition, HIV patients under suppressive therapy are at elevated risk of developing several non-AIDS related diseases, including cognitive impairment and cardiovascular problems.

HIV mainly replicates in CD4 T cells and macrophages in the body. Loss of CD4 T cells has long been known as the major pathological event leading to AIDS. In macrophages, HIV infection does not induce immediate cell death and viral replication proceeds for extended periods of time.

Macrophages maintain tissue homeostasis by performing crucial housekeeping tasks. Their ubiquitous distribution in the body allows HIV to disseminate into organs and tissues and establish compartmentalized infection. Macrophages are also an important effector arm of the innate immune system. These cells detect HIV infection and express cellular factors that severely restrain the capacity of the virus to replicate.

Here, we discuss the interplay between HIV and macrophages. We review recent work highlighting the unique interaction between HIV and macrophages, at the cellular level. We further discuss evidence pointing to a role for macrophages as cellular reservoirs of HIV during ART and how they participate in the pathological morbidities that prevail in patients under therapy.

MACROPHAGE ONTOGENY AND FUNCTION

Macrophages populate virtually all tissues of the body, where they perform a multitude of functions that are essential for tissue homeostasis, architecture, and protection (1). This wide range of macrophage action was described more than a century ago by Elie Metchnikoff. In his pioneering work, Metchnikoff observed the swarming and subsequent clearance of foreign objects by phagocytic cells in starfish larvae and water fleas (1). He correctly foresaw the importance of macrophages in the removal of obsolete cells, pathogen elimination, or sterile inflammation (2, 3).

Tissue macrophages have classically been considered as originating exclusively and in a continuous manner from bone marrow-derived monocytes, as part of the mononuclear–phagocyte system, a concept put forward by Van Furth in the 1970s (4). However, fate-mapping studies over the past decade have drastically changed our views on macrophage ontogeny. It is now widely accepted that many tissues are seeded with macrophages derived from the yolk sac or the fetal liver, during embryonic development [reviewed in Ref. (5)]. Once at their site of residency, macrophages proliferate locally to maintain a population size able to meet the requirements of the developing tissue or organ (6). The ability to self-renew suggests the existence of a subpopulation of tissue-resident macrophages with stem cell properties and capable of asymmetric cell division, but no such cell has yet been described in the tissues (6), with the possible exception of a subpopulation of epidermal Langerhans cells (7). Alternatively, the whole population of macrophages residing in a given tissue may be endowed with self-renewal potential, as suggested in studies with microglial cells or peritoneal macrophages (8–10). In some tissues, such as the brain or the liver, the resident macrophage population appears to be exclusively derived from embryonic cells throughout all adulthood (6). While monocytes may infiltrate these tissues under inflammatory or pathologic conditions, and differentiate into macrophages, they do not become part of the stable resident population (11). In stark contrast, embryonic macrophages that seed the gut prenatally appear to be completely replaced by monocyte-derived cells after birth (12). The factors that dictate this differential capacity of embryonically or monocyte-derived cells to stably engraft different tissues are not well understood and are an area of active research (6).

In their tissues of residency, macrophages perform a wide range of tasks. Some of these functions, such as apoptotic cell removal or extracellular matrix (MA) remodeling, are required in all tissues to different extents, indicating that macrophages are engaged in cross talks with their local microenvironment. The capacity to perform such general functions appears to be imprinted in the whole macrophage lineage and possibly involves the role of master transcription regulators such as PU (13). Other functions, by contrast, are specific to certain tissues. For instance, alveolar macrophages are specialized in clearing excessive surfactant, while macrophages of the red pulp of the spleen recycle iron from senescent erythrocytes (6). These site-specific functions are presumably imprinted on macrophages by tissue-specific signals and will induce transcriptional programs that define macrophage populations in different tissues (13).

Tissue macrophages are further subjected to environmental cues that occur in non-homeostatic conditions such as inflammation. Evolution has shaped macrophages as primary tissue sentinels (14). These cells are equipped with a broad range of receptors capable of detecting molecular patterns from all classes of microbes and multiple types of tissue damage, as well as receptors for chemokines and cytokines produced by immune cells (1). Integration of these multiple signals leads to what is commonly known as macrophage polarization (15). For instance, in an infected/inflamed tissue, macrophages may encounter microbial products such as LPS or be exposed to T cell-derived IFN-γ, leading to a polarized state known as M1, that is highly efficient in killing intracellular or ingested pathogens (15). Importantly, the majority of the knowledge gathered on macrophage polarization derives from well-defined in vitro experiments (16). These studies led to the M1 versus M2 model of macrophage polarization, which is unlikely to capture the complexity and the diversity of signals that macrophages can integrate in vivo. Furthermore, these polarizing stimuli act upon macrophages with previously imprinted tissue-specific programs. As such, similar polarizing signals probably lead to distinct phenotypes in macrophages from different tissues (13).

A wealth of information on the ontogeny, differentiation, and function of macrophages, derived from multiple studies in recent years, has profound implications in how we perceive the role of the macrophage in pathological settings, such as cancer, metabolic disease, or infections like HIV.

MACROPHAGES DURING ACUTE AND CHRONIC HIV INFECTION

The first description that tissue macrophages were permissive to HIV infection and capable of replicating the virus came in 1986, from the lab of Robert Gallo (17), amid the fast-paced period that characterized the early years of HIV/AIDS research. That very same pioneering study further provided the initial evidence that macrophages produce HIV for extended periods of time, hence coping with viral-induced cytopathy (17). In addition, the study revealed that in macrophages, HIV accumulates in apparent intracellular compartments absent from T cells.

HIV can infect macrophages as these cells express both the viral entry receptor, CD4, and co-receptors, CCR5 and CXCR4, that bind the viral envelop protein, gp120. Macrophage infection by HIV requires initial adsorption of the virus to the cell surface, mediated by lectin-like receptors, integrins, and heparan sulfate proteoglycans (18). Entry then probably takes place following virion internalization into macropinosomes (19) or endosomes, where fusion between the viral envelope and the host cell appears to occur (20), as recently proposed by a study following the internalization of fluorescent quantum dots encapsulated by infectious HIV-1 particles in primary macrophages (21).

Classically, macrophage-tropic viruses (M-tropic) were thought to exclusively employ CCR5 for entry (R5 viruses), while CXCR4-using strains (X4 viruses) were viewed as unable to enter macrophages and establish productive infection (22). This simplified categorization of macrophage tropism based on co-receptor usage has been proven imperfect as many R5 viruses are unable to infect macrophages (23), whereas some X4 isolates can (24). While co-receptor usage may frequently predict macrophage tropism, categorizing a virus as M-tropic requires demonstration of its ability to replicate in vitro in macrophages, although, understandably, this may not be a practical approach to test every isolate (18).

Transmitted/founder (T/F) viruses are the viral variants that initiate infection in a new host, at genital or rectal mucosal surfaces. Their sequences can be inferred by the mathematical modeling of virus evolution after single-genome amplification analysis of the plasma viral population (25). These types of analyses, across multiple studies, support the idea that most infections are initiated by a single or a very limited number of founder viruses (26). Biological characterization of T/F viruses demonstrated that they are usually unable to replicate in macrophages (27, 28), possibly due to the lower densities of the CD4 molecule on the macrophage surface, as compared with CD4 T cells (29). This suggests that macrophages are not an important source of viral replication in the initial stages of infection, emerging only later, as the virus adapts to infect cells with a lower CD4 density at the surface. In agreement, studies with mucosal explants from the human reproductive tract (30–32), or in non-human primates (33) support the idea that CD4+ T cells are the crucial targets at very early time points of infection.

Following migration from mucosal entry points into regional lymph nodes, via yet poorly described mechanisms, HIV rapidly disseminates systemically in the host. In SIV-infected rhesus macaques, viral spread to distal tissues such as the gastrointestinal (GI) tract or the spleen can be detected as early as 1 day after intravaginal inoculation and systemic distribution of SIV was observed by day 7 (34). This rapid but clinically silent spread is followed by the acute phase of HIV infection characterized by unrestrained viral replication in multiple tissues (35–37).

Macrophages are likely targets of HIV during the acute phase of infection, as viral nucleic acids have been detected in tissue macrophages from multiple organs in infected patients. These include Kupffer cells in the liver (38), microglial cells in the brain (39), alveolar macrophages in the lung (40), and intestinal macrophages obtained from several segments of the GI tract (41, 42). Importantly, replication-competent virus can be recovered from cultures of macrophages purified from lymphoid tissues of acutely infected rhesus macaques (43), implying that productive infection is taking place. It remains unclear how HIV disseminates to establish infection in these cells and tissues.

Monocytes can seed many tissues and differentiate locally into macrophages, turning this cell type into a potential vehicle for HIV dissemination across the myeloid compartment. Several reports claim indeed that replication of HIV-1 can take place in vivo in monocytes, even in patients under ART (44–46). Infected monocytes have been proposed to play a key role in viral dissemination to the brain due to their capacity to cross the blood–brain barrier (47), see Ref. (48).

At their sites of residency, macrophages constitutively patrol the tissues for danger signals, while also performing several housekeeping tasks. Interestingly, through the action of the viral accessory protein Nef, HIV is capable of reprogramming the migration of macrophages and selectively promotes a mesenchymal type of migration, while inhibiting the amoeboid type (49). The mesenchymal mode of migration is characterized by extensive extracellular MA remodeling, thus allowing the invasion of dense microenvironments, which may further promote viral dissemination and persistence. The relevance of these findings is supported by the increased accumulation of macrophages in the tissues of mice engineered to express the HIV Nef protein (49).

Alternatively, migratory, infected CD4+ T cells may serve as vehicles for HIV systemic dissemination, as suggested by intravital microscopy in infected humanized mice (50), and possibly transmit the virus to tissue-resident macrophages. Interestingly, during the acute phase, SIV-DNA-positive myeloid cells present in lymphoid tissues also contain rearranged T cell receptor DNA (51). This suggests that phagocytosis of infected T cells allows macrophages to acquire viral DNA, which is presumably taken to the macrophage degradative compartments for destruction preventing potential infection of macrophages (51). However, at least in vitro, cultured macrophages become productively infected after ingesting infected T cells (52). This mode of direct T cell-to-macrophage HIV transmission results in more efficient macrophage infection than exposure to cell-free virus (52). While this mechanism has yet to be demonstrated in vivo, it seemingly represents a strategy employed by HIV to maximize its spread, by exploiting the extensive phagocytic capacity of macrophages (53).

Chronic untreated HIV infection leads to extensive depletion of the body’s CD4+ T cell pool and progression to AIDS (54). Concurrently, the viral population evolves to become more M-tropic (55), presumably because extensive CD4+ T cell loss makes the macrophage the most abundant cell target in advanced disease. Rhesus macaques treated with an antibody depleting CD4+ T cells before SIV infection mimic this advanced stage AIDS (56). In these animals, macrophages represent about 80% of the SIV-RNA+ cells in the tissues with evidence of productive infection of macrophages from lymphoid tissues and the brain, frequently associated with activation markers. Remarkably, plasma viral loads were two logs higher in depleted animals as compared with CD4+ T cell-sufficient controls, which led to rapid disease progression (56). Thus, in the context of CD4+ T cell depletion that might reflect the advanced AIDS status, extensive activation and viral replication in macrophages drives a precipitous progression of clinical disease.

MACROPHAGE SENSING OF HIV AND INTRINSIC RESTRICTIONS TO VIRAL REPLICATION

The macrophage paradox refers to the fact that macrophages represent both the first line of defense against many pathogens, including viruses, and yet are exploited by many of these pathogens as their favorite cellular niche for replication (57). Such is the case of HIV-1, which efficiently replicates in macrophages. However, as sentinel cells, macrophages are equipped with a range of sensors that detect ongoing infection at many steps of the viral cycle and trigger cellular responses that will activate antiviral immunity (58). A number of these induced antiviral effector genes, known as restrictions factors, will block infection at specific steps of the viral life cycle (59). Thus, from the viral perspective, the extent to which HIV-1 replicates in macrophages must be tightly regulated as to ensure viral transmission/dissemination, while avoiding significant antiviral responses. Such delicate balance is achieved by a combination of precise employment of viral accessory proteins and usurpation of the normal function of cellular factors. Complete reviews devoted to the various restriction factors are available (59), we will focus here on factors that play important roles in infected macrophages.

Studies examining the initial stages of the viral cycle, i.e., upon viral entry and retro-transcription (RT) of the viral RNA into cDNA in the cytosol, proposed that HIV-1 escapes early innate sensing in myeloid cells before viral DNA integration. This would result from a combination of shielding the newly synthesized cDNA by viral and cellular factors (60, 61), and maintenance of very low levels of cytosolic viral cDNA due to the action of the cellular nuclease TREX1 (62, 63). However, induction of a weak, yet detectable, interferon-stimulated gene (ISG) response after HIV-1 infection of macrophages has also been reported (64, 65), with type I IFNs levels remaining undetectable (64, 66).

Examining these apparent discrepancies, we recently confirmed this transient response of monocyte-derived macrophages (MDMs) to HIV-1 infection, detectable as soon as 6 h postexposure and peaking at 24 h (67). Such response induces an ISG signature and depends on the induction of low levels of type I IFN. This sensing step is macrophage specific as it does not occur in monocyte-derived dendritic cells (MDDCs) exposed to HIV-1 (Decalf et al., unpublished results). The signal inducing the early ISG wave preceded reverse transcription but required viral fusion. Virus-like particles devoid of their genome, but capable of fusing, elicited a similar ISG response, indicating that viral nucleic acids were not implicated is this sensing step (67). Importantly, this early and transient ISG induction alone conferred partial protection to macrophages against subsequent HIV-1 infection. Different viruses carrying different envelopes and thus entering MDM although different receptors exhibited similar capacities to induce this response (67). The actual sensor of viral entry involved in this process remains to be identified. Membrane perturbations, such as fusion events, can elicit antiviral responses in macrophages, via the stimulator of IFN genes (STING)/tank-binding kinase-1 (TBK-1)/interferon-responsive factor-3 (IRF-3) pathway (68, 69). Thus, it is tempting to consider that the plasma membrane of the macrophage represents its first line of defense, and that sensing membrane perturbations, like viral entry, as soon as it occurs would be advantageous for the rapidity of the establishment of the antiviral response (Figure 1).
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FIGURE 1 | Schematic view of HIV-1 sensing by macrophages. (A) Macrophages sense HIV-1 at two independent steps of the viral cycle. Left panel—Early sensing of HIV-1 by macrophages requires viral fusion with the plasma membrane but precedes retro-transcription (RT). This sensing step is detectable by 4 h after cell exposure to the virus and declines after 24 h when RT is inhibited. While the actual sensor involved remains to be identified, it activates the kinase tank-binding kinase-1 (TBK1), leading to production of type I IFN, signaling via IFNAR, and triggering of interferon-stimulated genes (ISGs). Right panel—The second wave on HIV-1 sensing is measurable only 48 h after cell exposure to the virus. It requires integration of the viral genome in the host DNA and transcription of viral RNAs, which appear to be the viral component triggering the late ISG response. Here also, the actual sensor remains to be identified, but retinoic acid-inducible gene I (RIG-I) is a likely candidate as the signaling cascade involves the adaptor MAVS and IRF-1 and IRF-7, leading to type I IFN production. (B) Schematic representation of the two ISG waves induced by the sensing steps described in panel (A). The full line represents the putative measurable ISG response, whereas the dashed lines indicate the contribution of the individual waves for the measurable response. (C) This table resumes the main characteristics associated with the two sensing mechanisms through which macrophages detect HIV-1 and was established based on Ref. (67, 70).



Retro-transcription represents a very specific and mandatory step for retroviral replication and is the target of SAM domain- and HD domain-containing protein 1 (SAMHD1), a major restriction factor for HIV-1 replication in macrophages and other cells of the myeloid lineage, such as DCs (71, 72). Upon fusion of the HIV envelope with the host cell membrane, the viral capsid (CA) is released into the cytoplasm and the viral reverse transcriptase initiates reverse transcription of the viral RNA genome. SAMHD1 restricts HIV infection by depleting the cytosolic pool of dNTPs available for reverse transcription, via its deoxynucleoside triphosphate triphosphohydrolase activity (73) and possibly also by directly attacking viral RNA via its ribonuclease activity (74). While HIV-1 has no known factor to counteract SAMHD1 restriction, HIV-2 and several SIV strains encode the accessory protein Vpx that targets SAMHD1 for degradation (71, 72). Yet, HIV-1 is capable of replicating in macrophages, suggesting alternative mechanisms to bypass restriction.

Cyclin-dependent kinases (CDKs) phosphorylate SAMHD1 in proliferating cells, halting its activity (75, 76). Interestingly, primary macrophages in culture spontaneously and temporarily enter a G1-like state, without progressing to actual cell division, leading to CDK1 induction that limits the levels of SAMHD1 in its active form (77). This provides HIV-1 with a window of opportunity, as the virus preferentially infects these G1-like phase macrophages (77). Importantly, microglial and peritoneal macrophages recovered from mouse tissues similarly exhibit spontaneous cycling between G0 and the G1 state, suggesting a relevance for this mechanism in vivo (77). Other recent studies reported elevated levels of different members of the cyclin family in macrophages, rendering them permissive to HIV-1 infection, further supporting an important role for cell cycle proteins in the mechanism through which HIV-1 bypasses SAMDH1 restriction (78, 79).

Packaging Vpx into HIV-1 virions leads to a strong increase in infection efficiency of macrophages and DCs (80). However, such increased infectivity comes at the cost of detection of the viral cDNA by the cytoplasmic DNA sensor cGAS and induction of antiviral type I IFN (63). This suggests that HIV-1, unlike HIV-2, adopts a strategy of co-habitation with SAMHD1 in myeloid cells to avoid triggering antiviral immunity (81).

There is, however, a second phase of ISG induction in macrophages, peaking around 96 h postinfection that requires retro-transcription (67) and viral integration (70). This response is induced by detection of newly transcribed viral RNA by the RNA sensor retinoic acid-inducible gene I, and it requires the activity of the trans-activating (tat) HIV-1 accessory protein, responsible for the elongation of HIV-1 transcripts (70). Together, the two sensing steps confer an ISG signature in HIV-1-infected macrophages that may contribute to maintaining a low level of viral replication in this cell type (67, 70) (Figure 1).

Once viral proteins are produced, a key step in the assembly of new viral particles is the incorporation of the viral envelope. Two recently identified restriction factors, active in macrophages, target the viral envelope and thus reduce infectivity. Membrane-associated RING-CH 8 is highly expressed in myeloid cells where it retains the viral envelope glycoproteins intracellularly hence impairing their incorporation into the budding viral particles (82). The guanylate binding protein-5 (GBP5) is highly inducible by type I IFN and interferes with processing, trimming and incorporation of the HIV-1 envelope, rendering the produced virions less infectious (83). Interestingly, the viral genes encoding Env and the HIV-1 accessory protein Vpu are expressed from the same bicistronic RNA (84). Deletion of Vpu from the viral genome enhances Env expression and renders HIV-1 less susceptible to GBP5 restriction (83). These observations may explain the high frequencies of defective Vpu gene observed in M-tropic HIV-1 strains (85).

Not surprisingly, restriction also takes place during the late phase of HIV replication cycle in macrophages. Tetherin (or BST2) is an interferon-inducible transmembrane protein that restricts HIV-1 particle release by inserting its C-terminal end into the viral lipid bilayer (86). As a result, newly formed virions are unable to leave the surface of infected T cells; i.e., they stay tethered (87). Tetherin activity is counteracted by Vpu that mediates its surface downregulation and degradation (88). HIV-1 infection of macrophages upregulates tetherin in an apparently IFN-independent but Nef-dependent manner (89). However, despite the presence of Vpu, HIV-1-infected macrophages still express detectable levels of tetherin that appears to partially restrict viral particle release (89).

The interferon-induced transmembrane (IFITM) proteins belong to a small family of highly related proteins and act has as broad restriction factors able to interfere with the replication of many viruses. These relatively short proteins (around 130 aa) were initially characterized for their capacity to protect IFITM expressing cells from HIV-1 infection (90, 91). In addition, viral particles produced by IFITM expressing cells exhibit a reduced infectivity due to their incorporation of IFITM into the viral envelope (92). Whether present in the membrane of the target cell or the viral particles, IFITM proteins appear to impair viral fusion. Of note, endogenous IFITM3 also inhibits cell-to-cell transmission, and its inhibitory effect is stronger when it is present in viral particles than when part of the target cell membrane (92). The mechanism of action of IFITM is still unclear but probably relies on their capacity to reduce the fluidity of the membranes where they insert, thereby preventing viral fusion (or hemifusion). The precise topology of IFITM proteins is probably key to understand how they work, but this aspect is still debated. Mutagenesis studies combined with secondary structure predictions indicate that IFITM3 is a type 2 transmembrane protein that possesses an amphipathic helix adjacent to two palmitoylated cysteines (93). Silencing of IFITM1, 2, and 3 in HIV-1 producing cells resulted in increased infectivity of the viruses released (94). Importantly, the impact of such silencing was more striking in MDM than in any other cell type (94), raising the possibility that IFITM expression induced early in HIV-1-exposed MDM, as we documented (67), reduces the infectivity of the viral progeny.

In conclusion, low-level sensing of HIV-1 by macrophages results in the induction of a panoply of restriction factors that severely restricts infection. This antiviral state still allows for a certain degree of replication-competent viral production and may explain why HIV-1-infected macrophages are so resistant to the cytopathic effects that the virus exhibits in other cell types. The net effect, however, is that macrophages produce HIV-1 for extended periods of time which may favor long-term viral persistence.

CELL BIOLOGY OF HIV ASSEMBLY IN MACROPHAGES: FROM GAG SYNTHESIS TO PARTICLE RELEASE

In CD4+ T cells and model cell lines, HIV assembly and budding take place at the plasma membrane. By contrast, in infected macrophages HIV buds into an apparently intracellular compartment, known as the virus-containing compartment (VCC). The VCC is a unique compartment with topological and biochemical properties distinct from late endosomes or multivesicular bodies, see Ref. (95). Indeed, the VCC (i) lacks classical markers of endosomal and lysosomal compartments (96, 97); (ii) possesses a near neutral pH (97); and (iii) is connected to the extracellular milieu making its lumen accessible to small membrane-impermeable dies (96, 98–100). The compartment consists of a complex membranous system of interconnected tubules and vesicles enclosing immature and mature viral particles in its lumen as well as budding virions in its limiting membrane (99) (Figure 2). The limiting membrane of the VCC possesses specific biophysical properties due in part to the particular membrane topology of the proteins that are inserted and the presence of high levels of cholesterol (101).
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FIGURE 2 | The virus-containing compartment (VCC) in macrophages. (A) Electron micrograph depicting HIV-1-infected monocyte-derived macrophages (MDMs). MDMs were differentiated from monocytes purified from the peripheral blood of healthy human donors, by culture over 7 days in the presence of M-cerebrospinal fluid. Cells were then infected with HIV-1 NL-AD8 and fixed and embedded in epon 5 days postinfection. Ultrathin sections were processed for electron microscopy and imaged using a Philips 120 keV. For clarity, VCC is pseudo-colored in green and mitochondria in blue. (B,C) Magnifications of VCC present in the MDM depicted in panel (A). Arrowheads indicate viral buds. A thick molecular coat, electron dense and often associated with the VCC limiting membrane of the VCC can be seen in panel (C), see arrowheads. (D) Schematic representation of the late phases of the HIV life cycle in macrophages. (1) Gag monomers initiate oligomerization in the cytoplasm, forming dimers with the viral genomic RNA and (2) subsequently bind the plasma membrane via interactions with acidic phospholipids. (3) In macrophages, high-order Gag multimerization and formation of a viral bud only occurs at the limiting membrane of the VCC. (4) Gag subsequently recruits the components of the ESCRT complex that ensure fission of the budding viral particle into the lumen of the VCC. (5) Immature viral particles accumulate inside the VCC and (6) convert into mature viral particles via the activity of the viral protease. The restriction factor BST2/tetherin and Siglec-1/CD169 may contribute to the retention of viral particles within the lumen of the VCC. The limiting membrane of the VCC is tightly associated with the microtubule network on which kinesins may drive the transport of the VCC toward the cell periphery. Inset: Magnification of a region associated with a molecular coat: the VCC limiting membrane constitutes a platform for viral assembly where Gag oligomerization will lead to virus production. Therefore, the viral and VCC membranes share similar composition. They are enriched in particular lipids such as cholesterol and transmembrane proteins. These include the tetraspanins CD9, CD53, CD81, and CD82, the scavenger receptor CD36, the integrins CD18/CD11, or the surface glycoprotein CD44 (see text for details and references). The electron micrograph depicted in this figure panel results from original work performed in our lab and has not been published elsewhere previously.



Evidence supports the notion that the VCC originates from intracellular sequestration of domains of the plasma membrane with a specific protein and lipid composition (102, 103). Cell surface proteins found in the limiting membrane of the VCC include the tetraspanins CD9, CD53, CD81, and CD82 (96, 104) that provide membrane rigidity; the scavenger receptor CD36 (105) that contains two cytoplasmic tails; CD44 (98), a receptor with promiscuous capacity to bind numerous ligands; and MHC II complexes (106) (Figure 2). The restriction factors IFITM, with their peculiar topology of membrane insertion, are incorporated into viral membranes, especially in viruses produced by MDM (94), and may therefore also associate with the limiting membrane of the VCC, potentially contributing to a decreased membrane fluidity. As in T cells, the ESCRT complex is in charge of promoting the fission of nascent particles (107) and ESCRT III proteins that are key players in the late abscission process have been found at the VCC limiting membrane (108). Further supporting a surface origin for the VCC, fluorescence recovery after photobleaching (FRAP) experiments demonstrated that the VCC limiting membrane and the plasma membrane are in rapid equilibrium (102).

Given that newly formed particles bud away from the cytosol toward the lumen of the VCC, they become wrapped with VCC-derived membrane (Figure 2). The proteomic analysis of purified HIV-1 particles released by infected MDM published more than 10 years ago (109) thus reflects the protein composition of the VCC limiting membrane, and still represents a valuable source of information. Studies published thereafter indeed confirmed not only the presence of the given proteins at the VCC limiting membrane but also revealed their role in the viral assembly process [see, for instance, CD36 (105), IFITM (94), and CD18 or Filamin A (110)].

An issue debated since the initial characterization of the VCC is whether some degree of viral budding can also occur at the surface of the macrophage. Indeed, some studies claimed that budding at the surface occurs alongside budding at the VCC (99, 111). A recent study provided an exhaustive examination of the site of virion assembly in individual macrophages by using a viral mutant arrested at the budding stage (103). Although such arrested buds could potentially move toward the plasma membrane, the analysis indicated that only about 5–12% of budding events occur at the cell surface. Moreover, these events were concentrated in the region where the VCC connected with the surface (103). These observations confirm that the VCC is the primary site of HIV assembly in macrophages, while budding at the surface is, at best, rare.

Thus, the specific lipid and protein composition of the limiting membrane of the VCC seem to constitute an assembly platform (101, 112), and presumably possess specific properties required for assembly and budding. However, which cellular and viral determinants direct HIV assembly and budding in macrophages to the VCC, remain poorly elucidated. The Gag polyprotein precursor drives the multistep process of HIV assembly and coordinates the activity of the cellular players involved. Recent studies indicate that viral genomic RNA is an important player/cofactor in the viral assembly process. Using elegant cross-linking immunoprecipitation sequencing coupled to membrane flotations, Kutluay et al. established that assembly starts in the cytoplasm where monomers and dimers of newly synthesized Gag bound to viral genome accumulate (113, 114). Oligomerization of Gag requires interactions with membrane enriched in cholesterol (115), via its MA domain that directly binds to membrane phosphatidylinositol 4,5-bisphosphate (PI(4,5)P2) (116) [see Ref. (112)]. The levels of PI(4,5)P2 in the VCC are similar to those at the surface (102) and hence should not be a determining factor that directs viral assembly to the VCC. Assembly of the viral particle at the membrane is coordinated via lateral interactions promoted by the CA and nucleocapsid (NC) domains of Gag, leading to a nascent virion that buds off the membrane (117). Gag possesses two RNA binding domains (NC and MA) with different specificities (115). In addition, the RNA binding specificities for the viral genome versus cellular RNA, i.e., mRNA and tRNA, present in the cytosol change during these processes finally promoting packaging of viral genomic RNA into the nascent viral particles (115).

Aiming to elucidate the role of the viral factors dictating the assembly site of HIV in macrophages, Inlora and colleagues evaluated the impact of targeted deletions or mutations in the different Gag domains, on virion assembly at the VCC (118). Viral mutants unable of high-order multimerization, due to NC substitutions, distributed equally between the VCC and the cell surface (118). This indicates that Gag initially binds the membrane arbitrarily at the surface membrane or the VCC and initiates low-order multimerization. However, in macrophages, high-order multimerization and complete virion assembly occur at the VCC but not at the surface.

Assembly of the polyprotein Gag precursor leads to the formation of a bud head and stalk. Gag further coordinates the recruitment of important cellular factors. These include the ESCRT proteins; key players critically required for proper abscission of the nascent viral particles. Gag recruits components of the ESCRT complex through its late p6 C-ter domain, thus promoting severance of the viral stalk and particle release in the VCC. The precise molecular mechanisms involved in membrane abscission have stimulated numerous studies and corresponding excellent reviews [see, for instance, Ref. (107, 119)], and thus will not be discussed here.

The molecular players implicated in the establishment and maintenance of the VCC’s intricate architecture remain poorly characterized. The cytoskeleton appears to play a key role in maintaining the integrity of the VCC. Indeed, a meshwork of filamentous actin surrounds the VCC and treating MDMs with actin-depolymerizing agents causes dispersion of the VCC throughout the cell (102). Moreover, the VCC limiting membrane is often surrounded by an electron dense and thick molecular coat visible by EM and containing CD18, a β2 integrin and its associated α integrins CD11b and CD11c (Figure 2) (120). Proteins known to interact with integrins are also associated with the molecular coat, including actin and focal adhesion scaffold/linker proteins such as talin, vinculin, and paxillin (120). These adherent complexes appear to be involved in the maintenance of the architecture of the VCC; however, CD18 silencing does not affect the amount of virus released nor its infectivity (120). Links between VCC and the autophagy machinery in HIV-1-infected macrophages have been investigated in a few studies that should be extended in the future (121).

The VCC limiting membrane appears tightly associated with the microtubule network and disruption of this network by nocodazole exposure leads to relocalization of the VCC into the perinuclear area (122). This suggested that kinesins, molecular motors associated with microtubules, could be involved in maintaining the correct positioning of the compartment. The kinesin II, KIF3A, is closely associated with VCCs in infected macrophages (122). Moreover, time-lapse microscopy in primary MDM showed paired movements of Gag and KIF3A. Importantly, KIF3A silencing in HIV-1-infected macrophages reduced viral particle release and increased intracellular Gag and the VCC volume. Overall, KIF3A is likely involved in the transport of the VCC along microtubules and toward the macrophage periphery or provides a force for particle release from the VCC (122). Other molecular motors are likely involved in the transport and positioning of the VCC but also in transport steps of viral components toward the assembly sites, i.e., the VCC (123). Future work will aim to establish at the molecular level how viral release from VCC is regulated.

While the VCC is defined by its viral content, the question of its induction by HIV or its existence in macrophages before infection was of interest. Analysis of primary MDMs by ultrastructural approaches suggested that indeed similar compartments are present in non-infected macrophages (96, 99, 120). Confocal microscopy confirmed the presence in non-infected MDMs of compartments sharing specific features with the VCC; i.e., containing CD36 and CD9, rapid accessibility to small dextran and therefore connected to the external medium (105). The direct proof of HIV capacity to highjack such compartments was obtained when transduced macrophages exhibiting CD36-GFP+ compartments were subjected to time-lapse epifluorescent microscopy after infection with HIV-1 Gag-iCherry allowing the visualization in real time of Gag recruitment and accumulation only to preexisting CD36+ compartments (105). Thus, in macrophages, HIV-1 hijacks these CD36+ compartments for viral assembly (105), and expands them (96).

Viral particles accumulate in the VCC over time (100). Infected MDMs initially contain sparse, barely filled VCCs, but as the time after infection progresses the compartments become crowded with virions and Brownian-like movements of particles within the VCC become highly limited as shown by FRAP experiments (100). In parallel, viral release into the extracellular media decreases over time, suggesting that viral particles remain within the VCC (100). The restriction factor tetherin is concentrated in the VCC where it may connect viral particles to each other or to the VCC limiting membrane, hence apparently tethering virions to the compartment (89, 124). Indeed, silencing tetherin expression increases viral release and reduces the size of the compartment (89).

Whether HIV-1 release from the VCC is inducible remains indeed elusive. The connections between the VCC and the membrane appear too narrow to allow passive viral diffusion to the extracellular media (99). The release of HIV-1 from infected MDMs can be induced by exposure to extracellular ATP, via activation of the P2X7 purinergic receptor that triggers a drastic remodeling of the cytoskeleton and the VCC, accompanied by sudden release of the viral particles packed within the VCC (125). However, we also propose that the highly dynamic nature of the plasma membrane of macrophages, which is subjected to a very active flux of exocytosis and endocytosis/phagocytosis, may promote the temporary widening of the VCC connections to the plasma membrane and allow the release of viral particles to the extracellular media. Supporting this hypothesis, antibodies specific for VCC components, such as tetraspanins (96), gp120 (126), or CD36 (105) had access to the VCC only after several hours of incubation at 37°C and not at 4°C. These observations suggest that the access of extracellular molecules to the VCC depends on the dynamics of the macrophage’s plasma membrane, which possibly promotes a frequent opening of the connections between the lumen of the compartment and the surface. Future insight into the role of the cytoskeleton and its associated proteins in regulating the dynamics of the VCC and its impact on viral release may open new avenues to pharmacologically target the VCC (123, 127).

Whether tissue macrophages in vivo possess VCCs remains poorly investigated. Indeed, our current view of the VCC results almost exclusively from studies in vitro with MDMs. Of note, former ultrastructural analysis of tissue macrophages from patient’s organs confirmed the presence of mature and immature virions in intracellular compartments (128, 129). Accumulation of viral particles within VCC in macrophages in vivo could be advantageous for the virus to be less accessible to (i) soluble immune mediators such as neutralizing antibodies as observed in vitro (126), (ii) to innate sensors that are cytoplasmic or endosomal, and (iii) to anti-pathogen effector mechanisms such as reactive oxygen species or acidic pH.

Direct cell-to-cell transfer is more efficient for spreading HIV infection than the cell-free route (130). This process involves the formation of a stable interface between an infected and an uninfected cell, known as viral synapse. Interaction between the viral envelope present at the membrane of the infected cell and CD4+ in the target cell initiates formation of the viral synapse, which is then maintained via additional interactions between cell adhesion molecules (131). Directed release leads to virion accumulation at the viral synapse and efficient infection of the target cell (132). Macrophages can transfer HIV directly to T cells (133), and the VCC appears to play a role in this process. Real-time imaging suggested a recruitment of the compartment to the proximity of viral synapses leading to subsequent T cell infection (134, 135), and the VCC markers CD9, CD18, and CD81 were found enriched at the macrophage to T cell interface (124). However, the precise mechanisms underlying viral transfer from infected macrophages to target cells (T cells or macrophages) remains incompletely understood as compared with T cell to T cell transfer and thus deserve further studies.

Despite their monocytic origin MDDCs are rather resistant to HIV-1 infection as compared with MDMs. Yet, MDDCs, when activated by LPS, can capture and retain vial particles in surface-connected compartments that bear some resemblance with the VCC. Although activated MDDCs are resistant to the infection and do not produce new viral progeny, they can efficiently transfer captured viruses to activated CD4+ T cells that get then productively infected. This transfer mode known as infection in trans [see accompanying review by Izquierdo-Useros or Izquierdo-Useros et al. (136)] appears to be highly related to the virological synapse established between HIV-1-infected T cells and target cells (137). This process is thought to play an important role in viral dissemination at the early stages of HIV-1 infection at mucosal entry sites (138). Intravital microscopy revealed that subcapsular sinus macrophages from the peripheral lymph nodes can capture and transfer HIV-1 to target cells without getting productively infected in the process (139). Viral capture is mediated by the sialoadhesin CD169/SIGLEC1 that binds gangliosides embedded in the envelope glycoprotein (139). Interestingly, CD169-mediated capture of HIV-1 in macrophages leads to virion retention in the VCC and subsequent transfer to and productive infection of CD4+ T cells (140). Remarkably, viral particles captured via CD169 intermingled with virions endogenously produced by the macrophage in the same VCCs (140), suggesting that the VCC is not only the site of HIV budding and assembly in macrophages but also a compartment of retention of particles captured from the extracellular media. Indeed, compartments with topologies resembling the VCC have been described in the past after exposure of macrophages to various particulate matter, including latex, cholesterol, or low-density lipoprotein (95).

MACROPHAGES AND THE HIV RESERVOIR IN THE POST-ART ERA

While ART can efficiently prevent AIDS by restoring CD4+ T cell counts and suppressing viral load to undetectable levels, it fails to provide a sterilizing cure (141). A viral reservoir remains stable in HIV-infected patients under prolonged therapy (142, 143), and is responsible for the quick viral rebound observed within weeks after ART interruption (144). The cumulative toxicity and the cost associated with lifelong ART made it imperative to devise new strategies to eliminate or curb the viral reservoir (145). Unfortunately, such goal has remained elusive.

At the cellular level, the HIV reservoir during ART is mainly composed of resting memory CD4+ T cells that are latently infected; i.e., cells bearing integrated, transcriptionally silent, but replication-competent proviruses (146). The mechanism behind HIV latency is not fully understood but likely results from multiple factors acting together, such as sequestration of cellular transcription factors in the cytoplasm, epigenetic regulation, or the action of transcriptional repressors [reviewed in Ref. (147)]. T cells with central memory (TCM), transitional memory (TTM), and effector memory (TEM) phenotypes contain the highest levels of latent HIV-1 (148–150). A major breakthrough in the characterization of the latent CD4+ reservoir is the recent identification of CD32a as a surface marker highly enriched in circulating cells harboring replication-competent quiescent proviruses (151). The HIV reservoir is seeded very early after infection (within 2–3 days) (152, 153), and its size remains stable even after years of suppressive therapy (154, 155).

Whether residual viral replication under ART, the so-called active reservoir, contributes to HIV persistence is a rather contentious issue in the field (156). Low-level viremia (“Blips”) can be detected in patients under therapy (157, 158). However, HIV shows little sign of genetic evolution during ART (159, 160), and the emergence of drug-resistant virus is remarkably low (158, 161), suggesting that ongoing residual replication does not significantly influence long-term viral persistence. However, a recent high-depth temporal analysis of the phylogeny of viral sequences from the blood and lymph node of patients under ART revealed a constant replenishment of the circulating reservoir as a result of low-level viral replication in sanctuary sites within lymphoid tissues (162). Experimental evidence for the existence of such lymphoid sanctuaries has emerged in the last years. B cell follicles and more specifically germinal centers have long been known as primary sites of HIV replication (163), possibly due to lower antiretroviral drug penetration (164), exclusion of cytotoxic CD8+ T cells (165, 166), and retention of infectious virions within immune complexes on the surface of follicular dendritic cells (167). In patients under treatment and with an aviremic status, CD4+ T cells with a T follicular helper phenotype that reside within germinal centers are the major source of residual infectious virus and contain the highest levels of HIV DNA (168–170).

These recent advances highlight the importance of accurately defining the HIV reservoir, with respect to its cellular and anatomic composition (171). However, studies evaluating the importance of cellular reservoirs other than CD4+ T lymphocytes have been scarce and, for the most part, non-conclusive. Analysis of the rebounding viral sequences in patients after therapy interruption revealed that they differ from proviral sequences integrated in resting CD4 T cells (172). Recovery of M-tropic sequences among the pool of rebounding virus has been recently reported (173). However, there is no readily available method to measure viral rebound from macrophages or other cellular reservoirs, equivalent to the viral outgrowth assay (VOA) typically used to quantify the latent CD4+ reservoir (171). Usually, VOAs require the culture of several million purified cells for accurate quantification of the CD4 reservoir, due to the rarity of latently infected cells (150), making an adaptation of the assay to tissue macrophages unfeasible. Alternatively, quantification of viral nucleic acids provides a more practical manner to evaluate the macrophage reservoir (174). In patients under ART, HIV DNA and/or RNA has been detected in alveolar (175) and duodenal (41) macrophages, microglia in the brain (39), as well as in liver Kupffer cells (176).

Evaluation of the HIV reservoir based on cell-associated DNA or RNA tends to largely overestimate the pool of replication-competent virus, as many defective viral genomes accumulate in patients (177, 178). Also, macrophages may acquire viral DNA via phagocytosis of infected T cells (51), as discussed previously. In the absence of a reliable outgrowth assay to measure the macrophage HIV reservoir from treated patients, animal models become a valuable alternative.

In a recent study with Asian macaques chronically infected with SIV, replication-competent virus could be recovered from macrophages purified from the spleen and mesenteric lymph nodes, using a modified version of the VOA (43). However, in macaques that had been under ART for 5 months, no replication-competent virus could be recovered after macrophage culture, from any of the animals under study and despite the presence of detectable SIV-DNA in macrophages in 40% of the animals (43). A possible limitation of this study is the small number of macrophages that could be purified for the viral outgrowth experiments. However, in parallel experiments, replicating virus could be recovered after culture of purified memory CD4+ T cells from all animals under therapy (43). This suggests that, in the SIV model, the macrophage reservoir, if existent, is clearly smaller than the memory CD4 reservoir.

T cell-deficient humanized mice can be generated by transferring CD34+ human hematopoietic cells into NOD/SCID mice. These mice are reconstituted with human myeloid cells and B cells, but completely devoid of T cells (179). As only macrophages can sustain HIV replication, these myeloid-only mice (MoM) provide a valuable model to test the HIV macrophage reservoir without the confounding effects conferred by the presence of the more abundant CD4+ T cell compartment. When infected with macrophage-tropic HIV-1, MoM present sustained viremia, and viral nucleic acids were detected in macrophages of the liver, bone marrow, spleen, lungs, and brain (179). Initiation of ART in infected MoM leads to undetectable viremia within 2 weeks, and a drastic reduction in the levels of HIV DNA and RNA in the tissues. Importantly, ART interruption led to viral rebound about 7 weeks later, although only in three out of nine animals under study (180). This represents a significantly longer period of viral remission after treatment interruption when compared with T cell-sufficient humanized mice, where rebound occurs within 1–2 weeks after ART interruption (181). Due to the short life span of the MoM mice, the authors could not extend the study and evaluate whether the non-rebounding group of mice would eventually show signs of reactivation of the infection (180).

The absence of T cells in the MoM model of HIV infection, certainly constitute a large deviation from the regular course of HIV infection in humans. Nevertheless, these observations provide the first direct evidence for HIV persistence in macrophages, in the setting of suppressive therapy. Whether such persistence is due to latent infection or ongoing residual replication remains unclear from the data available, as both viral DNA and RNA dropped to undetectable levels in most treated mice (180). Efforts to purge the CD4+ T cell reservoir have mostly employed the “shock and kill” approach (145); a latency-reversal agent (LRA) is initially administered to reactivate viral production in latently infected cells (shock), and followed by an immune-modulatory intervention that renders infected cells susceptible to destruction by the immune system (kill) (182). However, HIV latency in macrophages is not well understood (183), and LRAs that efficiently purge the CD4 reservoir may not have a similar effect in latently infected macrophages. Worse, if the macrophage reservoir is maintained mostly via residual ongoing replication or retention of infectious viral particles within VCCs then LRA therapy will be of negligible effect.

Definitive proof of the macrophage reservoir will require demonstration in human patients under therapy. This will likely require more sensitive methods of measuring the reservoir. A promising alternative is the recent report of an in vivo VOA, wherein cells from patients with undetectable viremia are transplanted into humanized mice (184). This method appears more sensitive than in vitro VOAs, although its widespread application will likely be hampered by the costs associated (185).

MACROPHAGES DURING CHRONIC DISEASE IN TREATED HIV-1 INFECTION

Introduction of ART effectively halted the AIDS pandemic, improved health, and prolonged the life of patients. However, a new group of problems, commonly known as “non-AIDS-related conditions,” is emerging in HIV patients with long-term suppressed viremia (186). People living with HIV are at increased risk of developing, among others, cardiovascular and neurocognitive disease, osteoporosis, or cancer (187).

Persistent inflammation appears to lie at the origin of these pathologies, although its causes remain incompletely elucidated and may involve multiple factors. Microbial translocation across the gut mucosa is a well-established cause of systemic inflammation during HIV-1 (188, 189). Long-term suppressive therapy does not completely reconstitute the pool of CD4+ T cells in the gut mucosa, particularly those of the Th17 subset (190). This leads to loss of integrity of the epithelial mucosa and translocation of bacterial products through the lamina propria to mesenteric lymph nodes and extranodal sites (189). These microbial products engage pattern-recognition receptors in cells of the innate immune system, particularly monocytes, macrophages and DCs, leading to widespread production of inflammatory mediators (191). Indeed, myeloid cell-derived biomarkers of microbial translocation, such as IL-6, soluble CD14 (sCD14) or sCD163 are found elevated in ART-treated individuals, as compared with age-matched controls, and are strongly associated with premature mortality of HIV-infected individuals (191, 192). This persistent pro-inflammatory state appears to feedback on intestinal macrophages as they become unable to phagocyte microbial debris in the lamina propria and are thus unable to halt this inflammatory cycle (193). Importantly, persistent systemic inflammation drives the occurrence of non-AIDS comorbidities. For instance, inflammatory monocytes migrate to the heart and contribute to HIV-associated myocarditis (194).

Before the implementation of ART, more than half of HIV-infected patients exhibited HIV-1-associated dementia (HAD); a broad term used to described symptoms of cognitive impairment, including psychiatric disorders, loss of motor coordination, and in severe cases, HIV-1-associated encephalitis (195). The incidence of HAD has dramatically decreased with ART, but a set of milder cognitive problems have emerged and are collectively known as HIV-associated neurological disorders (HAND) that still affect about half of the HIV-1-infected population (196).

Residual viral replication in the CNS and neuronal death has been proposed has an explanation for the occurrence of HAND (197). This effect is probably indirect, as neurons and cells of the macroglia do not support productive HIV infection. Instead, residual viral replication in macrophages leads to the production of inflammatory mediators with neurotoxic action (196). While it is challenging to assess productive infection of brain-resident cells, macrophages are known to contain the highest levels of viral nucleic acids of all CNS cell populations (198). Both perivascular macrophages and microglial cells are targeted by HIV in the CNS (199) and HIV DNA has been detected in brain macrophages from patients under long-term therapy (39). HIV RNA persists in the cerebrospinal fluid (CSF) of ART-treated patients even after suppression of plasma viral RNA to undetectable levels (200), and genetic analysis revealed a significant compartmentalization between the CSF and plasma viral populations (201). Importantly, viruses isolated from the CSF are frequently M-tropic (202). Taken together, these studies suggest that the CNS is a tissue reservoir of HIV-1 during ART, likely maintained through low-level viral replication in resident macrophages (203).

Systemic inflammation is also likely to play a role in the progression of HAND. There is a strong association between circulating levels of sCD14 and the development of neurological disorders in HIV-1 infected individuals (204). It has been proposed that microbial products activate circulating monocytes, particularly those of the CD16+ subset that subsequently cross the blood–brain barrier and differentiate into a pro-inflammatory macrophage population in the brain by producing chemokines, cytokines, and neurotoxic factors such as nitric oxide (48). Supporting this model, CD14+CD16+ cells accumulate in the white matter and perivascular space of brains from non-treated patients (205). Also, these CD14+CD16+ monocytes are capable of transmigrating across in vitro models of the blood–brain barrier in response to the chemokine CCL2 (206).

These selected examples highlight the pathological role played by macrophages and other myeloid cells in non-AIDS conditions that afflict HIV-1-infected patients with suppressed viremia. It is thus crucial to devise new therapies able to complement ART and capable of targeting the persistent inflammation that drives these morbidities.

CONCLUSION

Because of their localization in many tissues, their long life span and the unique nature of their interaction with HIV-1, macrophages play a key role in HIV-1 pathogenesis. The last decade of research brought new and exciting insight into the ontogeny and functional specialization of tissue-resident macrophages. Whether these recently described macrophage properties, such as their proliferative potential, are explored HIV for dissemination and persistence remains unknown, but this subject should deserve increased interest in future studies. Macrophages are susceptible to HIV-1 infection but also sense the virus and thus participate in the general immune activation observed in infected patients. However, initiation of the antiviral immune response relies on the DC population whose capacity to perform antigen presentation and deal with infection is highly organized in space and time. This dual function appears to be ensured by a division of labor between DC subsets (207). While cDC1 (CD141+) are resistant to productive HIV-1 infection, they can cross-present viral antigens derived from cDC2 (CD1c+) that are susceptible to HIV-1. Thus, this dissociation of the viral infection and the antigen presentation function provides to DC populations the capacity to elicit antiviral immune responses and prime T cell responses (207). How macrophages cross talk with DCs and contribute to the antiviral response remains obscure. Reciprocally, how HIV succeeds to cope with these immune cells specialized in antiviral immunity is similarly incompletely understood. Future work addressing these questions should keep on producing exciting results enlightening our general comprehension of the virus–immune system relationships.
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Monocytes/macrophages are a diverse group of cells that act as first responders in innate immunity and then as mediators for adaptive immunity to help clear infections. In performing these functions, however, the macrophage inflammatory responses can also contribute to pathogenesis. Various monocyte and tissue macrophage subsets have been associated with inflammatory disorders and tissue pathogeneses such as occur during HIV infection. Non-human primate research of simian immunodeficiency virus (SIV) has been invaluable in better understanding the pathogenesis of HIV infection. The question of HIV/SIV-infected macrophages serving as a viral reservoir has become significant for achieving a cure. In the rhesus macaque model, SIV-infected macrophages have been shown to promote pathogenesis in several tissues resulting in cardiovascular, metabolic, and neurological diseases. Results from human studies illustrated that alveolar macrophages could be an important HIV reservoir and humanized myeloid-only mice supported productive HIV infection and viral persistence in macrophages during ART treatment. Depletion of CD4+ T cells is considered the primary cause for terminal progression, but it was reported that increasing monocyte turnover was a significantly better predictor in SIV-infected adult macaques. Notably, pediatric cases of HIV/SIV exhibit faster and more severe disease progression than adults, yet neonates have fewer target T cells and generally lack the hallmark CD4+ T cell depletion typical of adult infections. Current data show that the baseline blood monocyte turnover rate was significantly higher in neonatal macaques compared to adults and this remained high with disease progression. In this review, we discuss recent data exploring the contribution of monocytes and macrophages to HIV/SIV infection and progression. Furthermore, we highlight the need to further investigate their role in pediatric cases of infection.
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INTRODUCTION

A cure for HIV infection continues to be elusive, despite the use of antiretroviral therapy (ART). Studies using non-human primate (NHPs) models of simian immunodeficiency virus (SIV) have been invaluable in better understanding the pathogenesis of this infection. Declining numbers of CD4+ T cells during HIV/SIV infections have long been attributed as the primary cause of immune-deficiency, progression to acquired immune deficiency syndrome (AIDS), and sites of virus reservoirs established during ART. While it is likely that various other immune cells influence disease progression and viral seeding, the purpose of this review is to focus on the contribution of monocytes and macrophages to HIV/SIV infection. Although in adult macaques, monocyte levels in blood remain constant during infection, the monocyte turnover rate increases during the onset of simian AIDS (SAIDS) and reflects damage to short-lived tissue macrophages. Interestingly, physiological monocyte turnover rate in neonates (<1 month old) is higher than in adults and appears to be associated with the more rapid disease progression that occurs in pediatric HIV/SIV infections. As infants became older (<1 year old), they exhibited a biphasic pattern of monocyte turnover and disease progression, with some animals presenting with rapid disease such as seen in neonates, while others progressed similarly as adult macaques. We theorize that the magnitude of infected macrophages influences disease outcome, and susceptibility of macrophages to infection is impacted by age. Our data suggest shorter-lived macrophages are more easily destroyed by virus while longer-lived macrophages appear more resistant to destruction and may contribute to the viral reservoir. This review discusses the possible contributions of macrophages to HIV/SIV infection and pathogenesis. It is important to consider that macrophages also may need to be targeted to achieve cure.

MACROPHAGES IN HEALTH AND DISEASE

The immune system is essential for maintaining health and combatting infectious disease (1). Innate immune responses typically act immediately to produce inflammation and are performed directly by immune surveillance by effector cells such as neutrophils, natural killer (NK) cells, and macrophages. The innate immune cells work en masse to detect and clear pathogens and this is thought to limit the initial infection and thus buys time for adaptive immune responses to mount. Adaptive immune responses generally require weeks-to-months to develop and rely heavily on antigen-presenting cells (e.g., dendritic cells, macrophages, B cells) and T cells to clear infection and establish immunologic memory.

Macrophages are a diverse group of cells that play important roles in both innate and adaptive immune responses. During innate immune responses, macrophages sense and promote inflammation and recruit effector cells for clearance of pathogens. In adaptive immune responses, they function in antigen presentation and secretion of immune modulators for recruitment of lymphocytes (1). In addition, macrophages are imperative for tissue modeling during fetal development, maintaining homeostasis, and wound healing (2–4). Conversely, dysfunctional macrophages and unregulated inflammation are devastating to homeostasis and may instead contribute to pathogenesis in specific disease settings, such as pulmonary tissue injury during asthma (5), islet cell destruction in diabetes (6), and neurological damage, lymphoma and cardiovascular disease during human immunodeficiency virus (HIV) infection [reviewed in Ref. (7)].

Macrophages are derived from multiple sources during development, with earliest generation from the yolk sac during embryogenesis, and later generation from the fetal liver and bone marrow. In human and rhesus macaque adults, replenishment of tissue macrophages lost from death due to infection or injury occurs mainly from monocytes generated by hematopoietic stem cells in the bone marrow, which then circulate through the blood stream, deposit into the tissues, and differentiate into various types of macrophages (8–10). Macrophages in the mouse model have been shown to self-renew rather than being replaced with emigrating monocytes from the periphery (11–13). Based on published reports in murine models, tissue-resident macrophages can originate from two sources, with the self-renewing subset derived from the fetal liver during embryonic development and from the bone marrow after birth [reviewed in Ref. (10, 14)]. Studies have yet to identify self-renewing macrophages in primates, with possible exception of the brain (15). As summarized in Figure 1, there exist at least two types of macrophages in the tissues; the short-lived macrophages that are continuously replenished by circulating classical monocytes arising from the bone marrow and the long-lived macrophages. These two types of macrophages appear to differ in their phenotypes and functions, so it is critical to better understand their unique roles during development, immune responses, disease pathogenesis, and maintaining homeostasis.
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FIGURE 1 | Summary of blood monocyte and dendritic cells (DC) differentiation in rhesus macaques. Myeloid precursor cells in the bone marrow migrate into blood and give rise to CD14+CD16− classical monocytes. A large proportion of these classical monocytes rapidly disappear from the circulation to become tissue macrophages. A fraction of the classical monocytes differentiate into CD14+CD16+ intermediate monocytes and then into CD14−CD16+ non-classical monocytes in the circulation. The populations of mDCs, pDCs, and perhaps other unidentified DCs appear to differentiate from various DC precursors directly in the bone marrow prior entering the blood circulation. Figure modified from Ref. (8). Copyright 2015. The American Association of Immunologists, Inc.



Historically, subsets of macrophages have largely been classified as pro-inflammatory (M1) or anti-inflammatory (M2) on the basis of expressing various markers, secreting cytokines, and phagocytic and antigen-presenting functions. Results from more recent research has suggested that the polarization of macrophage phenotypes is more fluid and less dichotomous than originally thought, based on the ability of macrophages to change phenotypes in response to changes in the surrounding environment within the tissues and vasculature (16). Generally, tissue-resident macrophages appear more M2-like with functions supporting an anti-inflammatory environment such as phagocytosing debris and promoting healing and growth. These tissue-resident macrophages are considered longer-lived as illustrated in the lung with alveolar macrophages (17). Macrophages recruited from circulating monocytes, in contrast, largely constitute the interstitial macrophages (IM) in the lung and subsets of perivascular macrophages in the brain and are thought to be shorter-lived. These have been classified as both M1-like and M2-like depending on immune homeostasis, infection events, and expression of MAC387 and CD163 differentiation markers, respectively (16). CD163, a hemoglobin/haptoglobin scavenger receptor associated with anti-inflammatory responses, is expressed on subsets of tissue macrophages as well as on monocyte populations, which are thought to derive from CD14+CD16− monocytes (18). Soluble CD163 shed from monocyte populations exerts anti-inflammatory functions, and studies showed that increased levels are associated with infectious and autoimmune diseases [reviewed in Ref. (19)]. MAC387 recognizes the L1 or Calprotectin molecule, and has been used to identify recently infiltrated macrophages associated with acute inflammation (20, 21). During infections, particularly in the case of HIV/SIV disease progression, increased monocyte turnover occurs in association with an accumulation of these various short-lived macrophage subsets in the tissues. This macrophage deposition seems to primarily occur in classical sites of AIDS pathology, including the brain, heart, lung, and gut tissues (15, 22–24). One study proposes that during acute infection M1-like macrophages are recruited into tissues to help fight infection, while M2-like macrophages accumulate later during chronic disease to dampen inflammation and repair tissues. The accumulation of both macrophage subsets seems to promote cardiovascular disease (16). Thus, the characterization of monocyte and macrophage subsets in relation to their number, phenotype, and function becomes increasingly important for predicting disease outcomes and subsequently attempting to ameliorate or reverse pathogenesis.

HIV INFECTION

Human immunodeficiency virus is the etiological agent of AIDS and, since the beginning of this pandemic in the early 1980s, has caused the loss of over 40 million lives (25). HIV infection in humans follows a distinct pattern (26) starting with an eclipse phase during the first 1–2 weeks of infection, which constitutes a time when the virus replicates and disseminates while the immune response is developing and not yet effective at clearing the virus. HIV preferentially targets T cells for infection, using the CD4 receptor in combination with the CCR5 chemokine receptor to gain entry. Effector CD4+ T cells express the highest level of CCR5 and are depleted drastically early after infection (27) in what is known as the acute phase. This particular phase follows 2–4 weeks post-infection (pi) and is evident by high viral RNA loads in the plasma, and a reduction in peripheral CD4+ T cells. During the acute phase, there is a stark increase in detectable immune responses, most notably with higher levels of virus-specific effector CD8+ T cells and antibodies. The end of the acute phase and transition to the chronic stages of infection is characterized by a marked reduction in plasma viral load (VL) and establishment of a viral “set point” that appears to result from incomplete control of viral replication by adaptive immune responses with concurrent loss of target CD4+ T cells available for new infection. The chronic phase of HIV infection is accompanied by clinical latency that may last from 1 to 20 years in untreated individuals. Eventually CD4+ T cells decline to levels below 200 cells/μl in blood and infected individuals become susceptible to opportunistic infections such as Pneumocystis jiroveci (earlier named P. carinii), cytomegalovirus, Cryptosporidium spp., and Mycobacterium tuberculosis, and cancers such as Kaposi’s sarcoma [reviewed in Ref. (28, 29)]. These late-stage infections and cancers associated with a loss of CD4+ T cells define the onset of AIDS that ultimately leads to death (30). With the development and application of combination ART (cART), survival in HIV-infected adults has been extended by suppression of virus to undetectable levels and restoration of CD4+ T cell numbers to normal levels, thus preventing onset of AIDS (31). Instead, longer-surviving HIV-infected individuals administered cART may experience inflammation-associated chronic diseases referred to as HIV-associated non-AIDS (HANA) conditions (32).

Despite the large success of ART treatment for lifespan and clinical symptoms, it does not completely eliminate the virus, which persists in reservoirs. In general terms, a viral reservoir is defined as a virus-infected cell that persists despite treatment. A reservoir can be described as active or latent. Active reservoirs continue to produce virus, such as HIV or SIV, and in this case the virus actively produces virons using the cells machinery for transcription and translation. This could result from an infected cell being refractory to ART treatment because the drugs may not penetrate the cell membrane or intracellular drugs may be ineffective at inhibiting the reverse transcriptase or integrase enzymes. In such cases, viral RNA or protein should be detected if expressed above threshold limits of the assay used. Alternatively latent virus reservoirs develop after insertion of viral DNA into a host cell genome. Here, virus is not actively being transcribed and effectively remains dormant. In this case, viral DNA should be detectable with sensitive assays. Cellular activation and some chemical compounds (latency reversal agents) can stimulate the active transcription and translation of the dormant virus, wherby viral RNA and protein will then be produced. Resting CD4+ T cells are thought to serve as latent reservoirs of HIV and SIV during ART treatment, and some latency reversal agents have produced successful reactivation of those reservoirs in attempt to eliminate the infection with continued long-term ART treatment. This is a fascinating and growing area of study that we will not review here but is described in depth in other reviews (33, 34).

Interestingly, in human and macaques, macrophages and dendritic cells (DC) are also capable of expressing the CD4 and CCR5 receptors required for HIV/SIV infection (35–39) and earlier work shows that macrophages can be targeted by HIV (40, 41) and SIV in vivo (42). Initially, virus tropism for the T cell and macrophage CCR5 receptor was used to delineate specific strains of these lentiviruses (43). It was largely accepted that while macrophages were capable of being infected by HIV, they were second to infection of CD4+ T cells, and possibly only targeted after significant loss of CD4+ T cells in the host (44). This evoked some persisting controversies regarding macrophage infection by HIV/SIV. In vitro studies showed that macrophages can be infected productively (45–47), and several strains of virus were considered macrophage-tropic yet in vivo, these same strains predominantly infected CD4+ T cells. In vivo data revealed that alveolar macrophages collected from bronchoalveolar lavage (BAL) in ART-treated human patients were positive for HIV DNA, indicating they are likely an important macrophage reservoir (48). Contradicting reports have indicated that while HIV DNA could be found in ART-treated human alveolar macrophages, subsequent outgrowth assays failed to detect any replication-competent virus, attributing positive DNA results to macrophage engulfment of infected CD4+ T cells (42). Work performed with rapidly progressing adult macaques (SAIDS progression occurring in months compared to years) reported detectable SIV RNA in macrophages of the lung and lymph nodes (LNs) (49). For example, Avalos and colleagues recently found that in virus-suppressed ART-treated macaques, macrophages isolated from the brain harbored replication-competent virus. These macrophages were designated as latently infected given that viral DNA was detectable, while in situ hybridization and qPCR of brain tissue showed no detectable viral RNA. These infected macrophages were found after 2 years of ART treatment, supporting the notion that they constituted a long-lived macrophage reservoir (50). Alternatively, Dinapoli and others detected SIV DNA and replication-competent virus in lymphoid macrophages isolated from ART-naïve macaques, but they were unable to detect viral outgrowth from similar macrophage populations in ART-treated animals. They suggested that infected macrophages were short-lived and were lost after longer treatment periods (42). In the humanized mouse model, results showed productive infection of macrophages as well as viral rebound after successful ART treatment in myeloid-only mice (MoM), which lacked human T cells (51). The viral rebound in the MoM study supports infection of long-lived tissue macrophage populations because short-lived macrophages have a half-life of 1 day and viral rebound occurred 7 weeks after withdrawal of ART (52). Additional studies in macaques have also reported infection of long-lived tissue macrophages and together these findings support the theory that macrophages can contribute to the viral reservoir (53, 54).

There is increasing attention on the characterization of macrophage phenotypes and functions during active HIV/SIV infections to better understand their roles in immune responses and tissue pathogenesis. For example, Burdo and colleagues found that an increase of MAC387+ macrophages in the central nervous system (CNS) was associated with more damage to the dorsal root ganglia, which is related to neurological complications in HIV infection (55). They also found that while MAC387+ macrophages were within brain lesions during acute SIV encephalitis (SIVE), higher numbers of CD163+ macrophages were associated with severe SIV encephalitic lesions during chronic infection. Additionally, an increase in CD163+CD16+ monocytes was found in HIV-infected patients with detectable viral loads despite ART treatment. The numbers of these cells were inversely correlated with numbers of CD4+ T cells among patients with <450 CD4 T cells/μl, suggesting that the CD163+CD16+ monocytes were contributing to viral replication (18). Another study reported increasing CD163 expression on monocytes in HIV-infected, ART-treated patients that inversely correlated with CD4 T cell number, however, this did not correlate with viral load (VL) and the use of protease inhibitors during treatment resulted in reduced shedding of CD163 on monocyte populations (56). In addition, increased monocyte turnover in the periphery was associated with increased trafficking of CD16+ macrophages into the gut tissue of chronic SIV-infected, progressing rhesus macaques (24). These gut macrophages were skewed functionally for anti-inflammatory responses and exhibited impaired phagocytic ability, which in turn was associated with increased disease of the gut. In ex vivo studies, monocytes expressing CD16 were preferentially infected by HIV over CD16-negative populations, and HIV DNA was detected in this cell subset sampled from ART-treated patients, also suggesting that these monocytes may serve as a viral reservoir (57).

Importantly, in contrast to T cells, macrophages and DC are described as more resistant to the cytopathic effects of the virus infection (47, 58, 59) and are not cleared by antigen-specific cytotoxic CD8+ T cells (60). Thus, in theory, infection of long-lived macrophages would allow the virus to rapidly evade CD8+ T cell immunity and replicate to produce “escape” mutations that then preferentially infect CD4+ T cells. As CD4+ T cells are depleted, B cell responses for antibody production may become less effective. These events would then promote widespread activation and infection of macrophages that survive and enable continued virus replication and release for long periods of time. Macrophages are clearly capable of contributing to disease progression, treatment failure, and viral rebound. Thus, our studies are currently devoted to depleting macrophages during various stages of SIV infection to develop a clearer understanding about their role in disease, with and without concomitant T-cell depletion.

Despite recent advances in antiretroviral therapies for treatment of HIV, the question of an HIV-infected macrophage reservoir has become significant as efforts are aimed at developing a cure. It has been shown that nucleoside reverse transcriptase inhibitors and/or protease inhibitors were less effective at targeting infected macrophages while being more effective against virus-infected T lymphocytes in SIV-infected rhesus macaques (61, 62). Also, macrophages may be productively infected by mechanisms different from CD4+ T cells such as by phagocytosis of infected cells (63) or by direct spread of infection between monocyte-derived macrophages using nanotubes (64). Macrophages can also harbor cell-free virus and spread infection to lymphocytes in trans using lectin receptors (e.g., CD169) (65). In addition, the mean half-life of HIV DNA was found to be longer in monocyte populations compared to CD4+ T cells (66). Together, these findings highlight the need to characterize macrophages in relation to disease pathogenesis and for developing effective treatments to eliminate this population as a viral reservoir.

RHESUS MACAQUE MODEL FOR HIV

Non-human primates experimentally infected with SIV, primarily Indian and Chinese rhesus macaques, have been used to study the pathogenesis, immunology, and therapeutic interventions. They display a similar course of infection and disease progression pattern as seen in persons infected with HIV but at a faster rate. Rhesus macaques inoculated with SIV typically exhibit a high initial viral load, significant depletion of CCR5+CD4+T cells in the gut, and rapid seeding of virus in the tissues followed by establishment of the viral set point and gradual loss of CD4+ T cells in the periphery. After a few years, SIV-infected macaques develop SAIDS and succumb to opportunistic infections and wasting (67, 68).

Compared to HIV in humans, SIV in rhesus macaques uses the same cellular targets and anatomical sites, displays similar persistence, latency and viral loads, and is similarly responsive, though to a lesser degree, to the cART regimen used in human patients (69). The SIV-infected macaque model has enabled more detailed studies about cART therapy, viral seeding of reservoir cells, immune cell depletion effects, administration or generation of neutralizing antibodies, viral rebound, vaccine therapies and latency reversal agents [reviewed in Ref. (69)], much of which could not be examined to the same degree in human patients. Most importantly, animal studies have assisted in the development of effective drug treatments, advanced to producing undetectable viral loads and prolonged maintenance of normal levels of CD4+ T cells to thereby extend a long asymptomatic lifespan to HIV-infected individuals. However, even with strict adherence to cART therapy, drug treatment does not completely eliminate latent virus or virus production from long-lived host cells, and disruption of treatment consistently results in HIV viral rebound from a cellular reservoir [reviewed in Ref. (70)]. Viral seeding studies in macaques showed that even with ART initiation 3 days pi, prior to detectable VL or antigen-specific immune responses, viral rebound occurred when treatment was stopped. While this observed viral rebound was delayed, the post-rebound set points were similar to those observed in animals with ART initiation 2 weeks pi (71). Notably, studies performed in NHPs have found that viral reservoir seeding can be accomplished within 24 h of infection, and ART initiated as soon as 4 h pi, while beneficial in reduction of viral load, dissemination and reservoir seeding, was still not curative (72, 73). Taken together these studies highlight the difficulty and necessity of defining the viral reservoir and for eliminating long-lived or proliferating reservoirs to achieve cure. Much work has been devoted to investigating the role of memory CD4+T cell populations as a reservoir but other host cells, particularly long-lived macrophages, require attention as well due to their being refractory to ART and their potential to harbor virus for years.

SIV INFECTION AND DISEASE PROGRESSION IN ADULT RHESUS MACAQUES

The typical course of SIV infection in rhesus macaques varies with age of the host as depicted in Figure 2. Early after infection, adult macaques produce a high initial viral load at ~108 RNA copies per ml followed by a set point at ~105 viral copies per ml that corresponds to a loss in CD4+ T cell numbers in the blood, all of which resemble HIV infection kinetics in adult human patients (74, 75). Disease progression and onset of AIDS/SAIDS is described typically using parameters such as CD4+ T cell count <200/μl with significant increase in viral load, and presentation with opportunistic infections, weight loss, anemia, pneumonia, fatigue, diarrhea, thymic atrophy, lymphoid atrophy, bone marrow hyperplasia, encephalitis, and colitis. Common reported opportunistic infections with SAIDS include cytomegalovirus, adenovirus, Cryptosporidium, Pneumocystis, Mycobacterium, Shigella, and Campylobacter (76, 77).
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FIGURE 2 | Patterns observed for monocyte turnover, CD4 T cell counts and simian immunodeficiency virus (SIV) infection differ depending on age at infection. Results from Kuroda and colleagues showing monocyte turnover determined by quantification of bromodeoxyuridine (BrdU) incorporation by flow cytometry in monocytes at 24 h post-BrdU intravenous injection, CD4 T cell count obtained by peripheral blood cellular immunophenotyping via flow cytometry in conjunction with complete blood count (CBC), and SIV RNA plasma viremia as determined by quantitative PCR. Distinct patterns emerged for clinical progression of SIV in rhesus macaques illustrated in (A) adults, (B) newborns, and (C) as what we refer to as an “intermediate” phenotype in older infants infected at ~3–4 months of age.



One of the many focal points in HIV/SIV research has been to characterize the physiological “flashpoint” and reliable prognostic markers that define onset of AIDS. Depletion of CD4+ T cells has been described as the primary cause for terminal progression to AIDS. Interestingly, however, CD4+ T cells can be depleted or remain at stable low levels for years before SAIDS onset occurs in rhesus macaques (78–80). In addition, CD4+ T-cell depletion or turnover has proven to not be the best predictive value for onset of terminal disease progression (80, 81). A recent working theory is that the depletion of CD4+ T cells occurs in three stages during the chronic stages of infection prior to AIDS onset such that initially effector memory (EM) T cells with high expression of CCR5 are depleted. This is followed by immune reconstitution of this population by CCR5-negative central memory (CM) cells and then ultimately leads to progressive loss of both effector and CM T cell pools over time with repeating cycles of reconstitution and depletion (27). It is thought that the loss of CM T cells leads to dysregulation of the immune network as a whole and immunodeficiency allowing for opportunistic infections that define the onset of AIDS (27).

During studies to further define biomarkers for the onset of SAIDS, we reported that increasing monocyte turnover with corresponding destruction of tissue macrophages was a significantly better predictor than declining CD4+ T cell counts or increasing plasma viral load (81), as diagrammed in Figure 2A. This suggested that in untreated adult rhesus macaques, macrophages play important roles in HIV/SIV pathogenesis and persistence. Additional studies show that they do so, in a tissue–specific manner as elaborated further in the next section.

THE ROLE OF MACROPHAGES IN ADULT SAIDS

Increases in peripheral CD16+ monocyte subsets have been associated with inflammatory disorders such as cardiac disease (82), lesions within the kidney vasculature during systemic lupus erythematosus (83), rheumatoid arthritis (84) and intestinal pathology (85). A subset of CD14+ macrophages has been linked to greater inflammatory damage in intestinal tissues, impacted by Crohn’s disease (86, 87). To also characterize the relationship between macrophages and SIV pathogenesis, we measured turnover rates of monocytes during steady-state homeostasis in uninfected macaques in comparison to SIV-infected rhesus macaques. Monocyte turnover was followed by measuring uptake of the thymidine analog, bromodeoxyuridine (BrdU), into dividing cells followed by immunofluorescent antibody staining and flow cytometry. The homeostatic baseline monocyte turnover in the blood of uninfected adult rhesus macaques was ~5% across several study groups, while the turnover of monocytes increased up to 50% prior to onset of terminal SAIDS (81). This agrees with data in a study where increased turnover of monocyte populations in the blood was predictive of more severe disease progression, in particular the development of SIVE (88). This was also related to an increase in macrophage populations deposited in the brain tissue, leading to localized pathology. Our study showed that an increase in monocyte turnover kinetics was associated with a loss of tissue macrophages by SIV infection in the LNs, and that this was not accompanied by changes in the absolute count of monocytes in peripheral blood (23, 54, 81). Interestingly, the shift in monocyte turnover was also not linked to numbers of CD4+ T cells or lymphocyte activation, similar to results reported by Burdo et al. (88), suggesting an independent mechanism of disease pathogenesis relating specifically to monocyte/macrophage infection (81). Further evaluations found that increased trafficking of monocytes from the bone marrow during SIV infection did occur with successive recruitment to the LN, CNS, and lung (23, 54, 88). In fact, increased rates of monocyte turnover and recruitment to become tissue macrophages were linked to rate of progression to SAIDS, severity of lung tissue pathology, and SIV encephalitis.

The lung, followed by the brain, appears to be among the organs most affected by HIV in the post-ART era (89, 90) with macrophages thought to play an important role in the chronic immune activation required for lung and brain lesions associated with chronic HIV/SIV infection. The accrual of CD163+ macrophages has also been observed in the hearts of rhesus macaques infected with SIV, which positively associated with cardiac disease (22). Given that respiratory infections such as Pneumocystis pneumonia and tuberculosis are among the most common AIDS-defining diseases and involve direct bacterial infections of macrophages, we focused further on characterizing macrophages of the lung. At least two different populations of macrophages were identified in the lung tissue of rhesus macaques; namely IM (23) and macrophages located in the alveolar spaces (AM) (91). BAL macrophages did not entirely represent macrophage-mediated innate immune responses of the lung, so we examined macrophages in whole lung tissues and observed that IM and alveolar macrophages (AM) exhibited different turnover kinetics and phenotypes in adult rhesus macaque lung tissue. IM were smaller, located exclusively in the interstitium, and phenotypically resembled blood monocytes. In vivo BrdU incorporation by dividing cells demonstrated higher turnover rates for blood monocytes and lung IM compared to AM during steady state (91). The relatively higher TUNEL-staining IM also suggested a continuous transition of blood monocytes replacing apoptotic IM in an effort to maintain homeostasis in the lung. These data led us to believe that IMs are a short-lived population of macrophages in the lung. AM on the other hand, were larger, expressed CD206 (not expressed on IM), and were located in the alveolar spaces. AM turnover was negligible during steady state indicating that these are longer-lived cells. In addition, in vivo BrdU labeling suggested that IM can differentiate into AM when AMs are depleted (91). These findings suggest that AM and IM possess different functions.

Investigations of BAL collected from HIV-infected patients have produced some conflicting data and merited some interesting questions about whether AMS are productively infected and contribute to the viral reservoir. Results from several studies have found viral DNA and RNA in AMs (92–95) and some work has even defined a specific subset of HIV-specific CD8+ T cells whose function is thought to target HIV-infected alveolar macrophages (92, 96). There remains, however, a persisting argument that these results reflect macrophages engulfing infected CD4+T cells rather than true infection and replication within macrophages. In one study, viral DNA was found in AMS collected from a patient after 3 years of ART treatment, but the levels of rearranged TCR DNA supported their interpretation that viral DNA was present due to phagocytosis of infected CD4 T cells rather than macrophage infection (42). We thus investigated the effects of SIV infection on lung macrophage populations in ART-naïve macaques. Confocal imaging techniques were applied and lung macrophages were identified containing SIV RNA Figure 3A. This strongly supports the prospect that viral replication can occur in tissue macrophages. Furthermore, data showed that increasing blood monocyte turnover significantly correlated with turnover and apoptosis of IM but not with turnover of AM in SIV-infected macaques during terminal disease progression as shown in Figure 3B (54, 91). Interestingly, virus DNA copies increased in IM and AM after monocyte turnover increased in SIV-infected macaques but remained at the same levels in CD4+ T cells regardless of monocyte turnover (Figure 3B). The low turnover rate of AM despite their being infected with SIV strongly suggested that if infected with replication-competent virus, this macrophage subset could constitute an important long-lived virus reservoir (23, 91). Our interpretation is that the increased monocyte turnover was due to a compensatory mechanism to replace the short-lived macrophages (IM), which were destroyed by SIV in the tissues. This increase in turnover of both monocytes and IMs corresponds to greater infection of long-lived AMs, however mechanisms for this relationship are unclear. Based on these studies we proposed a working model as shown in Figure 4 that (a) There exist at least two types of macrophages in the lung including the shorter-lived IM exhibiting relatively higher turnover during homeostasis suggesting a critical role for daily protection, and longer-lived AM that exhibit lower turnover rate; (b) Increased SIV infection of both IM and AM correlates with AIDS disease progression; (c) SIV-induced IM apoptosis promotes further increases in IM (and monocyte) turnover rate in contrast to AM that become infected with SIV but exhibit far lower rates of apoptosis and turnover. This further suggested that similarly longer-lived macrophage populations in other tissues/organs also may become infected, and because they appear to be resistant to apoptosis, are likely also to support viral infection for extended periods of time to serve as a virus reservoir and source of chronic inflammation. Together, these studies illustrate the rationale for our proposed macrophage depletion strategies.
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FIGURE 3 | Infection and replication of simian immunodeficiency virus (SIV) in interstitial macrophages (IM) and AM contribute to the viral load in lung tissues and higher death rate of lung IM correlates with increased blood monocyte turnover rate in adult SIV-infected rhesus macaques. (A) Confocal microscopy was performed on lung tissues obtained from SIV-infected monkeys with higher (>30%) blood monocyte turnover levels (n = 6). Anti-CD163 (Green) antibody was used to identify macrophages, and SIV RNA (Red) was detected with anti-sense riboprobes. (B) IM, AM and CD4+ T cells were sorted via FACS from single-cell suspensions of lung tissues from SIV-infected monkeys with low (n = 5) and high (n = 4) blood monocyte turnover, and SIV DNA levels were quantitated and standardized against RNase P levels. Figure modified from Ref. (54). Copyright 2015. The American Association of Immunologists, Inc.




[image: image1]

FIGURE 4 | Proposed mechanism of simian immunodeficiency virus (SIV) reservoir establishment in the lung of SIV-infected macaques. The lung contains at least two types of macrophages: short-lived interstitial macrophages (IM) and longer-lived alveolar macrophages (AM). IM become massively infected with SIV and undergo a high rate of apoptosis that correlates with increased blood monocyte turnover in SIV-infected newborn macaques from the beginning of infection (Acute). This is in contrast to SIV-infected adults where massive infection of macrophages occurs later during disease progression. Conversely, SIV infection of the longer-lived AM does not lead to a high rate of apoptosis compared to that of IM. Elimination of SIV-infected longer-lived AM, and CD4+ T cells, is crucial for reducing SIV/HIV reservoirs and consequently reducing lung tissue damage.



Simian immunodeficiency virus-infected macrophages have appeared to promote pathogenesis in various tissues resulting in cardiovascular, metabolic and neurological diseases. Research on the CNS has shown that HIV/SIV infection in the brain was associated with accumulation of perivascular macrophages and microglia associated with lesions and encephalitis (15, 97–99). Attention is also being given to adipose tissues, which are capable of influencing systemic immune responses and are thought to contribute to chronic inflammation seen in aging and with some infections (100–102). Adipose tissue macrophages were found to be associated with increased inflammation and lipodystrophies during HIV/SIV infection (103). Infection with SIV resulted in phenotypic and functional changes in resident cells of adipose tissue, with overall increased immune activation. SIV-infected macrophages and memory CD4+ T cells were observed in the stromal vascular fraction of the adipose tissue studied and have been proposed as potential reservoirs during ART treatment, particularly as adipose may be a site not fully permissive to ART drugs (104, 105). In addition, virus-infected macrophages identified in bone marrow also correlated with hematologic abnormalities, anemia, and bone marrow hyperplasia in SIV-infected macaques (106) and may migrate to the CNS causing HIV-1-associated dementia in humans (107). Other studies on the gut mucosa in humans showed that infected macrophages accumulating in the ileum exhibited increased inflammatory profiles, and thus likely contributed to intestinal dysregulation associated with AIDS onset (108). Furthermore, HIV/SIV infection produced changes in splenic architecture associated with significant shifts in macrophage populations expressing CD68, CD163, and Mac387 in this organ (109). A recent study in humanized mice determined that longer-lived splenic macrophages could harbor latent HIV during ART treatment (110), which would not only account for viral persistence, but also conceivably contribute to macrophage dysfunction and chronic immune activation. Thus, a better understanding about different outcomes of HIV/SIV infections in short- and long-lived macrophages will be critical to fully characterize mechanisms of HIV pathogenesis and establishment of virus reservoir to ultimately achieve a cure for AIDS. Although the molecular mechanisms are yet unclear, data from our rhesus macaque model demonstrated that SIV infection and reduced half-life of the short-lived macrophages appears to contribute to pathogenesis and AIDS disease progression. By contrast, long-lived macrophages that also are susceptible to SIV infection, do not exhibit a reduction in half-life because they survive infection. The long-lived macrophages could, therefore, be the perfect site of a long-term virus reservoir and a source of chronic inflammation observed in HIV-infected individuals.

SIV INFECTION AND DISEASE PROGRESSION IN PEDIATRIC RHESUS MACAQUES

HIV/SIV infections produce rapid rates of disease in infants compared to adults and infants also exhibit an immune system that is overwhelmingly biased toward immunosuppression or anti-inflammatory responses [reviewed in Ref. (111)]. Pediatric immunity is often referred to as “impaired” due to minimal or absent Th1 responses that have not yet fully developed. In utero, babies are protected in a semi-sterile environment and must remain immunologically tolerant to maternal antigens (112). After birth, neonates are bombarded with new foreign substances and organisms, many of which are considered harmless, or even beneficial. Prior to and during maturation of the immune system, neonates are partially protected by maternal immunity through transplacental transfer of antibodies and via breast feeding which allows for passive transfer of antibodies, lymphocytes, immune factors, as well as by seeding the neonate’s gut with commensal bacteria that ultimately help regulate responses to infections and avoid deleterious inflammatory responses [reviewed in Ref. (113)]. Tolerance to many benign antigens early in life would be beneficial for the infants survival, coupled with a gradual recognition and ability to immunologically discriminate self from non-self antigens. The transition from tolerance to expression of mature effector immune responses occurs over several years and occurs asynchronously between immune compartments, with full immune-competence achieved at adolescence (114). However, it is important to consider that the initial lack of inflammation in a newborn and the slow maturation with development could also favor an infection to spread freely and reproduce exponentially, highlighting the important balance between initial tolerance mechanisms and eventual maturation of a Th1-capable immune responses. This also highlights the influence of age at infection, which could dictate severity of disease, depending on the pathogen and the immune-competence of the child at time of infection. Studies using infant macaques have proven vital for examining immune ontogeny during fetal and postnatal development due to their physiological similarities to humans and because they present with similar infection and disease outcomes after SIV infection compared to pediatric HIV infections (115). Unanswered questions remain, however, regarding pediatric development of competent immune responses in the context of the infection and time course of disease.

The rapid disease and higher mortality rates, which occur in pediatric cases, suggest that HIV and SIV are able to exploit the immature immune system in infants. As shown in Figure 5, total CD4+ T cell numbers are significantly higher in infants than adults (116, 117). The primary target cells of the virus are the CCR5+ fraction of CD4+ T cells, but these cells are lacking in the blood and LNs of infants (118). In humans, a biphasic pattern of disease progression occurs in untreated, HIV-infected children, with half reaching terminal AIDS by the age of two (119, 120), while the other half present with slower onset of disease, and survival through adolescence (121). In both groups of HIV-infected children however, acute plasma viremia generally increases 10-fold above levels seen in adults, and RNA levels do not decline to reach a viral set point until ~5 years of age (122) (Figure 5). This suggests that CD4+ T-cell depletion and/or degree of immune activation do not consistently correlate with or promote disease progression to AIDS as has been shown with adult infections (123, 124). Based on our earlier results that higher monocyte turnover and macrophage destruction predicted onset of SAIDS in adult macaques (23, 54, 81), we hypothesized that similarly, the destruction and increased turnover of monocytes/macrophages, would be all the more illustrated in the setting of severe pediatric infection. Rhesus infants, similar to human children, have an increased number of CD4+ T cells systemically, compared to adults. Previous pediatric macaque work has shown that intestinal CCR5+ CD4+ T cells are preferentially infected by SIV and subsequently depleted (118, 125, 126). However, while these CCR5+ CD4+ T cell subsets have been observed in pediatric gut tissue, the vast majority of CD4+ T cells found in neonates, are known to express a naïve phenotype and are functionally biased for immune tolerance (125, 127–130).
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FIGURE 5 | Relative levels of human immunodeficiency virus (HIV) RNA (red) and CD4 cells (blue) in adults (dotted lines) and children (solid lines) in the years following acquisition of HIV-1. Gray boxes highlight the median time to AIDS/Death for infants by region and route of infection in comparison to adults. US, United States. Figure from Ref. (114) © 2013 John Wiley & Sons A/S. Published by John Wiley & Sons Ltd. Immunological Reviews 254/2013.



These phenotypic and functional differences of CD4+ T cells in children, in addition to reported age-related declines of CD4+ T cells (131–133), further complicate interpretations about the impact of CD4+ T cell infection in pediatric cases that progress more rapidly to AIDS. Considering that neonates have fewer target CCR5+ T cells, and largely lack that hallmark CD4+ T cell depletion typical of adult infection (114, 117, 134), our attention turned toward studies on macrophages to better understand their contribution to exacerbated disease progression found in pediatric cases.

MACROPHAGES IN PEDIATRIC SAIDS

Since increasing monocyte turnover and tissue macrophage destruction by SIV predicted onset of AIDS in infected adult macaques, we sought to determine if monocytes/macrophages also influenced the more rapid and severe disease observed in SIV-infected infants. Currently, there is a distinct lack of published studies for role of macrophages in pediatric HIV/SIV infections. Baseline studies recently published demonstrated that naïve, uninfected neonate, and infant macaques aged 4 months or less inherently exhibited higher monocyte turnover rates (median of 15.9%) than observed in uninfected adult rhesus macaques (median of 2.9%) (135) (Figure 6A). By approximately 4–6 months of age, the rates of monocyte turnover declined to levels seen in adults (Figure 6B). This observation suggested that monocytes were undergoing maturation in function or physiology during the first few months of life in the rhesus macaques. This may have affected the findings that in animals infected with SIV at birth, monocyte turnover rates increased even further and remained high through their progression to SAIDS, without an intervening chronic stage as seen in adult infection (Figures 2A,B and 6C).
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FIGURE 6 | High monocyte turnover in uninfected infant rhesus macaques is further increased with simian immunodeficiency virus (SIV) infection. Bromodeoxyuridine (BrdU) incorporation was analyzed at 24 h by multicolor flow cytometry to determine the percent of BrdU+ monocytes (HLA−DR+ CD3− CD8− CD20− CD14+). Monocyte turnover rates were (A) compared between infant rhesus macaques and adult rhesus macaques and (B) examined in 20 uninfected macaques ranging from 3 to 190 days of age. (C) Statistical significance of comparisons between monocyte turnover rates of newborn and adult rhesus macaques before infections (UN = uninfected) and during acute, chronic and SAIDS stages of SIV-infected macaques were determined by Kruskal–Wallis test corrected for multiple comparisons using Dunn’s post-test; P < 0.05*, P < 0.01**, P < 0.001***. Figure modified from Ref. (135).



The physiologically higher monocyte turnover rates in the neonates appeared to reflect a developing, immature immune system that may pose a higher risk for macrophage infection by HIV/SIV. To examine this, we applied terminal deoxynucleotidyl transferase dUTP nick-end label (TUNEL) staining and observed apoptotic TUNEL-positive macrophages in LNs and intestine in SIV-infected neonates, which corresponded with increased trafficking of macrophages recently derived from circulating monocytes (BrdU+ CD163+). This was similar to observations in infected adult macaques progressing to SAIDS and suggested that the increased rate of monocyte turnover was necessary for reseeding tissue macrophages that were destroyed by the virus infection (135). Furthermore, immunofluorescence analysis of LN, gut and lung tissue demonstrated that a large proportion of the virus-producing cells were in fact macrophages (135). Taken together, the higher monocyte turnover in infants in concordance with damage to macrophages by SIV infection, may illuminate reasons for more rapid disease progression in SIV-infants as depicted in Figure 2B.

Despite similar levels of CD4+ T cells and plasma viremia between infected children, the age of the patient significantly influences the rate of terminal disease progression, with the youngest patients typically showing the highest mortality rates, as noted in Figure 5 with shorter median time to death found for in utero and perinatal cases of HIV infection. The rapid HIV disease progression in children begins to shift toward rates more similar to those seen in adult infections at about 5 years of age. This parallels the observations that in persons over 5 years old, predictive biomarkers of CD4+ T cell levels and plasma viremia measures also transition toward levels observed in adults (114) that likely signify maturation of the immune system. In pediatric studies, age-related differences were reported in innate immune responses (136, 137) as well as in lymphocyte populations comprising the blood and mucosal immune responses, including CD4+ T cells, CD8+ T cells, B cells, and NK cells [reviewed in Ref. (111, 138–140)]. Also, plasma molecules vary in concentration as a function of age (141–143).

To further assess the transition from pediatric to adult disease progression patterns, we experimentally infected slightly older pediatric animals aged 3–4 months of age when physiological monocyte turnover rate was transitioning to rates comparable to healthy adults. Of the four animals infected in this age group, two presented with viral load dynamics similar to animals infected as newborns, and they progressed rapidly with SAIDS diagnosis by 20 weeks pi. The SIV plasma viral loads in the remaining two infants were more comparable to levels seen in adults, and they exhibited a typical infection course, with acute to chronic phase similar to adult infections, rather than progressing directly to overt SAIDS as occurs in infected neonates (135). For these animals infected at 3–4 months of age, monocyte turnover increased dramatically during the acute phase, which was similar to that seen in the infected newborns (Figure 7A). However, instead of continuing to increase throughout infection, the monocyte turnover rates in the older infants declined to similar levels as adults (Figure 7B) at 8 weeks pi (albeit slightly higher) and were without changes in absolute number of monocytes in the periphery. Chronic phase was not only visible in the older infected infants but exhibited monocyte turnover rates more similar to adults before progressing to SAIDS. As clinical signs associated with SAIDS began to be observed, monocyte turnover increased again in the older infants, thus exhibiting what we consider an “intermediate” phenotype for monocyte turnover, plasma viral load, and risk for onset of terminal SAIDS progression in relation to divergent disease course progression rates seen in neonate and adult infections (135) (Figure 2C). This intermediate phenotype helps explain the biphasic disease patterns observed in HIV-infected children such that varying immune parameters at different stages of maturation at the time of infection appear to impact the rates of effective immune responses, disease progression, and survival outcomes.
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FIGURE 7 | Longitudinal course of changes observed during progression to simian AIDS (SAIDS) in infant macaques infected with SIVmac251 at 3–4 months of age. (A) Bromodeoxyuridine (BrdU) incorporation was evaluated for monocyte turnover at 24 h. Blood monocyte turnover rates were measured every 4–6 weeks during the course of infection until progression to SAIDS or at indicated time-points (†). Mean monocyte turnover rates (i.e., %BrdU+ CD14+ monocytes) of the four infected adults are shown for comparison (dotted line). (B) Statistical analysis of monocyte turnover rates in infant macaques was performed by Kruskal–Wallis test corrected for multiple comparisons using Dunn’s post-test; P < 0.05*. UN; pre-infection, wpi; weeks post-infection. Chronic; all infant time-points after 8 wpi. Figure modified from Ref. (135).



These observations highlight the importance of using appropriate age-matched controls when studying pediatric infections and provide a foundation to continue work relating maturation of immune responses with changes in pathogenesis, immune activation, and dynamics in tissue macrophage populations in infants infected at various ages. To our knowledge little to no published work is available to compare and contrast our pediatric macrophage studies with, particularly in the case of HIV/SIV infection and AIDS progression. Additional considerations are required to better understand age-related immune responses and pathogenesis in patients undergoing ART that are routinely used in human and experimental macaque HIV/SIV infections. In general, ART is less effective at suppressing viral load in HIV-infected children compared to adults (144, 145). Typical outcome measures for treatment efficacy in children are viral RNA loads and CD4+ T cell counts, which have been highly variable compared to outcomes from similar drug protocols in adults, and especially when comparing different combination drug treatments (146). In addition, the definition of virologic suppression varies between studies that may show up to 30% failure rate after first line treatment (which does not include protease inhibitors) (146). The measures of percentage failures also are reported independent of death outcomes. Unlike in human studies, it is common to use more similar dosing regimens in rhesus macaque neonates and adults based on weight, which allows for more direct comparison between treatment efficacy and survival outcomes after experimental infections initiated at varying ages. Adults are often treated with a tri-regimen of emtricitabine, tenofovir and dolutegravir, and successful control of viral replication is routinely reported (69). Interestingly in pediatric macaques, drug therapies appear less effective than in adults, and the animals exhibit sustained high viral loads and undergo disease progression despite treatment (147). This is possibly associated with the accumulation of specific drug-resistant mutations in addition to a suppressed immune system. Our lab is currently evaluating the persistence of virus in tissue macrophages and T cells in pediatric animals treated with ART that integrate with monocyte/macrophage phenotype shifts to identify biomarkers of ART efficacy.

CONCLUSION AND PERSPECTIVES

Results from many studies have shown productive infection in macrophages, but their role as a latent reservoir is still highly controversial. In some studies, viral DNA is not detected in tissue macrophage populations after successful ART therapy. This could be due to the shorter half-lives of some macrophage subsets, small sample sizes, and/or threshold detection limitations in assays employed for detecting virus. It is often difficult to identify infected macrophages, especially in tissues that test negative by PCR or in situ hybridization, but viral outgrowth assays have exposed tissue macrophages as capable, latently infected reservoirs. Assay limitations in addition to limitations of HIV research in human tissues, encourages a continued debate. Our studies in rhesus macaques, however, show that short-lived macrophages contribute to active infection and then die, thereby inducing increases in monocyte turnover, which serves as a physiological biomarker to predict onset of SAIDS. Our correlate hypothesis then follows that long-lived macrophages become infected, do not die, and instead serve as a reservoir, refractory to ART. Susceptibility of the macrophage populations to virus infection is likely to be different between individuals, and is probably influenced by time of ART initiation, magnitude of VLs at ART initiation, viral strain, immune status, and age at infection. These variables could result in the debated inconsistencies found in the literature regarding the contribution of infected macrophages to viral reservoirs. It is important to note that while this review focused primarily on the role of monocyte/macrophages in HIV/SIV infection, other cells of the immune system may also be important influences on infection and pathology. Clearly, further investigations are necessary to identify and remove all viral reservoirs for development of therapeutic cures.

In summary, we have shown that increase in blood monocyte turnover, which results from death of short-lived macrophages in the tissue, predicts disease progression in SIV-infected rhesus macaques. Baseline monocyte turnover rates observed in uninfected neonates are higher than observed in uninfected adults. In animals infected with SIV at birth, monocyte turnover increased further and remained higher than in SIV-infected adults, and this was associated with a more rapid disease progression.

Our current studies are directed to study the connection between higher monocyte turnover and rapid progression in infants, as well as the contribution of SIV-infected macrophages as a viral reservoir. Work is in progress to evaluate the persistence of virus in tissue macrophages and T cells in pediatric animals treated with ART. We hypothesize that early and high infection of neonatal macrophages results in establishment of viral reservoir in long-lived subsets of macrophages, contributing to uncontrolled viral load despite ART and perhaps explaining failures of first line treatment in children.

Together, we review some important aspects of macrophages in SIV infection and progression, and highlight the need to further investigate their role in pediatric cases.
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Understanding the mechanisms of human immunodeficiency virus type I (HIV-1) pathogenesis would facilitate the identification of new therapeutic targets to control the infection in face of current antiretroviral therapy limitations. CD74 membrane expression is upregulated in HIV-1-infected cells and the magnitude of its modulation correlates with immune hyperactivation in HIV-infected individuals. In addition, plasma level of the CD74 activating ligand macrophage migration inhibitory factor (MIF) is increased in infected subjects. However, the role played by MIF/CD74 interaction in HIV pathogenesis remains unexplored. Here, we studied the effect of MIF/CD74 interaction on primary HIV-infected monocyte-derived macrophages (MDMs) and its implications for HIV immunopathogenesis. Confocal immunofluorescence analysis of CD74 and CD44 (the MIF signal transduction co-receptor) expression indicated that both molecules colocalized at the plasma membrane specifically in wild-type HIV-infected MDMs. Treatment of infected MDMs with MIF resulted in an MIF-dependent increase in TLR4 expression. Similarly, there was a dose-dependent increase in the production of IL-6, IL-8, TNFα, IL-1β, and sICAM compared to the no-MIF condition, specifically from infected MDMs. Importantly, the effect observed on IL-6, IL-8, TNFα, and IL-1β was abrogated by impeding MIF interaction with CD74. Moreover, the use of a neutralizing αMIF antibody or an MIF antagonist reverted these effects, supporting the specificity of the results. Treatment of unactivated CD4+ T-cells with MIF-treated HIV-infected MDM-derived culture supernatants led to enhanced permissiveness to HIV-1 infection. This effect was lost when CD4+ T-cells were treated with supernatants derived from infected MDMs in which CD74/MIF interaction had been blocked. Moreover, the enhanced permissiveness of unactivated CD4+ T-cells was recapitulated by exogenous addition of IL-6, IL-8, IL-1β, and TNFα, or abrogated by neutralizing its biological activity using specific antibodies. Results obtained with BAL and NL4-3 HIV laboratory strains were reproduced using transmitted/founder primary isolates. This evidence indicated that MIF/CD74 interaction resulted in a higher production of proinflammatory cytokines from HIV-infected MDMs. This caused the generation of an inflammatory microenvironment which predisposed unactivated CD4+ T-cells to HIV-1 infection, which might contribute to viral spreading and reservoir seeding. Overall, these results support a novel role of the MIF/CD74 axis in HIV pathogenesis that deserves further investigation.
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INTRODUCTION

The pandemic of human immunodeficiency virus/acquired immunodeficiency syndrome (HIV/AIDS) is still a major public health concern worldwide. Combined antiretroviral therapy (cART) can diminish the viral load (VL) to undetectable levels, reducing not only morbidity and mortality but also transmission risks, with the subsequent impact on the dynamic of the global epidemic (1). However, cART has several limitations like the need of daily doses, the development of viral resistance, and toxicity. More importantly, the rebound of VL levels in patients who discontinue cART suggests the presence of long-lived viral reservoirs that are resistant to cART, hampering the cure of the infection. In addition, it is being increasingly clear that even effectively treated HIV-infected individuals have a greater risk of experiencing non-AIDS related morbidity and mortality events than age-matched HIV-uninfected adults, indicating that even effective cART cannot fully restore health. Most of these complications are related to immune dysfunction and inflammation and include gut-associated mucosal disruption, lymphoid tissue damage, liver dysfunction, and monocyte/macrophage activation which ultimately lead to the development of coagulopathies, atherosclerosis, vascular dysfunction, and frailty, among other effects (2). Thus, understanding the mechanisms underlying HIV persistence and irreversible immune damage is extremely important to fight the infection and its consequences.

CD4+ T-cells are the major targets of HIV infection followed by macrophages. Productive viral replication is supported mostly in activated CD4+ T-cells, which culminates in cell apoptosis. Conversely, macrophages are less permissive to HIV-1 infection albeit more resistant to virus-mediated cell killing, thus viral replication proceeds for a longer time compared to T cells (3, 4). Both cell types play an important role since the onset of infection to the development of chronic inflammation regardless of the different viral replication strategies maintained in each cell type.

CD74 (also known as invariant chain or Ii) is a non-polymorphic type II integral membrane protein expressed by antigen-presenting cells. It was first described to act as a major histocompatibility class II-associated chaperone; but now, it is increasingly understood as a versatile protein with multiple roles (5–7). In the context of HIV-1 infection, surface CD74 expression is upregulated by Nef (8, 9) and Vpu (10) viral proteins. Moreover, accumulated data suggest that Nef-mediated CD74 upregulation might play an important role in HIV immunopathogenesis as: (i) this activity is conserved among nef alleles from HIV-1 primary isolates, HIV-2, and SIV (9, 11) as well as HIV-1 BF inter-subtype recombinant forms (12), (ii) it has been documented in in vitro infected cell lines [HeLa-CIITA, MelJuSo, and THP-1 (8, 13)] and also in primary CD4+ T-cells and monocyte-derived macrophages (MDMs) (13, 14), and (iii) modulation levels differ among progressive versus non-progressive infected individuals, both in adult (9) and pediatric populations (13). Moreover, our group has demonstrated that CD74 upregulation occurs on naturally infected MDMs obtained directly from HIV+ subjects and that the magnitude of this upregulation correlates with the level of immune activation in those subjects, providing evidence for the contribution of the HIV-mediated CD74 upregulation to immune damage during the course of infection (15).

One of the alternative activities described for CD74 is its ability to serve as the high-affinity binding component of the heteromeric receptor for macrophage migration inhibitory factor (MIF) (16–18). MIF is a proinflammatory cytokine that plays a key role in anti-stress and anti-microbial responses. It is secreted by different immune cells including T and B lymphocytes, macrophages, monocytes, and dendritic cells among others (19). MIF has been related to the pathogenesis of diverse inflammatory, infectious, autoimmune, and metabolic diseases as well as different types of cancer (20–33). During HIV infection, increased MIF plasma levels have been observed during the acute phase of infection and remained elevated (34, 35). On the other hand, it has been demonstrated that MIF was heavily produced by in vitro infected peripheral blood mononuclear cells (PBMCs) and also by uninfected gp120-stimulated PBMCs. Moreover, the addition of exogenous recombinant MIF to in vitro infected PBMCs increased viral replication (34).

Despite the fact that MIF is a key component of the inflammatory immune response, that it is elevated in plasma from HIV-infected subjects, and that the virus itself modulates the surface expression of its receptor, no reports have explored the role of the MIF/CD74 axis in HIV immunopathogenesis. Thus, the aim of this work was to study the effect of MIF/CD74 interaction on the phenotype and the function of primary HIV-infected MDMs, and how this axis determines the environment to modulate CD4+ T-cell permissiveness to infection.

MATERIALS AND METHODS

Primary Human MDM and CD4+ T-Cell Purification and Culture

Buffy coats from healthy donors were used to obtain PBMCs by Ficoll-Hypaque (GE Healthcare Life Sciences, USA) density gradient centrifugation. Monocytes were then separated from PBMCs by Percoll (GE Healthcare Life Sciences, USA) gradient technique. Isolated monocytes (purity >80% measured by flow cytometry) were further purified by adherence to plastic plates in RPMI 1640 medium (HyClone, GE Healthcare Life Sciences, USA). Non-adherent cells were removed after 2 h plating by means of extensive washes. Adherent cells were allowed to differentiate into MDMs in RPMI 1640 medium supplemented with 10% fetal bovine serum (FBS, Gibco, Thermo Fischer Corporation, USA), 2 mM L-glutamine (Sigma-Aldrich, USA), 100 U/ml penicillin (Sigma-Aldrich USA), 100 μg/ml streptomycin (Sigma-Aldrich, USA), and 10 mM HEPES (Sigma-Aldrich) (from now on complete RPMI medium) plus 20 ng/ml recombinant granulocyte monocyte-colony stimulating factor (GM-CSF, Miltenyi, Germany) for 4 days. After differentiation, MDM purity was analyzed by flow cytometry and only donors with >90% purity were used in subsequent assays.

CD4+ T-cells were isolated from buffy coats by negative selection using the RosetteSep kit (Stem cell, Canada). Purified cells (>95% purity by flow cytometry) were cultured in complete RPMI medium plus 25 ng/ml IL-2 (BioLegend, USA). Culture plates were incubated at 37°C in a humidified atmosphere with 5% CO2.

Virus Production and Infections

GFP-expressing X4-tropic HIV-1 virus stock was produced by transfecting 293 T cells using the X-tremeGENE 9 DNA transfection reagent (Roche, Switzerland) with the pBR43IeG-nef+plasmid (kindly provided by Dr. Michael Schindler). This plasmid encodes the full-length HIV genome plus the reporter protein GFP (pBR-NL4-3 nef-IRES-eGFP, NefWT virus). Similarly, a Nef-defective virus (ΔNef) was produced using the pBR43IeG-nefSTOP plasmid. When stated, a pseudotyped X4-tropic virus, generated by adding a plasmid encoding the vesicular stomatitis virus (VSV) protein G to the transfection solution, was used. Also, an R5-tropic HIV-1 viral stock was produced by infecting primary MDMs from healthy donors with the HIV-1 BAL strain. Finally, an R5- and a dual (R5X4)-tropic transmitted/founder (T/F) infectious molecular clones (IMCs) were selected from the full panel of T/F IMCs available at the NIH AIDS Reagent program [Division of AIDS, NIAID, NIH: Cat #11746 and 11744, respectively, from Dr. John Kappes (36–39)]. Both T/F viral stocks were produced by transfecting 293 T cells using the X-tremeGENE 9 DNA transfection reagent. Culture supernatants were harvested 48 h post-transfection (for the NL4-3 and T/F viruses) or 14 days post-infection (for the BAL R5-tropic stock). In all cases, culture supernatants were clarified by centrifugation at 600 g for 15 min at 4°C, fractioned and stored at −80°C until use. Viral titer was estimated by p24 antigen quantitation by ELISA (Sino Biological Inc., China).

Monocyte-derived macrophages were infected with the R5-tropic viruses (either with the BAL or the R5-tropic T/F strain) using a ratio of 1 ng p24/106 cells. MDMs to be evaluated by immunofluorescence microscopy were infected with the VSV-G pseudotyped X4-virus and CD4+ T-cells were infected using the X4-tropic virus (either the NL4-3 or the dual-tropic T/F strain) by spinoculation (1,200 g for 1.5 h at 37°C) using a ratio of 150 ng p24/106 cells in both cases. After adsorption, the inoculum was removed and cells were washed twice in RPMI medium.

Human Samples

Plasma from 13 HIV seronegative healthy donors (HIV−) and 13 individuals with recent HIV-1 infection (HIV+) were obtained. Samples from HD were obtained from eligible voluntary blood donors >18 years old who completed a survey on blood donation which particularly excludes persons who had been exposed to HIV; and were screened for serological markers before being accepted as donors. HIV-infected subjects were enrolled as part of an ongoing acute/early primary HIV infection cohort from Argentina (40–45). This study was reviewed and approved by two institutional review boards: Comité de Ética Humana, Facultad de Medicina, Universidad de Buenos Aires and Comité de Bioética, Fundación Huésped (Buenos Aires, Argentina). Both HIV-infected participants and HD provided written informed consents accepting to participate in this study in accordance with the Declaration of Helsinki.

Immunofluorescence Microscopy

Monocyte-derived macrophages obtained as mentioned above were cultured over coverslips and infected either with the pseudotyped GFP-expressing Nef wild type (WT) virus or the pseudotyped GFP-expressing Nef-defective (ΔNef) virus. Uninfected cells were used as controls. Three days post-infection, MDMs were fixed and permeabilized with Cytofix-Cytoperm buffer (BD Biosciences) following the manufacturer’s instructions and blocked with Cytoperm wash buffer plus 2% FBS. MDMs were subsequently stained overnight with an anti-CD44 antibody (BioLegend). The following day, cells were washed three times and stained with an Alexa546-conjugated anti-mouse antibody (Jackson, MS, USA) during 1 h. Finally, cells were washed three times, treated again with cytofix-cytoperm buffer, blocked, and stained overnight with an APC-conjugated anti-CD74 antibody (BioLegend, USA). After three final washes, cells were fixed and mounted with DAPI-Fluoromount-G (Thermo Fisher Scientific) and analyzed in an Olympus FV-1000 (Olympus, Tokyo, Japan) microscope with a Plapon 60×/1.42 NA oil immersion objective and using FV10-ASW v.01.07.03.00 software. Cross-sectional quantitation of mean fluorescence intensity (mFI) was performed using Image J software. Single stained controls were performed in order to exclude channel spillover (cells stained only with APC-conjugated anti-CD74 antibody or the anti-CD44 antibody followed by Alexa546-conjugated anti-mouse antibody staining). Also, individual isotype controls were performed in order to exclude unspecific antibody binding and cross-reactivity with the secondary antibody.

Evaluation of CD74 Modulation

After infection with the WT or ΔNef GFP-expressing viruses, MDMs were detached with trypsin (Gibco) and stained with an anti-CD74-PE (Santa Cruz Biotechnology, USA). Cells were washed and analyzed in a BD FACSCanto flow cytometer (BD Biosciences) using the FACSDiva v8.0.1 software (BD Biosciences) or FlowJO v10 (Data Analysis Software, LLC). HIV-mediated CD74 upregulation was calculated as the ratio between the FL2 median fluorescence intensity (MFI) of infected (GFP+) versus uninfected (GFP−) cells.

Recombinant Cytokines and Antibodies

Recombinant human MIF (rhMIF) was prepared as described elsewhere (46) (endotoxin content < 0.1 EU/ml). MIF antagonist MIF098 [3-(3-hydroxybenzyl)-5-methylbenzooxazol-2-one] was dissolved in DMSO at a concentration of 149 μM (47). The neutralizing anti-MIF monoclonal antibody (clone NIHlllD.9) was obtained from ascites after purification using protein A/G spin column and resuspended at 5.15 mg/ml (48, 49). A CD74 blocking antibody (BD Pharmingen, clone LN2), the recombinant human cytokines IL-6, IL-8, IL-1β (BioLegend), and TNFα (MiltenyiBiotec), and the cytokine neutralizing antibodies anti-IL-8 (R&D Systems), anti-IL-6, anti-IL-1β, and anti-TNFα (BioLegend) were obtained.

MDM Stimuli

Monocyte-derived macrophages were infected with the R5-tropic HIV and the infection was left to progress. At day 11, infection percentage was evaluated by p24 intracellular staining as described in the following paragraph (Figure S1 in Supplementary Material). After that, MDMs were washed twice with PBS 1× (Sigma) and rhMIF was added to a final concentration of 1, 10, or 25 ng/ml. Cells were incubated at 37°C for 8 h until the supernatant was collected. When denoted, pretreatment with the αCD74 blocking antibody (or the appropriate isotype control) was performed at 5 ng/ml for 30 min. In some experiments (TLR4 expression), Fc receptors were blocked for 10 min before the addition of the αCD74 blocking antibody (or its isotype-matched control) with an Fc blocking reagent from BD Biosciences.

Evaluation of TLR4 Expression

After MIF stimulation, infected and uninfected MDMs were harvested and stained with a PE-conjugated anti-TLR4 antibody (BioLegend) for 30 min at 4°C. Following incubation, cells were washed, fixed, and permeabilized using the Cytofix/Cytoperm kit (BD Biosciences) following the instructions provided by the manufacturer. Then, intracellular p24 antigen was stained using an anti-p24-FITC antibody (KC57-FITC, Coulter-clone, Beckman Coulter, USA) for 30 min at 4°C. Cells were then washed, fixed, and acquired in a BD FACSCanto flow cytometer. Data acquisition was performed using the BD FACSDiva software and analyzed subsequently with FlowJO v10 software (Data Analysis Software, LLC). An isotype-matched FITC-conjugated non-specific antibody was used to set the p24-negative population accurately.

First, single cells were gated in a forward scatter (FSC)-height (FSC-H) versus an FSC-area (FSC-A) plot. Then, gating was performed on living MDMs in an FSC versus a side scatter (SSC) plot. Infected cells were identified in an SSC versus FL-1 (FITC) plot as p24 positive events (Figure S1 in Supplementary Material). Bystander cells were identified as the p24-negative population on the same plot. TLR4 median fluorescence intensity (MFI) was determined for uninfected, infected, and bystander cells. Modulation of TLR4 expression was calculated as the ratio between MFI corresponding to infected or bystander versus uninfected cells.

Cytokine Quantitation

The levels of the following cytokines were evaluated in MDM supernatants using commercially available ELISA sets: IL-8, IL-6, IL-1β, TNFα, IL-10 (ELISA MAX Deluxe kits, BioLegend) and sICAM (DouSet ELISA, R&D Systems). MIF plasma levels were evaluated using an in-house ELISA constructed with an anti-human MIF antibody pair and an MIF standard obtained from BioLegend.

Permissiveness Induction in Unactivated CD4+ T-Cells

Unactivated CD4+ T-cells were incubated with supernatants (1/2,000 dilution) from MIF-treated or untreated MDMs, for 72 h at 37°C. Before incubation, supernatants were clarified for 15 min at 600 g and UV-inactivated for 30 min (253.7 nm, 15 cm away from the light source). After that, cells were washed and infected with an X4-tropic HIV. Supernatants were collected daily for p24 antigen quantitation till day 7 post-infection. Phytohemagglutinin- (PHA, 2.5 ng/ml, Sigma-Aldrich, USA) and RPMI-treated CD4+ T-cells were used as positive and negative controls, respectively.

Alternatively, unactivated CD4+ T-cells were stimulated with recombinant IL-1β, IL-6, IL-8, and TNF-α, either alone or in combination, for 72 h prior to infection.

CD4+ T-Cell Phenotype, Viability, and Infection Percentage

The expression of CD38, CD69, HLA-DR, CD25, PD-1, and CD28 surface molecules were analyzed by flow cytometry after CD4+ T-cell stimulation with MDMs-derived supernatants for 72 h. Percentages of cells expressing the markers mentioned above as well as their MFI were recorded. Initial gating was performed on lymphocytes followed by gating on CD4+ events. Isotype-matched non-specific antibodies were used in each sample to set the corresponding negative populations accurately.

In addition, CD4+ T-cells were harvested from day 1 to 7 post-infection and both cell viability and infection percentages were evaluated by flow cytometry. First, single cells were gated in an FSC-H versus an FSH-A plot. Then, living lymphocytes were gated an FSC versus an SSC plot (%viability). Subsequently, infected cells were identified in an FSC-H versus GFP plot (Figure S1 in Supplementary Material). Data acquisition was performed in a BD FACSCanto flow cytometer using the BD FACSDiva software and analyzed subsequently with FlowJO v10 software (Data Analysis Software, LLC).

Data Analysis

Experiments were performed at least three independent times and analyzed using parametric tests, unless otherwise stated (see exact number of independent experiments in each figure legend). Data normality was assessed using the Shapiro–Wilk test. All tests were considered significant when p < 0.05 (GraphPad Prism 7 Software).

RESULTS

CD74 Is Upregulated in In Vitro HIV-Infected MDMs and This Effect Is Accompanied by Higher MIF Plasma Levels in HIV-Infected Subjects, Compared to HIV-Negative Donors

Nef-mediated CD74 upregulation is a well-described phenomenon. More specifically, this was shown to occur in in vitro HIV-infected primary MDMs (13) and in an ex vivo model of MDMs obtained from HIV-infected subjects (15). Figure 1A depicts surface CD74 expression in one representative MDM donor. CD74 expression was monitored in uninfected cells (UN, left panel) as well as in cells infected with a Nef-defective virus (ΔNef, middle panel) or a Nef-expressing virus (WT, right panel). In the cultures infected with the WT virus, CD74 MFI was significantly higher in GFP-expressing cells (i.e., infected) when compared to GFP-negative cells (i.e., uninfected). On the contrary, no differences were observed in cultures infected with the Nef-defective virus when comparing infected versus uninfected cells. Figure 1B compiles the upregulation magnitude from three different donors (relative to the Nef-defective virus). On the other hand, it has been reported that the plasma levels of the CD74 ligand MIF were elevated during HIV infection (34, 35). To confirm this, MIF concentration was evaluated in plasma from recently HIV-infected subjects enrolled as part of the Grupo Argentino de Seroconversión study group. In line with the previous reports, our results indicated that the MIF plasma level during the acute HIV infection (<6-month post-infection) was 30-fold higher when compared to uninfected individuals (Figure 1C).
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FIGURE 1 | CD74 upregulation in human immunodeficiency virus (HIV)-infected monocyte-derived macrophages (MDMs) and macrophage migration inhibitory factor (MIF) plasma levels in HIV+ subjects. (A) Flow cytometry analysis of CD74 surface expression in primary uninfected MDMs (left panel); infected MDMs with a Nef-defective virus expressing the reporter molecule GFP (ΔNef HIV-1, middle panel); and infected with a wild type (WT) HIV-1 also expressing the reporter molecule GFP (WT HIV, right panel). The plots show CD74 versus GFP expression (HIV-1 infection) on MDMs [gated previously in a forward scatter (FSC) versus side scatter plot]. In each dot plot, two different populations were gated: the HIV-1 negative population (GFP negative) and the HIV-1 positive population (GFP positive). One representative healthy donor, out of three donors, is shown. (B) Quantitation of Nef-mediated upregulation of CD74, calculated as the ratio between FL-2 MFI obtained for cells infected with the WT virus and the FL-2 MFI obtained for cells infected with the ΔNef virus. Each black dot represents one out of three independent experiments (donors). Horizontal red bars stand for the mean value. (C) MIF concentration in plasma obtained from HIV-negative (HIV−, N = 13) and HIV-positive (HIV+, N = 13) donors. Each plasma was evaluated in duplicate. Dots represent the average of duplicates for each donor. Data were normally distributed and analyzed by two-tailed unpaired Student’s t-test. Horizontal lines within boxes represent the median and whiskers extend from min to max. ****p < 0.0001.



Plasma Membrane Expression of CD74 and CD44, the Signaling Component of the MIF Receptor Complex, Are Increased in WT HIV-Infected MDMs

We hypothesized that the increased CD74 expression found in HIV-1 infected MDMs may translate into enhanced MIF receptor availability and signal transduction. Thus, the cellular localization of CD74 and the CD44 signaling co-receptor was evaluated in infected primary MDMs by confocal immunofluorescence microscopy. In consonance with previous reports on HeLa-CIITA cells (8, 50), CD74 staining was observed mainly in intracellularly both in uninfected cells and in cells infected with the Nef-defective virus (Figure 2A). More specifically, CD74 staining was mostly located in membranous compartments within the cytoplasm. This could be visualized in the images but it also could be inferred from cross-sectional quantitation of mean fluorescence intensity (mFI) by image processing (Figure 2B) where an uneven mFI profile characterized by different cytoplasmic peaks was obtained. Conversely, an intense CD74 signal comprising the plasma membrane was observed in MDMs infected with the WT virus (Figures 2A,B, lower panels). This is consistent with the ability of Nef to reduce the rate of CD74 internalization (12, 51). Surprisingly, CD44 distribution mirrored that of CD74 in all conditions. Particularly, both CD44 and CD74 were strongly co-expressed at the plasma membrane of WT HIV-infected cells.
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FIGURE 2 | CD74 and CD44 expression in uninfected and infected monocyte-derived macrophages (MDMs). (A) Confocal immunofluorescence microscopy of primary uninfected MDMs (UN, upper panels); primary ΔNef human immunodeficiency virus (HIV)-infected MDMs (ΔNef, middle panels); and primary wild type (WT) HIV-infected MDMs (WT, lower panels). From left to right: bright field, GFP (HIV-1 infection), CD74 staining and CD44 staining are shown, in one representative cell for each condition. (B) Plots show cross-sectional mean fluorescence intensity (mFI) for CD74 (left axis, cyan line) and CD44 (right axis, red line) corresponding to the depicted cells (in the lower panel, cross-sectional mFI was evaluated in the cell pointed with an arrow). The black lines indicate the area comprising the cell according to the DIC. (C,D) Cross-sectional mFI quantification for CD44 (upper panel) and CD74 (lower panel) intensity at plasma membrane (C) and cytoplasm (D). Quantifications were performed in 15 individual cells for each condition. Bars represent mean ± SD. Data were analyzed by one-way ANOVA followed by Dunnett’s post-test. *p < 0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001.



In order to quantitate CD44 and CD74 expression at different subcellular localization across all conditions, MFI cross-sectional quantifications corresponding to the regions encompassing only the plasma membrane (Figure 2C) or the cytoplasm (Figure 2D), both for CD74 and CD44, were performed in all infection conditions. Results again indicated that there is a substantial overlap between both molecules in all conditions but that the staining pattern was significantly different in WT-infected cells compared both to uninfected and ΔNef-infected cells, being the expression of both molecules concentrated at the plasma membrane. These data support the notion that the expression of the components of the main MIF receptor might be enhanced in Nef-expressing HIV-infected cells which in turn would be translated into higher responsiveness to MIF by HIV-infected cells.

MIF Modulates TLR4 Expression in HIV-Infected MDMs in a CD74-Independent Fashion

We next investigated the well-documented action of MIF to upregulate TLR4 expression in MDMs. To elucidate if this activity was affected by HIV infection, and if it was dependent of CD74 engagement, MDMs were infected with the R5-tropic HIV strain. Uninfected cells were used as controls. At day 11, cells were treated with 1, 10, or 25 ng/ml of MIF. These concentrations were chosen as reported previously to represent those observed in plasma from healthy volunteers, pathophysiological fluids, or plasma from HIV+ individuals, respectively (34, 52). In this model, cell viability at day 11 was 83 ± 3.7% in uninfected wells and 66.8 ± 2.5% in infected wells post-treatment. Percentage of infection was 48.48 ± 16.8%, and p24 production in culture supernatant was 20.53 ± 12.7 ng/ml. These parameters did not differed significantly across the different MIF concentrations evaluated here (not shown). To study the expression of TLR4 in uninfected (UN), bystander (By), and productively infected (IN) cells, the gating strategy shown in Figure S1 in Supplementary Material and Figure 3A was used. Representative results from one donor can be observed in Figure 3B. There, it can be observed that TLR4 expression was not modified by MIF treatment either in uninfected of bystander cells. However, TLR4 expression increased with increasing MIF concentration in productively infected cells. When results from four independent donors were expressed relative to their corresponding UN condition and then combined (Figure 3C) it could be observed that TLR4 expression peaked at 25 ng/ml MIF specifically in HIV-infected cells, almost doubling in magnitude when compared to the “no-MIF” condition. This can also be observed in the overlaid histograms shown in Figure 3D, where the MFI for the “IN plus 25 ng/ml MIF” condition is the highest. In order to elucidate whether an interaction between CD74 and MIF was responsible for a higher TLR4 expression, cells were pre-incubated with a neutralizing anti-CD74 antibody (or an isotype-matched control antibody), prior to MIF treatment at peak effect concentration (25 ng/ml MIF). TLR4 expression was significantly reduced both in the CD74-blocked condition but also in the control condition (Figure 3C, gray box). As MDMs may constitutively release MIF in low levels (53), this result may reflect the saturating action of autocrine/paracrine stimulation by endogenously released MIF or, alternatively, a non-specific action of Fc receptor engagement. To test the latter hypothesis, Fc receptors were blocked in this model (Figure 3E). When the FcR block was applied prior to the treatment with the anti-CD74 blocking antibody or the isotype-matched control and the cells were treated with 25 ng/ml MIF, the TLR4 expression reverted to the levels detected in cells only treated with MIF. Moreover, no differences were observed between the CD74 blocked and isotype control conditions. This indicates that the reduction found in TLR4 expression when cells were treated with the anti-CD74 blocking antibody or the isotype-matched control represented a non-specific response to Fc engagement. Collectively, these results indicate that exogenous MIF had an effect on TLR4 up-modulation, which was only evident in IN cells (not UN or By cells) but this effect could not be blocked by interfering MIF binding to CD74.


[image: image1]

FIGURE 3 | TLR4 expression after macrophage migration inhibitory factor (MIF) stimulation in primary human immunodeficiency virus (HIV)-infected monocyte-derived macrophages (MDMs). (A) TLR4 expression in uninfected (UN, upper panel), bystander (By, lower panel), and productively infected cells identified on the bases of intracellular p24 staining (In, lower panel). Living MDMs were gated previously on a forward scatter versus side scatter dot plot. An isotype-matched FITC-conjugated antibody was used to accurately set the p24-negative population. (B) TLR4 MFI in uninfected MDMs (Un), in productively infected MDMs (p24 positive population within the well inoculated with the virus, In) and in the bystander uninfected MDMs (p24-negative population within the well inoculated with the virus, By) after MIF treatment. These data represent the results obtained from one representative donor. (C) Ratio between the TLR4 MFI of the infected (or bystander population) and the TLR4 MFI of the uninfected cells after treatment with MIF, with or without CD74 blockade with an anti-CD74 antibody. Fold up from four independent donors, evaluated in duplicate are shown collectively. Data represent the mean ± SD. (D) Flow cytometry histogram overlay for TLR4 expression on Un, By, and In MDMs all treated with 25 ng/ml MIF (E) Ratio between the TLR4 MFI of the infected (or by-stander population) and the TLR4 MFI of the uninfected cells using the different CD74-blocking conditions represented in the x-axis. Data were analyzed by two-way ANOVA followed by Tukey’s post-test. *p < 0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001.



Interaction Between CD74 and MIF Triggers the Production of Proinflammatory Mediators Specifically From HIV-Infected MDMs

Next, we aimed at investigating the requirement of CD74/MIF interaction in the production of proinflammatory cytokines from HIV-infected versus uninfected MDMs following treatment with MIF. MDMs were infected with the R5-tropic HIV strain and uninfected cells were used as controls. At day 11 (peak infection), cells were treated with different MIF concentrations. Cell viability, infection percentages, and culture supernatant p24 production were as described in the previous section. Figures 4A,B show the raw data from one representative donor and the compiled data from six donors, respectively. Except for IL-10, most supernatants obtained from infected MDMs showed higher production of cytokines when treated with MIF, compared to the uninfected MIF-treated counterpart. While no-MIF effect was observed in uninfected cultures, an MIF-dependent production of IL-8, IL-6, IL-1β, TNF-α, and sICAM was detected in infected cells. Compiled results (N = 6) indicated that the greatest effect of MIF on IL-8 production occurred at 10 ng/ml (twofold increase). Similar observations were found for IL-6 (a peak fold increase of 2 and 2.5 at 10 and 25 ng/ml MIF, respectively), IL-1β (a peak fold increase of 8 at 25 ng/ml MIF), TNF-α (a peak fold increase of 26 at 1 ng/ml MIF), and sICAM (a peak fold increase of 2 at 1 ng/ml MIF). By contrast, no-MIF effect was observed in IL-10 production. These results suggest that MIF drive the production of proinflammatory mediators and that this effect is specific for HIV-infected cells. In order to elucidate whether an interaction between CD74 and MIF was responsible for the higher production of these cytokines, cells were pre-incubated with an anti-CD74 blocking antibody prior to MIF treatment at the peak effect concentrations (e.g., 25 ng/ml MIF for IL-8, IL-6, and IL-1β and 1 ng/ml MIF for TNF-α and sICAM; Figures 4A,B, gray boxes). In all cases, except for sICAM, CD74 blockade resulted in diminished levels of cytokine production similar to those observed in the no-MIF condition. Conversely, this effect was not observed when cells were pre-incubated with the corresponding isotype control antibody. Thus, CD74/MIF interaction was a necessary condition for the higher production of the studied cytokines in infected cells. Of note, this result was not recapitulated for sICAM, suggesting an alternative mechanism for this mediator.
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FIGURE 4 | Expression of cytokines after macrophage migration inhibitory factor (MIF) stimulation in primary human immunodeficiency virus (HIV)-infected and uninfected monocyte-derived macrophages (MDMs). (A) Expression of IL-8, IL-6, IL-1β, TNF-α, sICAM, and IL-10 in supernatants from HIV-infected (In) and uninfected (Un) MDMs obtained from one representative healthy donor. (B) Data combined from six independent experiments (donors), each evaluated in triplicate. Here, data are shown as the ratio between cytokine concentrations found under the infection condition versus the uninfected counterpart. Cells were stimulated with MIF as follows: 0, 1, 10, or 25 ng/ml. Data shown in the gray boxes depict CD74 blocking (10 ng/ml of αCD74 or the corresponding isotype control) followed by MIF stimulation (1 or 25 ng/ml as denoted). Data represent the mean ± SD. Data were analyzed by one-way ANOVA followed by Tukey’s post-test. *p < 0.05, **p < 0.01, ***p < 0.001.



Altogether, these results reveal that MIF favors the production of proinflammatory mediators specifically from HIV-infected cells and demonstrate that the interaction with CD74 is needed to achieve this effect. Moreover, they suggest a joint contribution of MDM infection, HIV-mediated upregulation of surface CD74, and MIF stimulation to promote the production of a proinflammatory environment.

To provide further insight into the role of MIF in these observations, infected and uninfected MDMs from three independent donors were treated with 25 ng/ml of MIF plus different concentrations of an anti-MIF neutralizing monoclonal antibody (range 3.125–100 ng/ml, Figure 5A) or the MIF antagonist MIF098 (range 5–100 nM, Figure 5B). Neither the anti-MIF neutralizing monoclonal antibody nor the MIF antagonist affected cell viability in the concentration range tested. After incubation, production of IL-8, IL-6, IL-1β, and IL-10 was monitored. As expected, a significant reduction in IL-8, IL-6, and IL-1β production was observed upon MIF inhibition when using either the neutralizing antibody or the small molecule MIF antagonist. Serial dilution of both of these CD74/MIF interaction inhibitors reconstituted cytokine expression. Indeed, significant dose-dependent effects were observed, further supporting a role for MIF in promoting the production of proinflammatory mediators specifically from HIV-infected cells. No significant MIF or anti-MIF effects were observed on uninfected cells. Similarly, no changes were observed in IL-10 production.
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FIGURE 5 | Effect of macrophage migration inhibitory factor (MIF) neutralization in the expression of cytokines from primary human immunodeficiency virus-infected and uninfected monocyte-derived macrophages (MDMs). Serial dilutions of a neutralizing αMIF antibody (clone NIHlllD.9) (A), and the MIF antagonist MIF098 (B) were used to inhibit MIF activity in infected (In, red lines) and uninfected (Un, gray lines) MDMs at a constant concentration of this cytokine (25 ng/ml). Data represent three independent experiments (donors), each evaluated in duplicate. Data represent the mean ± SD. Data were analyzed by two-way ANOVA followed by Tukey’s post-test (intragroup analysis, In group only; ****p < 0.0001) or by Sidak’s post-test (intergroup, In versus Un; #1 p < 0.05, #2 p < 0.01, #3 p < 0.001, #4 p < 0.0001). Asterisks corresponding to the intragroup analysis are shown above the horizontal bars, and those from the intergroup analysis are shown above points corresponding to each antagonist or antibody dilution.



CD74/MIF-Dependent Production of Proinflammatory Factors From HIV-Infected MDMs Enhances Viral Production From Unactivated CD4+ T-Cells

Then, we reasoned that conditioned media (supernatants) from MIF-treated HIV-infected MDMs could have an enhancing effect on the permissiveness of unactivated CD4+ T-cells to HIV infection, which are mostly naturally resistant to HIV. To test this hypothesis, supernatants obtained from infected and uninfected MDMs, treated or not with MIF, were UV inactivated and used to stimulate purified unactivated CD4+ T-cells. RPMI- or PHA-treated CD4+ T-cells were used as negative and positive controls, respectively. At 72 h post-treatment, CD4+ T-cells were infected with an X4-tropic GFP-expressing viral strain, and infection was monitored during 7 days by flow cytometry to evaluate % of infected cells (GFP+, see Figure S1 in Supplementary Material) and by ELISA (p24 antigen) to evaluate viral production. Figures 6A,B depict the viral production kinetics observed in CD4+ T-cells treated with supernatants derived from uninfected and HIV-infected MDMs, respectively, treated with 0, 1, and 25 ng/ml MIF (the 10 ng/ml condition was not evaluated). Viral production was very low when CD4+ T-cells were pre-incubated with supernatants derived from uninfected MDMs and it was independent of MDM MIF treatment (Figure 6A). A similar kinetic was observed in CD4+ T-cells pre-incubated with supernatants from infected MDMs treated with 0 MIF (Figure 6B, pink line). Conversely, viral production from CD4+ T-cells pre-incubated with supernatants from infected MDMs treated with 1 ng/ml MIF (Figure 6B, red line) and 25 ng/ml MIF (Figure 6B, dark red line) tended to increase over time reaching maximal viral production at day 7 for the 1 ng/ml MIF condition and at day 4 for the 25 ng/ml MIF condition. This can be better observed in Figures 6C,D. Here, viral production from CD4+ T-cells pre-incubated with supernatants from infected MDMs treated with 1 ng/ml (Figure 6C) and 25 ng/ml (Figure 6D) is shown relative to the viral production from CD4+ T-cells pre-incubated with supernatants from uninfected MDMs treated with the corresponding MIF concentration. Overall, results indicate that, at 7 days post-infection, viral production from initially unactivated CD4+ T-cells is significantly higher upon exposure to supernatants derived from infected MDMs treated with 1 ng/ml MIF, compared to exposure to supernatants derived from uninfected MDMs. Similarly, unactivated CD4+ T-cells sensitized with supernatants from infected MDMs treated with 25 ng/ml MIF showed a significant, albeit transient, increase in viral production at day 4 post-infection, compared to the uninfected condition, which was later downmodulated.
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FIGURE 6 | Induction of permissiveness to human immunodeficiency virus type I (HIV-1) infection in primary CD4+ T-cells after stimulation with macrophage migration inhibitory factor (MIF)-treated monocyte-derived macrophages (MDMs)-derived supernatants. (A,B) Seven-day kinetics of HIV p24 antigen production from primary unactivated CD4+ T-cell incubated with supernatants from uninfected (A) and infected (B) MDMs treated with 0, 1, or 25 ng/ml MIF. (C,D) Ratio of p24 production from unactivated CD4+ T-cell incubated with supernatants from uninfected MDMs and infected MDMs treated with 1 ng/ml MIF (C) or 25 ng/ml MIF (D) over the no-MIF condition. (E) Percentage of living CD4+ T-cells stimulated with supernatants derived from uninfected (black, dark gray, and light gray lines) and infected (pink, red, and dark red lines) MDMs. (F) Percentage of infected (GFP+) CD4+ T-cells after stimulation with MDM-derived supernatants obtained from MIF-treated uninfected MDMs (black, dark gray, and light gray lines), infected (pink, red, and dark red lines) MDMs, RPMI (negative control, black line with diamonds), or PHA (positive control, black line with triangles). (G) Ratio of p24 production from unactivated CD4+ T-cell incubated with supernatants from uninfected MDMs and infected MDMs treated with 25 ng/ml MIF, with or without CD74 blockade with an anti-CD74 antibody. (H) Expression of surface markers on CD4+ T-cells subjected to 72 h stimulation with supernatants derived from infected and uninfected MDMs and exposed or not to MIF treatment (0 and 25 ng/ml MIF). Data represent the mean ± SD from six independent donors evaluated in duplicate. In (C,D), data were analyzed by two-way ANOVA followed by Sidak’s post-test. In (G), data were analyzed by two-way ANOVA followed by Tukey’s post-test. *p < 0.05, ****p < 0.0001.



Despite sustained viral production is observed from CD4+ T-cells treated with supernatants derived from the 25 ng/ml MIF-treated infected MDMs (see Figure 6B, dark red line), the peak effect observed at day 4 in Figure 6D is lost at later time points. This might be indicating that the supernatant from infected MDMs treated with 25 ng/ml might be enhancing cell permissiveness and/or favoring an earlier viral production from these unactivated cells.

In order to rule out the possibility of inefficient viral inactivation by UV of MDM-derived supernatants, CD4+ T-cells were incubated with the UV-inactivated supernatants and left to proceed as described previously but without infecting them. At days 4 and 7, p24 antigen was quantified, and no viral production was detected under either condition. This indicates that no viral carry-on from infected MDMs occurred. We also explored whether CD4+ T-cell viability and infection percentages were affected by the addition of supernatants derived from MDMs treated under the different MIF conditions. No differences in cell viability (Figure 6E) was observed along time for CD4+ T-cell treated with supernatants obtained from uninfected MDMs treated with the different MIF concentrations (black, dark gray, and light gray lines). As expected, CD4+ T-cell treated with supernatants obtained from infected MDMs showed a reduction in cell viability, compared to the uninfected condition, no differences were observed across the different MIF concentrations (pink, red, and dark red lines). This indicates that cell viability most likely does not account for the differences observed in viral production. On the other hand, the infection percentage was higher after PHA treatment (Figure 6F). All other conditions, including the RPMI control, showed infection percentages <2% and no significant differences across treatments were observed. This might be indicating that the treatments with the MDM-derived supernatant might enhance viral production from those few infected cells rather than promoting infection. Then, the effect of blocking CD74/MIF interaction in MDMs on the observed results was studied. For this, unactivated CD4+ T-cells were incubated with supernatants derived from MDMs in which the interaction between CD74 and MIF had been blocked with an anti-CD74 neutralizing antibody (Figure 6G). This assay was performed using supernatants from MDMs treated with the 25 ng/ml condition and viral production was evaluated at day 4 to reproduce the peak result observed in Figure 6D. Notably, unactivated CD4+ T-cells treated with supernatants derived from “CD74-blocked” MDMs were not able to recapitulate the increase in viral production observed in the “non-blocked” condition. In summary, these results suggested that soluble factors released after MIF treatment in infected MDMs enhanced permissiveness of unactivated CD4+ T cell. Moreover, the production of these factors appears to be dependent on CD74/MIF interaction as the effect was abrogated by immunoneutralization of CD74.

Finally, we investigated if preincubation with the supernatants derived from MDMs induced CD4+ T-cell activation differentially as it is known that the level of cell activation correlates with HIV-1 infection efficiency. To assess this, the phenotype of CD4+ T-cells was studied after stimulation with MDMs-derived supernatants. The expression of CD38, CD69, HLA-DR, CD25, PD-1, and CD28 markers was evaluated by flow cytometry after 72 h. Supernatants from infected or uninfected MDMs treated (25 ng/ml) or not with MIF were used. No differences were detected in the percentage of cells expressing the different membrane markers (Figure 6H) or their MFI (not shown) among treatments. In sum, the improved viral production observed in CD4+ T-cells after treatment with supernatants derived from 25 ng/ml MIF-treated infected MDMs could not to be explained by differential cell viability, infection percentage, or cell activation (measured by surface markers).

In summary, we identified that the production of TNFα, IL-6, IL-8, and IL-1β increased significantly after CD74/MIF interaction in infected MDMs. Moreover, conditioned media from MIF-treated infected MDMs significantly enhanced viral production from unactivated CD4+ T-cells. Thus, the next step was to study a possible link between cytokines secreted by infected MDMs in an MIF-dependent manner and viral production from unactivated CD4+ T-cells. To do this analysis, recombinant IL-1β, IL-6, IL-8, and TNFα were used to stimulate primary unactivated CD4+ T-cells in the absence of any other stimuli at concentrations that resemble those found in MDM supernatants stimulated with 25 ng/ml MIF (peak effect). RPMI alone and PHA-supplemented RPMI were used as negative and positive controls, respectively. After 72 h, cells were infected, and viral p24 antigen was quantified. CD4+ T-cells treated with single cytokines or dual combinations did not alter viral production, regardless of the cytokines involved (data not shown). Only when treating CD4+ T-cells with three or four cytokines simultaneously viral production increased significantly compared to the RPMI control (Figure 7A). No differences in cell viability and infection percentages were observed across treatments (except for PHA) (Figures 7B,C). Finally, MDMs-derived supernatants were incubated with anti-IL-8, -IL-6, -IL-1β, and -TNFα neutralizing antibodies and used as CD4+ T-cells activation stimuli. In line with our hypothesis, a significant reduction in viral production was observed under this condition, compared to the non-neutralized and isotype control supplemented supernatants (Figure 7D).
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FIGURE 7 | Identification of cytokines as responsible for enhancing human immunodeficiency virus type I (HIV-1) infection in unactivated CD4+ T-cells. (A) Unactivated CD4+ T-cells were stimulated with different combinations of cytokines for 72 h. Then, cells were infected and p24 antigen production was evaluated at days 4 and 7 post-infection. Each condition was compared with the corresponding RPMI condition (negative control). As a positive control, PHA stimulation was used. Percentage of living CD4+ T-cells (B) and percentage of infected (GFP+) CD4+ T-cells (C) after stimulation with the denoted treatments are shown. Data represent mean ± SD from four independent donors evaluated in duplicate. Concentrations of cytokines used in these experiments corresponded to the average concentrations found in monocyte-derived macrophage (MDM) supernatants stimulated with 25 ng/ml macrophage migration inhibitory factor (MIF) (peak effect) as follows: 250 pg/ml IL-6, 9,000 pg/ml IL-8, 1,400 pg/ml TNF-α, and 20 pg/ml IL-1β. (D) Neutralization of IL-8, IL-6, IL-1 β, and TNFα biological activity with monoclonal neutralizing antibodies. Primary CD4+ T-cells were incubated with supernatants derived from the 25 ng/ml MIF-treated HIV-infected MDM neutralized previously with 18 μg/ml anti-IL-8, 20 ng/ml anti-IL-6, 2 μg/ml anti-IL-1β, and 2 μg/ml anti-TNFα antibodies. Non-neutralized and isotype control antibody conditions were tested for comparison. Also, RPMI and PHA controls were included. Viral production was evaluated at day 4 post-infection. Data were analyzed by one-way ANOVA followed by Dunnett’s post-test (all conditions versus the corresponding RMPI control) in (A) and Tukey’s post-test in (D). *p < 0.05.



Overall, IL-1β, IL-6, IL-8, and TNFα were identified as factors secreted from MIF-treated HIV-infected MDMs that, in combination, exerted a transient enhancing effect on viral production from unactivated CD4+ T-cells.

In Vitro Infections With Transmitted/Founder (T/F) HIV Strains Reproduced Both the Effect of MIF on the Production of Proinflammatory Mediators From HIV-Infected MDMs and Also the Enhanced Viral Production From Unactivated CD4+ T-Cells Stimulated With Conditioned Media Derived From MIF-Treated HIV-Infected MDMs

To examine whether the findings reported here could be extended to other HIV-1 strains, we generated viral stocks from selected transmitted/founder (T/F) IMCs. These clones were derived from full-length transmitted HIV-1 genomes and represent viruses actually responsible for productive clinical infection. Thus, these are instrumental tools for studying different aspects of HIV pathogenesis (36–39).

First, MDMs were infected with the R5 T/F virus. At day 11, both infected and uninfected cells were treated with 0, 1, or 25 ng/ml MIF and the production of cytokines was evaluated in cell supernatants. As observed for the HIV BAL strain, an MIF-dependent effect was observed for IL-1β, IL-6, and IL-8, which was significantly marked in infected cells while the production of IL-10 was unaltered across conditions (Figure 8A). In particular, peak IL-6 and IL-8 effects were observed at 25 ng/ml MIF while for IL-1β, the effect was already evident at 1 ng/ml MIF. Contrary to our initial observations using the BAL strain, the production of TNF-α and sICAM was not affected by MIF (not shown).
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FIGURE 8 | Infection of monocyte-derived macrophages (MDMs) and unactivated CD4+ T-cells with T/F viruses reproduce the results obtained with the R5-tropic (BAL) and the X4-tropic (NL4-3) laboratory strains. (A) Expression of IL-1β, IL-8, IL-6, and IL-10 in supernatants from uninfected (Un) and R5-tropic T/F-infected (In) MDMs. Data represent mean ± SD from three independent donors. Data were analyzed by two-way ANOVA followed by Tukey’s post-test. *p < 0.05, **p < 0.01, ****p < 0.0001. (B) Human immunodeficiency virus (HIV) p24 antigen production from primary unactivated CD4+ T-cells incubated with supernatants from uninfected and infected MDMs treated with 1 ng/ml (left panel) or 25 ng/ml (right panel) macrophage migration inhibitory factor (MIF). Treated CD4+ T-cells were infected with a dual-tropic T/F virus and viral production was evaluated at 4 and 7 days post-infection. Data represent mean ± SD from five independent donors. Data were analyzed by two-way ANOVA followed by Sidak’s post-test. *p < 0.05.



Then, the effect of MDM supernatants on viral production from unactivated CD4+ T-cells was again tested but using the dual-tropic T/F virus to infect the CD4+ T-cells. Thus, supernatants from MIF-treated BAL-infected and uninfected MDMs were used to stimulate unactivated CD4+ T-cells during 72 h. Viral production was evaluated at 4 and 7 days post-infection. Results indicated that production of a dual-tropic T/F virus from unactivated CD4+ T-cells sensitized with supernatants derived from 25 ng/ml MIF-treated infected MDMs was significantly higher compared to the uninfected counterpart (Figure 8B, right panel). Contrary, no effect was observed when using supernatants derived from 1 ng/ml MIF-treated MDMs (Figure 8B, left panel). These results partially recapitulated those obtained when infecting unactivated CD4+ T-cells with the X4-tropic NL4-3 laboratory strain: an enhancing effect on viral production was observed when sensitizing cells with MIF-treated infected MDM-derived supernatants although the kinetics seems to be different for the T/F strain.

Overall, MIF effect on the production of proinflammatory mediators from HIV-infected MDMs and also the enhancing effect of the conditioned media (derived from MIF-treated HIV-infected MDMs) on viral production from unactivated CD4+ T-cells could be reproduced when using T/F viral strains. This provides further support to the notions presented in this work pointing toward a relevant role of the MIF/CD74 axis in HIV pathogenesis.

DISCUSSION

It has become increasingly clear that signaling events downstream of MIF/CD74 interaction are key components in the regulation of immune responses that are involved in the pathogenesis of different inflammatory and immune-mediated diseases. However, whether this axis participates in HIV-mediated immune dysfunction has not been elucidated yet. Several lines of evidence suggest that this might be the case, based on the fact that CD74 expression is modulated in HIV-infected cells and that MIF plasma levels are elevated throughout the course of infection in HIV-infected subjects. Results depicted in this study provide support to this hypothesis by showing that production of soluble inflammatory factors by primary HIV-infected MDMs was increased in an MIF dose-dependent manner and that CD74/MIF interaction was necessary for this effect. Moreover, the conditioned environment generated by MIF/CD74 interaction in infected MDMs promotes CD4+ T-cell permissiveness to infection.

In an initial report, CD74 was described as the central component of the MIF cell surface receptor (54). However, whereas the CD74 intracellular domain was shown to undergo intracellular phosphorylation upon engagement of the CD74 ectodomain by MIF, its short non-canonical structure suggested the involvement of a recruited co-receptor. A subsequent study demonstrated that CD44 was a necessary component for MIF signaling (16). CD74 surface expression has been shown to be upregulated in HIV-infected cells, and we show herein that this was also accompanied by surface CD44 upregulation which translated into an overlapping cell surface expression pattern observed specifically in WT HIV-infected cells. This allowed us to hypothesize that this phenomenon may translate into higher MIF receptor availability and enhanced receptor activation by MIF in these cells. It is worth highlighting that only few reports describe the effect of HIV infection in CD44 expression in myeloid cells (55–57). Other molecules proposed to act as MIF coreceptors together with CD74, including CXCR2, CXCR4, and CXCR7 (17, 18, 58), were not analyzed here.

This evidence led us to study the MIF/CD74 interaction in HIV infection. First, we decided to study MIF-mediated modulation of TLR4 in infected cells. This was based on the observation that detectable plasma LPS levels are common in HIV infection (2, 59), thus modulation of one of the components of LPS receptor complex, TLR4, might contribute to disease progression. Also, endogenous MIF has been shown to modulate TLR4 expression in murine macrophages (60, 61). Here, the effect of exogenously added MIF was studied to unravel how its interaction with CD74 might have an impact on TLR4 modulation. In our system, a modest effect was observed particularly in infected cells at 25 ng/ml MIF with no evidence of CD74 participation. A more recent report indicated that exogenously added MIF could modulate TLR4 in murine fibroblasts but only at 375 ng/ml MIF (15-fold higher concentration than in our system) (62). Regardless MIF stimuli, it is also worth pointing that TLR4 expression was lower in bystander cells, compared to the uninfected condition. We speculate that this might be the consequence of factors produced by productively infected cells that affect, directly or indirectly, the phenotype and/or function of the neighboring non-productively infected cells (63).

The capability of HIV-infected MDMs to secrete different proinflammatory cytokines in response to MIF treatment was examined later. The fact that MIF is able to stimulate the secretion of proinflammatory cytokines in different settings is a phenomenon well-documented (19, 64–66). Moreover, many of these events have been reported to occur after CD74 engagement and by activating multiple intracellular signaling pathways (7, 29, 67–69). We add new evidence on the role of MIF in the clinically important HIV infection scenario. Quantitation of IL-1β, IL-6, IL-8, TNFα, and sICAM in MDMs supernatants demonstrated that MIF stimulation led to an augmented production of the proinflammatory cytokines studied. The first three cases showed a dose dependence with the MIF stimuli with maximum expression when using the highest MIF concentration tested. On the other hand, TNFα and sICAM production peaked at the lowest MIF concentration tested. Even more, enhanced production of IL-1β, IL-6, and IL-8 was also observed in MIF-treated MDMs infected with a T/F virus, indicating that this effect could be reproduced with clinically relevant viral strains. These results led to a direct link between the secretion of proinflammatory cytokines and MDM exposure to MIF. Even more relevant, the effect was maximum in infected cells compared to uninfected cells, pointing to a differential effect on HIV-infected cells. According to our hypothesis, this outcome could be explained by the higher availability of membrane CD74 molecules in HIV-infected cells that translate into greater MIF binding and signal transduction. To confirm that the MIF/CD74 axis was required for these effects, the interaction was blocked with a αCD74 immunoglobulin. The production of most mediators (all but sICAM) was inhibited by this treatment. In sum, our results provide support to the hypothesis that links the MIF/CD74 interaction and the differential production of proinflammatory molecules such as IL-1β, IL-6, IL-8, and TNFα expression from HIV-infected cells. Of note, sICAM was proposed to promote interactions between B and T cells that ultimately render resting T-cells permissive to HIV infection (70). Thus, the finding regarding MIF-mediated induction of sICAM production was of special interest. Results indicated that sICAM response peaked at 1 ng/ml MIF and was then downmodulated at higher exogenous MIF concentrations. Again, this result might be reflecting the saturating action of autocrine/paracrine stimulation by endogenously produced MIF or the involvement of alternative mechanisms yet to be elucidated.

During the last years, the concept of macrophage polarization has gained special focus, thus distinguishing different MDM subsets with different functionalities (71). Here, unpolarized (i.e., differentiated from blood monocytes only in the presence of GM-CSF) MDMs were used throughout the study. This was based on bibliography indicating that M1 and M2 polarized MDMs are less efficient to support productive HIV infection compared to unpolarized cells due to different blocks imposed at different levels of the replicative cycle (72–74). On the other hand, it has been reported that MDM infection with HIV results in polarization toward an M1-like phenotype. Moreover, infection sensitized macrophage responses to TLR ligands (75). Despite TLR ligands were not assayed here, a parallelism between these and our findings can be proposed since, according to our results, HIV infection renders MDMs more reactive to a proinflammatory stimuli such as MIF.

The hallmarks of HIV infection include the gradual decline in the number of CD4+ T-lymphocytes and the chronic and persistent inflammation and immune activation. HIV-mediated immunopathogenesis is a complex process involving a dynamic interplay between viral and host molecules. Activation of T cells is driven directly by HIV replication but also by indirect mechanisms such as the breakdown in the gut mucosa and dysfunction of immunoregulatory factors, among others (2). Concomitantly, immune activation plays a key role in the systemic spread of the infection. HIV efficiently infects activated CD4+ T-cells leading to a productive infection state. However, it has been recently documented that the infection of unactivated CD4+ T-cells also occurs, resulting mostly in a latent infection (76). We therefore raised the question of whether MIF-treated MDM-derived supernatants could promote the infection of unactivated primary CD4+ T-cells in the absence of other stimuli. Results indicated that viral production was significantly enhanced by conditioned media obtained from MIF-treated HIV-infected MDMs (compared to MIF-treated uninfected MDMs). The effect was highest as early as 4 days post-infection when using the 25 ng/ml MIF-stimulated MDMs while it occurred at day 7 post-infection for the 1 ng/ml MIF condition. This pattern in viral production mirrors the MIF-dependent cytokine production from infected MDMs: a peak production of IL-1β, IL-6, and IL-8 was observed with 25 ng/ml MIF and a peak in TNFα with 1 ng/ml. Particularly, TNFα showed the highest modulation magnitude when infected MDMs were compared with those uninfected but at the lowest MIF concentration tested. In line with the dependence on CD74/MIF interaction for MDM cytokine production, blockade of MIF/CD74 engagement in infected MDMs abrogated the effect observed in CD4+ T cells. In order to better support the impact of cytokines produced from infected MDMs downstream of the MIF/CD74 interaction on the permissiveness of unactivated CD4+ T-cells, recombinant cytokines were used as direct stimuli. When a combined treatment with IL-1β, IL-6, IL-8, and/or TNFα was attempted, viral production increased. In the same line, neutralizing the biological activity of these cytokines in MDM-derived supernatants resulted in diminished CD4+ T-cell permissiveness, resembling the same scenario obtained in the negative control. Finally, supernatants from MIF-treated HIV-infected MDMs could enhance viral production from unactivated CD4+ T-cells infected with a T/F virus suggesting that the proposed mechanism extends not only to laboratory strains but also to primary viral isolates.

The fact that cytokines enhance viral replication but, more importantly, promote the infection of resting CD4+ T-cells is not new (77). CCL19, CCL21, IL-7, and IL-15 are known to promote latent infection in resting CD4+ T-cells (78–80). Also, IL-6 and TNFα has been shown to facilitate infection of resting CD4+ T-cells and to induce productive infection (77, 81). In a particularly relevant report, soluble factors (sCD23 and sICAM) released by infected MDMs promoted the efficient infection of resting lymphocytes although the presence of B cells was a requisite for this effect (70). Nevertheless, it resulted interesting that the effect on resting CD4+ T-cell permissiveness mediated by sCD23 and sICAM, occurred without promoting cell activation and proliferation, which is in line with the observations described in this work. In a recent report, Morris et al. (81) described that IL-6 produced from endothelial cells increased productive HIV infection in resting CD4+ T-cells. Even more, this effect was not accompanied by an increase in the expression of T cell activation markers, mirroring our own results. Although the mechanism underlying this phenomenon was not studied by the authors, it could be associated with the capacity of IL-6 to favor CD4+ T-cell cycling and survival (82). On the other hand, IL-8 and TNFα have been reported to directly enhance the rate of productive infection in activated T cells (82, 83). In particular, binding of TNFα to its receptor triggers several signaling cascades, including NF-κB, MAPK, ERK, and JNK pathways, which directly enhances transcription from the LTR promoter both on models of productive HIV infection and also in latently infected cells [reviewed in Ref. (82)].

Thus, in our model we suggest that IL-6, IL-8, TNFα, and IL-1β might be acting synergistically at different levels (i.e., modifying the cellular environment and/or by enhancing transcriptional and/or post-transcriptional mechanisms) to promote, at least transiently, the productive infection of unactivated CD4+ T cells. This could explain that no effect was observed when cells were treated with a single or a dual combination of the cytokines studied. It will be a matter of subsequent studies to investigate if this also results in a higher rate of latent infection in these cells. Finally, the role of IL-1β is less clear since there is no definite report suggesting a direct mechanism of IL-1β-mediated modulation of HIV replication in T-cells.

Taken together, we postulate that modulation of CD74 by HIV infection in MDMs leads to the enhanced susceptibility of these cells to MIF stimulation, which may have an impact on the spread of HIV infection and the enhancement of viral-mediated pathogenesis. The current results indicate that the expression of proinflammatory cytokines was significantly higher in MIF-stimulated infected MDMs compared to MIF-stimulated uninfected MDMs. In addition, this proinflammatory microenvironment, conditioned positively primary unactivated CD4+ T cells to HIV-1 infection. The methodological strengths of this work include the exclusive use of primary cells, emphasizing that treatment effects can be observed despite interdonor variability, the use of both laboratory and T/F viral strains, and the employment of physiological MIF concentrations as stimuli. On the other hand, interdonor variability and the use of a limited number of donors might have masked differences across conditions, representing an important limitation of the study. Also, macrophages exhibit significant heterogeneity in vivo, as already discussed and this fact should not be overlooked. Thus, results might not be extended to polarized MDMs, tissue macrophages, or other HIV susceptible myeloid cells such as dendritic cells. For instance, it would be very interesting to evaluate CD74/MIF axis in microglial cells. If a similar hypothesis was confirmed in this model, this mechanism could be associated with the development of HIV-related neurological complications.

Overall, this work provides further insights in the role of macrophages in HIV infection, not only as a cell type which supports viral replication itself but also as a source of soluble factors that facilitate viral dissemination. Evidence gathered here suggests that CD74/MIF interaction could be implicated in modulating viral reservoir seeding, persistent viremia and inflammation—all key aspects of HIV immunophatogenesis. Data presented here support further studies to fully understand how this mechanism operates in HIV infection and to explore the possibility to target CD74/MIF axis as a therapy aimed at reducing inflammation and reservoir size during HIV infection.
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FIGURE S1 | Gating strategy used for flow cytometry analysis of monocyte-derived macrophages (MDMs) (A) and CD4+ T-cells (B). First, doublets were excluded in a forward scatter (FSC)-height (FSC-H) versus an FSH-area (FSH-A) plot. Then, living cells were gated an FSC-A versus a side scatter (SSC) plot. Subsequently, infected cells were identified in an FSC-H versus FITC plot (MDMs) or versus GFP plot (CD4+ T-cells). Data acquisition was performed in a BD FACSCanto flow cytometer using the BD FACSDiva software and analyzed subsequently with FlowJO v10 software (Data Analysis Software, LLC).
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While HIV-1 infection of target cells with cell-free viral particles has been largely documented, intercellular transmission through direct cell-to-cell contact may be a predominant mode of propagation in host. To spread, HIV-1 infects cells of the immune system and takes advantage of their specific particularities and functions. Subversion of intercellular communication allows to improve HIV-1 replication through a multiplicity of intercellular structures and membrane protrusions, like tunneling nanotubes, filopodia, or lamellipodia-like structures involved in the formation of the virological synapse. Other features of immune cells, like the immunological synapse or the phagocytosis of infected cells are hijacked by HIV-1 and used as gateways to infect target cells. Finally, HIV-1 reuses its fusogenic capacity to provoke fusion between infected donor cells and target cells, and to form infected syncytia with high capacity of viral production and improved capacities of motility or survival. All these modes of cell-to-cell transfer are now considered as viral mechanisms to escape immune system and antiretroviral therapies, and could be involved in the establishment of persistent virus reservoirs in different host tissues.
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CELL-FREE AND CELL-TO-CELL INFECTION

The worldwide pandemic of HIV-1 infection is a global and major public health problem, and sexual transmission is the major route of infection of the newly HIV-1-infected adults. Even though the use of antiretroviral therapies led to a net decrease of morbidity and mortality of HIV-1-infected patients, a better understanding of the cellular mechanisms involved in the sexual transmission and early dissemination of the virus is still required in order to rationally design more specific and potent strategies for HIV-1 prevention. A research priority for HIV-1 eradication is then the elucidation of the events involved in the mucosal viral transmission through the mucosa of the male and female rectal and genital tracts. While both cell-free and cell-associated HIV-1 are present in the semen, vaginal secretions, and anal mucus, and are thought to contribute to the virus sexual transmission, the cell-associated HIV-1 mucosal transmission has been largely understudied. Cell-to-cell transmission of HIV-1 involves various cell types of the immune system, including T lymphocytes, macrophages, and dendritic cells (DCs). Whereas the infection of T lymphocytes via cell-to-cell transfer was broadly investigated in vitro, there is a paucity in knowledge of the mechanisms that control infection and virus dissemination in macrophages and DCs by cell-to-cell transfer. Yet, macrophages and DCs play crucial roles in the physiopathology of infection, with macrophages being involved in the establishment of persistent virus reservoirs in different host tissues while DCs participate in the early stages of virus transmission and dissemination after primo-infection at the level of genital and rectal mucosa. Specific therapies blocking HIV-1 mucosal transmission to these target cells should therefore be designed.

While HIV-1 infection of target cells with cell-free viral particles has been largely documented, pioneer studies from early 1990s showed that HIV-1 dissemination was largely increased through the establishment of direct cell-to-cell contacts between infected donor CD4+ T cells and target T cells [for review: Ref. (1)]. At least in vitro, cell-to-cell transfer of HIV-1 between T cells leads to a massive and very efficient infection that may be 100–1,000-fold more efficient than infection carried out by cell-free viral particles (1–5). The efficiency of cell-to-cell infection between CD4+ T cells has been related to a high-multiplicity of infection at the site of the cell–cell contact, probably leading to the integration, and accelerated viral gene expression of multiple proviruses in the target cell (6–10). While some reports suggest that cell-to-cell infection could be the main route of HIV-1 infection in vivo (10, 11), the specific contribution of cell-free and cell-to-cell infection by HIV-1 in infected hosts is still a matter of debate. Using multiphoton intravital microscopy in HIV-1-infected “humanized” mice, Murooka et al. showed that HIV-1-infected T cells establish interaction with surrounding cells and can even form syncytia with other lymph node-resident cells. The potency of infected T cells in lymph nodes to migrate may facilitate virus cell-to-cell transmission and spreading in vivo (12). Interestingly, exposure of human or macaque mucosal explants to HIV-1- or SIV-infected cells, allows more efficient viral transmission and infection than cell-free viruses (13, 14), suggesting the potency of HIV-1- or SIV-infected T cells to transmit viruses and propagate infection in host tissues. The high efficiency of cell-to-cell infection was also proposed to be a mechanism for HIV-1 to escape to antiretroviral therapy and neutralizing antibodies (15) but these results are still controversial and will be discussed below (4, 6, 16).

Different modes of infection through different cellular structures enabling close contacts between virus-donor cells and recipient target cells have been described over the past years for cell-to-cell transmission of HIV-1 in vitro. Intercellular transfer of viral material has been described mainly through establishment of the infectious or virological synapses, but also using membrane protrusions such as filopodia and tunneling nanotubes (TNTs), and cell fusion or cell engulfment processes. The implication of these different structures and processes for cell-to-cell transfer and dissemination of HIV will be discussed in this review.

NANOTUBES, FILOPODIA

The role of membrane protrusions in intercellular communications has been widely explored [for review: Ref. (17)]. A large diversity of membrane protrusions have been described, both in vitro (18, 19) and in vivo (20–22), and play important roles in the transmission of information between cells from different physiological systems, such as neurons (18, 23, 24), myeloid cells (25–29), or T cells (30).

Among the described membrane protrusions, two different types of nanotubes have been reported, corresponding to close-ended nanotubes and open-ended nanotubes (also known as TNTs) (27, 31, 32). Intercellular communications involving TNTs were first observed in 2004 as F-actin-containing membrane extensions able to connect distant cells during minutes to hours (18). TNTs are fragile and dynamic structures extended up to 100 μm in length with diameters ranging from 50 to 200 nm, and are not attached to the substratum (18, 30). They can mediate and facilitate the transfer, between several cell types, of cytoplasmic, and plasma membrane molecules, Ca2+ (29, 33), cargos including vesicles derived from various organelles such as early endosomes, endoplasmic reticulum, Golgi complex, and lysosomes (24, 33, 34), and even bigger cellular organelles like mitochondria and endosome-related structures (18, 32), but also pathogens such as bacteria (28).

Several studies showed that HIV-1 utilizes TNT networks to move from one cell to another leading to virus cell-to-cell transfer (25, 30, 34, 35) (Figure 1A). The frequency of TNT formation is not affected by HIV-1 in T cells but these structures could allow rapid spread of virus between T cells (30). Virus particles can thus be transferred by surfing along the surface of TNTs between T cells (30). Virus dissemination through TNTs was also reported between macrophages, in which HIV-1 particles can be transferred through intracellular vesicles derived from the endosomal reticulum or the Golgi apparatus (34, 35). Furthermore, in macrophages, HIV-1 increases the number of these intercellular structures to infect new cells (25). The HIV-1 Nef auxiliary protein has been reported to be responsible for the formation of TNTs in the THP-1 macrophage-like cell line (36) as well as in primary monocyte-derived macrophages, in which Nef alters the localization of the scaffolding protein M-Sec (37), which is a key regulator of TNT formation by a still undefined mechanism (26).
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FIGURE 1 | Intercellular structures and processes involved in cell-to-cell transmission of HIV-1. (A–G) Schemes represent the different pathways for HIV-1 cell-to-cell transfer between donor cells (in green) and target cells (in pink).



Another route of viral cell-to-cell transmission through membrane extension involving formation of filopodia has been first described for transmission of the retroviral murine leukemia virus (MLV) (19). Filopodia are F-actin-rich thin plasma membrane extensions that are involved in several cellular functions, such as chemo-migration, adhesion to the extracellular matrix, or formation of cell–cell contacts [for review: Ref. (38)]. In DCs, after engagement of the lectin DC-SIGN, HIV-1 mediates the activation of the small GTPase CDC42 and the remodeling of actin cytoskeleton to promote filopodia extension that allows virus transmission to neighboring CD4+ T cells (39) (Figure 1B). By budding at the tip of filopodia in DCs, HIV-1 could be able to tether concomitantly several neighboring CD4+ T cells, leading to viral transfer and infection of the target T cells (40) (Figure 1C).

THE VIROLOGICAL SYNAPSES

The formation of the so-called virological synapse is the major and well-established route for viral cell-to-cell transmission, and was first described in the context of human T-lympho-tropic virus infection as a close and organized cell-to-cell contact structure between an infected donor cell and a target cell, enabling the transfer of viral material between the two cells (41) (Figure 1D). The virological synapse has been named after its homologies with the immunological synapse formed between antigen-presenting cells (APCs) and T cells for antigen presentation. During the formation of the immunological synapse, binding of the T-cell receptor (TCR) to the MHC-peptide complex expressed at the surface of APCs ensures T-cell activation by transducing signals that cause transcriptional upregulation of numerous genes, polarized secretion of cytokines or cytotoxic granules, and cell-proliferation (42, 43). Microtubules and actin cytoskeleton, together with adhesion molecules (LFA-1 and its ligand ICAM-1), participate in the stabilization of the immunological synapse.

Whilst virus cell-to-cell transmission was defined, from the early 1990s, to be more efficient than cell-free virus infection (1, 44–46), the concept of “virological synapse” between HIV-1-infected donor cells and target cells was defined by the group of Quentin Sattentau as a “cytoskeleton-dependent, stable adhesive junction, across which virus is transmitted by directed transfer” (47). The virological synapse shares several common features with the immunological synapse. Indeed, formation of both virological and immunological synapses involves the recruitment of receptors and cell adhesion molecules to an adhesive interface in an actin-dependent manner (48, 49). We focus here on the structure of the virological synapse established between a donor infected CD4+ T-cell and a CD4+ T-cell target which has been the best documented (48, 50, 51). The specific synapses formed between DCs or macrophages and target CD4+ T cells will be described below.

The virological synapse is a dynamic structure initiated by the recognition of the target T-cell surface receptor CD4 by the viral surface envelope glycoprotein gp120 expressed at the surface of the infected donor T cell (Figure 2). This interaction allows the recruitment of the viral Gag polyprotein precursor to the intercellular interface (52) and triggers the recruitment of co-receptors, CXCR4 or CCR5, adhesion molecules LFA-1, ICAM-1, and other cell surface proteins such as tetraspanins to the site of intercellular contact, for stabilization of the virological synapse and efficient viral transfer (48, 52, 53). The interaction between HIV-1 envelope glycoprotein and the receptor CD4 is the major determinant for virus transfer across the virological synapse (54). In addition to CD4, the implication of the co-receptors CCR5 and CXCR4 has been investigated by several groups. Some initial studies suggested that the formation of the virological synapse could be independent of the co-receptor usage since the inhibition of these co-receptors did not affect the number of cellular conjugates between cells (55) or HIV-1 transfer (4, 56). However, other reports showed that expression of these co-receptors was necessary for productive infection of the target cells downstream of the formation of the virological synapse (57–60). Therefore, the use of the co-receptor could be dispensable for the formation of the virological synapse but could be required for efficient infection of the target cell after viral transfer through the virological synapse.
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FIGURE 2 | Models for HIV-1 entry downstream of the virological synapse. After budding and release from infected donor cells, HIV could be able to enter the target cells via two distinct pathways. (left) Entry through endocytic pathway: immature virions interact with the CD4 receptor at cell surface of target cell, are internalized by endocytosis, mature in endocytic compartments, and fuse with the luminal membrane of endosomes. (right) Fusion with plasma membrane: mature viruses are captured by CD4, at the surface of target cells, and directly fuse with plasma membrane for release of viral material in the cytoplasm of the target cells.



Similarly, the role of the adhesion molecules LFA-1 and ICAM-1 in the formation of the virological synapse was debated. Initially, interaction between LFA-1 and ICAM-1 has been proposed to stabilize the virological synapse for efficient viral transfer. Jolly et al. first showed that antibodies against LFA-1 and ICAM-1 were able to partially block viral transfer through the virological synapse (48, 52). However, the percentages of inhibition were very different depending on the antibody used (40–90% inhibition using LFA-1 antibodies and 30% inhibition with ICAM-1 antibodies). The role of adhesion molecules for the formation of the virological synapse and virus transfer was then confirmed, showing a significant threefold inhibition in virus transfer using a Jurkat T-cell line lacking the α subunit of LFA-1 (61). However, a third group obtained opposite results showing that virus transfer through the virological synapse between T cells did not require LFA-1 binding to ICAM-1 (55). Using antibodies blocking adhesion molecules such as LFA-1, ICAM-1, and ICAM-3 in MOLT or primary T cells, or 293 T cells lacking LFA-1, no inhibition of viral transfer through the virological synapse was observed in this study. The different assays used to analyze viral transfer and viral production could explain this divergence. In these studies, antibodies targeting different epitopes were used to block adhesion molecules and could have differential effects on virological synapse formation and HIV-1 transfer. The discrepancy in the results obtained by several groups could also be explained by the different cell models used in these experiments. Indeed, the level of adhesion molecule expression (i.e., ICAMs and Integrins) largely differs from T-cell lines to primary T cells (52, 55). To conclude, while the recruitment of adhesion molecules to the virological synapse is well established (52, 53), their specific role and requirement for cell-to-cell transmission of HIV-1 remains to be determined.

Finally, specific rearrangements of the cytoskeleton are required for the formation of the virological synapse and efficient viral transfer. Engagement of the CD4 receptor by the gp120 viral envelope glycoprotein triggers actin cytoskeleton remodeling and microtubule polarization toward the virological synapse (51). These cytoskeleton modifications are needed for polarization of the Gag precursor and envelope glycoproteins to the site of cell–cell contact (61, 62). By comparison, engagement of the TCR by MHC-antigen complex expressed at the surface of APC induces a polarization of the T cell toward the immunological synapse that triggers a cascade of intracellular signals leading to cytoskeleton remodeling, cytokine gene expression, proliferation, and execution of the T-cell effector functions. Similarly, polarization of the microtubule-organizing center (MTOC) of infected donor T cells toward the virological synapse has been observed in 30–60% of the conjugated formed with target T cells (54, 63, 64). Viral envelope glycoproteins are also reoriented to the virological synapse through their interaction with an intracellular compartment associated with the polarized MTOC. This suggests an active role of the microtubule network in the recruitment of the viral envelope to the virological synapse (4, 53, 54, 59, 63). Electron microscopy analyses with tomography reconstruction revealed the polarization of organelles such as mitochondria, lysosomes at the site of cell–cell contact in around 75% of the virological synapse formed. The colocalization of viral material with secretory lysosomal compartments and the relocalization of these vesicular compartments toward the cell–cell interface indicates that HIV-1 could take advantage of intracellular traffic and secretory pathways to disseminate through the virological synapse (63). Some molecules involved in T-cell signaling also participate in cell-to-cell transmission of HIV-1. Accordingly, polarization of the cells can be mediated by ICAM-1/LFA-1 signaling, which in addition to its effect on stabilizing virological synapse formation, induces a ZAP70-dependant signaling pathway for cytoskeleton remodeling, T cells polarization, and efficient HIV-1 transfer at the virological synapse (53, 64). In target T cells, CD4 engagement by viral gp120 induces phosphorylation of the T-cell specific Src kinase Lck allowing the recruitment of several TCR signaling molecules such as ZAP70, LAT, SLP76, or PLCγ in their active phosphorylated form. This unusual signaling does not trigger regular T-cell activation nor proliferation, but could induce a local depletion of F-actin at the center of the virological synapse that could facilitate viral transfer to target cells (54).

The first observation of the virological synapse by electron microscopy by Jolly et al. showed that mature HIV-1 particles were clustered in the synaptic space (48), but they did not show evidence of endocytosis of viral particles by target cells, suggesting that mature viruses released from the donor T cells at the virological synapse space could fuse directly with the plasma membrane of the target T cells (48). Another group also observed HIV-1 particles in the synaptic space by electron microscopy, but suggested that these particles could be internalized by target cells into trypsin-resistant large intracellular vesicles containing several virus particles. This internalization of viruses could occur using an actin-dependent mechanism through lamellipodia-like structures (56). Several groups confirmed that HIV-1 can be internalized by endocytosis at the virological synapse. Therefore, immature HIV-1 particles have been shown to be transferred across the virological synapse through dynamin- and clathrin-dependent endocytosis leading to productive infection of the target T cells (59, 65–67). After internalization, the HIV-1 particles were found in intracellular compartments that co-localized with the early-endosomal marker EEA1 but not with the lysosomal-associated membrane protein LAMP1, indicating that viruses are internalized in endosomal compartments but are not addressed to lysosomal degradation (68). In accordance with these results, Dale et al. demonstrated that after endocytosis of immature virions by the target T cells, the cleavage of the Gag polyprotein precursor by the viral protease induced the maturation of the viral particle in some endosomal compartments (57). This cleavage restored the membrane fusion activity of the viral envelope and led to viral-cell membrane fusion into these endosomal compartments.

However, the group of Quentin Sattentau, who first described the formation of the virological synapse for HIV-1 cell-to-cell transfer, failed to observe endocytosis of viral particles at the virological synapse using confocal microscopy, electron microscopy, or electron microscopy coupled with tomography (47, 60). Puigdomenech et al. hypothesized that these different results could be explained by the different experimental systems used and the use of primary T cells or immortalized T-cell lines (69). They suggest that these differences may be associated with the different kinetics of the fusion events observed between primary CD4+ T cells and T-cell lines. Delayed fusion at the plasma membrane of the target cell may increase virus endocytosis in primary cells (Figure 2, left). In contrast, a rapid fusion at the cell membrane in T-cell lines may favor HIV-1 transmission without need for endocytosis (Figure 2, right). From this hypothesis, these authors suggest that endocytosis of virus particles is the main mechanism used by HIV-1 for cell-to-cell transfer and infection of primary CD4+ T cells. Remarkable differences between virological synapses formed with Jurkat cells or primary CD4+ T cells have been indeed reported (70). Scanning electron microscopy experiments revealed strong differences in spatial distribution of virions at the intercellular interface and important differences in the architecture of the contacts between T cells. These differences could be due to the increase deformability of primary T cells compared with the immortalized Jurkat cells, and questioned the relevance of cell line models used so far for studying virological synapse formation and cell-to-cell transmission of HIV-1.

It is noteworthy to mention that cell-to-cell transfer of HIV-1 between T cells is associated to an increase mortality of the target cells, when compared with cell-free infection of T cells. First, the massive entry of viral particles into target cells across the virological synapse has been shown to be responsible for caspase-1-mediated pyropoptosis of target T cells (71). In addition, while the formation of the virological synapse is triggered by gp120/CD4 interaction, it has been reported that upon cell-to-cell contact, the gp41 transmembrane viral glycoprotein was able to trigger hemifusion but not fusion events responsible for rapid CD4+ T-cell death (72, 73).

Viral Transfer and Resistance to Neutralizing Antibodies and Antiretroviral Drugs

Like some other viruses (Herpesviruses, poxviruses, and Hepatitis C virus), it has been proposed that HIV-1 could escape, at least partially, to neutralization by specific antibodies targeting the viral envelope when it is transferred across the virological synapse. Failure of inhibition of HIV-1 cell-to-cell infection by neutralizing antibodies was first suggested in 1995 in a study showing that antibodies against the glycan V3-loop of gp120 were unable to block cell-to-cell viral transfer (74). However, after characterization of the virological synapse for HIV-1 cell-to-cell transfer in 2004, several different groups tried to elucidate the mechanisms of neutralizing antibody escape in the virological synapse-mediated viral transfer. There is a general agreement that the potency of neutralizing antibodies is reduced during cell-to-cell transmission compared with cell-free infection and that only a subset of neutralizing antibodies can efficiently inhibit cell-to-cell transmission (47, 56, 75–77). For example, it was reported that several specific anti-gp120 antibodies targeting the CD4 binding site lost considerable potency (10- to 100-fold decrease) when HIV-1 was transferred by cell-to-cell transmission (75). Though some antibodies are still able to block cell-to-cell viral transmission at high concentration, VRC01, which is one of the most potent antibody for inhibition of cell-free infection, is particularly ineffective for blocking cell-to-cell viral transfer (75). While most anti-gp120-directed antibodies, and in particular those directed against the gp120 CD4 binding site displayed a reduced activity during viral cell-to-cell transmission, the same group reported that the T20 fusion inhibitor targeting the gp41 transmembrane glycoprotein as well as neutralizing antibodies directed against gp41 maintained their activity and were thus able to block both cell-free and cell-to-cell infection with the same efficiency. However, other groups showed that some anti-gp41 neutralizing antibodies failed to inhibit cell-to-cell transmission (4, 56, 77). Globally, the efficiency of neutralizing antibodies for neutralization of the virological synape-mediated viral transfer is variable and some epitopes of the viral envelope glycoproteins seem more susceptible than others to neutralization of the viral cell-to-cell transfer between T cells.

Similarly, the activity of the T20 peptide entry inhibitor of the Env-mediated membrane fusion on HIV-1 transmission through the virological synapse is still a matter of debate, and a lot of contradictory results have been published regarding the effect of this inhibitor. Whereas it was initially reported that T20 was unable to block virological synapse-mediated viral transfer using flow cytometry analysis (4), Martin et al. then showed that cell-free and cell-to-cell infection across the virological synapse were equivalently susceptible to T20, using qPCR for detection of infection in the target T cells (60). These different results can be explained by the different experimental approaches used since the first study was looking for viral transfer of viral material when the other study analyzed de novo synthesized viral DNA after viral transfer. We can hypothesize that the T20 fusion inhibitor does not affect viral transfer across the virological synapse, but inhibits HIV-1 infection in the target cell after the viral transfer mediated through the virological synapse. The fusion inhibitors T20 and C34, targeting gp41, could also have no effect on capture and endocytosis of virus particles for viral cell-to-cell transfer, but would rather block subsequent viral fusion in the endosomal compartments leading to inhibition of productive infection (65).

While it is usually accepted that HIV-1 could escape or is less sensitive to the inhibitory activity of antiviral drugs used in clinic when T cells are infected by virus transfer through the virological synapse, only a few studies have reported rational analyses of the effects of antiretroviral drugs such as anti-protease or anti-reverse transcriptase inhibitors on viral cell-to-cell transfer. Some studies indeed reported that HIV-1 virological synapse-mediated infection and cell-free infection were similarly inhibited by anti-protease drugs (15, 78). Regarding reverse transcriptase inhibitors, it seems that non-nucleoside-analog inhibitors of the reverse transcriptase could block virological synapse-mediated infection of T-cell targets (15, 78), whereas nucleoside-analog reverse transcriptase inhibitors (NRTI) were unable to do it. However, it was also reported that cell-to-cell infection was blocked efficiently when these NRTIs were used in combination even if the level of inhibition is lower than for cell-free infection (15, 78, 79). Usage of HIV-1 protease inhibitors Lopinavir and Darunavir has been reported as an efficient way to inhibit cell-to-cell transmission as efficiently as cell-free infection (79). This effect of protease inhibitors compared with reverse transcriptase inhibitors is suspected to be due to their ability to target immature virions and blocking their maturation in fully infectious viruses.

In conclusion, it seems from the data reported in the literature that the idea that the cell-to-cell viral transfer through the virological synapse can escape from neutralizing antibodies and antiretroviral drugs is not so evident and is probably dependent on the inhibitors used. Further systematic investigations with standardized assays to evaluate and compare activities of neutralizing antibodies and antiretroviral drugs in both cell-free and cell-to-cell infections are absolutely needed to address this important point.

HETEROGENEITY OF THE VIROLOGICAL SYNAPSES

HIV-1 transmission through the virological synapse established between an infected donor T cell and a recipient target T cell have been extensively studied. Nonetheless, DCs and macrophages can also transmit HIV-1 to target CD4+ T cells through the formation of a related virological synapse (80–82). If virus cell-to-cell transfer between DCs and T cells, as well as between macrophages and T cells, presents some similarities with the virological synapse observed between T cells, they also showed some specific differences.

The DC Infectious Synapse

Regarding DCs as virus-donor cells, two types of cell-to-cell viral transfer and infection of T-cell targets have been proposed: in cis-infection, DCs are productively infected and can then transfer viruses to CD4+ T cells, whereas in trans-infection, DCs are able to capture HIV-1 independently of CD4 and then transfer viruses to CD4+ T cells through the formation of the so-called “infectious synapse” (39, 83–85) (Figure 1E). HIV-1 cis-infection and trans-infection of CD4+ T target cells from DCs have been proposed to be mediated by distinct processes (86). However, because DCs highly express antiviral cellular restriction factors (APOBEC3G, TRIM5α, BST-2, and SAMHD-I), HIV-1 replicates poorly in this cell type. That is probably the reason why most of the studies of cell-to-cell transmission of HIV-1 from infected DCs to T cells developed cis-infection models of DCs using massive quantities of VSV-G-pseudotyped HIV-1 particles to infect DCs in vitro, thus questioning the validity of these models of cis-infection.

Regarding the trans-infection cell-to-cell process from DCs, several studies showed that DCs can capture HIV-1 through binding of the viral envelope glycoproteins to the mannose specific C-type lectin receptor (DC-SIGN) and store viruses into tetraspanin-enriched compartments, in continuity with the plasma membrane without viral replication in recipient DCs (58, 83, 84, 87). More recently, it has been reported that the immunoglobulin(I)-type lectin Siglec-1 (or CD169) can also bind to HIV-1 particles carrying sialyl-lactose gangliosides on their envelope (88–90). After capture, viruses remain at the cell surface or are internalized in vesicular containing compartments (see below). Then, DCs are able to transfer these viruses to CD4+ T cells independently of viral replication through the formation of an “infectious” synapse (91–94), thus decreasing the efficiency of broadly neutralizing antibodies on HIV-1 infection of target T cells (95).

While the formation of the virological synapse depends on the interaction between the viral gp120 envelope glycoprotein and the CD4 receptor, the infectious synapse formed during trans-infection does not rely upon CD4/gp120 interaction since Rodriguez-Plata et al. showed that the number of cell-to-cell conjugates formed between DCs and CD4+ T cells was not increased in the presence of HIV-1 (85). However, they also reported that the formation of the infectious synapse was decreased by 60% when the interaction between the adhesion molecules ICAM-1 and LFA-1 was disrupted. Furthermore, recognition of MHC-superantigen complexes presented at the surface of DCs by the TCR significantly enhanced virus transfer across the infectious synapse (85, 91). These authors suggest that the formation of the infectious synapse is not triggered by the virus but is more related to a hijacking of the immunological synapse by HIV-1. However, their experiments do not prove formally the formation of a canonical immunological synapse in their system as TCR or signaling molecules recruitment at the interface was not verified. Moreover, a previous study failed to detect any MHC-II or TCR recruitment at the interface between DCs carrying viruses and target CD4+ T cells, thus excluding the identification of this structure as a bone fide immunological synapse (87).

While the formation of the infectious synapse does not rely on CD4/gp120 interaction, this interaction is still required for efficient productive infection of CD4+ T cells following formation of cell-to-cell conjugates with DCs carrying HIV-1. After the formation of conjugates, the CD4 receptor and CXCR4 or CCR5 co-receptors are recruited at the site of the cell–cell contact (96). Furthermore, intercellular transfer to CD4+ T cells of virus particles captured by DCs can be blocked using high concentrations of broadly neutralizing antibodies targeting the gp120 and gp41 envelope glycoproteins (97).

Rearrangements of the actin cytoskeleton also play a key role in HIV-1 transfer across the infectious synapse. A recent screening shows that tetraspanin 7 and dynamin-2 control nucleation and cortical stabilization of actin to maintain viruses onto dendrites for efficient cell-to-cell transfer from DCs to CD4+ T cells when cells are cocultured, and simultaneously infected with HIV-1 (98). Furthermore, it has been shown that large sheet-like membrane structures derived from DCs carrying HIV-1 wrap around T cells leading to a large interface at the infectious synapse (58). Within this interface, filopodia extensions from T cells are able to interact with the virus-containing compartments (VCCs) in continuity with the plasma membrane of DCs for efficient cell-to-cell transmission (58). Together, these results show that in DCs, HIV-1 can be efficiently transferred by hijacking the immunological synapse without productive infection of DCs.

As specialized DCs present in cervico-vaginal and rectal mucosa, Langerhans cells have been proposed to be the first targets of HIV-1 after sexual exposure. However, these cells were proposed to capture and degrade captured virions through expression of the DC-SIGN-related lectin Langerin at their surface, avoiding virus transmission from Langerhans cells to CD4+ T cells (99). More recently, in an ex vivo human tissue explant model, Ballweber et al. showed that vaginal Langerhans cells were able to transmit HIV-1 to CD4+ T cells, without being productively infected, rendering HIV-1 particles insensitive to inhibition by reverse transcriptase inhibitors in this context (100).

Of note, some studies suggest that the expression of Siglec-1 in macrophages mediates the internalization of HIV-1 particles in a VCC. As for DCs-to-T-cell transmission, the presence of these storage compartments in macrophages allows for the transfer of virions to CD4+ T cells (3, 101). Interestingly, the role of Siglec-1 for viral capture by macrophages has been evidenced in vivo in lymph node from HIV-1 or MLV infected mice (90). By showing subsequent transfer of MLV from macrophages to B cells, Sewald et al. proposed that this mechanism could be transposed to HIV-1 macrophage-to-T-cell transmission (90).

HIV-1 Transfer through Conjugates Formed with Macrophages

Compared with the cell-to-cell transmission mechanisms of HIV-1 involving T cells or DCs as infected donor cells, little is known about the formation of conjugates between HIV-1-infected macrophages and target CD4+ T cells. As evidenced by the presence of infected macrophages in different tissues in infected patients, macrophages are cellular targets of HIV-1 and probably play an important role in HIV-1 pathogenesis (102–108). Like other infected cells, they participate in cell-to-cell transmission of HIV-1 and are essential for HIV-1 spread in tissues of infected patients. One major feature of HIV-1-infected macrophages is related to the assembly and budding steps of the new viral particles. While in T cells viral assembly takes place at the plasma membrane, de novo formed viral particles accumulate both at the plasma membrane and in tetraspanin-enriched compartments called VCCs in productively infected macrophages (109–112). These VCCs, which do not exhibit the same characteristics than endosomes or multivesicular bodies, but are characterized by the presence of the tetraspanins CD63 and CD81 (113–116), and are connected to the extracellular space by thin channels in continuity with the plasma membrane (110, 117, 118). Viruses thus assemble in macrophages in a protected compartment and are then released in the extracellular environment.

Infected macrophages can efficiently transfer viruses to uninfected CD4+ T cells across the formation of a virological synapse but the mechanisms involved in the formation of this macrophage/T-cell virological synapse are not completely characterized (3, 119). During the formation of the conjugates between infected macrophages and target T cells, VCCs could rapidly move to the virological synapse (82) through an actin cytoskeleton-dependent mechanism (81). Similarly to the virological synapse formed between T cells, the virological synapse involving virus-donor macrophages leads to the recruitment of CD4, CCR5, LFA-1, and ICAM-1, as well as the viral Gag precursor and envelope glycoproteins at the site of cell–cell contact (81, 119). In contrast to the virological synapse formed between T cells, which is dependent of CD4, the formation of conjugates between infected macrophages and CD4+ T cells appears to be independent of gp120 (82), while the viral transfer is dependent of gp120/CD4 and LFA-1/ICAM-1 interactions (81). Through the formation of the virological synapse, infected macrophages can transfer a high multiplicity of HIV-1 to CD4+ T cells, promoting reduced viral sensitivity to reverse transcriptase inhibitors as well as to a panel of neutralizing antibodies (81, 82). While the virological synapse between infected macrophage and T-cell targets show several differences with the virological synapse between T cells (82, 119, 120), no similar structure has been described so far, to our knowledge, between infected T cells and uninfected macrophages for virus cell-to-cell transfer in these HIV-1 target cells.

ENGULFMENT OF INFECTED T CELLS BY MACROPHAGES AND ENTOSIS

Despite the fact that HIV-1 infection of T cells by cell-to-cell transfer has been largely documented, cell-to-cell infection of macrophages remains poorly investigated. Recently, the group of Quentin Sattentau pointed out for the first time a new mechanism of specific cell-to-cell transfer of HIV-1 from infected CD4+ T cells to macrophage targets (121) (Figure 1F). The authors showed that macrophages could engulf HIV-1-infected T cells leading to productive infection of the macrophage targets. The engulfment of infected healthy but rather dying T cells was significantly higher compared with uninfected healthy T cells, indicating that the cell death and infection of virus-donor T cells might independently promotes T-cell engulfment by macrophages. This preferential uptake of infected dying T cells was independent of the interaction between gp120 and the CD4 receptor but was dependent of remodeling of the actin cytoskeleton. Since this engulfment/uptake of infected T cells by macrophages was dependent of actin remodeling and was not inhibited by amiloride, an inhibitor of macropinocytosis, the authors suggested that this engulfment process likely results from phagocytosis mechanisms.

While the uptake of infected T cell by macrophages was independent of the Env/CD4 interaction, the productive infection of macrophages following uptake of T cells would be dependent of this interaction, and also depended of the tropism of the viruses. The uptake of infected T cells was evidenced by a concentrated localization of the viral Gag precursor in the macrophage target observed in association with the CD3 T-cell specific marker. The engulfment of T cells infected with CCR5-tropic viruses led to productive infection of the macrophage targets able to produce infectious virus particles in the cell-culture supernatant. In contrast, after engulfment of T cells infected with CXCR4-tropic viruses, no productive infection of the macrophage targets was observed (121). From these data, it appears evident that macrophages can be productively infected by phagocytosis of HIV-1-infected T cells, but the mechanisms for virus entry in macrophages from intracellular phagocytosed T cells remains to be defined. Nonetheless, the dependency of co-receptor usage by HIV-1 particles for productive infection could indicate a fusion of viral particles with the phagosome membrane.

Phagocytosis of SIV-infected T cells by myeloid cells in vivo was also suggested by the group of Jason Brenchley in SIV-infected macaque models (122, 123). Their studies point out the presence of viral RNA and DNA originating from T cells in myeloid cells from spleen and lymph nodes of infected monkeys, but do not formally prove that this presence of specific markers was related to a phagocytosis mechanism of SIV-infected T cells by myeloid cells, since no per se phagocytosis experiment was carried out in these studies.

Of note, another type of engulfment of HIV-1-infected CD4+ T cells by epithelial cells via an entosis mechanism has been observed. Entosis refers to the invasion of non-apoptotic cells into another live cell and then induces the formation of cell-in-cell structures (124, 125). Using infected cells from an immortalized T-cell line, Ni et al. reported that epithelial cells could internalize infected T cells in vitro, as well as in vivo in sigmoid colon explants from HIV-1-infected patients showing the formation of cell-in-cell structures (126). Through this entosis process, the epithelial cells could be productively infected, as evidenced by the diffuse intracytoplasmic staining of the viral capsid protein.

CELL–CELL FUSION

Formation of T-Cell Syncytia

Cell-to-cell fusion between infected CD4+ T cells, or between infected and uninfected CD4+ T cells, has been initially proposed to be another mechanism for HIV-1 infection and dissemination between T cells (127–131). Early studies suggested that infected T cells could fuse with uninfected T cells to form giant syncytia, 5–100 times bigger than individual cells (131, 132). In this context, cell-to-cell fusion occurs through actin cytoskeleton rearrangements, is dependent of LFA-1/ICAM-1 interaction and is mediated through interaction between envelope glycoproteins expressed at the cell surface of infected cells and CD4 expressed on the target cells (127, 129, 131, 133). Yet, these T-cell syncytia, initially observed only in vitro with infected immortalized T-cell lines, have been shown to die rapidly by a mitochondrion-dependent apoptosis mechanism (134, 135). The formation of HIV-1 T cell syncytia leads to activation of the serine-threonine kinase, mTOR, which mediates phosphorylation of the transcription factor p53. Thus, p53 induces upregulation of the pro-apoptotic regulator Bax leading to mitochondrial permeabilization and release of pro-apoptotic mitochondrial proteins (136, 137). Several groups thus proposed that this cytopathic effect related to the formation of T-cell syncytia could be the mechanism of the CD4+ T cells loss observed during infection in HIV-1-infected patients (127, 128, 132).

However, formation of T-cell syncytia has been a controversial subject since other studies did not observed formation of T-cell syncytia using HIV-1-infected primary CD4+ T cells (3, 4, 11). Because no evidence of the formation of such T-cell syncytia was reported in vivo, it has been suggested that these giant syncytia could be in vitro artifacts only observed with immortalized cell lines and restricted to CXCR4-viruses (138). Viral strains were indeed initially classified as syncytia-inducing or non-syncytia inducing (NSI) strains, referring to their capacity to induce syncytia in vitro, and then to their ability to use either CXCR4 or CCR5 for virus entry, respectively (139). However, cells infected with NSI viruses can readily form syncytia with CCR5-positive cells, and a new classification of viral strains based on CXCR4 or CCR5-usage was adopted (140).

Interestingly, small T-cell syncytia, containing no more than five nuclei, have been then observed in vivo in lymph nodes from HIV-1-infected patients (141). In addition, some more recent studies using HIV-1-infected “humanized mouse models” reported the presence of motile infected syncytia in lymph nodes, smaller than those observed in vitro (12). These motile small T-cell syncytia can establish tethering interactions with uninfected T cells that may facilitate cell-to-cell transmission through the formation of a virological synapse (12, 142). Interestingly, these interactions between infected small syncytia and uninfected T cells do not lead to cell-to-cell fusion suggesting that this mechanism of cell fusion is finely regulated (12).

Inhibition of T-Cell Fusion at the Virological Synapse

The numerous studies describing the formation of conjugates between infected and uninfected T cells for viral transfer across the virological synapse do not present observations of cell–cell fusion between the virus-donor T cells expressing the viral envelope glycoproteins and the target T cells expressing the CD4 receptor and CXCR4 and CCR5 co-receptors, confirming that this process is finely regulated during the formation of the virological synapse between T cells.

Since HIV-1 is a highly fusogenic virus that is preferentially transmitted by direct contact between two cells, the mechanisms inhibiting the fusion between an infected cell and a target cell deserves to be questioned. Indeed, in most of the T cell-to-T-cell transmission of HIV-1, a very few syncytia are observed compared with the formation of virological synapses (3, 4, 11). Moreover, large syncytia formed with T cells were characterized as rapid-dying cells (134, 136), which might indicate that HIV-1 has developed some mechanisms to inhibit the formation of these large T-cell syncytia to survive in infected host. As usually, it was proposed that HIV-1 took advantage of the intracellular systems displayed by its host, and used molecular mechanism to inhibit cell–cell fusion.

For example, the CD81 tetraspanin membrane protein is recruited at the site of cell–cell contact during HIV-1 cell-to-cell transmission and was proposed to be involved in the regulation of fusion (143). CD81 knockdown or inhibition with a specific antibody dramatically increased the capacity of infected T cells to fuse with surrounding non-infected cells, indicating that CD81 is a negative regulator of T cell–T cell fusion during virological synapse formation. CD81 expression at the virological synapse seems to be regulated by the actin/plasma membrane connector, ezrin. Accordingly, reduction of ezrin expression in T cells decreased the level of CD81 localized at virological synapses, thus increasing cell–cell fusion between infected T cells (144). Other tetraspanin proteins such as CD9, CD63, or CD82, have been also studied for their role in HIV-1-mediated cell–cell fusion (144, 145). In addition, it has been shown that CD63 may interact with the CXCR4 co-receptor and induces downregulation of CXCR4 expression at the cell surface, resulting in the inhibition of HIV-1 infection (146, 147). Like CD81, these molecules may act as regulators of cell fusion, but most of the experiments have been performed using HeLa or HEK293T non-lymphoid cell lines. Therefore, experiments need to be performed in more relevant cell models to precisely define the molecular requirement of these tetraspanins in the regulation of syncytia formation between HIV-1-infected T cells.

Presence of Multinucleated Giant Cells (MGCs) in Infected Tissues

The mechanism of T-cell syncytia formation has been largely documented in vitro and discussed for its in vivo relevance. Nonetheless, processes of cell–cell fusion for HIV-1 infection and dissemination are not restricted to T cells. Some studies showed that infected multinucleated macrophages, as well as multinucleated DCs, could be found in different tissues in vivo in HIV-1-infected patients (148, 149). The presence of HIV-1-infected multinucleated syncytia expressing specific DC markers was found at the surface of the nasopharyngeal tonsils of HIV-1-infected patients and reported 20 years ago (148). The same group reported that infected T cells could fuse in vitro with skin-derived DCs (94), thus leading to multinucleated cell formation between T cells and DCs. Similarly, multinucleated giant HIV-1-infected macrophages have been found in vivo during infection in several different tissues, including lymph nodes, spleen, lungs, genital, and digestive tracts, and the central nervous system (CNS) (102–106, 108, 148, 150–153). While several groups showed the presence of infected multinucleated macrophages in tissues, and more specifically in the brain of HIV-1-infected patients and SIV-infected monkeys, the cellular and molecular mechanisms related to their formation remained poorly investigated, with only one in vitro study demonstrating a role for the HIV-1 auxiliary protein Nef in the formation of multinucleated macrophages (154).

We recently reported in vitro original results and proposed a model for the formation of HIV-1-infected MGCs related to a two-step cell–cell fusion process for HIV-1 cell-to-cell transfer from infected T cells and viral dissemination in macrophage targets (155) (Figure 1G). First, a heterotypic fusion occurs between HIV-1-infected T cells and macrophage targets for virus transfer. Then the newly formed lymphocyte/macrophage infected fused cells acquire the ability to fuse with surrounding uninfected macrophages for virus dissemination. As evidenced by cell imaging analyses, the first step is related to the establishment of contacts with infected T cells leading to the fusion of the infected T cells with macrophages. This cell fusion, dependent of the viral envelope/CD4 receptor interaction and restricted to CCR5-tropic viral strains, has been evidenced by a massive and fast transfer of Gag + material, as well as the presence of specific T cells markers (CD3, CD2, and Lck) in the cytoplasm and at the plasma membrane of the macrophage targets. The newly formed lymphocyte/macrophage fused cells (LMFCs) are then able to fuse with surrounding uninfected macrophages. These two sequential cell fusion processes are dependent on the viral envelope and lead to the formation of highly virus-productive MGCs that could survive for a long time in host tissues to produce infectious virus particles as shown in vivo in lymphoid organs and the CNS of HIV-1-infected patients and SIV-infected macaques (103, 106, 108, 152, 156). Similarly, the first step related to the initial T cell-to-macrophage fusion agrees with results showing that myeloid cells from lymphoid tissues of SIV-infected macaques contain T-cell markers and viral RNA and DNA originating from infected T cells (122, 123). This route of infection may be a major determinant in vivo for virus dissemination and establishment of macrophage virus reservoirs in host tissues.

CONCLUSION

Since the HIV-1 discovery, a lot of works have been accomplished to decipher its life cycle, in order to counteract virus transmission and dissemination. Counteraction of host defenses is a major feature of HIV-1, since it is able to infect a large panel of immune cells and to largely decrease their effector functions. During the past years, several entry pathways for virus dissemination have been discovered but still need further investigations. While HIV-1 was initially suspected to enter its target cells only through fusion of viral particles with host T-cell membranes, it appears more and more evident that it can use a large diversity of cellular features to infect target cells, especially through direct cell-to-cell transmission by close contacts between an infected virus-donor cell and a target cell. Cell-to-cell transfer of HIV-1 indeed allows a massive release of viral material toward the target cell inducing a strong increase of viral infectivity, compared with infection with cell-free viruses. Depending on the infected donor cells as well as the target cell lineages, HIV-1 can take advantage of their specific physiology and features to infect its host. In T cell-to-T-cell transmission, HIV-1 provokes the formation of contacts, through Env–CD4 interactions, to allow a massive transfer of viruses between the two cells, thus improving its ability to enter the host cell. This intercellular structure, called virological synapse, is strongly similar to another but physiological one, the immunological synapse, indicating the HIV-1 ability to hijack T-cell pathways to spread. During trans-infection from DCs to target T cells, HIV-1 is even able to re-use at its advantage the interaction between APCs and T cells to cross the intercellular space for infection of target T cells. Through the interface formed between donor and target cells, filopodia coming from target T cells penetrate some VCCs in donor DCs to capture virions.

Therefore, intercellular communication pathways seem to be a road of choice for HIV-1 spreading. By increasing the frequency of filopodia formation in host infected cells, HIV-1 also enhances the surface of contacts of infected cells with the environment, thus improving its efficiency to be transferred to a non-infected neighboring target cell. In addition, HIV-1 can also create real bridges between cells, the so-called TNTs, which resemble to highways for virus transmission and dissemination. Moreover, when infected T cells are engulfed by specialized-phagocytic cells such macrophages, instead of being destroyed, HIV-1 is still able to infect the phagocyte.

Finally, HIV-1 uses its own ability to fuse with host cell membranes to provoke fusion between an infected donor cell and a target cell. By this way, HIV-1 is totally hidden form extracellular milieu since the sharing of the cytosol between the two cells appears to be sufficient for viral material dissemination and productive infection the new-formed fused cell able to produce new fully infectious virus particles. While fusion between T cells has been observed since a long time but was controverted as an in vitro artifact, more recent studies have pointed out the presence of small T-cell syncytia in vivo in lymph nodes from infected patients and proposed that these syncytia are fully able to transmit viral particles by cell-to-cell transfer to other cell targets. Multinucleated macrophages or DCs have also been observed in vivo in different tissues from HIV-1-infected patients, indicating the cell-to-cell fusogenicity of HIV-1 for different cell types. We have recently discovered a new mechanism of cell fusion between HIV-1-infected T cells and target macrophages. Heterotypic fusion between these cells appears, at least in vitro, to be a massive and very fast process allowing the formation of LMFCs that acquire the ability to fuse rapidly with neighboring non-infected macrophages, thus forming MGCs. The new-formed MGCs can survive for a long period in vitro and are highly productive of fully infectious viral particles. This important process could explain the presence of MGCs observed in several tissues of infected patients. Because of their long-time survival capacity, infected MGCs could participate in virus dissemination and establishment of persistent virus reservoirs in host tissues.

To conclude, while cell-associated HIV-1 transmission is believed to contribute to sexual transmission or viral spreading as well as to the formation of latent virus reservoirs, only few studies address the importance of cell-to-cell transfer of HIV-1 in vivo, and further investigations are needed to decipher the role of all the intercellular structures and processes described in vitro for pathogenesis in HIV-1-infected patients.
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Tunneling nanotubes (TNT) are dynamic connections between cells, which represent a novel route for cell-to-cell communication. A growing body of evidence points TNT towards a role for intercellular exchanges of signals, molecules, organelles, and pathogens, involving them in a diverse array of functions. TNT form among several cell types, including neuronal cells, epithelial cells, and almost all immune cells. In myeloid cells (e.g., macrophages, dendritic cells, and osteoclasts), intercellular communication via TNT contributes to their differentiation and immune functions. Importantly, TNT enable myeloid cells to communicate with a targeted neighboring or distant cell, as well as with other cell types, therefore creating a complex variety of cellular exchanges. TNT also contribute to pathogen spread as they serve as “corridors” from a cell to another. Herein, we addressed the complexity of the definition and in vitro characterization of TNT in innate immune cells, the different processes involved in their formation, and their relevance in vivo. We also assess our current understanding of how TNT participate in immune surveillance and the spread of pathogens, with a particular interest for HIV-1. Overall, despite recent progress in this growing research field, we highlight that further investigation is needed to better unveil the role of TNT in both physiological and pathological conditions.
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INTRODUCTION

Tunneling nanotubes (TNT) represent a novel type of intercellular communication machinery, which differs from the secretion of signaling molecules and the signal transmission through gap or synaptic junctions between adjacent cells. Along with exosomes, TNT mediate long-range communication, independent of soluble factors. They are membranous structures displaying a remarkable capacity to communicate with selected neighbor or distant cells. There are recent reviews covering the broad biological role of TNT, which are able to form in multiple cell types (1–3). Here, our focus is exclusively on TNT formed by myeloid cells, including macrophages, osteoclasts, and dendritic cells (DC). Based on the nascent literature on TNT in these cells, we will discuss the definition of TNT, their mechanisms of formation, and their role in physiological and pathological contexts. We will also address the need of further investigation of these structures to better understand their functions and improve their potential as therapeutic targets in pathological conditions.

DEFINITION AND FUNCTION OF TNT

The main obstacle in reviewing the emerging TNT field is the different names given to these structures: TNT, cellular and membrane nanotubes, filopodia bridges, conduits or tubes, and nanotubules. Also, the huge number of publications on carbon nanotubes impedes the track of developments on TNT. Unifying terminology for nanotubes would thus be beneficial. In this mini-review, the term TNT will be used as done previously (2, 4). TNT are membranous channels connecting two or more cells over short to long distances. Actually, these structures can extend up to 200 µm in length in macrophages (5). To define TNT, we adopted the three phenotypic criteria proposed in a recent elegant review: (i) they connect at least two cells, (ii) they contain F-actin, and (iii) they do not touch the substrate (2). This definition allows the discrimination of TNT with any other F-actin-rich structures, such as filopodia. Regarding their functional properties, TNT transfer cytoplasmic molecules from one cell to another such as calcium, proteins or miRNA, mitochondria, several vesicles (e.g., lysosomes), pathogens, and cell-surface molecules; this ability constitutes the main functional criterion for TNT definition (6). The end of the structure can form a junctional border with the targeted cell (close-ended TNT) or the cytoplasm of the two connected cells can be mixed (open-ended TNT). On the one hand, the transfer of large molecules such as the lipophilic dye DiO is used to identify open-ended TNT (7). On the other hand, close-ended TNT form a junction at their end which are visualized by scanning electron microscopy (8). To avoid the past arguments on the need of cytoplasmic interactions for TNT, we shall consider in this review both close-ended and open-ended TNT (Figure 1A). As close-ended TNT mediate signal transfer through distant gap junctions (8, 9), they meet the functional criterion to be considered as TNT. Also, close-ended TNT could represent an intermediary status in the process of open-ended TNT formation. Finally, the group of Davis demonstrated that one particularity of macrophages is their ability to form different classes of TNT: thin ones (<0.7 μm in diameter), containing only F-actin; and thick ones (>0.7 μm), containing F-actin and microtubules (7). These two types of TNT could have different functions, as large material (e.g., lysosomes, mitochondria) can only travel between macrophages via thick TNT on microtubules (7).
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FIGURE 1 | Models of tunneling nanotube (TNT) formation and putative role in the generation of multinucleated giant cells (MGC). (A) TNT can form according to two mechanisms: the “protrusion elongation” mechanism where the cell extends filopodia-like protrusion toward a specific target cell (left), and the “cell dislodgement” mechanism for which two cells initially in contact separate from each other, stuck by a thread of membrane that gives rise to a TNT (right). Each of these mechanisms can lead to either close-ended or open-ended TNT, the last one allowing cytoplasmic continuity between interconnected cells. The dynamics of close-ended and open-ended TNT formation is still not understood. In addition, TNT could either disconnect cells and thus abrogate their communication or could lead to MGC. (B) Confocal image of day 13 HIV-1-infected human monocyte-derived macrophages and MGC interconnected through a TNT. Arrowheads show a TNT. HIV-1 Gag (red), F-actin (green), DAPI (blue). Scale bar, 50 µm.



DISCOVERY OF TNT

The first description of functional TNT in vitro was made in rat kidney cells (PC12 cells) and human cell lines (10), followed immediately by the identification of similar structures in human monocytes and macrophages (11). It is now clear that TNT can form in several cell types, including cancer cells and most leukocytes. However, to our knowledge, TNT were not described in granulocytes. In DC, TNT appeared to be similar to those made by monocytes-derived macrophages (6, 12). However, unlike DC exposed to anti-inflammatory conditions, only those activated by pro-inflammatory conditions form complex network of TNT able to transfer soluble molecules and pathogens (13). Likewise, macrophages undergo different activation programs within the broad spectrum of pro- (M1) and anti-inflammatory (M2) polarization. Yet, their activation state has not been linked to the formation of TNT. The only available data concern the early HIV-1 infection of macrophages, driving them toward M1 polarization (14) and inducing a significant increase in TNT formation (5, 15–18).

While the majority of studies in TNT biology has been performed in one cell type (homotypic TNT) at a time, TNT formation between different cell types (heterotypic TNT) is not rare. In fact, TNT frequently form between macrophages or DC with another cell type, enabling the exchange of lysosomes, mitochondria, or viral proteins (16, 19–21).

The reason why TNT were discovered quite recently could be attributed to their fragility. Indeed, they are poorly resistant to the existing shearing forces in culture media, as well as light exposure and classical fixation methods. Thus, an appropriate way of performing live imaging is necessary to study TNT. When working on fixed cells, gentle fixation (e.g., glutaraldehyde-based fixation) should help preserve these highly delicate structures (22, 23).

FORMATION OF TNT

Mechanisms of Formation

Cell examination by time-lapse microscopy suggested two mechanisms of TNT formation could exist. The first one proposes that two cells initially in contact separate from each other, remaining connected through a thin thread of membrane, which will be elongated upon cell separation (Figure 1A, right). The second puts forward that a cell would first bulge filopodia and extend them until reaching a neighboring cell, then converting towards TNT after making contact (24, 25) (Figure 1A, left). While the former is the prevailing mechanism in lymphoid cells, the latter one is observed in DC as TNT were reported to develop mainly from conversion of their filopodia (13, 19). In the case of macrophages, while they can use both mechanisms (6), the murine macrophage cell line (RAW 264.7 cells) mainly forms TNT from actin-driven protrusions, also called TNT-precursors (26). Of note, these two processes are not necessarily exclusive and could both occur between a given pair of cells. In either case, the requirement of F-actin is not questioned since treatment with latrunculin or cytochalasin D is often used to abolish TNT formation (2, 27, 28).

Regarding the opening of the conduit, and the potential transition between close-ended and open-ended TNT (Figure 1A), there is no proposed mechanism available. It is likely that the formation of open-ended TNT involves a step similar to what occurs during virus-to-cell membrane fusion or cell-to-cell fusion (29, 30), eventually leading to the generation of multinucleated giant cells (MGC) (Figure 1A).

Molecular Actors

Few data are available to describe TNT at the molecular level. M-Sec, also known as tumor necrosis factor-α-induced protein, is one of the best characterized protein involved in TNT formation in macrophages. Its depletion in Raw264.7 cells reduces the formation of de novo TNT and their associated function (transfer of calcium flux) (22). Using the same macrophage cell line, the group of D. Cox recently showed that actin polymerization factors including the Rho GTPases family Rac1 and Cdc42, and their downstream effectors WAVE and WASP, participate in TNT formation (26). In addition, functional TNT are induced by the expression of the leukocyte specific transcript 1 (LST1) protein in HeLa and HEK cell lines. LST1 recruits the actin cross-linking protein filamin and the small GTPase RalA to the plasma membrane where it promotes RalA interaction with the exocyst complex, M-Sec, and myosin; these interactions trigger TNT formation (22, 23). Whether the mechanisms that operate in cell lines derived often from tumor origin apply to primary cells remains to be confirmed.

IN VIVO RELEVANCE OF TNT

A remaining question is to determine to what extent the in vitro data available in the literature are relevant in vivo. One of the problems is to apply in vivo the criteria of bona fide TNT (see above), in particular the requirement not to touch the substrate, which seems unlikely in 3D environments. In addition, testing the functionality of TNT in the context of tissues is challenging. Therefore, the structures observed in vivo should be carefully indicated as “TNT-like structures.” Key evidence for TNT-like structures in vivo comes from the immunology field providing the first images of thick TNT connecting DC in inflamed mouse corneas (31). To our knowledge, macrophage TNT have not been observed in vivo yet. The identification of specific molecular markers for TNT would be a great tool to confirm the existence of these structures in vivo. M-Sec, which is involved in TNT formation, cannot be considered as a specific marker since this ubiquitous protein is expressed all over the cytoplasm (5, 18, 28, 32, 33). Thus, one of the priority to progress in the TNT field is to characterize markers allowing unambiguous identification of cell-to-cell tubular connections as TNT.

ROLE OF TNT IN PHYSIOLOGICAL CONTEXTS

One of the most studied functions of TNT is the propagation of calcium flux. Calcium signaling through TNT helps regulate cell metabolism and communication between neurons (34). Interestingly, DC present the ability to establish calcium fluxes via TNT transmitted within seconds to other DC as far as 500 µm away from the donor cell (12). When TNT are disturbed by M-Sec knockdown, this calcium flux is inhibited (12, 22). DC have also the particularity to form TNT networks allowing the intercellular exchange of antigens (13), including in the context of MHC molecules as described between Hela cells (19, 27). Therefore, TNT could contribute to a higher efficiency in the antigen presentation process to activate adaptive immunity (19).

Another physiological role for TNT concerns the differentiation of osteoclasts (5, 18, 28, 32, 33). Osteoclasts are MGC derived from a myeloid precursor that present the unique ability to degrade the bone matrix, and thus to regulate bone homeostasis. Inhibition of TNT either by latrunculin B or by M-Sec depletion significantly suppresses osteoclastogenesis, and the M-Sec expression level increases during osteoclastogenesis (28, 35). Dendritic cell-specific transmembrane protein, a receptor involved in cell-to-cell fusion, has been shown to be transferred via TNT. The authors proposed that this process could participate in cell fusion among osteoclast precursors (28, 35). Moreover, nuclei are found inside large TNT-like structures (36), inferring that they participate in cell-cell fusion to generate OC. Elucidating the role of TNT in differentiation of MGC such as placental trophoblast, myotubes, and osteoclasts could be a new research area.

ROLE OF TNT IN PATHOLOGICAL CONTEXTS

Tunneling nanotubes not only contribute to cell-to-cell communication in physiological conditions but also in pathological processes. For example, the transfer of lysosomes from macrophages to fibroblasts, and of mitochondria from mesenchymal stromal cells to macrophages, are mediated by TNT and have important consequences in cystinosis and acute respiratory distress syndrome, respectively (20, 21).

Without the shadow of doubt, the most studied consequence of TNT in diseases is the transfer of pathogens, including prions, bacteria, and viruses [for review, see Ref. (1)]. One of the well-known example concerns the role of TNT in neurological diseases, especially when caused by prions (34). Actually, in addition to the TNT-dependent transfer of the infectious form of the prion protein (PrPSc) between neuronal cells, TNT support PrPSc transfer from DC to the neurons in which PrPSc is further synthetized and transferred to the rest of the central nervous system (37). Regarding bacteria and viruses, some publications propose that they “surf” along TNT to spread from one cell to another (7, 13, 38–41). For example, in macrophages, live experiments show that Mycobacterium bovis bacillus Calmette–Guerin can travel along the surface of thin TNT, toward another macrophage, which will ingest it (7).

Viruses, including HIV-1, are well known to hijack the cytoskeleton in order to enter and travel inside their host cell, as well as towards bystander neighbor cells (5, 33, 39, 41, 42). For example, HIV-1 can actively induce the generation of filopodia in DC to propel virus particles towards neighboring cells. As one of the mechanism of TNT formation starts with membrane extension, filopodia formed upon HIV-1 infection could lead to TNT formation (2), especially in DC that develop networks of TNT from elongation of their dendrites (13, 19). Importantly, the formation of TNT by DC favors trans-infection of targeted CD4+ T lymphocytes at a relatively long distance, similar to what happens between two distant CD4+ T lymphocytes (8).

In macrophages, HIV-1 induces TNT formation and potentially uses them to spread (18). Whether thin or thick TNT are formed is unknown. Assuming that thick TNT are induced, HIV-1 could travel inside these structures by using a microtubule-dependent movement, in addition to the described “surfing” of HIV-1 at the surface of TNT. Despite the fact that Gag and Nef proteins and HIV-1-containing vesicles have been detected inside TNT, there are no convincing experiments in living cells available to prove that HIV-1 travels inside TNT and infects the targeted cell (5, 15, 17, 18). Pushing live imaging to super-resolution microscopy techniques would be of great help to study how HIV-1 traffics using TNT.

In light of the importance of macrophages in HIV-1 pathogenesis (43–45), it is crucial to bridge the several gaps that blur our understanding of the role of TNT in macrophages during HIV-1 infection. First, it is important to determine whether HIV-1-induced TNT in macrophages are close- or open-ended to better understand how HIV-1 traffics via TNT. Second, whether TNT from a HIV-infected cell could target non-infected cells remains to be elucidated. It would be an efficient way for the virus to spread around without being detected. Finally, the molecular regulation of HIV-1-induced TNT in macrophages has only started to be elucidated. The HIV-1 Nef protein could play a central role in TNT formation by interacting with members of the exocyst complex (16, 18, 46, 47). Moreover, Nef modulates F-actin and cell migration (48), two effects which could participate in TNT generation. Finally, a hallmark of HIV-1 infection is the formation of MGC, a process that can be driven by TNT in order to persist during late infection stages, when most infected macrophages are MGC (Figure 1B) (32, 33). Interestingly, both HIV-1-induced TNT and MGC are reduced when macrophages are infected with nef-deleted viruses (18, 32, 33).

Importantly, while TNT spread the virus among HIV-1 target cells (T lymphocytes, macrophages, and DC), TNT also affects the nature of infection by circumventing the need for classical receptor-mediated virus entry or transfer viral components to cells that are not susceptible to infection. As a matter of fact, the transfer of Nef via TNT between infected macrophages and B cells induces drastic B cell abnormalities at the systemic and mucosal level (16).

CONCLUSION

The TNT field requires the unification of the terminology and definition of TNT, as well as the development of new tools adapted for the detection and monitoring of these particular structures. The main challenge so far is to discover molecular markers to specifically identify TNT, especially in vivo. To this end, an automated siRNA-based screen could be used in in vitro conditions for which TNT formation is controlled, as performed for the virological synapse (49). Another issue is the fragility of TNT which complicates their manipulation. Thus, the use of specific experimental conditions or devices, such as microfluidic systems (50), is needed. Moreover, it would be helpful to study the opening of close-ended TNT in terms of molecular components and dynamics. Likewise, it is imperative to determine whether TNT formation and regulation can be influenced by extracellular stimulti and/or tissue microenvironment in pertinent in vivo physiological and pathological contexts. For example, during HIV-1 infection, TNT represent a new way for viral spread. However, the literature remains scarce, rising far more questions than answers. Interestingly, HIV-1 and other microbes can serve as efficient tools to better understand TNT structure and function. Furthermore, TNT-based studies in the HIV-1 field are needed to better understand viral dissemination and pathogenesis. The particularity of TNT to perform “intimate” communication with a specific partner is probably key in HIV-1 spread. A tempting hypothesis is that infected cells could direct their TNT towards uninfected cells. This way, the virus could spread without being detected by the surveilling immune system. Finally, new insights into the mechanisms of TNT formation and regulation would be of high relevance to design novel therapeutics for several diseases, including viral infections.
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Myeloid cells initiate immune responses and are crucial to control infections. In the case of retroviruses, however, myeloid cells also promote pathogenesis by enabling viral dissemination; a process extensively studied in vitro using human immunodeficiency virus type 1 (HIV-1). This viral hijacking mechanism does not rely on productive myeloid cell infection but requires HIV-1 capture via Siglec-1/CD169, a receptor expressed on myeloid cells that facilitates the infection of bystander target cells. Murine retroviruses are also recognized by Siglec-1, and this interaction is required for robust retroviral infection in vivo. Yet, the relative contribution of Siglec-1-mediated viral dissemination to HIV-1 disease progression remains unclear. The identification of human null individuals lacking working copies of a particular gene enables studying how this loss affects disease progression. Moreover, it can reveal novel antiviral targets whose blockade might be therapeutically effective and safe, since finding null individuals in natura uncovers dispensable functions. We previously described a loss-of-function variant in SIGLEC-1. Analysis of a large cohort of HIV-1-infected individuals identified homozygous and heterozygous subjects, whose cells were functionally null or partially defective for Siglec-1 activity in HIV-1 capture and transmission ex vivo. Nonetheless, analysis of the effect of Siglec-1 truncation on progression to AIDS was not conclusive due to the limited cohort size, the lack of complete clinical records, and the restriction to study only off-therapy periods. Here, we review how the study of loss-of-function variants might serve to illuminate the role of myeloid cells in viral pathogenesis in vivo and the challenges ahead.
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Antigen-presenting cells (APCs) of the myeloid lineage trigger innate and adaptive immune responses against invading viruses, thus modulating the outcome, progression, and clearance of infections (1, 2). Yet, chronic viral infections counteract several defenses orchestrated by APCs and exploit immunity to favor persistence. Infection caused by the human immunodeficiency virus type I (HIV-1) is one of the best-studied examples to illustrate this paradox, where APCs act as a double-edged sword throughout the course of infection. Myeloid APCs (such as dendritic cells, monocytes, and macrophages) are not as susceptible to HIV-1 infection as activated CD4+ T cells (3). This is likely due to host restriction factors such as SAMHD1 (4, 5) that restrict viral infection and decreases myeloid cell capacity for immune sensing (6), limiting the onset of antiviral responses. However, HIV-1 can exploit myeloid APC biology to reach and infect new target cells through a mechanism that does not rely on the productive infection of myeloid cells. This process was described in vitro at the early nineties by the laboratory of Dr. Ralph Steinman (7), who received the Nobel Prize for discovering dendritic cells. Despite decades of research though, there is no convincing in vivo evidence that demonstrates whether myeloid APCs play a critical role in HIV-1 disease progression.

Upon cellular activation, myeloid APCs can capture and store large numbers of HIV-1 particles (8–10), which are then efficiently transferred to bystander CD4+ T cells (7, 11, 12) via cell-to-cell interactions established as part of their immune surveillance routine. Throughout this process of retention and release of virus, HIV-1 exploits a mechanism by which APCs acquire antigens transported by extracellular secreted microvesicles termed exosomes (13). The acquisition of exosomes by activated myeloid APCs contributes to antigen presentation to CD4+ T cells (14). This step helps to amplify adaptive immunity without the need for myeloid APCs to be in direct contact with the pathogen (15, 16). Retention of exosomes within intracellular compartments might serve as an antigen depot to control and sustain adaptive immune responses. However, in the case of HIV-1, this internalization route retains infectious particles within protected dynamic compartments (17–19) from where viruses are efficiently transmitted across infectious synapses to susceptible lymphocytes (7, 11, 12).

This particular mode of HIV-1 transmission is known as trans-infection; a route that favors de novo infection of target cells under circumstances where the same dose of cell-free-viruses do not establish productive infection (11). Trans-infection is largely dependent on the expression of the sialic-acid binding I-type lectin receptor Siglec-1 (CD169 or Sialoadhesin) (20–22). Siglec-1 is an interferon inducible receptor constitutively expressed on myeloid cells (23), that is highly upregulated upon myeloid APC exposure to antiviral type I interferons (24, 25). Siglec-1 is a trans-membrane receptor with a long neck that protrudes beyond the glycocalyx of the cell and a terminal V-set domain with the ability to interact with sialylated ligands. While the affinity of Siglec-1 for sialic acid-containing molecules is low, avidity for clusters of sialylated molecules is high (23), allowing for the specific recognition of packaged gangliosides that expose sialyllactose moieties on the viral membrane (26, 27). Likewise, Siglec-1 captures exosomes via recognition of sialylated gangliosides packaged on the microvesicle membrane (21), which assemble and bud from cellular membranes. Murine studies have also confirmed the capacity of Siglec-1 expressed on lymphoid tissues to capture exosomes in vivo (28). Pioneering reports suggested that DC-SIGN, a C-type lectin expressed on immature DCs that patrol peripheral mucosae in search of invading pathogens, could capture HIV-1 early after viral invasion, travel to lymphoid tissues, and establish productive CD4+ T cell infection via trans-infection (11). While C-type lectins such as DC-SIGN recognize the viral envelope glycoprotein (11), capture of HIV-1 via Siglec-1 is independent of this interaction (10, 21). Siglec-1 viral uptake largely exceeds the capacity of C-type lectin receptors for HIV-1 capture (21), making this process much more infectious and underscoring novel scenarios within secondary lymphoid tissues in which Siglec-1 trans-infection could fuel viral dissemination.

The molecular pathways governing HIV-1 trans-infection via Siglec-1 on APCs have been described in vitro using both monocyte-derived APCs (20–22) and primary myeloid cells directly isolated from human tissues (25) (Figure 1). Another retrovirus, the murine leukemia virus (MLV), also contains sialylated gangliosides and is captured via Siglec-1 in vitro (29). MLV exploits Siglec-1-mediated trans-infection of permissive lymphocytes to establish infection within secondary lymphoid tissues in mice (30) (Figure 1). However, the in vivo contribution of Siglec-1 to HIV-1 disease progression remains largely unknown.
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FIGURE 1 | Siglec-1-mediated retroviral trans-infection on distinct myeloid antigen-presenting cells (APCs). Human immunodeficiency virus type 1 (HIV-1) capture via Siglec-1 and subsequent transfer to target cells has been reported not only in human APCs derived in vitro but also in activated primary myeloid cells isolated ex vivo. In murine models, Siglec-1 retroviral trans-infection has been reported ex vivo, and most importantly, due to the extraordinary ability of Siglec-1 positive APCs to capture cell-free viruses from the lymphatic vessels at the edges of the lymphoid tissue and their capacity to transfer that infectivity to permissive lymphocytes, this mechanism has also been observed in vivo.



The lack of available animal models to study HIV-1 infection makes it challenging to investigate the role of Siglec-1 on HIV-1 pathogenesis in vivo. Humanized mouse models susceptible to HIV-1 infection are only established in a few laboratories, and how disease progression in these animals correlates with human pathogenesis needs further investigation. Primate models are also restricted to specific facilities and rely on the use of primate retroviruses that may not directly reflect the biology of HIV-1. Under these circumstances, finding naturally occurring human knockouts could be a good alternative to address the role of key receptors such as Siglec-1 under physiological settings of infection. A deletion in the gene that codes for the HIV-1 co-receptor CCR5, which is needed for acquisition of CCR5-tropic HIV-1, is one of the best-known examples of how a genetic variant alters the phenotype of infection (31). These types of variants have been observed for decades and have also been confirmed by large-scale genomic analysis (32). However, these large-scale analyses have not uncovered novel candidates that might influence HIV-1 disease progression because the available sample sizes are not adequate to assess all possible classes of genetic variation, such as rare and low frequency polymorphisms.

The identification of individuals harboring rare, loss-of-function genetic variants provides an opportunity to study gene function in vivo. Recently, large catalogs of sequenced human genomes have demonstrated that individuals carrying homozygous loss-of-function variants, or natural human knockouts, can provide insight into genetic causes of disease and holds tremendous potential for identifying drug targets (33). However, given their generally low frequency, such variants have gone largely undetected in large-scale genomic analyses. As an alternative strategy to identify genes involved in HIV-1 progression, we conducted a search for individuals lacking the expression of Siglec-1 receptor to study the natural course of HIV-1 infection in the absence of this particular receptor (34). We focused on two well-established cohorts of HIV-1 infected individuals that had been longitudinally followed for decades and had extensive clinical records. We identified two homozygous and almost a 100 heterozygous subjects for a particular stop codon variant in the SIGLEC1 gene. This stop-gain allele is found at highest frequency in individuals of European and South Asian ancestry (1.3%) and is rare or absent in African and East Asian populations (0.5%). Ex vivo experiments confirmed that cells from these individuals were functionally null or partially defective for Siglec-1 expression and, consequently, lost their activity in HIV-1 capture and transmission in vitro. While the lack of Siglec-1 is likely to abrogate trans-infection, the classical HIV-1 infection routes, including cell-free virus infection or cell-to-cell HIV-1 transmission still operate in the absence of Siglec-1, explaining the observation of Siglec-1 null individuals that are HIV-1 infected. However, despite the lack of impact on susceptibility, HIV-1 dissemination and disease progression in infected individuals with null or diminished Siglec-1 expression could be delayed compared with wild type individuals. Nonetheless, we did not observe an effect of Siglec-1 truncation on progression to AIDS.

Several challenges explain the lack of conclusive results in the study of Siglec-1 genetic variants (Figure 2). Power simulations indicate that analysis of a rare variant such as the Siglec-1 allele would require more than 10,000 individuals to detect a relative risk of 5 at P < 0.05 under a recessive model—an effect that would be similar to the beneficial outcome of B*57:01 on HIV-1 control (32, 35–37). This sample size far exceeds even the largest genome-wide studies of HIV-1 progression that comprises ~6,000 patients (38), which does not genotype the Siglec-1 stop variant and cannot be used to impute the presence of this rare allele. Given that the proposed effect requires long-term follow-up off therapy, it is extremely unlikely that a sufficient sample size could be reached to assess the long-term consequences of the Siglec-1 stop variant on HIV-1 disease. Another limitation faced was the lack of seroconversion date for most of the individuals screened; a clinical record that is normally missing in most cohorts of HIV-1 infected individuals. Thus, disease progression was only followed from the date of diagnosis, which may differ between individuals, especially if they are protected by beneficial phenotypes. Moreover, additional clinical data were missing from key individuals, even though we had focused on cohorts with exhaustive follow-up. Indeed, one of the homozygous individuals found had no clinical records for nine years, and information only resumed after antiretroviral treatment initiation, when viral suppression abrogated any potential effect that the Siglec-1 variant might have had on disease progression. Since current clinical guidelines recommend treatment introduction early after HIV-1 diagnosis (39), in the near future this type of analyses will be restricted to retrospective cohorts, which followed old recommendations and started treatment when CD4 counts dropped below a certain threshold, offering a window of opportunity to monitor the natural course of infection. Finally, complexity also arises from the analysis of phenotypes that can be influenced by the infection of several pathogens at the same time. Indeed, one of the homozygous individuals for the rare Siglec-1 allele had a high CD4+ T cell count that dramatically dropped when tuberculosis was diagnosed. Lack of Siglec-1 could have had a negative impact on the immune control of the mycobacterial infection, masking any putative beneficial effects caused during HIV-1 progression. Previous studies indicate that Siglec-1 expression on myeloid APCs has a role in combating sialylated bacteria (40, 41). Although sialylation of Mycobacteria has not been documented to our knowledge, direct interaction between Siglec-1 and Mycobacteria might not be required to impact antibacterial immunity. Alternatively, the lack of Siglec-1 on myeloid APCs could compromise antigen capture via exosome or microvesicle transfer and affect the control of the bacterial infection (42–45).
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FIGURE 2 | Challenges to interpret human knockout genetics in infectious diseases. The study of Siglec-1 null individuals infected with human immunodeficiency virus type 1 highlights the barriers to understand the in vivo role of human knockout genes. Limitations arises from: the need to study large cohorts that can be restricted to specific populations where the variant of interest has the highest frequency; the lack of critical clinical information even in cohorts with good follow-up; the introduction of therapies that unmask any putative effect of the studied variant; and the co-infection with additional pathogens that might influence the observed phenotype in the opposite direction from what is expected.



Overall, difficulties and questions faced throughout the study of Siglec-1 null individuals infected with HIV-1 illustrate the major challenges of the field of human knockout genetics applied to infectious diseases. We need to address the biological function of knockout genes of interest in vivo and the effect of a particular variant on health-related phenotypes (46). Variability in the observed phenotypes arises not only from the effect that other genetic variants might have on the gene of interest, but also from the exposure to particular environmental conditions, including the co-occurrence of infections. Animal studies could help to dissect the contribution of these factors by creating the same genetic background and similar environmental conditions in pathogen-free facilities, where co-infections could be experimentally controlled. Working with adequate animal models is, however, complex in the case of HIV-1. An interesting alternative to unambiguously test the potential contribution of myeloid APCs via Siglec-1 to HIV-1 disease progression could be to develop antiviral therapeutic agents against Siglec-1. The identification of Siglec-1 null individuals demonstrates that this protein is dispensable, and its therapeutic blockade is therefore expected not to cause serious side effects. Future work targeting Siglec-1 could provide conclusive evidence of the real contribution of myeloid APC to HIV-1 pathogenesis in vivo. If proven effective, this new family of antiviral agents against HIV-1 could also offer protection against other retroviral infections by mimicking the loss-of-function mutation found in SIGLEC1.
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The accurate assessment of immune competence through ex vivo analysis is paramount to our understanding of those immune mechanisms that lead to protection or susceptibility against a broad range of human pathogens. We have developed a flow cytometry-based, whole blood phagocyte functional assay that utilizes the inflammatory inducer zymosan, coupled to OxyBURST-SE, a fluorescent reporter of phagosomal oxidase activity. The assay measures both phagocytic uptake and the superoxide burst in the phagocyte populations in whole blood. We utilized this assay to demonstrate impaired superoxide burst activity in the phagocytes of hospitalized HIV-positive patients with laboratory-confirmed tuberculosis. These data validate the use of the assay to assess the immune competence of patients in a clinical setting. The method is highly reproducible with minimal intraindividual variation and opens opportunities for the rapid assessment of cellular immune competence in peripheral blood in a disease setting.
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INTRODUCTION

Bacterial killing assays in whole blood are well established and allow ex vivo assessment of immune function in patients, particularly in the context of assessing response to vaccines or evaluating new bactericidal therapies (1–4). The main read out of these assays is microbial killing measured via culture and colony counting, or fluorescence if reporter strain organisms are used.

Potential problems of these microbiological killing assays include difficulties in standardizing the number of microbes and their multiplication rate. The tendency of the microbes to aggregate inconsistently during assays may also result in misrepresentation of the actual numbers of microbes measured at the end of the assay. In addition, there are other factors that can result in microbial loss that are not dependent on the host immune response or antimicrobial therapy (5). Finally, because the read out is simply bacterial survival, these assays lack the ability to differentiate mechanisms of killing and the relative contributions of the different phagocyte lineages present in the blood.

Phagocytosis is an important mechanism in the microbial killing pathway of phagocytes. Deficiencies in phagocyte function likely predispose individuals to acquire or succumb to infectious diseases. An extensive range of dynamic assays of phagosome function have been developed that are capable of providing a broad range of physiological readouts from the phagosome (6, 7). These assays have mostly utilized inert beads derivatized with different fluorescent reporters and focused on human alveolar macrophages or murine bone marrow-derived macrophages in culture (8–10). By removing cells from whole blood or their usual tissue fluid, we are unable to assess the potentially important influence of soluble proteins such as cytokines, chemokines, or antibodies on phagocytosis and phagosomal behavior. We therefore sought to develop an assay using a reporter particle more suitable for probing phagocyte biology in whole blood. The assay is designed to provide reproducible, unbiased, real-time analysis of phagosomal function of immune cells and potentially identify patients with impaired immune responses.

We utilized zymosan derivatized with the oxidation-sensitive fluorescent reporter, OxyBURST-SE, to quantify phagosomal oxidase activity in peripheral blood phagocytes in situ. Zymosan is a preparation of a cell wall glucan from Saccharomyces cerevisiae that has been used as a model microbial particle in immune assays for over half a century (11). Zymosan is highly mannosylated and linked to β-glucan, making it susceptible to phagocytosis by monocytes, polymorphonuclear leukocytes, and macrophages through various receptors, including C-type lectin receptors such as dectin-1 and mannose receptors (12, 13). Phagocytosis of zymosan can occur independent of opsonization, of which complement factor 3 (C3) predominates with immunoglobulin G (IgG) being of minor importance (14). Zymosan also stimulates an inflammatory cytokine response via toll-like receptors (TLR) 2 and 6, although activation of these receptors is not required for internalization by phagocytes (12). We had demonstrated previously how inert particles coupled to OxyBURST-SE can be used to quantify the superoxide bust of murine macrophages in vitro (15).

Superoxide burst is one of the key enzymatic activities involved in killing microbes during the process of phagocytosis. The generation of oxygen radicals via nicotinamide adenine dinucleotide phosphate (NADPH) oxidase leads to the production of noxious compounds such as hydrogen peroxide with potent antimicrobial activity (16, 17). Superoxide burst’s importance is clearly demonstrated by the greatly increased risk of bacterial, fungal, and mycobacterial infection in patient with chronic granulomatous disease due to mutations in NADPH oxidase (18). It has also been shown to be suppressed in individuals with HIV infection (19) and by Mycobacterium tuberculosis (TB) infection in vitro (20).

In this study, we report the application of this novel reporter platform to quantify the phagocytic and superoxide burst functions of phagocytes in whole blood obtained from individuals in a clinical setting. First, we detail the information generated by application of the assay in whole blood from healthy controls. We then present data showing the utility of this assay in demonstrating the perturbation of phagocyte function in the blood from HIV- and TB-coinfected patients in Malawi.

MATERIALS AND METHODS

Study Population

Adult patients with HIV and tuberculosis coinfection (HIV-TB) were recruited as part of a sub-study examining immune responses in the Malawi arm of the rapid urine-based screening for TB to reduce AIDS-related mortality in hospitalized patients in Africa (STAMP) (21). Healthy HIV-negative adults with no evidence of active TB were also recruited as controls. 5 ml of blood was collected from both patients and controls in sodium heparin tubes. All samples were processed and analyzed by flow cytometry at the Malawi-Liverpool-Wellcome Trust Clinical Research Programme in Blantyre, Malawi within 2 h of blood draw. The study has been approved by the London School of Hygiene & Tropical Medicine Research Ethics Committee and the College of Medicine Research Ethics Committee, Malawi.

Zymosan Reporter Particles

To quantify both phagocytic activity and the magnitude of the superoxide burst we utilized zymosan particles coupled to both a calibration fluorochrome (Alexa Fluor 405-SE, Invitrogen) and an oxidation-sensitive fluorescent reporter (OxyBURST® Green H2DCFDA-SE, Invitrogen). Zymosan reporter particles were prepared by washing 6 mg of zymosan (Sigma-Aldrich) three times in 1× phosphate-buffered saline (PBS) by centrifugation at 10,000 rpm for 1 min. Particles were resuspended in 950 µl coupling buffer (0.1 M boric acid to pH 8.0 with NaOH) containing 10 µl of 25 mg/ml OxyBURST-SE/DMSO stock solution and 5 µl of 5 mg/ml Alexa Fluor 405-SE/DMSO solution. The particles were mixed well and incubated on a tube rocker in the dark for 1 h at room temperature and washed with 1 ml of coupling buffer. The 1 h coupling with OxyBURST-SE and calibration fluorochrome was repeated twice. Finally, particles were washed three times with PBS and stored in 1 ml of PBS containing 0.01% sodium azide in the dark at 4°C generating a final stock concentration of approximately 5 × 106 particles/ml.

Whole Blood Assay

Zymosan reporter particles were prepared for the whole blood assay by washing 50 µl of stock Zymosan particle suspensions three times with 1 ml of RPMI-1640 to remove sodium azide and resuspended in 250 µl RPMI-1640 to give a 1:6 dilution and a final concentration of approximately 8 × 105 particles/ml.

Whole blood was diluted 1:1 with warm RPMI-1640. 20 µl of washed and diluted reporter particles (containing approximately 2 × 104 particles) were added to 1 ml of diluted blood and incubated at 37°C with rocking to ensure particles and cells remain in suspension. Diluted blood without zymosan reporter particles was also processed in parallel as control. Phagocytosis of zymosan reporter particles and superoxide burst was assessed at 10, 30, 60, 90, and 180 min after the addition of reporter particles.

100 µl of diluted blood was harvested from the zymosan reporter and biological control tubes 10 min before each time point for cell surface staining (as phagocytosis continues during cell surface staining of live cells). Once harvested, the diluted blood was stained with appropriately titrated concentrations of antibodies (anti-CD45 PerCP 1:33, anti-CD66b APC 1:50, and anti-CD14 PE-Cy7 1:100; all from BioLegend) for 10 min. Biological activity was arrested, red blood cells were lysed, and leukocytes fixed by adding 3 ml of BD FACS lysing solution (BD Biosciences), containing formaldehyde and diethylene glycol, to each tube and incubating at room temperature for 10 min. The cells were washed once with 1× PBS by centrifugation at 500 g for 10 min then resuspended in 500 µl 1× PBS. Counting beads (Countbright, Life Technologies) were added per the manufacturer’s instruction before acquisition on a CyAn ADP flow cytometer (Beckman Coulter, USA). The phagocytosis assay was performed in triplicate on the whole blood samples from healthy, HIV-negative adults. Data were analyzed using FlowJo version 10 (Treestar, USA).

In addition to the zymosan reporter assay, for HIV/TB-coinfected patients, immunophenotyping of monocytes in fresh whole blood was undertaken to investigate the association between monocyte phenotype and phagocytosis. In brief, 100 µl of fresh whole blood was stained with anti-CD45 Pacific Orange (Invitrogen), anti-HLA-DR PE-Cy7, anti-CD14 PE, and anti-CD16 FITC (all from BioLegend) for 10 min. Red blood cells were lysed, and leukocytes fixed with BD FACS lysing solution, washed once with 1× PBS by centrifugation at 500 g for 10 min then resuspended in 300 µl PBS for flow cytometry acquisition.

Electron Microscopy (EM)

In parallel, 2 ml of whole blood from a healthy HIV-negative control was incubated with approximately 8 × 104 zymosan reporter particles to confirm the zymosan particles were internalized by whole blood phagocytes. White blood cells were harvested after 10, 60, and 180 min by centrifugation at 500 g for 10 min and carefully pipetting out the buffy coat layer in buffered glutaraldehyde fixative solution (2.5% glutaraldehyde in 0.1 M sodium cacodylate, 5 mM CaCl2, 5 mM MgCl2, 0.1 M sucrose, pH 7.2). The samples were processed and stained for EM as described previously (22).

Calculations and Statistical Analysis

The proportion of cells that had phagocytosed reporter particles was calculated based on expression of calibration fluorochrome, and absolute cell numbers calculated using counting beads. An “activity index” of phagocytosis and superoxide burst was calculated by subtracting the median fluorescence intensity of the negative cells from the positive cells, and dividing this by two times the robust SD of the negative cells (23). This method accounted for variations in auto fluorescence between cells from different individuals.

Statistical analysis was performed using GraphPad Prism 7 (GraphPad Software, USA) and Stata 11 (StataCorp, USA). Peak activity index (AI) was calculated and mean AI was compared between groups. The AI at each time point was also used to calculate the area under the curve. Means were compared using paired t-tests and median using Wilcoxon rank-sum.

RESULTS/DISCUSSION

Zymosan Uptake by Whole Blood Phagocytes

We used whole blood from four healthy HIV-negative controls to measure phagocytosis and superoxide burst of phagocytes ex vivo using zymosan-reporter particles. We first sought to determine the kinetics of zymosan uptake by whole blood phagocytes. The flow cytometry gating strategy to identify neutrophils and monocytes is outlined in Figure 1. Cells that had phagocytosed zymosan-reporter particles were identified and quantified through measurement of the calibration fluor, Alexa Fluor 405.
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FIGURE 1 | Gating strategy for identification of phagocytes with zymosan reporter particles and quantitation of intraphagosomal oxidation. (A) Gating strategy displaying forward scatter (FSC), side scatter (SSC), CD45 PerCP, CD66b APC, and CD14 PE-Cy7 to identify neutrophils and monocytes. The gating strategy illustrated is from one representative healthy volunteer. (B) Zymosan-induced superoxide burst activity in neutrophils and monocytes in a healthy control. The OxyBURST fluorescence increases after intraphagosomal oxidation of the zymosan-reporter particles (Alexa Fluor 405-labeled) after 10 and 60 min compared with control sample with no zymosan-reporter particles. (C) Overlay histogram demonstrating the shift in fluorescence of cells with zymosan reporter particles due to oxidation after 10 min (red), 30 min (orange), and 60 min (blue) compared with cells without zymosan-reporter particles (green) for both neutrophils and monocytes.



Zymosan particles were avidly internalized by both neutrophils and monocytes in blood from healthy controls. Uptake was rapid, with a mean of 26% of neutrophils phagocytosing the particles compared with 12% of monocytes by 30 min (Figure 2A). The proportion of neutrophils phagocytosing zymosan did not increase substantially between 30 and 180 min, whereas the percentage of monocytes associated with zymosan-reporter particles increased gradually during the assay. This pattern of uptake was consistent across all healthy controls.
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FIGURE 2 | Phagocytosis of zymosan reporter particles by monocytes and neutrophils. (A) Proportion of cells that have phagocytosed zymosan over time using blood from healthy individuals incubated with approximately 2 × 104 zymosan particles/ml. Data represent mean values, and the error bars indicate SEM. Concentration of neutrophils (B) and monocytes (C) that have internalized zymosan reporter particles over time, with varying concentrations of particles. Relationship between the proportion of cells internalizing zymosan reporter particles (at an approximate concentration of 2 × 104 zymosan particles/ml) and absolute cell concentration for neutrophils (D) and monocytes (E) after 60 min. Each data point represents one sample from each individual done in triplicate. Four healthy volunteers in triplicate are shown in panels (A,D,E), and one health volunteer is shown in panels (B,C).



The uptake of zymosan reporter particles by both monocytes and neutrophils is dose dependent as shown in the dose–response curve generated for 0.5 × 104–8 × 104 zymosan particles/ml (Figure 2B). The abundance of the phagocytic cells in whole blood also influences the overall proportion of cells phagocytosing zymosan particles (Figure 2C). The higher the concentration of cells, the lower the proportion of cells carrying the zymosan-reporter signal, shown for both neutrophils and monocytes (Figures 2D,E). This relationship persists throughout the assay and demonstrates the importance of the phagocyte to particle ratio in the kinetics of phagocytosis. Relying solely on internalization of particles to assess phagocytic function is a potential limitation of the assay, as the magnitude of phagocytosis may be influenced by a function of cell concentration and/or cell to particle ratio, rather than cellular deficiencies in phagocytic capacity.

Electron microscopy of white blood cells from a healthy control whole blood incubated with zymosan particles demonstrates phagocytosis of zymosan particles by peripheral blood phagocytes (Figure 3). The EM images support the assumption that the zymosan reporter signal detected by flow cytometry originates from phagocytosis rather than the association of zymosan particles with the phagocyte surface. Almost without exception, the zymosan particles were observed inside the phagocyte.
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FIGURE 3 | Assessment of phagocytosis of zymosan reporter particles by electron microscopy. An electron micrograph illustrating zymosan particles (Z) inside a neutrophil 60 min post incubation of the reporter particles with whole blood. A red blood cell (R) can be seen to the right of the neutrophil. This image is representative and indicates that the zymosan particles are effectively internalized by cells in suspension. The scale bar = 1 µm.



Cell Loss Associated With Zymosan

To examine the effect of the zymosan particles on cell loss, we compared the samples containing zymosan reporter particles and control samples from the same healthy individuals. The mean concentration of neutrophils and monocytes declined during the assay more rapidly in the presence of zymosan than in control samples, with the largest decline occurring between 90 and 180 min (Figures 4A,B).
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FIGURE 4 | Cell concentrations and activity index (AI) of superoxide burst over time. The concentration of neutrophils (A) and monocytes (B) at different time points from HIV-negative control samples without zymosan (green), and samples incubated with zymosan reporter beads that had internalized zymosan (blue) or did not internalize zymosan (red). In (C) neutrophils and (D) monocytes, each color represents the superoxide AI data from different individuals. The AIs are from four healthy, HIV-negative individuals, each performed in triplicate.



Furthermore, the concentration of neutrophils associated with zymosan-reporter signal peaked at 60 min, followed by a decline (Figure 4A). By contrast, the concentration of zymosan-associated monocytes plateaus at 30 min (Figure 4B). However, in both cell types the peak in zymosan uptake coincided with cell loss, suggesting that zymosan plays a role in inducing cell death. This is also supported by increased cell loss at higher concentrations of zymosan in the assay (Figure 2B).

These observations are consistent with neutrophil and monocyte biology. Neutrophils are known to have a short half-life in vitro, estimated to be 6–12 h, and do not proliferate (24). Programmed cell death of neutrophils occurs rapidly following phagocytosis of inflammatory particles, and reactive oxygen species may be important triggers for induction of apoptosis (20). In neutrophils that have not phagocytosed zymosan particles, activation via direct binding of zymosan to TLR2 and TLR6 or in response to inflammatory cytokine and chemokine production may also contribute to cell death (12). By contrast, monocytes have an estimated half-life of <20 h in vivo, although this may be shorter ex vivo (25). Monocytes also undergo programmed cell death, unless they migrate to tissues and undergo differentiation into tissue macrophages (26). However, in contrast to neutrophils, inflammatory cytokine production and stimulation via TLR2 can promote survival by blocking programmed cell death (27). This may explain why monocytes that had phagocytosed zymosan reporter particles did not substantially decrease in number during the assay.

Phagocytosis and Superoxide Burst

Superoxide burst activity was measured at 10, 30, 60, 90, and 180 min by comparing fluorescence of cells that had internalized zymosan reporter particles (calibration fluor-positive cells) with the cell population without zymosan (calibration fluor-negative cells) through measurement of the OxyBURST, superoxide sensor signal. The proportion of cells and intensity of superoxide reporter fluorescence increased over the time course of the assay in both monocytes and neutrophils (Figures 1B,C). The intensity of the calibration fluorochrome signal did not increase over time, suggesting the increase in superoxide reporter signal was not due to cells internalizing greater numbers of zymosan-reporter particles but was specific to the oxidase activity (Figure 1B).

Both peripheral blood monocytes and neutrophils showed rapid oxidation within 30–60 min (Figures 4C,D). The kinetics of oxidation in neutrophils and monocytes were similar to macrophages in other studies, with rapid oxidation before an equilibrium being reached, which likely represents cessation of NADPH oxidase activity (6, 15).

When the concentration of zymosan reporter particles was varied, the AI remained constant despite the concentration and proportion of cells taking up zymosan changing. This indicates the assay is able to measure physiological changes in the intensity and duration of phagocytosis and superoxide burst within the phagosome at an individual cell level. This is a significant advance over existing assays, which measure the extracellular accumulation of products of oxidation that is dependent on the summation of phagocytosis and superoxide burst (28). Moreover, because this assay has cellular resolution, the relative contribution of the different phagocyte subsets can be accurately measured. We have also demonstrated that the assay is reproducible with minimal intraindividual variation.

Assays using OxyBURST coupled to IgG coated beads have previously been used to investigate oxidation within macrophage phagosomes (6, 15), and more recently in whole blood (29). The current assay exploiting zymosan as a reporter particle is an important addition to the range of phagocyte functional assays and offers considerable practical and technical advantages in the functional interrogation of whole blood direct from human subjects of interest.

Assessment of Whole Blood Phagocyte Function in Patients with HIV/TB Coinfection

The zymosan reporter assay was performed on blood samples obtained from 18 hospitalized HIV-positive patients with laboratory confirmed TB disease to compare phagocytic and superoxide respiratory burst activity in the phagosome between patients and healthy, HIV-negative, controls. The HIV/TB patients had a mean age of 41.4 years, a median CD4 cell count of 108.5 cells/mm3 and 13/18 were taking antiretroviral therapy at the point of hospital admission. The HIV/TB-coinfected patients demonstrated marked variation in phagosomal oxidation activity compared with healthy controls. The kinetics were similar to healthy controls with peak activity occurring at 30 min, although overall mean intensity of superoxide burst was significantly reduced throughout the assay (paired t-test, all p < 0.0001) (Figure 5A). There was also a strong association between increased monocyte superoxide burst activity and the presence of a higher proportion of “classical” CD14++CD16− monocytes (Figure 5B, linear regression coefficient 0.0014, 95% CI 0.0005–0.0024, p = 0.006). This association is consistent with the suggestion that classical monocytes are thought to specialize in phagocytosis compared with other monocyte subsets (30). However, the superoxide activity in monocytes was not related to the overall concentration of monocytes in patient’s blood (linear regression slope 0.0002, 95% CI −0.0002 to 0.0005, p = 0.19), supporting the contention that the superoxide AI was not simply a function of phagocyte abundance.
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FIGURE 5 | Phagocytosis, superoxide burst, and monocyte phenotypes in peripheral blood phagocytes of HIV/tuberculosis (TB)-coinfected patients. (A) The superoxide burst activity index (AI) over time comparing cells from healthy individuals (blue) with cells from HIV/TB-coinfected patients (red). Lines represent means, and error bars are 95% CI. Mean AIs were lower in the HIV/TB patients at all time points analyzed (paired t-tests, all p < 0.0001). (B) The association between the proportion of HLA-DR+ monocytes that are CD14++CD16− (classical), CD14+CD16+ (intermediate), and CD14−CD16+ (non-classical), and monocyte phagocytosis and superoxide burst AI (measured as “area under the curve”). There is a strong association between higher proportions of classical monocytes and increased AI (p = 0.006) (n = 18). The data in panel (A) are from four health volunteers in triplicate, and the data in panel (B) are from 18 HIV/TB patients.



These data demonstrate that the whole blood assay with zymosan reporter particles is a robust tool for assessing phagocyte function in a clinical setting. The time required to run the assay once the reporter particles have been made is minimal, with the processing of the sample through to acquisition by flow cytometry taking less than 4 h. We also demonstrated this assay can show marked differences between individuals and groups of patients based on clinical phenotype. It is interesting to note that the reduced superoxide burst in the phagocytes from HIV/TB-coinfected individuals observed in this study is consistent with a recent report of impaired innate immune function of monocytes from HIV/TB-coinfected patient cohort in South Africa (31).

CONCLUDING REMARKS

We present a new method for studying whole blood phagocyte functional capacity ex vivo. This technique uses fluorescent-tagged zymosan-reporter particles and whole blood, preserving, at least in part, the physiological in vivo conditions. It offers several advantages over standard microbiological killing assays because of its speed and simplicity, and its increased resolution whereby cellular responses such as phagocytic capacity and superoxide burst, can be quantified at the level of the individual cell.

We have demonstrated that the assay can be used to characterize immune function and to detect perturbation of cellular function in patients with severe immunological impairment (in HIV/TB-coinfected individuals). This assay is easily adaptable to standard immunological assays based on cell surface marker expression measured by flow cytometry and has the capacity to provide direct functional readouts of immune cell activities. Previously, we have used inert reporter particles to measure rates of phagosomal acidification, intraphagosomal proteolytic and lipolytic activities, as well as superoxide burst in tissue macrophages in culture. These activities are differentially modulated by immune status and infection (7–9). The use of zymosan as an alternative, biologically active carrier particle for whole blood-based assays brings these complex biological readouts into a clinical setting for functional interrogation of patient-derived samples linked to disease status.
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Human immunodeficiency virus type 1 (HIV-1) infects and kills T cells, profoundly damaging the host-specific immune response. The virus also integrates into memory T cells and long-lived macrophages, establishing chronic infections. HIV-1 infection impairs the functions of macrophages both in vivo and in vitro, which contributes to the development of opportunistic diseases. Non-typhoidal Salmonella enterica serovar Typhimurium has been identified as the most common cause of bacterial bloodstream infections in HIV-infected adults. In this review, we report how the functions of macrophages are impaired post HIV infection; introduce what makes invasive Salmonella Typhimurium specific for its pathogenesis; and finally, we discuss why these bacteria may be particularly adapted to the HIV-infected host.
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CLEARANCE AND ACTIVATION CAPACITY OF MACROPHAGES

Although macrophages are different in the different tissues and organs in which they reside, they can all be characterized by their strong capacity to internalize and degrade particles in phagolysosomes. Transcriptomic analysis has pointed to unique gene expression profiles in response to pathogens components (1). One obvious functional set of genes shared by all phagocytes encodes for the components of lysosomes, such as the vacuolar ATPase H+ pump and lysosomal hydrolases. Subtle differences can be revealed when comparing the clearance capacities of polymorphonuclear neutrophils, macrophages or dendritic cells. Clearance is the hallmark of neutrophils and macrophages, while dendritic cells have been reported to be milder with internalized material, with some material remaining undegraded (2–5). In this review, we will focus on macrophages, as they are target cells for both the human immunodeficiency virus type 1 (HIV-1) and Salmonella pathogens.

Phagocytosis begins with the clustering of receptors that are engaged by ligands present on the surface of the target particle. Many types of receptors can be implicated in the recognition step, regulating the fate of the internalized material. Phagocytic receptors can be subdivided into receptors that bind to opsonins, like the immunoglobulins and complement, and receptors that bind to non-opsonins. The latter interact with molecular groups on the surface of the target particle or pathogen, including sugars, lipids, and polypeptides that are referred to as pathogen-associated molecular patterns (6, 7). Early signaling from surface receptors leads to the polymerization of actin that drives plasma membrane deformation and the formation of a closed phagosome (8, 9). For large targets to be efficiently internalized, membrane remodeling is essential, relying on the focal delivery of intracellular compartments including recycling endosomes (10–12). The large GTPase dynamin2 is crucial for phagosome sealing (13).

Once closed, the phagosome evolves very much like smaller endocytic compartments, undergoing a series of fusion and fission events with the compartments of the endocytic pathway (14, 15). This process, called phagosome maturation, is accompanied by the dynein-mediated movement of the phagosome along microtubules (16, 17). The microtubule network is crucial for the phagosome to reach the lysosomes positioned at the center of the cell and to efficiently mature into a phagolysosome. Indeed, it has been demonstrated that the loading of dyneins at the plus ends of microtubules by the plus-end binding protein, EB1, is critical for phagosome maturation (18).

Early phagosomes harbor markers of the early endosomes such as Rab5 and its effector, the early endosome antigen 1 (EEA1) (19). Other effectors of Rab5 are the class III phosphatidylinositol 3 kinase human vacuolar protein-sorting 34 that generates phosphatidylinositol 3-phosphate [PI(3)P] (20). It has been demonstrated that PI(3)P is important after phagosome completion, for its maturation (21). EEA1 carries a FYVE domain that binds to PI(3)P, a zinc finger that binds to Rab5 and regions responsible for multimerization. EEA1 also binds to the t-SNARE Syntaxin-13, which is important for membrane fusion (22). Rab5 exchange factors, including Rabex-5, Rin1, and Gapex-5, coordinate Rab5 activation and microtubule dynamics (23).

Acquisition of Rab7 is still considered to be a hallmark of late phagosomes, although a choreography of Rab proteins has been shown to be recruited during phagocytosis (24). The products of PI3K are involved in the dissociation of Rab5, but are not essential for the recruitment of Rab7 on the phagosome (25). Data in yeast have shown that the proteins Mon1 and Ccz1 serve as a Rab7 exchange factor (26). Phagosomes undergo fusion with late endosomes and lysosomes via a Soluble NSF attachment protein receptor (SNARE) mediated process. It has been demonstrated that Syntaxin 7 and Syntaxin 8, with VAMP7 and VAMP8, are involved in phagosome-lysosome fusion (27). The vpsC–homotypic protein sorting (HOPS) complex that mediates the transition from Rab5 to Rab7 endosomes could play a similar function in phagosome maturation. The complex is composed of Vps11, Vps16, Vps18, Vps33, Vps39, and Vps41. In yeast, Rab7 is activated by Vps39. The Vps41 protein is a key component of the HOPS complex as it is required for the stabilization of the HOPS complex on the endosomal membrane before fusion with the vacuole. Regulation by the p38 MAP kinases of Vps41 has recently been highlighted as an explanation for the differential trafficking of virulent LPS of Coxiella burnetii (28). This type of regulation might also be implicated in phagosome maturation in macrophages. Rab7 and Arl8 orchestrate both microtubule-dependent transport of late endosomes/lysosomes and their fusion with endosomes, autophagosomes, and phagosomes. Both proteins are important for lysosome tubulation in macrophages (29). Rab7-interacting lysosomal protein and the long splice-variant of oxysterol-binding protein related-protein 1 (ORP1L) function together to link phagosomes to the microtubule motor dynein/dynactin (30, 31). Arl8 has been shown to control phagosome maturation and bacterial killing (32). It has also been demonstrated that Arl8 plays an important role in phagosome maturation in Caenorhabditis elegans (33). Arl8 connects lysosomes to kinesins through SifA and kinesin interacting protein (34), in particular, to kinesins 1 and 3, controlling lysosomal positioning (35). Some effectors, like PLEKHM1, act as dual effectors for Rab7 and Arl8 to promote cargo delivery to lysosomes (36) and may also play a role during phagosome maturation.

Acidification occurs gradually while the compartment matures into a phagolysosome, which is important for the optimal activity of hydrolytic enzymes delivered by late endosomes and lysosomes. Acidification reaches a pH of 5.5 in the late phagosome, due to the acquisition of proton pumping vATPases. Negatively charged chloride ions may enter the compartments to compensate for the proton influx, although this role has not been established experimentally. However, the depletion of luminal cations, Na+ and K+, during maturation has been established (37). Anion and luminal cation exchange may serve to maintain lysosome osmolarity and volume during the acidification steps.

Microbicidal activity in the phagolysosome depends both on hydrolases and on the generation of reactive oxygen and nitrogen species (ROS and RNS, respectively) (38). The NADPH oxidase is acquired at the early stages of phagosome maturation. Its activity is complemented by the inducible NO synthase, iron scavengers, and transporters, as well as lysozymes, lipases and proteases, such as the cathepsins. These species are delivered to phagosomes and directly contribute to killing. Their activities can be modulated by cell activation and the concomitant signaling pathways that are initiated downstream of surface receptors in complex regulatory loops. For instance, the interaction between the RUN domain Beclin-1 interacting cysteine-rich-containing (RUBICON) protein and the NADPH oxidase upon TLR stimulation forms a feedback loop with the cascade signaling to cytokine production (39).

Finally, when degradation is incomplete, antigens derived from the internalized material are presented on the major histocompatibility complex molecules (Class I or II), especially in dendritic cells. Signaling pathways are activated and the phagosome itself can be considered a signaling platform. Together, these events lead to the production of cytokines and inflammatory mediators, which can be modulated depending on the surface receptors engaged by the cargo (40, 41).

DYSREGULATION OF MACROPHAGE PHAGOCYTOSIS BY HIV INFECTION

The initial detection of the acquired immunodeficiency syndrome (AIDS) epidemic in 1981 began with reports of an unusual syndrome in which previously healthy young males were presenting with diseases such as Kaposi’s sarcoma, cytomegalovirus pneumonia, and Pneumocystis carinii pneumonia, previously described in immunocompromised patients (42). The syndrome was then named AIDS. Indeed, the principal effect of the virus is to decrease the immune defenses of infected individuals, leading to the appearance of opportunistic diseases and tumors. Invasive pneumococcal and oral candidosis presented early in HIV-infected patients, especially in Africa, together with non-typhoidal Salmonella infections, which will be the focus of the following section in this review.

The introduction of highly active antiretroviral therapy (HAART) has radically altered the incidence of AIDS, initially in developed countries, and later on, worldwide. However, even with HAART, which results in undetectable plasma HIV loads, HIV transcription persists in reservoirs, such as long-lived memory T cells, phagocytic cells, as well as other cell types in various tissues (43).

Already in the 1980s, Crowe et al. reported that macrophages are targets for HIV-1 and may act as major reservoirs of virus (44, 45). It has since been established that there is some specificity in the infection cycle of HIV-1 in macrophages (46–49) and see Ref. (50) for a recent review in the same topic.

The group of Crowe has performed pioneering work in analyzing the phagocytic capacity of blood monocytes from a small sample of the Sydney Blood Bank Cohort or in vitro differentiated and infected macrophages. They studied phagocytosis of apoptotic neutrophils, a Mycobacterium avium complex, Candida albicans, Toxoplasma gondii, and IgG- or complement-opsonized targets (51–55). The data suggested that phagocytosis by monocytes from WT HIV-1-infected individuals was impaired, whereas the phagocytic capacity of the phagocytes from the Δnef HIV-1-infected subjects was not. Interestingly, no correlation was found between the level of inhibition of phagocytosis and the viral load or the CD4 counts (52). The authors reported an increased level of basal F-actin in HIV-infected cells, which could account for a defective capacity of the actin cytoskeleton to efficiently remodel during phagosome formation (Figure 1A). Some HIV-1 induced receptor downregulation was observed in primary human macrophages (56), as in alveolar macrophages for mannose receptors (57). The group of Crowe also pointed to a crucial role of the Nef viral protein in impairing phagocytosis in infected blood monocytes in vivo, a phenotype that they did not observe in monocyte-derived macrophages-infected in vitro. Nef was reported to downregulate many surface receptors and markers from the surface of treated model cells (58, 59), as well as CD36 on macrophages, which may be related to defective phagocytosis of inert particles and killed bacteria in Nef-treated cells (60). Other reports showed that HIV-1 infection did not induce any decrease in the surface expression of phagocytic receptors (52, 61). The impact of in vitro infection of macrophages with HIV-1 on various types of phagocytosis was analyzed. The focal delivery of endosomal compartments at the site of phagocytosis was impaired in a Nef-dependent manner, probably due to Nef interaction with the adaptor complex, AP1, on endosomes (61) (Figure 1A). This endosomal delivery was shown to be required for efficient phagocytosis of large particulate material (11, 62), and interestingly, to be controlled by the NF-κB signaling protein Bcl10 (63). Other molecular defects reported in HIV-infected macrophages include elevated intracellular cAMP levels (64) and decreased expression of the common gamma chain (65) (Figure 1). Of particular significance, defective phagocytosis was also reported in the population of small alveolar macrophages in the lung of HIV-infected patients (66).
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FIGURE 1 | Modified phagocytosis in HIV-infected macrophages. Left panel—Once HIV infection of a macrophage is established, intracellular trafficking is rerouted to the virus-containing compartment (VCC). In non-infected macrophages, phagocytosis is initiated by the binding of phagocyte surface receptors to ligands present on the microorganism or to the opsonizing molecules that coat the target particle. In HIV-infected cells, surface receptors (e.g., FcR) can be downregulated (A). After binding, a cascade of signaling events leads to actin polymerization and engulfment of the particulate material in a closed compartment termed, the phagosome. The inhibition of phagocytosis in HIV-infected macrophages was related to perturbation of F-actin and cAMP production. The viral factor Nef further reduces the efficiency of phagosome formation via its interaction with the AP1 adaptor protein, reducing the focal delivery of intracellular compartments (A). In non-infected macrophages, the phagosome matures into a degradative compartment called phagolysosome. This occurs after fusion and fission with various endocytic compartments, and the phagolysosome migrates along microtubules. However, in HIV-infected macrophages, the viral factor Vpr inhibits phagosome maturation and centripetal movement of the phagolysosome toward the nucleus. Part of the intracellular trafficking, such as the EHD3 recycling machinery, is rerouted to the VCC (B). In addition, viral infection inhibits macrophage late events and responses such as cytokine production (C). Right panel—Primary human macrophages were infected with HIV-1ADA for 8 days before incubation with IgG-opsonized sheep red blood cells (SRBCs) for 60 min at 37°C. They were fixed, permeabilized, and labeled with anti-p24 followed by Alexa488-anti-goat IgG (upper line), AMCA-anti-rabbit IgG to detect the total SRBCs (second line), anti-LAMP1 followed by Cy3-anti-mouse IgG (third line), and anti-tubulin followed by Cy5-anti-human IgG (not shown). Merged images (lower line) show p24 in green, SRBCs in blue, LAMP1 in white, and microtubules in red. Z stacks of wide field fluorescent images were acquired, deconvoluted, and treated with ImageJ. Bar, 10 μm.



The later steps of phagosome maturation were also reported to be impaired in HIV-infected macrophages, with early reports showing that the intracellular replication of live T. gondii was enhanced in HIV-infected macrophages. Interestingly, treatment of macrophages with interferon gamma, a known activator of these cells, decreased parasite replication, but did not control parasite levels (53). An assay developed in the laboratory of Russell to monitor the superoxide burst in phagocytes by flow cytometry was used to analyze whole blood samples of HIV/tuberculosis-infected individuals (67). The authors were able to demonstrate an impaired superoxide burst activity in the phagocytes of coinfected patients. Using similar tools together with other assays, it was determined that Nef was not crucial to the in vitro mediation of the phagosome maturation defect in HIV-infected macrophages, while, unexpectedly, the viral protein Vpr, was (Figure 1B) (18). Vpr perturbs the microtubule dynamics, the localization of the plus-end microtubule binding protein EB1 and therefore, the positioning of the dynein motors necessary for driving phagosomes to the cell center. In addition, the viral infection of macrophages relies on the budding of newly enveloped viral particles in virus-containing compartments (VCCs), which presumably requires the recruitment of large amounts of membrane. Part of the intracellular endocytic machineries are de-routed toward the VCCs in HIV-1-infected macrophages, as is the case for the EHD3 sorting protein (18). It is therefore probable that many of the intracellular trafficking pathways are altered in virus-infected cells, as a side effect of viral particle production. This may benefit many opportunistic pathogens in a non-specific manner.

Similarly, signaling to initiate cell activation and cytokine production is altered in HIV-infected cells (Figure 1C). Placental blood mononuclear cells purified from HIV-infected mothers constitutively secrete more IL-1β and IL-6 and have more IL6, IL1β, and TNF-α mRNA; however, the high basal rates of secretion were associated with a lower response to stimulation with LPS (68). Reduced cytokine production was also observed in HIV-infected macrophages that were triggered for receptor-mediated phagocytosis or infected with bacteria (18). Many pro-inflammatory cytokine signaling pathways rely on the activation of the NF-κB pathway. The latter is transiently activated during the activation of transcription via the HIV promoter or the long terminal repeats. This may result in inadequate subsequent activation when the cells are subjected to a secondary trigger. Reduced intracellular protein levels of FcRγ, the signaling adaptor protein and chaperone required for FcγRI and III expression and function, were reported (69). Inhibition of subsequent downstream phosphorylation of Hck and Syk tyrosine kinases was observed in HIV-infected monocyte-derived macrophages undergoing Fcγ receptor-mediated phagocytosis.

UNIQUE INTRINSIC PROPERTIES OF INVASIVE NON-TYPHOIDAL SALMONELLAE (iNTS)

In as early as 1990, non-typhoidal salmonellae (NTS) were confirmed as HIV-related pathogens in sub-Saharan African adults (70). Later, NTS bacteremia has become a common and recurrent illness among susceptible African children and HIV-infected adults (71). This bloodstream infection, in African, HIV-infected adults, was reported to have high mortality (47%) and recurrence (43%) rates (72), due to recrudescence and reinfection (73). The bacteremia may be due to both Salmonella enterica serovar Typhimurium and Salmonella enterica serovar Enteritidis (74).

Salmonella enterica is a Gram-negative bacterium that causes enteric diseases. The species, S. enterica, includes typhoidal and non-typhoidal Salmonella and comprises a large number of serovars. S. enterica serovars Typhi and Paratyphi cause typhoid and paratyphoid fevers, respectively. The pathogens penetrate through the intestinal mucosa, producing bacteremia and lodge in the macrophages of the reticuloendothelial system. The remaining serovars normally lead to a self-limiting diarrheal disease in healthy individuals, but some NTS, such as Salmonella Typhimurium, can cause bloodstream infection in immunocompromised adults (75). Thus, iNTS have emerged as a prominent cause of bacteremia in African individuals with an associated case fatality of 20–25% (76).

Multilocus sequence typing (MLST) analysis of numerous isolates of Salmonella Typhimurium from Malawi and Kenya revealed new sequence type variants of S. Typhimurium associated with iNTS in sub-Saharan Africa. This dominant regional genotype, MLST group ST313, presents several genetic differences compared with other strains of this serotype, such as NTS ST19 (77).

In addition, whole-genome sequence-based phylogenetic methods revealed that the majority of ST313 isolates fell within two closely related, clustered phylogenetic lineages: lineage I, with A130 as a hallmark strain; and lineage II, with D23580 as a hallmark strain (78). These lineages are distinct from other S. Typhimurium lineages due to their distinct metabolic profiles (79) and antibiotic resistance (77). Indeed, Okoro et al. observed that isolates from lineage II appeared after the use of chloramphenicol for the treatment of iNTS disease, suggesting a clonal replacement of isolates from lineage I, by those from lineage II influenced by antibiotic usage. In addition, the authors estimated that lineage I and lineage II appeared independently, ~52 and ~35 years ago, respectively, and then developed with the HIV pandemic. Thus, Okoro et al. propose that iNTS disease, in sub-Saharan Africa, is caused by highly related Salmonella Typhimurium lineages that may have developed in immunosuppressed populations and following antibiotic treatment (78).

Host-adapted Salmonella serovars that cause invasive disease such as S. enterica Typhi and S. enterica Paratyphi display some similarities to ST313 isolates, in particular some genome degradation (80). Compared with non-iNTS S. Typhimurium isolates, ST313 isolates present numerous pseudogenes and deletions (77). In addition, whole-genome comparisons of a representative isolate of ST313, D23580 from Malawi, and ST19 strains (LT2, SL1344, and DT104) revealed a distinct repertoire of six prophage-like elements. These include five full-length prophages arbitrarily named Blantyre Prophage “BTP” 1 through 5, and one prophage remnant (77). Okoro et al. highlighted that this set of prophage sequences is present in all ST313 isolates belonging to lineage I and II (79). Among the five full-length prophages, three of them were already well-characterized, and commonly found in S. Typhimurium genomes: Gifsy-2D23580 (BTP2), ST64BD23580 (BTP3), and Gifsy-1D23580 (BTP4) that are all defective in ST313. The two remaining, BTP1 and BTP5, are novel prophages that are found only in the ST313 genome. BTP1 contains three virulence-related genes: st313-td, gtrCc, and gtrAc (81). st313-td was reported to play a role in survival within murine macrophages and in virulence in a mouse model of bacterial infection (82). The gtrAC operon encodes an O-glycosyltransferase that modifies the composition and the length of O-antigen of the bacterial lipopolysaccharide (83). Further, the LPS of D23580 (ST313) present particular O-polysaccharide chains (84), which have been used to design glycoconjugate vaccines against invasive African S. enterica serovar Typhimurium (85, 86).

The D23580 isolate has four plasmids including one virulence-associated plasmid. This plasmid contains an insertion that resembles a composite Tn21-like mobile element encoding multiple drug resistance genes (77). Before the appearance of MDR S. Typhimurium, ST313 strains of lineage I were susceptible to chloramphenicol. The selection of this virulence-associated plasmid explains the emergence of MDR S. Typhimurium, such as D23580 (lineage II), associated with the epidemic increase in the incidence of iNTS in Malawi after chloramphenicol treatment (74).

After an analysis of 129 ST313 isolates, Yang et al. demonstrated that these exhibit a distinct metabolic signature compared with non-ST313 S. Typhimurium. For instance, D23580 seems to be more resistant to acid stress than non-ST313 S. Typhimurium (87). Among the differences in metabolic pathways, ST313 strains present two loss-of-function mutations that impair multicellular stress resistance associated with survival outside the host. Hence, ST313 bacteria are less resistant to oxidative stress than ST19 (87, 88), due to mutations causing inactivation of KatE catalase in ST313. Catalase converts hydrogen peroxide (H2O2) to oxygen and water and this H2O2 detoxification protects high-density bacterial communities from oxidative stress. Another loss-of-function mutation in the bcsG gene in D23580 induces an inactivation of the BcsG cellulose biosynthetic enzyme required for the RDAR (red, dry, and rough) colonial phenotype (88). RDAR colonies represent a form of multicellular behavior that enhances Salmonella stress resistance in the environment and allows biofilm formation (89). A comparative analysis of biofilm-forming ability and long-term survival has shown that ST19 strains, that are strong biofilm producers, can survive desiccation better than ST313 that form weak biofilms and survive poorly following desiccation (90). In addition, several ST313 strains express less flagellin, a component of the flagellum appendage responsible for bacterial motility (91, 92). Indeed, ST313 strains (D65, Q55, S11, S12, D23580, and A130) were reported to be less motile than ST19 strains (I77, I89, I41, S52, and SL1344) (91, 93), although some variability among the strains was observed (87). These data suggest that, like Salmonella Typhi, Salmonella Typhimurium ST313 lack some of the mechanisms that allow transmission and/or survival in the environment.

SALMONELLA TYPHIMURIUM AND HOST INTERACTIONS

Salmonella Typhimurium were reported to be quickly taken up by CD18+ cells in the blood after oral infection (94). Salmonella Typhimurium are also taken up by CCR6+ phagocytes located in the subepithelium dome of Peyer’s patches in the intestine, then carried to the mesenteric lymph node (95). In addition, dendritic cells were shown to be able to extend dendrites toward the intestinal lumen, without perturbing the tight junctions of epithelial cells, to capture bacteria (96). Salmonella Typhimurium persist within macrophages in the mesenteric lymph nodes of chronically infected Nramp1 (natural resistance associated macrophage protein 1)+/+ mice (97). S. Typhimurium may be killed by the cell (98) or can hijack the host cell defenses to survive inside the cell (99–101). More recently, it has been recognized that macrophage polarization can influence bacterial infection. A macrophage population is heterogeneous in its susceptibility to the infection, potentially due to a mixture of type 1 and type 2 macrophages, as shown in vitro with mouse bone marrow-derived macrophages (102). S. Typhimurium cannot replicate in primary human monocyte-derived macrophages polarized into inflammatory M1 macrophages, while M2 and M0 macrophages allowed bacterial replication (103). The tissue source of macrophages further determines the degree of growth or survival of bacteria. For example, S. Typhimurium seems to survive better in splenic macrophages than in peritoneal macrophages (104). This is consistent with the main reported site of Salmonella infection (105).

At the cellular level, S. Typhimurium can enter in macrophages by SPI1 (Salmonella pathogenicity island-1)-dependent invasion (106) or by host cell-mediated phagocytosis or macropinocytosis, which occurs through either SPI-1-dependent or SPI-1-independent mechanisms (107). After invasion, S. Typhimurium resides in a spacious phagosomal compartment that evolves to form a specific compartment called Salmonella-containing vacuole (SCV) (108). It is important to note that Salmonella finely regulate virulence gene expression while replicating inside a macrophage (109). Thus, bacteria can survive within the SCV, despite partial fusion with the lysosomal compartment (110). Acidification of the compartment induces the transcription of virulence genes of S. Typhimurium to inhibit macrophage phagosome acidification (111). In addition, the Salmonella pathogenicity island-2 encodes proteins required for bacterial replication (112, 113) but does not have a major influence on resistance to killing (114). Intracellular bacteria can exhibit large heterogeneity in growth rate inside the vacuolar environment of host cells. A segment of the bacterial population does not replicate inside the cell but instead appears to enter a dormant-like state, perhaps providing a reservoir for relapsing infection (114, 115). Recent transcriptomic analysis demonstrated that macrophages containing non-growing bacteria are in a pro-inflammatory state of polarization. By contrast, macrophages containing growing bacteria exist in an anti-inflammatory, M2-like state. Thus, the growth arrest of Salmonella seems to facilitate immune evasion and the establishment of a long-term niche, while macrophages with replicating bacteria allow Salmonella to escape intracellular antimicrobial activity and proliferate (116). The heterogeneous activity of bacterial factors in individual infecting bacteria determines the heterogeneity of immune responses of individual-infected host cells (117). Macrophage infection induces the production of pro-inflammatory mediators (118) but also leads to macrophage cell death (119), an essential virulence mechanism of Salmonella Typhimurium (120). One form of cell death, pyroptosis, occurs either via a rapid caspase-1-mediated SPI-1-dependent pathway or a delayed SPI-2-dependent caspase-1-mediated pathway. Caspase-1, a central effector of pyroptosis, is activated in the inflammasome complex during Salmonella infection and has a protective role during Salmonella infection in vivo (121).

HOST–PATHOGEN INTERACTION OF iNTS

In several studies, gentamicin protection assays were used to assess the invasion properties of the ST19 and ST313 strains in vitro (Figure 2A). Two studies found that ST313 invades less Hep2 and HeLa cells than ST19 (79, 92). By contrast, Herrero-Fresno et al. observed no difference in invasion of another human cell line (human epithelial Int407 cells) with ST19 (4/74) and ST313 (02-03/002) (82). In the final study, ST313 (D23580) was shown to be more invasive than ST19 (14028) in HeLa cells (88). Studies pertaining to macrophages have also generated conflicting data. J774 mouse macrophages phagocytose ST313 (D65, Q55, S11, S12, and A13) more efficiently than ST19 (I77, I41, S52, and I89) (91). Bone marrow-derived C57BL/6 macrophages are highly phagocytic of both ST19 (SL1344 and DT104) and ST313 (D23580, A130, 5597, and 5579) (92). Taken together, these results do not indicate major differences in the invasive capacity of the two strains.
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FIGURE 2 | Stages of Salmonella Typhimurium infection with differential macrophage response to ST19 or ST313 infection. After macrophage invasion (A), Salmonella Typhimurium resides in vacuoles called Salmonella-containing vacuoles (SCV). The bacteria form this vacuole to prevent maturation of the phagosome into a phagolysosome (B). Bacterial products, such as flagellin, are released after membrane rupture, or secreted into the cytosol. This leads to inflammasome activation (C) and IL1β production, which are associated or not with cell death pathways (D). Other cytokines are released by the macrophage, and their secretions could be differentially regulated (E).



The intracellular survival of the ST19 and ST313 strains was analyzed in various model systems, resulting in variable and contradictory data (Figure 2B). Ramachandran et al. demonstrated that ST313 (D65, Q55, S11, S12, and A13) survives better than ST19 (I77, I41, S52, and I89) within macrophages using several cell lines and primary cells (U937 cells, THP-1 cells, peritoneal macrophages from BALB/c mice and CD-1 mice, human peripheral blood mononuclear cells) (91). Two other studies in murine cell lines (J774 mouse macrophages, RAW264.7 murine macrophages-like cells), however, have shown that there are no differences in survival between the two strains (82, 88). These differences could be due to the opsonization of the bacteria, their growth phase at the time of infection, and the degradative properties of the infected cells (82, 88, 91). To date, no precise characterization of the SCV has been performed to understand whether there is a difference in the intracellular survivability of two strains.

Initially, it was observed that both strains, ST19 (4/74) and ST313 (02-03/002) induce the same cytotoxicity toward J774 mouse macrophages (82). By contrast, two studies on bone marrow-derived C57BL/6 macrophages (92) and THP-1 cells (91) have shown that ST313 (D65, D23580, A130, 5597, and 5579) induces less macrophage death than ST19 (I77, SL1344, and DT104). Cytotoxicity appears to be dependent on the NLRC4 inflammasome (92). However, a more recent study has suggested that ST313 (D23580) is more cytotoxic than ST19 (14028) toward the RAW264.7 murine macrophage cell line (88) (Figures 2C,D).

Cell activation was also compared in terms of cytokine production. ST313 (D65, D23580, A130, 5597, and 5579) induced less cytokine production by macrophages compared with ST19 (I77, SL1344, and DT104) for IL1β (91, 92), IL8, and TNFα (91). These studies were performed with the human THP-1 (91) and U937 cell lines (92), as well as with bone marrow-derived C57BL/6 macrophages (92) (Figure 2E).

To better understand NTS pathogenesis, different animal models can be used. The non-human primates, such as rhesus macaques, are especially useful for investigating coinfection with simian immunodeficiency virus (122). Calves can be used as infection models as their infection with S. Typhimurium results in a pathology similar to humans. Furthermore, S. Typhimurium is a natural pathogen of cattle, and beef is a common reservoir for human infection (123, 124). Poultry products are well known as a source of human infections (125). Interestingly, ST313 was reported to be more invasive than ST19 in experimentally infected chicken (126). Mice are not typically suitable as an adapted model for S. Typhimurium, as these bacteria induce a typhoid-like systemic illness that leads to death of the animals. Although the 50% lethal dose (LD50) was not reported to be significantly different between ST313- and ST19-infected mice (87, 93). Further, there was no consistent difference in the inflammatory response (79, 88, 93, 126) or in the ability of the bacteria to colonize the intestinal tract and to disseminate in the body (79, 87, 88, 92, 93, 126).

WHAT IS KNOWN ABOUT THE COINFECTIONS WITH HIV AND SALMONELLA

Non-typhoidal salmonellae have been identified early as HIV-related pathogens in both adults and children in sub-Saharan Africa. Although HIV and Salmonella coinfections have been the focus of several studies, most of these aimed to characterize the intrinsic properties of the invasive Salmonella compared with reference strains, rather than study the co-evolution of the bacteria with the HIV epidemy. Some reports have pointed to the dysregulation of inflammation induced by HIV. During non-typhoid Salmonella and HIV coinfection, human blood displays attenuated NFkB-mediated inflammation (127) (Figure 3). Cytokine changes in acute iNTS disease are correlated with cytokine signatures associated with macrophage functions and with sepsis. HIV–Salmonella coinfection had no major impact on the blood cytokines of patients (128). In one study, primary human alveolar macrophages from a small number of HIV-infected adults did not display any differential internalization and killing of bacteria but showed a dysregulation of cytokine responses to Salmonella. Increased quantities of TNF, IL10, and IL12 were released in the HIV-positive samples in response to the bacterial challenge. This may underlie the susceptibility to severe salmonellosis of patients with AIDS (129). It is worth noting, however, that cytokine read-outs might represent the “tip of the iceberg” for other profoundly modified cell phenotypes that have recently received new attention, like imbalanced metabolic status, cell death, or survival pathway. All of these pathways should be further studied by global analysis of gene expression profiles in infected and coinfected cells.


[image: image1]

FIGURE 3 | Stages of Salmonella Typhimurium infection that may benefit from an established human immunodeficiency virus type 1 (HIV-1)-infection of the host cell. Left panel—Primary human macrophages were infected with HIV-1ADA for 8 days before incubation with invasive Salmonella Typhimurium for 6 h at 37°C. They were fixed, permeabilized, and labeled with anti-p24 followed by Alexa488-anti-goat IgG (third line), anti-LPS followed by Cy5-anti-rabbit IgG (second line), and DAPI. Phase contrast image with DAPI (blue) is shown in the upper panel. Merged images (lower panel) show p24 in green (third line in gray), S. Typhimurium in red (second line in gray), and DAPI in blue. Z stacks of wide field fluorescent images were acquired, deconvoluted, and treated with ImageJ. Bar, 10 μm. Right panel—Intracellular bacteria may take advantage of arrested phagosome maturation in HIV-infected host cells, either (A) indirectly due to changes in intracellular trafficking or gene expression programs or (B) directly, through intracellular connections between Salmonella-containing vacuoles (SCV) and virus-containing compartment (VCC) that have neutral pH. The cell activation pathways and cytokine production were reported to be different between ST19 and ST313, although gene expression profiles are yet to be sufficiently dissected in the context of an HIV-infected host macrophage (C). The humoral immune responses are biased, and anti-LPS antibodies are produced that are non-neutralizing and do not appear to block entry of bacteria (D).



The intracellular relationship between the VCC and the SCV could be also studied with high-resolution microscopy to determine if there are structural connections between the two types of compartments and to ascertain whether one strain of bacteria is better at exploiting the mechanisms described in Figure 1. For example (and as cited above), the analysis of phagocytic function in HIV-Salmonella coinfected individuals could be aided by novel assays such as the detection of defective superoxide burst by flow cytometry on whole blood samples, as for HIV/tuberculosis-infected individuals (67).

Importantly, the dysregulated humoral immunity in HIV-infected individuals is characterized by high titers of inhibitory antibodies against Salmonella LPS. This is associated with defective killing of the bacteria, which relies more on antibodies against the outer membrane proteins (130). Therefore, the HIV infection prevents efficient humoral immunity without blocking bacteria from invading host cells. The bacteria can then remain hidden within host cells to disseminate throughout the body (Figure 3).

CONCLUSION

The initial observation that macrophages are permissive to HIV infection was reported as early as in 1986. However, the effects of the viral infection on those phagocytic functions of macrophages and the emergence of opportunistic pathogens have been somewhat overlooked. One reason for that is that the reciprocal impact of the virus and the opportunistic pathogens on their common host is difficult to assess experimentally. Studying the cell biology of the Salmonella vacuole in HIV-infected hosts using tools developed recently for host–pathogen analysis, such as flow cytometry or advanced microscopy, may provide valuable information. In addition, the recent development of gene expression analysis, of both the bacteria and the host, in conjunction with single-cell analytical approaches, offers unprecedented opportunities for future studies to generate better understanding of the unique relationship between iNTS and the HIV-infected host. A better understanding of the interplay between HIV and these bacteria will have implications not only for treatment and management of Salmonella but also of other opportunistic pathogens.
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Cellular lipid homeostasis is maintained through an intricately linked array of anabolic and catabolic pathways. Upon flavivirus infections, these are significantly altered: on the one hand, these viruses can co-opt lipid metabolic pathways to generate ATP to facilitate replication, or to synthesize membrane components to generate replication sites; on the other hand, more recent evidence suggests counter strategies employed by host cells, which actively modulate several of these networks in response to infection, enhancing interferon signaling by doing so, and thus creating an antiviral environment. In this review, we discuss recent data on mechanisms of alteration of lipid metabolic pathways during infection by flaviviruses, with a focus on cholesterol and fatty acid biosynthesis, which can be manipulated by the invading viruses to support replication, but can also be modulated by the host immune system itself, as a means to fight infection.
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INTRODUCTION

Metabolic reprogramming in immune cells is a recurrent phenomenon when exposed to pro-inflammatory stimulants in the form of pathogens or cytokines. Macrophages and dendritic cells in particular are well-equipped to sense and respond to impending danger by pathogens, thus establishing the frontline of host defenses. Recent studies have highlighted the extraordinary contribution that multiple host metabolic pathways confer toward the ability of innate immune cells to respond to infections (1). Not surprisingly, some of the very same pathways that function to eradicate infection are often rewired by the invading pathogen.

Most viruses are known to induce aerobic glycolysis akin to the Warburg effect (2, 3). More recently, perturbation in lipid metabolic pathways has also been reported for several classes of pathogens (4, 5). Intracellular lipid homeostasis is achieved through a balance in biosynthetic, transport, and degradation processes. Current evidence increasingly points toward an intricate relationship between host lipid metabolism and intracellular pathogens, including bacteria, viruses, and parasites. While the mechanistic details are yet to be unraveled, it is hypothesized that these pathogens, on account of their limited genome sizes, co-opt the host metabolic network to meet the energy demands and procure precursors for their anabolic processes including replication and intracellular transport. In addition, viruses alter lipid metabolism to facilitate amplification and evade the host immune response. This has been decidedly observed in cases of positive strand RNA virus infections, such as dengue, West Nile, Hepatitis C, and several coronaviruses (6–10). Marked alterations in cholesterol and fatty acid biosynthesis occur upon infection, accompanied by the appearance of distinctive compartments, believed to be their replication sites (11–14).

Despite diversity in their genome organization, many viruses share certain salient features, primary of which is their dependence on host factors to undergo replication, assembly, intracellular transport, and release (15–20). The intracellular life cycle of positive strand RNA viruses is largely confined to the cytosol, within or on the surface of virus-induced organelle-like structures regarded as replication compartments (21–26). Notwithstanding differences in transmission, host cell tropism, and pathogenesis, these viruses employ similar strategies for replication and assembly, often accompanied by reorganization of the host secretory pathway (13, 24, 25, 27, 28). The replication sites serve multiple purposes that function in a concerted fashion to facilitate efficient virus propagation. Primarily, they offer spatial segregation of the different steps in the intracellular life cycle, such as RNA translation, replication, and packaging of the viral genome into virions during assembly. Viral replication compartments also enable a high local concentration of the necessary components—both viral and host—in a physically constrained space, ensuring efficient RNA amplification. An equally important feature of these replication sites is to limit exposure of viral RNA to the hostile cytoplasmic environment that contains cellular nucleases and sensors of the innate immune surveillance. Degradation of dsRNA replication intermediates is minimized by protection in membrane-delimited compartments.

Although lipid metabolism has received particular attention with Gram-negative bacterial infection, several recent reports highlight their function in viral infections (29). Analogous to lipopolysaccharide (LPS)-mediated downregulation of sterol synthesis in case of viral infections, limiting cholesterol biosynthesis in human macrophages and fibroblasts via genetic knockdown of sterol regulatory element-binding proteins [sterol-regulatory element-binding proteins (SREBPs), discussed in a later section], was reported to spontaneously engage type I IFN signaling and restrict infection (30–33). Initiation of anti-viral immunity thus displays a clear link with intracellular cholesterol biosynthesis, in a way that the induction of cholesterol synthesis would allow subversion of host immune responses and facilitate viral multiplication.

With the advent of omics-based studies, it is increasingly becoming obvious that viruses induce large-scale alterations in host cellular metabolism (3, 34–37). Among other examples are the induction of fatty acid synthesis by hepatitis C virus (HCV) in human hepatocytes, and the utilization of cellular lipid stores of hepatocytes by dengue virus. The effects of these events have been experimentally demonstrated by genetic and pharmacological inhibition of lipid biosynthetic pathways that attenuate viral pathogenesis (5, 38). These viral adaptation strategies can effectively increase available energy for virus replication and assembly, provide specific components for progeny particles, and for creating replication sites while suppressing antiviral signaling cascades. These reports highlight the intricate link between viruses and lipid metabolism. In the following sections, we discuss emerging data on fatty acid and cholesterol biosynthetic pathways that are upregulated by certain viruses to facilitate infection.

UPREGULATION OF CHOLESTEROL AND FATTY ACID SYNTHESES DURING VIRUS INFECTIONS

Fatty Acid Synthase (FASN)

Intracellular contents of fatty acids and cholesterol contribute to fuel storage as well as a source of components necessary for increased membrane production. The core reaction of fatty acid synthesis is catalyzed by FASN starting from acetyl CoA and malonyl CoA. Once synthesized, palmitate can have several different fates, including further elongation to long chain fatty acids, which can be used for membrane production or storage in lipid droplets (LDs) in the form of triacylglycerols and esterified cholesterol. LDs are storage organelles consisting of triacylglycerols and steryl esters, and function as inert storage depots of excess cellular lipids. Abundance and size of LDs could be indicative of increased fatty acid synthesis, which might poise the cell for rapid membrane generation if needed and also maintains energy reserves (39). According to cellular states and their corresponding energy demands, fatty acids undergo β-oxidation to generate acetyl CoA and NADH and FADH2 molecules in the mitochondrial matrix, for ATP production via oxidative phosphorylation. Viruses induce and require availability of fatty acids at several stages of their lifecycle—either to supplement energy requirements for their anabolic processes or to generate viral replication compartments, most notably observed during infection by positive strand RNA viruses (40, 41). This is primarily due to the process of replication—confined to the cytoplasm—where such viruses alter the host intracellular lipid composition to create a beneficial environment. This phenomenon is exemplified by HCV, where all aspects of the viral lifecycle, including entry, replication, assembly, and release are host lipid associated (8). HCV requires low density lipoprotein receptor as a co-factor for entry into target cells (42). Its replication occurs in membranous web-like compartments referred to as double membrane vesicles (13, 43) and they assemble using LDs as platforms (18, 44). To generate replication sites, HCV triggers synthesis of fatty acids, cholesterol, and LDs (45–48). Another member of the Flaviviridae family, dengue, has also been reported to induce production of fatty acids (49, 50). FASN and ACC1 were identified through a targeted siRNA screen as necessary factors for efficient dengue virus replication (38, 51). Drugs that inhibited FASN activity resulted in a significant attenuation in virus replication (49). Infection with dengue virus does not affect FASN expression levels, but rather its redistribution to virus-triggered structures referred to as convoluted membranes (50). This phenomenon appears to be Rab18-mediated, a member of the GTPase family that typically resides in the ER and LDs. Upon infection dengue NS3 was found to interact with Rab18, which allowed recruitment of FASN to viral replication sites, thus promoting fatty acid biosynthesis to increase their local concentration (51, 52). Inhibiting FASN activity has a similar effect in mosquito cells with loss of infectious progeny virion production (53).

3-Hydroxy-3-Methylglutaryl-CoA Reductase (HMGCR)

3-hydroxy-3-methylglutaryl-CoA reductase is the rate-limiting enzyme for cholesterol biosynthesis and is regulated via a negative feedback mechanism mediated by products of the mevalonate pathway. In mammalian cells, HMGCR activity is suppressed by cholesterol imported through receptor-mediated endocytosis of low density lipoproteins (54). Dengue infection inhibits phosphorylation of HMGCR at an inactivating site, generating a cholesterol-rich environment in the process (55, 56). This was further corroborated through inactivation of AMPK and a subsequent increase in HMGCR activity, respectively (56). In comparison, West Nile virus infection has a more direct impact on intracellular cholesterol distribution. Infection was accompanied by redirecting cholesterol from the plasma membrane to virus replication sites (12). In mammalian cells cholesterol homeostasis is tightly regulated in a feedback mechanism via transcription factors that sense intracellular cholesterol levels (57, 58). These transcription factors are termed SREBPs that associate tightly with the sterol-sensing SREBP cleavage-activating protein (SCAP) within the ER membrane, via an additional interaction with the ER-resident protein Insig, which functions as an inhibitor of SREBP (59, 60). SCAP has an additional role as a chaperone that mediates transport of the SREBP–SCAP complex to the Golgi network, where SREBP is proteolytically cleaved by two resident Golgi proteases (S1P and S2P) to release the transcriptionally active fragment of SREBP from the membrane. The released forms of SREBPs are transported to the nucleus and activate transcription of target genes required for cholesterol and fatty acid biosynthesis, including HMGCR and FASN, respectively. When cholesterol levels are high, SCAP binds to cholesterol in the ER, promoting an association with Insig, and retains the complex within the ER, thus reducing the synthesis of cholesterol. Conversely, when cholesterol levels are low, binding of SCAP to Insig is disrupted, and cholesterol synthesis is initiated (61–63). The authors of these studies postulated that de-enrichment of cholesterol from sites harboring sensory molecules, such as the SCAP–SREBP–Insig complex, results in activation of this signaling pathway, enabling the host cell to increase cholesterol levels to accommodate proliferation of intracellular membranes.

MODULATION OF LDs DURING VIRUS INFECTIONS

Lipid droplets are multifunctional organelles present in most organisms from bacteria to eukaryotes (64–66). These structures are particularly abundant in mammalian adipocytes and insect fat body cells. LDs are mainly composed of a phospholipid monolayer and structural proteins, such as Perilipins, which are involved in LD biogenesis and degradation. Despite previous notions on a rather static role of LDs in the maintenance of lipid homeostasis, more recently, it has become evident that LDs are also present in immune cells, such as neutrophils and macrophages, where they regulate inflammatory or infectious processes (65, 67). Upon stimulation with different challenges, they display an increase in abundance and thereby serve as reliable markers of immune cell activation. Autophagy dependent degradation of LDs has been reported for dengue virus infection in human hepatocytes (38). A similar activation of the autophagy pathway was recently described for Zika virus infection as well (68). Our own data (accepted, queued for publication) support a drastic upregulation of LD consumption through induction of autophagy upon both dengue and Zika virus infections. This pathway appears to operate in an ancient ubiquitous protein 1 (Aup1)-dependent manner, and is dictated by its ubiquitylation status. Unmodified Aup1 enabled dispersion of LDs, which underwent lipophagy upon infection. This virus-triggered pathway is essential for assembly and production of newly synthesized progeny virions (in press). Current consensus, therefore, supports a model where mobilization of LDs in combination with increased synthesis of fatty acids and cholesterol provides a proviral environment for production of progeny virions (53) (Figure 1).


[image: image1]

FIGURE 1 | Schematic illustration of the different lipid metabolic pathways exploited during flavivirus infections. Virus-triggered activation of lipophagy results in generation of cholesterol and free fatty acids, which undergo β-oxidation in the mitochondrial matrix to increase cellular energy levels. Activation of the sterol-regulatory element-binding proteins (SREBP) pathway at the endoplasmic reticulum is followed by transport of the SREBP cleavage-activating protein-SREBP complex to the Golgi network, proteolysis, and translocation of the transcription factor to the nucleus, where it turns on genes for cholesterol and fatty acid biosynthesis. Several flaviviral factors have been implicated in exploitation of this pathway. Increased FA production provides energy supplies necessary for virus replication and components necessary for generation of replication sites.



RECONFIGURING CHOLESTEROL METABOLISM AS HOST RESPONSE TO INFECTION

The interdependence of innate immune signaling processes and the regulation of sterols and fatty acid metabolism is increasingly being consolidated through emerging data (30). Their role in production of inflammatory mediators has been reported by several groups (69–71). Interferons (IFNs) modulate the expression of a multitude of IFN-stimulated genes including viperin, which has been observed to be highly upregulated in response to bacterial LPS, double-stranded DNA, and RNA analogs, and also possesses antiviral activity against a range of viruses including HCV and dengue virus (72). In a similar vein, inhibition of cholesterol biosynthesis also exerts an antiviral effect (12, 73, 74). SREBPs are involved in coordinating the regulation of the sterol and fatty acid biosynthesis pathways; IFNs effectively inhibit SREBP2 at both mRNA and protein levels. Interestingly, WNV-induced redistribution of cellular cholesterol was found to downregulate IFN-stimulated JAK–STAT antiviral signaling response to infection, potentially by removing cholesterol from their usual microenvironment.

Recent evidence suggests that alterations to cellular lipid metabolism have a more direct role in host defense, through positive regulation of the type I IFN-mediated antiviral response: for example, activation of type I IFN signaling can induce upregulation of β-oxidation and inhibition of cholesterol synthesis, in order to create a hostile cellular environment for viruses (31, 75). Intracellular pathogens are known to stimulate de novo lipid and cholesterol biosynthesis to ensure their own survival. Accordingly, repressing these anabolic pathways can inhibit the evolution of intracellular infections. Activation of type I interferon receptors has been correlated to inhibition of cholesterol biosynthesis; however, repression of lipid metabolism in this manner is accompanied by an increase in the influx of environmental lipids, which maintain intracellular lipids and cholesterol at normal levels. Thus, type I IFN signals reprogram cellular lipid metabolism, but this does not function to limit lipid availability to pathogens. It, therefore, remains unclear whether IFN-I linked repression of cholesterol biosynthesis, in the context of intracellular infection, is meant to limit nutrient availability to pathogens, or if it serves a different purpose.

Type I Interferon Response and Lipid Homeostasis During Infection

Bone marrow-derived macrophages (BMDMs), when challenged with IFN-β, poly:IC, or viral infection, showed decreased intracellular synthesis of fatty acids and cholesterol, as well as increased uptake of extracellular lipids and cholesterol. This was also demonstrated by a lower expression of genes related to cholesterol and fatty acid metabolism and an enhanced expression of genes related to cholesterol and lipid import, post viral challenge. Suppressing interferon alpha/beta signaling, while infecting BMDMs with virus, nullified all changes in lipid and cholesterol intracellular balance, including the gene expression level, which proves that type I IFNs can shift lipid homeostasis from biosynthesis to import, despite not significantly altering the intracellular levels of cholesterol and fatty acids (31).

Crosstalk Between Lipid Metabolism and the Type I Interferon Pathway

The SCAP protein acts as a sterol-sensing element, as well as a chaperone, which associates with immature SREBP transcription factors in the ER membrane. By knocking out or knocking down SCAP in macrophages, SREBP activity is lowered, as well as expression of genes involved in lipid metabolism. As anticipated, de novo synthesis of cholesterol and fatty acids went down in the absence of SCAP, but total intracellular lipid levels remained unchanged. Loss of SCAP also correlated with heightened resistance to viral infection in in vitro and in vivo models, confirming the functional equivalence between activation of type I interferon pathway and inhibition of lipid metabolism. Culture medium supernatants from SCAP−/− macrophage cultures were enough to markedly increase resistance to viral challenge, when supplied to wild-type BMDMs, suggesting that the higher type I interferon-mediated viral resistance was a causal effect of a secreted effector molecule, such as interferon-beta (IFNβ). In light of this, qPCR analysis revealed that both SCAP−/− BMDMs and alveolar macrophages extracted from SCAP−/− mice constitutively express higher levels of IFNβ and interferon-stimulated genes (ISGs), compared to wild-type macrophages. Finally, blocking the interferon alpha/beta receptor (IFNAR) was enough to restore interferon and ISGs expression back to normal levels, as well as losing resistance to viral infection. These data strongly suggested that the absence of SCAP activity spontaneously triggers type I interferon production, which translates into a constitutive state of higher resistance to viral infection in macrophages (31).

Deficiency in Cholesterol Metabolism Triggers Type I Interferon Response

SREBP1 generally drives transcription of genes related to fatty acid metabolism, whereas SREBP2 activates transcription of genes linked to cholesterol biosynthesis. RNA-seq and qPCR analysis revealed that knockdown of SREBP1 in macrophages did not significantly impact IFNβ or ISG expression, whereas knockdown of SREBP2 caused a distinct increase in expression of IFNβ and several ISGs, not only in immune cells (macrophages) but also in non-immune cells (fibroblasts). Resistance to viral challenge was highly increased in SREBP2-deficient macrophages and SREBP2−/− mouse fibroblasts (31). Moreover, blocking IFNAR in SREBP2-deficient cells restored ISGs to normal expression levels, decreasing resistance to virus infection to wild-type levels as well. This suggests that a higher type I interferon response is specifically caused by an inhibition of cholesterol metabolism (31, 32). In support of this hypothesis, cells (immune and non-immune) with deficiency in the mevalonate pathway showed a constitutively exacerbated type I interferon response. Also, addition of free cholesterol to SREBP2-deficient cells, or to cells with genetically impaired cholesterol metabolism, causes the exaggerated type I interferon response to decrease to basal levels (31, 71).

Stimulator of interferon genes (STING) is an ER resident kinase, which activates interferon regulatory factor 3 (IRF3) through phosphorylation of Tank binding kinase-1 (TBK1) (76). STING kinase activity is stimulated by cyclic dinucleotides, which are synthesized by cyclic GMP-AMP synthase (cGAS). cGAS, STING, and phosphorylated TBK1 (pTBK1) exist in higher basal levels in SREBP2−/− cells compared to wild-type cells; in addition, knocking down either cGAS or STING in enough to drastically lower pTBK1 presence in SREBP2-deficient cells. Also, knockdown of cGAS, STING, or TBK1 in SREBP2−/− cells caused the expression of Ifnb1 and ISGs to decrease to levels similar to those in wild-type cells (31).

Addition of free cholesterol to SREBP2-knockout cells significantly decreased pTBK1, while blocking IFNAR had no effect on pTBK1 levels, reinforcing the idea that cholesterol directly influences STING-mediated activation of TBK1. These data support a model in which a lack of cholesterol in the cell makes STING more sensitive to cyclic dinucleotides, upregulating the STING-pTBK1-IRF3 signaling axis, and ultimately increasing expression of Ifnb1 and ISGs, conferring an intrinsic pro-inflammatory phenotype to cholesterol-deficient cells (77). Admittedly, most of these experiments used MHV68; however, these conclusions may very well be relevant in other virus infections.

TARGETING FATTY ACID AND CHOLESTEROL METABOLISM AS AN ANTIVIRAL STRATEGY

Repressing the cholesterol biosynthetic pathway through inhibitors of HMGCR is a common treatment for cardiovascular diseases (78). The clinical success of these inhibitors for human disorders provides strong support that targeting lipid metabolism can effective for human therapy. Elucidating the specific alterations incurred upon virus infections would allow novel therapeutic approaches to emerge through targeted inhibition of such metabolic pathways. IFNs or viral infections often result in induction of 25-hydroxycholesterol in macrophages—an antiviral effector, which broadly inhibits many enveloped viruses by interfering with membrane fusion (79). Whether it has an additional impact on activating the interferon signaling pathway is to be seen in future studies. Different strategies can be employed to interfere with virus infection, including those involving lipid utilization; notwithstanding, it is tempting to speculate that drugs already in clinical use against cholesterol and fatty acid metabolic pathways might be repurposed to boost antiviral immunity and provide resistance to infection.
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The mononuclear phagocyte system (MPS) comprises of monocytes, macrophages (MΦ), and dendritic cells (DCs). MPS is part of the first line of immune defense against a wide range of pathogens, including viruses, such as the human respiratory syncytial virus (hRSV). The hRSV is an enveloped virus that belongs to the Pneumoviridae family, Orthopneumovirus genus. This virus is the main etiological agent causing severe acute lower respiratory tract infection, especially in infants, children and the elderly. Human RSV can cause bronchiolitis and pneumonia and it has also been implicated in the development of recurrent wheezing and asthma. Monocytes, MΦ, and DCs significantly contribute to acute inflammation during hRSV-induced bronchiolitis and asthma exacerbation. Furthermore, these cells seem to be an important component for the association between hRSV and reactive airway disease. After hRSV infection, the first cells encountered by the virus are respiratory epithelial cells, alveolar macrophages (AMs), DCs, and monocytes in the airways. Because AMs constitute the predominant cell population at the alveolar space in healthy subjects, these cells work as major innate sentinels for the recognition of pathogens. Although adaptive immunity is crucial for viral clearance, AMs are required for the early immune response against hRSV, promoting viral clearance and controlling immunopathology. Furthermore, exposure to hRSV may affect the phagocytic and microbicidal capacity of monocytes and MΦs against other infectious agents. Finally, different studies have addressed the roles of different DC subsets during infection by hRSV. In this review article, we discuss the role of the lung MPS during hRSV infection and their involvement in the development of bronchiolitis.
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INTRODUCTION

Mononuclear Phagocyte System (MPS): Background

Since the 1960s, the term MPS was defined as a family of cells differentiated from a common committed progenitor derived from the bone marrow (1–3). The MPS is composed of three major cell types, including monocytes, macrophages (MΦs), and dendritic cells (DCs) (2, 4). These cells share common morphologic and functional features, such as stellated form and the endocytic capacity (2). In addition, MPS cells express a heterogeneity of cell surface markers based on the tissue where they are located (3, 5, 6).

In the lungs, the cells of the MPS play a key role during host defense and homeostasis (7, 8). MΦs are found mostly in the alveolus adjacent to the epithelium and less frequently in the terminal airways and interstitial space, while most DCs are located in the pulmonary interstitium (7). Finally, this cellular system play critical roles in pulmonary host defense against viral pathogens, such as human respiratory syncytial virus (hRSV), which will be discussed in detail below.

Monocytes

Monocytes originate in the bone marrow from a common myeloid progenitor that is shared with granulocytes and macrophages (9). Furthermore, recruitment of monocytes is critical for an effective control and clearance of viral infections (10). It has been described that, in the bone marrow, the earliest monocytic precursor needs between two or three generations before becoming a mature monocyte that can be released into the peripheral blood. Once in the blood, these cells circulate for several days before entering the tissues and replenishing tissue macrophage populations (10). In the absence of an inflammatory process, it is thought that migration of monocytes into tissues is a random phenomenon (10). Once there, monocytes are able to differentiate into tissue-specific-resident phagocytes (8, 10). Monocytes can differentiate in vivo and in vitro into other myeloid cells, such as MΦs or DCs in response to cytokines including granulocyte-macrophage colony-stimulating factor and macrophage colony-stimulating factor (11–13).

In humans, monocytes can be classified into three groups according to molecular markers and their function: (1) classical (CD14++CD16−); (2) intermediate (CD14++CD16+); and (3) non-classical (CD14+CD16+) (12, 14). While classical monocytes exert a high myeloperoxidase and intermediate phagocytic activity, non-classical monocytes are important during inflammatory and antiviral responses (12, 15). On the other hand, murine monocytes are classified into two groups: (1) LyC6low and (2) LyC6High (12). While the LyC6High subpopulation is responsible for the inflammatory and antimicrobial response (11, 12), LyC6low monocytes contribute mainly to immune surveillance and to tissue repair (12).

Macrophages (MΦs)

Macrophages are characterized by their phagocytic capacity, which is required for the removal of cellular debris during tissue repair processes (16). MΦs are present in different tissues, such as the brain, bone marrow, lung, and liver, among others. During an inflammatory response, MΦs can migrate into various tissues from the peripheral blood (16).

Macrophages can be activated both by a microbial infection or by endogenous stimuli, which include inflammatory cytokines, such as IFN-γ, IL-4, and IL-13 (16). These cells can display two different activation profiles known as M1 (classic) and M2 (alternative) (17). The M1 MΦ subset displays higher antimicrobial, inflammatory and antigen-presenting capacity (17). Meanwhile, the M2 MΦ subset mainly displays anti-inflammatory activity (16–18). In addition, M1 MΦs are stimulated by IFN-γ, while the activation of M2 MΦs requires IL-4 and IL-13 (17, 19). Importantly, M1 and M2 polarization can be modulated by viral infections (20). The role of these cells during hRSV infection will be discussed below.

Dendritic Cells

Dendritic cells are specialized cells whose main function is to modulate the communication between the innate and acquired immune responses (21). These cells are considered as professional antigen-presenting cells (APCs) with a low phagocytic capacity, as compared to other cells of the MPS (7). In mice, two major subsets of DCs have been identified: (1) conventional DCs (cDCs) or “myeloid” DCs and (2) plasmacytoid DCs (pDCs) (Table 1). While cDCs locate mainly in lymphoid and non-lymphoid tissues, pDCs can be found in blood, lymph nodes (LN), and lymphoid tissues (22). Additionally, murine cDCs can be divided in two subtypes: CD103+ cDCs and CD11b+ cDCs (Table 1) (22, 23). Further, cDCs can be separated in lymphoid tissues in two subsets: CD8+ and CD11b+ cDCs. CD8+ cDCs express the CD8α transcript and protein, but not CD8αβ heterodimer, which is most commonly expressed by CD8+ T cells (Table 1) (22).

TABLE 1 | Dendritic cell (DC) subsets, location, and their surface markers.
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As for the case of human DCs, these cells can be divided into pDCs and myeloid DCs. These latter cells are additionally classified into two subsets: CD1c+ and CD141+ (Table 1) (14, 26). Here, CD1c+ and CD141+ are analogous to the mouse tissue-resident CD11b+ and CD103+ DCs, respectively (27).

With respect to the function of the various DCs subsets, cDCs display an increased ability of sensing tissue damage independent of their role in the capture, processing, and presentation of antigens (22). Equivalent to other MPS members, DCs are found in the lungs as is the case for CD103+ cDCs, CD11b+ cDCs, and pDCs subsets, which are distributed in the lamina propria (28). Furthermore, both subsets of cDCs (CD103+ and CD11b+) are found in the alveoli, allowing their migration to the mediastinal LNs (28). Consistent with this notion, it is known that lung DCs play an active role in the pulmonary pathogenesis caused by viral infection and asthma (28).

On the other hand, pDCs are able to secrete large amounts of type I IFN during viral infections and contribute to the maintenance of immune tolerance (22). The latter activity of pDCs is achieved through the expression of molecules, such as the inducible tolerogenic enzyme indoleamine 2,3-dioxygenase (IDO), the inducible costimulator ligand, and/or the programmed death 1 ligand. These molecules promote the expansion of regulatory T cell (Treg) and the suppression of self-specific and alloreactive lymphocytes (28–31).

EPIDEMIOLOGY FEATURES OF hRSV INFECTION

Viral infections are the most important cause of acute lower respiratory tract infection (ALTRI), affecting mainly young children and the elderly (32, 33). Up to date, the main agent causing this pathology is the hRSV (33–37). Human RSV produces a broad spectrum of clinical manifestations, ranging from mild, such as rhinitis, to more serious symptoms that include bronchiolitis and pneumonia (38, 39). Clinical symptoms not only are due hRSV but also involve host risk factors, such as preterm birth, immunosuppression, congenital heart disease, and chronic lung disease (40–43). Importantly, it is known that almost 100% of children have been infected with hRSV before 2 years old, due to the fact that this virus is highly contagious and efficient at disseminating from one individual to the next (44, 45). Up to date, infections due to hRSV remain still as one of the most important global public health burdens affecting humans in all countries (45). Annually, approximately 33 millions new cases worldwide are associated to ALTRI caused by hRSV infection alone, affecting mainly children under 5 years old (33, 46). Moreover, hospitalization events due to a severe bronchiolitis or pneumonia caused by hRSV infection have increased and reached about a 10% of the total number of cases (46). Importantly, the annual cost of hospitalizations due to hRSV outbreaks is about 394 million USD, a situation that repeats every year (33, 47).

In young children, the immune system fails to establish a protective response against hRSV, which leads to frequent re-infections (33, 47–49). Lack of protective immunity is explained by an impaired induction of cellular and humoral immune memory after the primary exposure to hRSV (34, 39, 50). Furthermore, hRSV is capable of modulating phagocytic cell function, leading to the respiratory immunopathology that is a characteristic of the infection by this virus (44).

The most severe clinical manifestation caused by hRSV is bronchiolitis (51), which is mainly characterized by a distal bronchiole inflammation and obstruction, which reduces the airflow into small airways and impairs the exhalation capacity (52). All these alterations promote an abnormal lung function that is manifested as airway hyperexpansion, increased mucus production, atelectasis, and wheezing (52, 53). The bronchiolitis caused by hRSV infection also can produce long-term pathologies and sequelae, such as asthma and respiratory hyperreactivity (54).

After that hRSV encounters the airway epithelial cells (AECs), this virus gets in contact with innate immune cells, such as monocytes, MΦ, and DCs located at the lung tissue (10). These immune cells produce significant amounts of pro- inflammatory cytokines after a viral infection that is involved in controlling adaptive immunity by their interaction with helper T cells (10, 55). In addition to contributing to the clearance of microbial pathogens, monocytes and MΦs also play an important role as APCs to prime T lymphocytes (56). Consistently with this notion, monocytes, MΦs and DCs not only are involved during the acute inflammatory phase of hRSV-induced bronchiolitis but also contribute to the promotion of reactive airway disease caused by this virus (57–59).

MONOCYTES ARE REQUIRED TO INITIATE THE IMMUNE RESPONSE AGAINST hRSV

Monocytes are part of the first line of the host immune defense against viral pathogens (60). In response to infection with hRSV, human AEC-derived cell lines secrete cytokines and chemokines in vitro, including IL-6, IL-8, CCL2, CCL3, and CCL5 that promote the recruitment of monocytes and eosinophils to the site of infection (Figure 1) (60, 61). In addition, infection of BEAS2B cells (human lung epithelial cell line) with hRSV kept them from inhibiting the secretion of pro-inflammatory cytokines by monocytes, such as TNFα (62). During homeostasis, AECs are able to inhibit the function of inflammatory monocytes, a feature that is impaired in hRSV-infected AECs (62). Interestingly, monocytes can be directly infected by hRSV, reducing the expression of the intercellular adhesion molecule 1 and its ligand, the lymphocyte function-associated antigen 1, which alters the collaboration between monocytes and other immune cells (10, 63). These observations suggest that monocytes infected with hRSV can display a reduced capacity to induce a protective immune response against hRSV (10).


[image: image1]

FIGURE 1 | Human respiratory syncytial virus (hRSV) infection alters the function of monocytes and promotes their infiltration into the lungs. During the steady state (left), the main monocytes subset found in lungs are CD14+CD16−. During hRSV infection (right), infected airway epithelial cells secrete IL-6, IL-8, CCL2, CCL3, and CCL5, which promote monocytes and eosinophils infiltration into the airways. In addition, blood monocytes express increased levels of CD14 and HLA-ABC and reduced levels of HLA-DR, which is associated with severe bronchiolitis.



Patients infected with hRSV show a frequency increase for CD14+CD16+ monocytes in the blood (37). Furthermore, an increase of CD14 expression has been observed for all the monocyte subsets (Figure 1) (37, 64), suggesting that these cells can display an enhanced capacity to secrete cytokines and to migrate into the airways, probably to replace alveolar MΦ during hRSV infection (37, 64). Moreover, monocytes from hRSV-infected patients show a diminished expression of HLA-DR (Figure 1), correlating with disease severity (37, 65).

As mentioned above, hRSV infection causes bronchiolitis in children under 2 years old (66). Moreover, the pathology is worsened by some cytokines produced by monocytes during the early state of hRSV infection (67). Monocytes from of hRSV-infected patients presenting bronchiolitis in the convalescent stage of the infection secreted large amounts of IL-10 in response to stimulation with LPS and IFN-γ in vitro (67). Furthermore, authors showed a significant correlation between the monocyte-produced IL-10 and the number of wheezing episodes (10, 67).

Similar to MΦ and DCs, monocytes express TLR8 that promotes endosomal activation and IL-12p70 release upon binding to viral RNA (68). Monocytes derived from hRSV-infected infants displayed reduced expression of TLR8 during the acute phase of infection (68). Additionally, this study showed that monocytes from hRSV-infected infants produced reduced levels of TNF-α as compared to monocytes from healthy controls (68). Taken together, these results suggest that hRSV infection interferes with the normal expression of TLR8 and perhaps with the cytokines production that are important to initiate the immune response against hRSV (68).

The data relative to the role of monocytes during the immune response induced by the hRSV infection suggest that these cells are important to initiate the immunity against this pathogen. Further, monocytes are also involved in the development of bronchiolitis and the recurrent wheezing. Thus, it is likely that these cells could contribute to chronic respiratory sequelae caused by hRSV, such as asthma and airway hyperreactivity.

ALVEOLAR MACROPHAGES (AMs) ARE CRUCIAL TO CONTROL hRSV-CAUSED DISEASE

Lung-resident macrophages consist of two distinct populations namely (1) AMs and (2) interstitial macrophages (IMs) (69). AMs locate in the luminal surface, while IMs reside in the interstitial space of the lung parenchyma (70). AMs are the most abundant phagocytic resident cells in the lungs, which uptake foreign particles, remove cellular debris, initiate immune responses against pathogens and contribute to restoring homeostasis in the lung epithelium (70). During the steady state (Figure 2), AMs can display an immunosuppressive effect by directly inhibiting the antigen-presenting function of lung DCs (71) or by inducing CD4+ T cell unresponsiveness in an antigen-specific manner (72). Furthermore, AMs can secrete several immunomodulatory molecules, such as IL-10, nitric oxide, prostaglandins, and transforming growth factor-β (Figure 2), which reduce inflammation in the lungs (73).
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FIGURE 2 | Alveolar macrophage (AM) function during homeostasis or infection by human respiratory syncytial virus (hRSV). During the steady state (left), AMs perform an anti-inflammatory function leading to immune tolerance. AM suppresses the response of T cell in an antigen-dependent manner and secretes cytokines as IL-10 and transforming growth factor-β (TGFβ). Also, AMs impair dendritic cells (DCs) activity inhibiting T cell presentation. Under hRSV infection (right), AMs can recognize the virus by TLR4 and respond by secreting type I IFNs that induce an antiviral state in epithelial cells. In addition, the secretion of pro-inflammatory cytokines promotes recruitment of inflammatory monocytes, CD8+ T cells, and NK cells that contribute with viral clearance.



The role of AMs during hRSV infection has been characterized in murine models by depleting these cells through the administration of liposomes containing clodronate, a molecule that promotes the apoptosis of AMs (70, 74, 75). It was shown that AMs are crucial for the clearance of hRSV and for the control of lung inflammation (70). The depletion of AMs during hRSV infection leads to an increased viral replication and an exacerbated lung immunopathology (70). These results were consistent with a dramatic increase of neutrophils and inflammatory DCs recruitment to the lungs (70, 74). Then, in mice, AMs display a protective function during hRSV infection and contribute to attenuating lung inflammation and bronchiolitis triggered by this pathogen (76). Similar results were obtained in New Zealand Black (NZB) mice, which lack normal macrophage function and show an enhanced lung immunopathology upon hRSV exposure (76). Although the mechanisms responsible for the beneficial effect of AMs to control hRSV infection remain unknown, the available data suggest that the phagocytic and microbicidal capacity of AMs together with the secretion of type I IFN are the main elements contributing to the protection against this virus (76).

Alveolar macrophages are the main producers of type I IFNs in the airways during hRSV infection, even more than other cells, such as epithelial cells and pDCs (75). Type I IFN production by AMs is triggered by hRSV recognition and mediated by cytosolic mitochondrial antiviral signaling protein-coupled retinoic acid-inducible gene 1 (RIG-I)-like receptors (RLRs) (77). The type I IFN production promotes the monocytes-derived inflammatory cells recruitment (Figure 2), which further contributes to controlling hRSV infection and reducing lung pathology (77).

On the other hand, ex vivo experiments showed that hRSV infects both murine and human AMs (78). However, in both cases, the infection failed to lead to an increase of viral particle production (70, 79). These results suggest that the infection of AMs by hRSV might be abortive, allowing that AMs maintain a sentinel activity. Further, it is thought that abortive replication may allow AMs to resist the effects of hRSV NS protein, which inhibits the activity of RIG-I-like receptors (RLR) (77). Along these lines, AMs can restrict hRSV replication even in the absence of type I IFNs (75). However, the exposure of AMs to hRSV can result in a reduced phagocytic capacity during subsequent infections (79).

Moreover, AMs are essential for the activation of the early immune response against hRSV (70). Infection of human AMs by hRSV leads to the secretion of several pro-inflammatory cytokines, such as IL-6, TNF-α, IL-1β, and IL-8 (78, 80, 81). Conversely, similar experiments have described the secretion of IL-10 by these cells (82). The AMs response to hRSV is mediated mainly by the activation of NF-κB through recognition of non-replicative viral particles and surface viral proteins by TLR4 at early times postinfection (Figure 2) (83). Based on the available data about the role of TLR4 in the infection with hRSV, it has been hypothesized that in the beginning, surfactant protein A-opsonized hRSV can bind to TLR4 expressed on the surface of alveolar epithelial cells and AMs (84). Next, additional TLR4 and CX3CR1 molecules are recruited to the virus attachment site (84). Then, the hRSV F and G proteins interact with TLR4 and CX3CR1, respectively. Furthermore, both proteins interact with heparan sulfate structures (84), an interaction that is followed by the recruitment of caveolin-1 and the formation of caveolae with the subsequently recruitment of RhoA to the binding site (84). Moreover, it has been suggested that the binding of the hRSV F protein to TLR4 may activate the signaling pathway for this receptor and NF-κB translocation (84, 85). However, the role of TLR4 during the hRSV entry into target cells remains controversial, as well as the interaction with viral proteins that trigger the activation of the NF-κB pathway (86). A study performed in TLR4-positive cells (HEK 293 reporter cell lines) showed that infection with hRSV does not activate the NF-κB signaling pathway through the TLR4/MD-2/CD14 complex (87). However, in the context of the AM-directed immune response, studies have shown that in the absence of TLR4, the NF-κB signaling pathway is not activated (83) and that the latter is required for the polarization of MΦ toward the M2 phenotype (88). On the other hand, the establishment of this initial condition allows an effective lymphocyte recruitment and proper antiviral activity. Along these lines, human neonatal AMs infected with hRSV showed an impairment in the IFN-γ and IL-12 production (81). An inefficient secretion of IFN-γ has been associated with an increase of severe illness in infants (89). Considering that IFN-γ is necessary for the activation of AMs, a reduced production of IFN-γ in neonates has been observed to impair AMs activation, affecting the phagocytic capacity of these cells and exacerbating the hRSV-mediated bronchiolitis (90, 91). Also, an impaired AMs function reduces the T and NKT cells recruitment to the lungs, contributing to higher viral loads (91).

According with the data described above, AMs are important for the elicitation of an early immune response against hRSV, contributing to the viral clearance mainly mediated by the type I IFN secretion and the coordination of the adaptive response against this pathogen. Thus, an impaired function or absence of AMs can increase hRSV-induced bronchiolitis, both in mouse models and infants.

In contrast to the significant research efforts to understand the role of AMs during the infection with hRSV, the participation of IMs has only been poorly studied (92). Qi et al. evaluated the role of AMs and IMs in the production of IL-33 during hRSV infection (93). This study showed that the absolute number of IMs in lungs of hRSV-infected mice remained constant during the hRSV infection, in contrast to the increase observed for the absolute number of AMs (93). Furthermore, IMs from lungs of hRSV-infected mice showed an increase in the expression of both TLR3 and TLR7 mRNA (93). Considering that the number of IL-33-producing IMs in the lungs of mice was affected by hRSV infection, authors concluded that the IMs may not be the source of IL-33 during hRSV infection (93).

Therefore, additional studies are required to better understand the contribution of IMs to hRSV infection and pathogenesis.

DCs AS COMMANDERS OF THE IMMUNE RESPONSE DURING hRSV INFECTION

The infection with hRSV can induce different immune responses depending on the type of DC subset infected (94). According to this notion, it has been described that hRSV infection promotes CDs maturation by increasing the expression of CD80, CD86, CD40, and MHC-II in the lungs, which leads to a decrease of phagocyte function (95). Moreover, some studies in mice have reported that during the acute phase of hRSV infection, the frequency of mature DCs in the lungs is increased (95). On the other hand, it has been shown that hRSV has the capacity to infect and replicate inside DCs but in a non-productive manner (96–98). Importantly, it has been described that toll-like receptors expressed by DCs can interact with hRSV proteins. TLR-2 interacts with the viral fusion glycoprotein (F) and TLR-4 with both the F and the attachment G protein (99, 100). TLR4 activation promotes the secretion of IL-6 and TNF-α, as well as antigen cross-presentation in vivo and in vitro (101). Additionally, hRSV G glycoprotein interacts with DC- and L-SIGN, inducing both DC/L-SIGN-dependent and -independent phosphorylation of ERK1 and ERK2. As a result, DCs activation is impaired (102). This mechanism can be considered as a possible explanation for the reduced immunity induced by hRSV reinfections.

To understand as to how DCs become infected with hRSV, in vitro and in vivo experiments were performed in mouse models, which showed the contribution of Fcγ receptors (FcγRs), mainly FcγRIII, to infection by this virus (103). Human RSV-infected FcγRIII KO mice showed reduced airway inflammation as compared to infected wild-type mice, suggesting that FcγRIII plays a pro-inflammatory role during hRSV infection (103). On the other hand, it is known that hRSV infection induces only weak immune memory in the host (50). To understand this phenomenon, a possible impairment of the immunological synapsis between hRSV-infected DCs and T cells was evaluated in vitro. It was observed that hRSV infection of DCs not only impaired the assembly of the immunological synapsis with T cells but also the activation of naïve antigen-specific T cells (50, 104). The hRSV virulence factor that seems responsible for the inhibition of immunological synapse assembly is the nucleoprotein (N) (104). The N protein was found on the DCs membrane and by itself could interfere with the assembly of the immunological synapsis (104). Further, the N protein was located nearby to the TCR–pMHC complexes at the DC-T cell synapse interface (50, 104).

On the other hand, it has been reported that the mTOR protein on bone marrow-derived dendritic cells (BMDCs) plays an important role during hRSV infection (105). According to this notion, mTOR inhibition by rapamycin in hRSV-infected BMDCs decreased the number of CD8+CD44high T cells, suggesting that mTOR is necessary for the proliferation of the T cell memory subset (105). Moreover, the treatment of the hRSV-infected BMDCs with rapamycin did not affect maturation and increased the survival when DCs were cocultured with T cells, suggesting that this phenomenon requires the contact of both cell types (105).

CD103+ cDCs are the most prevalent population of DCs in the lungs, which locate directly underneath the airway epithelium (14). CD103+ cDCs express the integrin αEβ7 and are found mainly at the lamina basal of the bronchial epithelia and arterioles (106). This DCs subset efficiently loads virus-derived peptides onto MHC-I molecules, inducing a potent proliferation of naïve CD8+ T cells (Figure 3) (107). Therefore, CD103+ cDCs work as key mediators of immunity to intracellular pathogens infecting the lungs (108, 109). In several studies with hRSV, neonatal mice have been used to better compare the human clinical features with mouse models of the disease (110). CD103+ DCs from neonatal mice infected with hRSV showed lower expression of co-stimulatory molecules, CD80 and CD86, as compared to the adult counterparts, affecting the T cell synapsis quality (110). For this reason, neonatal mice infected with hRSV generated a distinct CD8+ T cell response as compared to adult mice, suggesting a key role of CD103+ DCs (110). Furthermore, the immunization with F virus-like particles (VLP) of hRSV-infected mice showed high levels of CD103+ DCs in bronchoalveolar lavage fluids (BALFs) and lungs (23). Moreover, the mediastinal LN from F VLP-immunized mice showed higher levels of CD103+ DCs and resident CD8α+ DCs (23). It is known that after hRSV infection is resolved, is possible to develop subsequent asthma during childhood (111, 112). Here, CD103+ DCs play a protective role during asthma/allergic-related symptoms by producing IL-12 (113).
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FIGURE 3 | Different roles of dendritic cells (DCs) subsets during human respiratory syncytial virus (hRSV) infection. During the steady state (upper), DCs subset maintain the lung homeostasis and when an infection occurs, they are capable to migrate to mediastinal lymph node to present antigens to T cells, promoting an immune response. Upon hRSV infection, plasmacytoid DCs (pDCs) increase in numbers, as well as the expression of co-stimulatory molecules, such as CD80, CD86. In addition, pDCs secretes high levels of IFN-α and PDL-2 expression is reduced. Moreover, in response to hRSV infection, CD11b+ DCs fail to activate CD4+ T cells leading a poor response against the virus. On the other hand, CD103+ DCs show a lower expression of CD80 and CD86, which are required for an appropriate antiviral immune response.



As mentioned above, another DCs cell subset, CD11b+ cDCs locate in the lung parenchyma (114, 115). In addition to the uptake of extracellular pathogens, the main function of these cells is to present antigens to CD4+ T cells (116). Studies were carried out in mice to understand the role of CD11b+ DCs during hRSV infection. In lungs from mice infected with hRSV, an increase was observed for the frequency of CD11b+ DCs (114). Moreover, it was determined that the ability of CD11b+ DCs to migrate to LN remained intact (114). One of the mechanisms proposed for the accumulation of CD11b+ DCs in the airways is that during hRSV infection, the high levels detected for CCL20 in the lungs can attract CD11b+ CCR6+ DCs (117, 118). To evaluate the role of CD11b+ CCR6+ DCs during hRSV infection, studies were performed in CCR6-deficient mice, showing an increase of viral clearance, lower levels of Th2 pro-inflammatory cytokines, as well as reduced mucus production (117, 118). Overall, these findings suggest that the CD11b+ CCR6+ DCs promote a Th2 immune response upon hRSV infection (117, 118). Additional studies performed in the neonatal murine model described that lung CD11b+ DCs express higher levels of the IL-4 α receptor (IL-4Rα) as compared to adult mice (119). In vitro experiments using neonatal murine CD11b+ DCs showed that IL-4Rα promotes the differentiation of T cells into a Th2 phenotype (119). Furthermore, when the IL-4Rα was deleted, maturation of these cells increased, suggesting that neonatal CD11b+ DCs are less prone to maturation. This feature of neonatal DCs could impair their capacity to induce a protective hRSV-specific immune response (119). Similar results were observed in vivo experiments; however, the deletion of IL-4Rα could be observed in several cells types including AMs, CD11b+ DCs, and CD103+ DCs (119).

Plasmacytoid DCs are the other prominent subset present in the lungs, which are an important source of IFN-α/β, fundamental antiviral cytokines during an infection, both in humans and mice (120, 121). The role of this DCs subset was elucidated by performing experiments with hRSV-infected bone marrow-derived pDCs, which expressed high levels of IFN-α, CD80, and CD86 and lower PD-L2 levels (Figure 3) (122). Moreover, in the same study, authors showed that the number of pDCs was increased early after infection and then decreased with the resolution of the disease, suggesting that pDCs are required during early stages of infection by hRSV (122). Also, it has been demonstrated that when pDCs are depleted using a 120G8 antibody, the lungs of hRSV-infected mice displayed an enhanced inflammation consisting mainly of mononuclear cells and lymphocytes, together an increase of viral loads (123). Consistently with these findings, it was observed that BALFs from hRSV-infected preterm born children showed reduced recruitment of pDCs into the lungs. These data are in agreement with the notion that low numbers of pDCs could work as a risk factor for severe bronchiolitis (124).

Additionally, three pDCs subsets have been characterized that include CD8α−β−, CD8α+β−, and CD8α+β+ (125). The frequency of these subsets is 61, 22, and 6% in the lungs of healthy mice, respectively (125). However, beside all the current knowledge about the role of the different subset of DCs during hRSV infection, there are no data about the contribution of these cells to the hRSV-induced pathology.

In summary, all DCs subsets seem to be important for an antiviral immune response. However, hRSV is able to modulate the function of these cells by promoting an imbalance between these subsets, which could be critical for the resolution of the disease caused by this virus.

CONCLUDING REMARKS

The MPS consists of a family of cells that include monocytes, MΦ, and DCs, among others (1–3). These cells are characterized by their high mobility, phagocytic capacity, and ability to secrete a broad spectrum of immunomodulatory molecules (2). MPS exerts several functions in health and disease in several tissues (2). In the lungs, MPS plays an important role in the maintenance of homeostasis during steady state. During an infection, the MPS works as the first line of immune response against pathogens (2). Among the respiratory pathogens, hRSV is considered the most important cause of respiratory illness in infants and young children (33). The main severe clinical manifestation due to the hRSV infection is bronchiolitis (33). In this context, the MPS can contribute to the development of the immunopathology induced by hRSV (10). This viral pathogen is able to infect the MPS cells, altering the proper immune response required for viral clearance and the later acquisition of an antiviral immune memory (10). During the acute phase of the hRSV infection, monocytes are important to initiate the innate immune response, secreting cytokines and chemokines that recruit other immune cells, such as MΦ, eosinophils, and neutrophils (126). The normal function of monocytes during hRSV infection can be impaired not only by the pathogen itself but also by the contact with virus-infected AECs, contributing to the development of severe bronchiolitis (62).

During hRSV infection, MΦs play a protective role against infection and, finally, these cells are required for proper virus clearance (77). This notion is supported by experimental data obtained from various experimental models, such as neonatal mice and MΦ-depleted animals.

One of the effector mechanisms of MΦs is the secretion of IFN-γ and IL-12, which are reduced in human neonates infected by hRSV, contributing to development of bronchiolitis (81). Also, the inefficient recruitment of T and NKT cells into the airways (91) contributes to the development of bronchiolitis. As a consequence, there is a significant decrease of the protective capacity of the immune response triggered by hRSV and promoting virus spreading (91).

The ability of hRSV to infect DCs seems to be a major virulence mechanism used by this pathogen. The hRSV-infection of DCs impairs the correct immunological synapsis, which is required for T cell activation (104). These findings may contribute to explaining the lack of an effective immunological memory against hRSV, which allow subsequent reinfections throughout life. Moreover, pDCs are the major source of type I IFNs, cytokines necessary to induce an appropriate antiviral immune response (122). Consistently with a lack of protective immunity to hRSV, DCs infected by this virus show an impaired capacity to produce type I IFNs (122). Based on the current knowledge relative to the role of DCs in the hRSV-infection, these cells could be important for the promotion of an exacerbation of the inflammation during bronchiolitis. Besides the actual knowledge about the MPS in the hRSV immunopathology, is still necessary to further understand the mechanisms involved in the impairment of MPS function by hRSV virulence factors.
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CD8+ cytotoxic T cell (CTL) responses are necessary for the lysis of virally infected cells and control of infection. CTLs are activated when their TCRs bind a major histocompatibility complex (MHC)-I/peptide complex on the surface of antigen presenting cells such as macrophages (MΦ). It is now apparent that MΦ display remarkable plasticity in response to environmental signals to polarize into classically activated M(LPS + IFN-γ) or alternatively activated M(IL-4). However, little is known about how MΦ activation status influences their antigen presentation function to CD8+ T cell in models of virus infection. Consequently, we tested how polarization of spleen-derived (Sp)-MΦ impacts direct presentation of viral antigens to influence effector and proliferative CD8+ T-cell responses. We show that M(IL-4) Sp-MΦ retain MHC-I surface expression and the ability to stimulate IFN-γ production by CTL following peptide stimulation and lymphocytic choriomeningitis virus infection to levels similar to M0 and M(LPS + IFN-γ) MΦ. However, memory CD8+ T cells cultured in the presence of M(IL-4) MΦ underwent significantly reduced proliferation and produced similar IFN-γ levels as coculturing with M0 or M(LPS + IFN-γ) cells. Thus, these results show a novel ability of polarized MΦ to regulate CD8+ T-cell proliferation and effector functions during virus infection.

Keywords: polarized macrophages, major histocompatibility complex, interleukin-4, interferon-gamma, T cells, lymphocytic choriomeningitis virus infection

INTRODUCTION

Tissue macrophages (MΦ) comprise an important member of the mononuclear phagocyte system where they regulate inflammation, cancer, and autoimmunity (1). They are involved in innate and adaptive immune responses to invading pathogens (2), and adapt their phenotype and function in accordance with their environment through a process termed MΦ polarization (3–5). It is now understood that both tissue MΦ and bone marrow (BM)-MΦ can develop into pro-inflammatory (M1) or anti-inflammatory (M2) (6–8).

M1 or M(LPS + IFN-γ) activation occurs in response to interferon-gamma (IFN-γ) in combination with bacterial moieties, such as lipopolysaccharide (LPS) (9, 10). M(LPS + IFN-γ) MΦ exhibit elevated secretion levels of nitric oxide (NO), and pro-inflammatory cytokines including tumor necrosis factor (TNF)-α, and IL-1β (11). Phenotypically, M(LPS + IFN-γ) cells express major histocompatibility complex (MHC)-II, and the costimulatory molecules CD80 and CD86 (6) to stimulate CD4+ T-cell proliferation (6, 12). M(LPS + IFN-γ) cells have been studied for their anti-bacterial, anti-viral immunity (13–17).

On the other hand, M2 cells are subdivided into M2a, M2b, M2c, and M2d depending on their environmental stimulus. The most studied subclass, M2a, is induced with interleukin IL-4 or IL-13 (9, 10). M2a or M(IL-4) MΦ upregulate Arginase-1 expression (11), and express high levels of mannose receptor (CD206) and chitinase-3-like protein 3 (Chi3l3) (6, 18). As such, M(IL-4) MΦ are widely considered regulatory and reparative cells (19). However, unchecked expansion of M2 MΦ can cause severe pathologies (19). For example, during chronic hepatitis C virus (HCV) infection, circulating and liver monocytes convert to an M2-like state resulting in fibrosis development (20). It is therefore important to study MΦ polarization during virus infection as a strategy to unlock MΦ targeting therapeutics to limit virus-associated damage (17).

During lymphocytic choriomeningitis virus infection (LCMV), MΦ support viral replication, process, and present viral antigens to activate CD8+ T cells (21–26). Activated CD8+ T cells proliferate, gradually acquire cytotoxic T lymphocyte (CTL) effector function and home to the site of infection to secrete IFN-γ and lyse virally infected upon recognition of viral epitopes on MHC-I (27). It is known that M(IL-4) peritoneal MΦ and BM-MΦ inhibit OT-II proliferation in a signal transducer and activator of transcription (STAT)-6-dependent fashion (28). Moreover, in a murine norovirus infection model, helminth-induced M2 cells inhibit CD8+ T-cell proliferation (29). Yet, how polarized MΦ engage CD8+ T cells to control proliferation and functions during RNA virus infection remains unexplored. Here, we report on a novel finding supporting a dichotomized regulatory role of M(IL-4) tissue MΦ where they can inhibit CD8+ T-cell proliferation without affecting their IFN-γ production after peptide-specific antigen presentation.

RESULTS

Phenotypic and Functional Characterization of Activated Spleen-Derived (Sp)-MΦ

Nitrite and urea production are known to be effective functional measures of M(LPS + IFN-γ) and M(IL-4) polarization, respectively (6, 8). Therefore, to demonstrate plasticity of Sp-MΦ, we characterized the biochemical properties profiles of polarized BM-MΦ and Sp-MΦ following IFN-γ (16 h) + LPS (8 h) or IL-4 stimulation (24 h). In agreement with previous publications, BM-MΦ and Sp-MΦ induce significant nitrite production after M(LPS + IFN-γ) stimulating conditions (Figure 1A: left panel), while producing urea following IL-4 treatment (Figure 1A: right panel) confirming previous published data (6, 8). Thus, both BM-MΦ and tissue-derived Sp-MΦ show similar biochemical profiles when polarized into M(LPS + IFN-γ) and M(IL-4) status as reported previously (8).
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FIGURE 1 | Immunophenotyping of polarized macrophages. Activated BM-MΦ or Sp-MΦ populations were polarized into M(LPS + IFN-γ) (25 ng/mL IFN-γ + 100 ng/mL LPS), or M(IL-4) (20 ng/mL IL4) or left unstimulated. (A) Nitrite detection after BM-MΦ or Sp-MΦ were polarized into M(LPS + IFN-γ) or M(IL-4), or left unstimulated (left panel). Supernatants were collected before testing them for nitrite production using the Greiss reaction. The OD was measured using Varioskan plate reader to quantify nitrite production after comparing the values to the standard curve. In the right panel, urea production was measured in polarized BM-MΦ and Sp-MΦ samples to monitor arginase activity indicative of M(IL-4) polarization. Values are represented as μg urea corrected to μg cell lysate. Data shown and error bars are the mean ± SD from one representative experiment out of three. (B) Staining profiles of activated polarized BM-MΦ and Sp-MΦ populations that were either controls or infected with LCMV-WE (MOI 5 for 24 h). Histograms show surface staining for CD80, MHC-86, MHC-I, or PD-L1 in the various MΦ populations compared with the isotype control (−ve). Data shown are representative from one of two experiments. (C) Cell supernatants from LCMV-uninfected or LCMV-infected (24 h) polarized Sp-MΦ were subjected to ELISA for quantification of TNF-α, IL-12p40, IL-6, and IL-10. Graphical data show mean ± SD from two independent experiments containing two experimental replicates. BM, bone marrow; MHC, major histocompatibility complex; LCMV, lymphocytic choriomeningitis virus infection; LPS, lipopolysaccharide.



Professional antigen presenting cells (pAPC) such as MΦ are needed for the activation of adaptive immune cells (30), as they are involved in antigen presentation via both MHC-I and MHC-II as well as their expression of costimulatory molecules (31). Nevertheless, LCMV has evolved mechanisms to interrupt APC activation and costimulatory molecule expression (32). Therefore, in order to assess the ability of polarized Sp-MΦ to engage CD8+ T-cell receptors, we characterized surface expression of activated Sp-MΦ markers following 24 h of LCMV infection (Figure 1B). With regard to CD80 expression, M0 and M(LPS + IFN-γ) cells increased surface levels following viral infection, while M(IL-4) cells expression of CD80 remained largely unchanged (column 1). Interestingly, M0 cells slightly decreased CD86 expression following LCMV infection compared with M(LPS + IFN-γ) and M(IL-4) cells where no change was detected (column 2). M0 cells exhibited slight MHC-I reduction but not M(LPS + IFN-γ) or M(IL-4) Sp-MΦ (column 3). In addition, we also assessed expression of the inhibitory molecule PD-L1 (column 4). We observed that M(LPS + IFN-γ) cells expressed the greatest levels of PD-L1, while M0 and M(IL-4) had similar expression levels, which confirmed data in BM-MΦ published by another group (33). LCMV infection increased expression of PD-L1 in M0 and M(IL-4), while reduced expression in M(LPS + IFN-γ) Sp-MΦ. These data demonstrate that polarized cells are not negatively affected by LCMV infection when considering CD80/86 or MHC-I expression, while LCMV increases inhibitory molecule PD-L1 expression in M2 and M0 cells, but not M(LPS + IFN-γ).

To characterize further the functional profile of polarized cells, we investigated the release of pro- and anti-inflammatory cytokines in uninfected and LCMV-infected (24 h) Sp-MΦ. As expected, for the secretion of the cytokines TNF-α and IL-6 (Figure 1C), M0 and M(IL-4) cells were poor, while M(LPS + IFN-γ) stimulation produced substantial levels agreeing with what has been described previously (34). Interestingly, 24 h post-LCMV infection, M0 and M(IL-4) cells both significantly increased production of TNF-α and IL-6. Moreover, M(LPS + IFN-γ) cells had reduced production of TNF-α after infection but were still producing significantly higher amounts than M0 and M(IL-4). No changes in IL-6 secretion were observed with M(LPS + IFN-γ) after the infection.

Lymphocytic choriomeningitis virus infection significantly decreased production of IL-12p40, in M0 and M(LPS + IFN-γ) cells while the opposite is true for M(IL-4), where production levels increased. Collectively, these data point to LCMV-promoting M(IL-4) cells to acquire a mixed M(LPS + IFN-γ)/M(IL-4) phenotype considering the ability to produce pro-inflammatory cytokines post-infection. For the anti-inflammatory cytokine IL-10, LCMV infection increased secretion in all subsets; however, M(LPS + IFN-γ) and M(IL-4) produced substantially less amounts than M0 infected cells (Figure 1C).

M(IL-4) Sp-MΦ Present SIINFEKL Peptide Bound to MHC-I at Lower Levels Compared with M(LPS + IFN-γ)

Having observed substantial levels of MHC-I expression on all MΦ, we questioned to what extent polarized MΦ can bind and present MHC-I peptides. For this, we utilized the 25-D1.16 monoclonal antibody, which recognizes the SIINFEKL peptide only when bound to H2-Kb MHC-I (p:MHC) (35). Representative staining of unpulsed and SIINFEKL-pulsed all MΦ (1 h) histograms depicted in Figure 2A demonstrate that each population of Sp-MΦ are able to display p:MHC on their surface. Measuring the fold change in mean fluorescent intensity (MFI) over unpulsed controls revealed M(LPS + IFN-γ) were best at binding and presenting the peptide and that Sp-M(IL-4) cells were the least efficient (Figure 2B). This suggests that the polarized all MΦ subsets should be able to present H2-Kb restricted epitopes to CD8+ T cells to varying degrees.
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FIGURE 2 | Detection of SIINFEKL peptide bound to MHC-I on MΦ. Sp-MΦ were polarized into either M(LPS + IFN-γ), M(IL-4) or left untreated (M0) and pulsed with SIINFEKL (10−7M) for 2 h at 37°C. (A) Cells were stained with 25-D1.16 monoclonal antibody, which detects SIINFEKL bound to H2-Kb MHC-I (p:MHC) before acquisition using FCM. The data are demonstrative histograms from one of three representative experiments. (B) Fold change in MFI of detected ab staining was calculated by comparing 25D staining in SIINFEKL pulsed versus unpulsed controls. Graphical data show mean ± SD from three independent experiments. (C) Cells were pulsed 10−7 or 10−9 M SIINFEKL for 2 h at 37°C before coincubation with the T-cell B3Z hybridoma for 18 h (1:1 ratio). The detection assay was carried out as described in Section “Materials and Methods” and OD was measured at 415 nm. Graphs depicting mean ± SD from three experimental replicates. MFI, mean fluorescent intensity; MHC, major histocompatibility complex.



Based on the above observations (Figures 2A,B), we reasoned that this would translate to differential abilities to activate CD8+ T cells by the MΦ population. To test this, we employed the CD8+ T-cell hybridoma system for which inducible Lac-Z is under the NFAT enhancer that binds the IL-2 promoter (36, 37). In this system, SIINFEKL-Kb-specific TCR ligation results in binding to the IL-2 promotor and expression of downstream Lac-Z that can be detected by colorimetric changes (38). Using two different concentrations of the SIINFEKL peptide (10−7 and 10−9 M), we observed that M(LPS + IFN-γ) MΦ populations elicited B3Z activation better than M0 and M(IL-4) (Figure 2C). Yet, M(IL-4) were still very proficient in activating B3Z T cells indicating that M(IL-4) cells retain sufficient antigen presentation capabilities that was close to M0 cells.

M(IL-4) MΦ Effectively Stimulate Epitope-Specific CD8+ T Cells to Synthesize IFN-γ

Recently, it was shown that splenic marginal zone MΦ are responsible for activating an LCMV-specific CD8+ T cells when left unprimed by DC (39). Therefore, we extended our testing into the LCMV system, which includes H2-Kb and H2-Db binding epitopes in H-2b mice (40). Polarized Sp-MΦ were pulsed with either GP33-41 or NP396-404 then cocultured with splenocytes isolated from LCMV-infected mice (2 × 105 pfu i.p.), 8 days post-infection. The ability of virus-specific CD8+ T cells to produce IFN-γ after in vitro re-stimulation with the ICS assay was used to assess the polarized Sp-MΦ antigen presentation functions (Figure 3).
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FIGURE 3 | Stimulation of epitope-specific CD8+ T cells by polarized MΦ via antigen presentation. Sp-MΦ were polarized into either M(LPS + IFN-γ), M(IL-4) or left untreated (M0) and were pulsed with GP33-41 or NP396-404 (10−7 or 10−9 M) for 1 h in serum free medium. Cells 1 × 105 were washed and cocultured with splenocytes from LCMV-infected mouse (20,000 pfu; day 8 p.i). Sp-MΦ were cocultured at a ratio of 10 (splenocytes): 1 Sp-MΦ for 6 h at 37° followed before CD8α and IFN-γ on CD3+ gated cells. As a negative control, unpulsed polarized Sp-MΦ were cocultured with splenocytes as described above. The percentage of CD8α+ IFN-γ+ from the dot plots in (A) were grouped in (B) where the data shown are the mean ± SD from three experimental replicates. LCMV, lymphocytic choriomeningitis virus infection.



We found that the percentage of IFN-γ antigen-specific CD8+ T cells remained constant irrespective of MΦ activation status (Figures 3A,B). Moreover, in agreement with immunodominance hierarchy reported for this model (41), there was a greater percentage of IFN-γ-secreting GP33-41-specific CD8+ T cells than NP396-404 T cells (Figures 3A,B). This finding was identical irrespective of the activation MΦ state even at low-peptide concentrations of 10−9 M. We further tested IFN-γ induction in LCMV-memory-specific CD8+ T cells using the LCMV GP33-41 peptide. After ex vivo stimulation by GP33-41 pulsed MΦ, we found that M(IL-4) cells were able to elicit similar activation of the memory T cells compared with M0 (data not shown). Therefore, we were able to demonstrate that M(IL-4)-MΦ polarization does not negatively influence their ability to stimulate activation and release of IFN-γ from antigen-specific effector or memory CD8+ T cells after virus infection.

Evaluating the Ability of Activated MΦ to Present Viral Antigens after Infection

To assess whether the functional abilities with regard to antigen presentation were retained by the MΦ during viral infection, we infected Sp-MΦ with LCMV (MOI 5), and assessed their ability to present LCMV antigens to epitope-specific CTL. It was clear from the data (Figure 4A) that LCMV was to infect the polarized MΦ in vitro and initiate its replication cycle as evident by LCMV-NP detection 24 h post-infection (Figure 4A). This protein was not detected immediately during the first hour of infection and needed to accumulate for approximately 8 h post-infection to be detected at significant levels due to the increased number of copies as a result of viral replication (data not shown), confirming our previous published data (42). Notably, we detected a reduction in LCMV-NP expression in M(LPS + IFN-γ) polarized cells compared with M0 and M2 (Figure 4A) indicating that M(LPS + IFN-γ) cells were likely inhibiting viral replication as described elsewhere.
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FIGURE 4 | Presentation of viral epitopes to CD8 T cells by LCMV-infected MΦ. (A) Polarized Sp-MΦ were infected with LCMV-WE (MOI 5) before testing for expression of LCMV-NP 24 h later. (B) In parallel, the same infected Sp-MΦ or uninfected negative controls were tested for their ability to directly present the LCMV GP33-41 or NP396-404 epitopes to their specific CTL cultures by assaying for IFN-γ production after in vitro stimulation by ICS. (C) Graphical representation of dot plots from B showing mean ± SD from three repeats. CTL, cytotoxic T lymphocyte; LCMV, lymphocytic choriomeningitis virus infection.



After 24 h of LCMV infection, we assessed the antigen presenting capacity of polarized MΦ compared with M0 to epitope-specific CTLs. From the data shown in (Figures 4B,C), M(LPS + IFN-γ) cells activated GP33-41- and NP396-404-specific CTLs to levels similar to M0 and M(IL-4) cells. Thus, to our surprise M(IL-4) cells were very potent stimulators IFN-γ release from both GP33-41- and NP396-404-specific CD8+ T cells following viral infection. Thus, despite the prevailing dogma of M(IL-4) MΦ perceived to be poor antigen presenting cells when interacting with CD8+ T cells, we discovered that they were proficient in presenting either peptides or processing viral antigens in different model systems.

M(IL-4) Sp-MΦ Poorly Support Epitope-Specific CD8+ T-Cell Proliferation When IL-2 Levels are Limiting

Upon successful activation, naïve CD8+ T cells undergo an estimated 104- to 105-fold expansion at their peak proliferation during activation (43). Other groups have demonstrated that M(IL-4) MΦ inhibit antigen-specific T-cell proliferation (28, 29). These publications utilized culture systems with M(IL-4) BM-MΦ and naïve P14 CD8+ T cells (specific for GP33-41) or anti-TCR and anti-CD28 antibodies to artificially stimulate naïve CD8+ T-cell proliferation in an antigen-independent fashion proliferation (28, 29). However, how M(IL-4) cells direct memory recall responses is unknown. Therefore, we asked how CD8 T cells from LCMV memory, non-transgenic mice would respond to antigen presentation by polarized Sp-MΦ. To assess this, we cultured peptide-pulsed either polarized or unstimulated Sp-MΦ with carboxyfluorescein succinimidyl ester (CFSE) labeled splenocytes from LCMV immune WT mice in the absence or presence of IL-2 (Figures 5A,B). Without exogenous IL-2 added to cultures, all the three MΦ populations failed to induce recall proliferation in vitro (data not shown), confirming previously published data by other groups (44). We then increased IL-2 culture concentrations to determine the minimum threshold of exogenous IL-2 required for T-cell expansion. At 5 U/mL, M0 and M(LPS + IFN-γ) MΦ induced 40 and 60% CD8+ T-cell proliferation, respectively (Figures 5A,B). In contrast, M(IL-4) induced the lowest proliferation (20%) by antigen-specific CD8+ T cells (Figures 5A,B).
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FIGURE 5 | M(IL-4) Sp-MΦ poorly support epitope-specific CD8+ T-cell proliferation. Polarized Sp-MΦ were pulsed with the LCMV GP33-41 peptide and cultured with CFSE labeled splenocytes from LCMV immune mice (10:1 ratio) for 4 days in the presence of 5 U/mL IL-2. (A) Representative histograms showing CFSE dilution in CD8+ T cells. (B) Graphical representation of % CFSE low, CD8+ T cells of three replicates from one representative experiment. *P < 0.05, **P < 0.0005, and ***P < 0.0005. (C) When the CD8+ T-cell proliferation experiments were carried out in culture supernatant containing 20 U/mL IL-2, no differences were observed in the ability of M(IL-4) Sp-MΦ to induce CD8+ T-cell proliferation when compared with either M0 or M(LPS + IFN-γ) cells. (D) Graphical representation of % CFSE low, CD8+ T cells from one of four independent experiments. CFSE, carboxyfluorescein succinimidyl ester; LCMV, lymphocytic choriomeningitis virus infection.



We were able to restore the deficit in the stimulation ability of M(IL-4) cells by increasing the IL-2 levels in the culture system to 20 U/mL. This finding was not restricted to a single specificity of epitope-specific T cells, as both GP33-41- and NP396-404-specific T cells proliferated to similar levels when comparing M(IL-4) with either M(LPS + IFN-γ) or M0 (Figures 5C,D). Collectively, the data from Figures 2–5 demonstrate that although M(IL-4) cells are proficient at presenting antigens to CD8+ T cell and stimulate them to elicit IFN-γ release either as effector, memory cells, M(IL-4)-MΦ were poor inducers of their if IL-2 is not present at sufficient quantities in the environment.

CD8+ T Cells Expanded for 6 Days by M(IL-4) Stimulators Exhibit Attenuated IFN-γ Secretion Compared with M0 or M(LPS + IFN-γ) Cells

From our observations above, we noted that although CD8+ T-cell proliferation was impaired compared with M0 and M(IL-4), approximately 20–30% of CD8+ T cell were still proliferating after peptide antigen presentation with M(IL-4) MΦ (Figure 5B). As CD8+ T cells proliferate, they progressively acquire CTL functions (45). To test whether the epitope-specific CD8+ T cells were fully functional after the expansion period, we restimulated the expanded T cells using a common (BMA) MΦ cell line as antigen presenting cells so that the only variable factor in the assay would be the expansion difference of the Sp-MΦ (23, 42, 46).

Consequently, we cocultured the cells in vitro for 6 days using 5 U/mL IL-2 because this was the concentration at which we observed minimal M(IL-4)-induced CTL expansion (Figure 5A). We then tested for IFN-γ production by ICS as described earlier, but this time using the BMA cell line as APC to present the LCMV peptide to T cells (Figure 6A).
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FIGURE 6 | CD8+ T cells expanded by M(IL-4) stimulators exhibiting attenuated IFN-γ secretion. Sp-MΦ [M0, M(LPS + IFN-γ) or M(IL-4) cells] were pulsed with LCMV GP33-41 and cultured with CFSE-labeled splenocytes from LCMV immune mice (10:1 ratio) for 6 days in the presence of 5 U/mL IL-2 (A) or 10 U/mL IL-2 (B). Expanded cells were restimulated with GP33-41 pulsed BMA or unpulsed controls for detection of IFN-γ production by ICS in a restimulation assay to detect their epitope-specific activation. Graphs show mean ± SD from three replicates where *P < 0.05 and ***P < 0.0005. CFSE, carboxyfluorescein succinimidyl ester; LCMV, lymphocytic choriomeningitis virus infection.



M0 and M(LPS + IFN-γ)-expanded CTL were ~60% IFN-γ positive, whereas M(IL-4)-expanded CTL displayed lower level of ~30%. This indicates that in addition to M(IL-4) cells being poor expanders of CD8+ T cells, the CTLs that were able to expand were not potent effector cells. Upon increasing culture conditions to 10 U/mL of IL-2 (Figure 6B), we noted a partial restoration (an increase of approximately 10%) of IFN-γ production by CD8+ T cells cocultured with the M(IL-4) stimulators. This finding suggests that exogenous IL-2 can overcome stimulatory deficits in M(IL-4) cells, implying that M(IL-4) cells can dampen the proliferation and subsequent cytokine synthesis in CD8+ T cells through antigen presentation when IL-2 levels are low or limiting in the environment.

Activated CD4+ T Cells from LCMV Immune Mice are Not Sufficient to Enhance the M(IL-4) Expansion of CD8+ T-Cell Proliferation

CD4+ T helper cells play an important role in shaping efficient CTL, CD8+ T-cell memory, and recall responses (47). Evidence suggests that for efficient CD8+ T-cell responses to occur, the APC must be helped by CD4+ T cells (48). In particular, direct engagement between CD40 and CD40L activates APC to enable IL-2 production for memory CD8+ T-cell proliferation (49). Given that IL-2 rescued CD8+ T-cell proliferation in M(IL-4) MΦ cultures in our experimental model, we reasoned that activated CD4+ T from an in vivo LCMV infection would compensate for the M(IL-4) ability to support CD8+ T cells in our model when the exogenous IL-2 levels are limiting in culture.

To test this hypothesis, we sorted CD4+ T cells from LCMV-infected mice on day 4 because it has been shown that CD69 expression levels are near their peak after virus infection in vivo (50). We cocultured the sorted CD4+ T cells with the MΦ plus CD8+ T cells during the CFSE proliferation assays in our model, when exogenous IL-2 levels are limiting. Although we observed that addition of CD4+ T cells enhanced the ability of M0 cells to increase CD8+ T-cell proliferation (from 38 to 50%), there was no positive influence in the M(IL-4) cultures (Figure 7) possibly because they may require additional help. Interestingly, no further proliferation (60%) was noted with M(LPS + IFN-γ) cells when we included the helper cells, indicating that a possible maximum proliferation had already been reached at such IL-2 levels without the CD4+ T cells present in the culture.
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FIGURE 7 | Activated CD4+ T cells from LCMV immune mice fail to enhance the M(IL-4) expansion of CD8+ T-cell proliferation to levels obtained with the M(LPS + IFN-γ) cells. CD4+ T cells were negatively sorted from LCMV-infected mice (20,000 pfu) on day 4 post-infection as described in Section “Materials and Methods.” The CD4+ T cells were added in different ratios to a polarized, GP33-41 pulsed Sp-MΦ mixed with splenocytes in culture containing 5 U/mL IL-2. As in Figure 5B, after 4 days of coculturing, the CD8+ T cells were tested for CFSE dilution as described before. CFSE, carboxyfluorescein succinimidyl ester; LCMV, lymphocytic choriomeningitis virus infection.



DISCUSSION

It is now understood that polarized MΦ can modulate the outcome of infection and play a role in exacerbating or combating multiple diseases (4, 10). We previously reported that M-CSF induces in vitro differentiation of Sp-MΦ into cells that resemble splenic red pulp MΦ (23, 51). Further characterization revealed that Sp-MΦ are effective antigen presenting cells capable of direct and cross presentation (23). Additionally, mature Sp-MΦ remain plastic and can be induced to M(LPS + IFN-γ) and M(IL-4) phenotypes, similar to BM-MΦ (8).

Several groups have reported on the ability of M(IL-4) polarized cells to negatively regulate CD4+ T cells (6, 9, 28, 52–54). In addition, M(IL-4)-polarized BM cells were shown to inhibit CD3/CD28-activated naïve CD8+ T-cell proliferation, and impair proliferation of naïve LCMV-specific transgenic (P14) CD8+ T cells in a helminth/norovirus coinfection model (28, 29). However, not much is known regarding how polarized MΦ influence antigen-specific CD8+ T-cell IFN-γ secretion and memory CD8+ T-cell recall responses after antigen presentation has ensued, particularly during viral infection. To this end, using the well-defined LCMV model, our study uncovers a dichotomous effect of M(IL-4) MΦ on CD8+ T-cell proliferation and effector molecule release.

We demonstrate that polarized M(IL-4) MΦ present MHC-I-restricted peptides to activate CD8+ T cells and stimulate IFN-γ expression. LCMV infected all three subsets of MΦ as detected by LCMV-NP expression 24 h post-infection. However, we observed a substantial reduction of LCMV-NP in M(LPS + IFN-γ) cells. This is likely owing to the upregulation IFN-γ-induced anti-viral genes inhibiting the replication of capacity of LCMV described (55). M(IL-4) cells effectively processed and presented de novo synthesized antigens to activate GP33-41- and NP396-404-specific CTL. However, when polarized cells were cultured with splenocytes cells from LCMV-immune mice, M(IL-4) cells stimulated the lowest level of CD8+ T-cell proliferation, a deficit that was overridden by increasing the levels of exogenous IL-2 added to the culture system. Collectively, these observations highlight how polarized MΦ modify CD8+ T-cell function and are of particular importance to the design of cell-based immunotherapies.

The suppressive effects of M(IL-4) MΦ on T-cell proliferation have been reported in the literature where M(IL-4) cells prevented proliferation of EL4 and D10.G4 T cells through an undefined cell-contact-dependent mechanism during nematode infection (52). Subsequent gene analysis revealed several M(IL-4)-specific markers including program death ligand (PD-L2), resistin like molecule (RELM)-α and YM-1, regulating CD4+ T-cell and CD8+ T-cell proliferation (28, 29, 54). Moreover, in vitro M(IL-4) MΦ express high levels of Arginase-1 and can also interrupt TCR signaling through L-arginine deprivation (56). For instance, coculture of M(IL-4) MΦ with Jurkat T cells or spleen T cells for 24 h resulted in the downregulation of CD3ζ T-cell surface expression and inhibition of CD4+ T-cell proliferation (56–58). Moreover, L-arginine deprivation yields a G0–G1 arrest by preventing increases of cyclin D3 and cyclin-dependent kinase 4 (CDK4) levels (58). Thus, M(IL-4) cells have the ability to modulate T-cell proliferation by contact-dependent and contact-independent mechanisms.

In our system, we observed a significant reduction of antigen-specific memory CD8+ T-cell proliferation when stimulated with M(IL-4) cells compared with M0 or M(LPS + IFN-γ) when employing IL-2 at limiting concentrations. Interestingly, supplementing the coculture medium with additional IL-2 restored CD8+ T-cell proliferation and subsequent IFN-γ secretion upon restimulation. The most likely explanation for this finding is likely due to the ability of IL-2 to tune TCR sensitivity and regulate cell-cycle progression. With regard to TCR sensitivity, exogenous IL-2 restores basally depressed CD3ζ expression in patients with chronic myeloid leukemia (59). Moreover, it was recently demonstrated that IL-2 reduces the threshold of activation in CD8+ T cells promoting responsiveness to low antigen levels (60). Therefore, by adding IL-2 we ostensibly improved the TCR sensitivity to antigen. In terms of cell cycle, IL-2 enhances expression of cyclin D3 and CDK4, and activates CDK2 promoting cell-cycle progression into S phase (61, 62). Therefore, it is plausible that additional IL-2 overrides the M(IL-4) cell-induced CD8+ T-cell impairments by increasing CD3ζ expression and promoting entrance into cell cycle. In agreement with this notion, delivery of IL-2 complexed to anti-IL-2 monoclonal antibody breaks established CD8+ T-cell tolerance in an FBL model of murine leukemia (63). As such, future research into the biological mechanisms of our reported novel finding that IL-2 can overcome M(IL-4) stimulatory deficits CD8+ T cell is of immense interest to the immunotherapy field.

Another novel finding that is reported here is the ability of the polarized MΦ to elicit IFN-γ production by antigen-specific CTL following peptide stimulation or LCMV infection. Given the impairment of CD8+ T-cell TCR signaling described above following M(IL-4) coculture, we anticipated M(IL-4) cells to poorly induce IFN-γ secretion from CTL (57, 59). A limitation of these studies was that they did not address the consequence of short-term (<24 h) M(IL-4) MΦ–T-cell interactions on CD3ζ expression (57, 59). However, the duration of our cytokine detection assays (approximately 6 h) allows us to separate the short-term and long-term impacts of M(IL-4) cells on CD8+ T-cell effector function and memory CD8+ T-cell proliferative response.

In our system, the observed ability of M(IL-4) cells to stimulate CTL IFN-γ release is likely attributed to the lower threshold of CTL activation for cytokine production compared with proliferation (64). It was previously demonstrated that low concentrations of TCR ligands result in IFN-γ, but not IL-2 production nor proliferation in CD4+ T cells (64). However, as ligand concentration increases, so does the diversity of cytokine response and proliferation levels (64, 65). This implies that additional characteristic of polyfunctional CD8+ T cells requires a successive increase in signaling threshold. Conceptually, this might serve as a safeguard to control against unwanted CD8+ T-cell effector activity and cytokine production.

In summary, our results uncover a previously unknown ability of M(IL-4) cells to induce IFN-γ secretion by CTL and yet negatively regulate memory CD8+ T-cell proliferation compared with other forms of MΦ employed in this study. Thus, it is plausible that M(IL-4) cells possess novel undefined characteristics that need to be uncovered regarding how they may regulate immunity during infections.

MATERIALS AND METHODS

Animals, Cell Lines, and Virus

C57BL/6 (H-2b) mice (6–8 weeks) were purchased from (Jackson Laboratories) and were kept under specific pathogen-free conditions. Animal experiments were carried out in accordance with the guidelines of the Canadian Council of Animal Use and with approval from Queen’s University Animal Care Committee. The BMA cell line BMA3.1A7 (a gift from Dr. K. Rock, University of Massachusetts Medical School, Worcester, MA, USA) is an adherent murine MΦ cell line generated from the BM of female C57BL/6 mice by overexpressing myc and raf oncogenes and has recently been characterized by our group to be a good model to study MΦ polarization (66, 67). For viral infections, mice were injected at indicated plaque forming units (PFUs) or LCMV-WE intraperitoneal in 200 µL of sterile PBS.

Macrophage Generation and Activation

Bone marrow-MΦ and Sp-MΦ were generated as previously described (8, 23, 51). Briefly, cells (for both BM-MΦ and Sp-MΦ) were cultured in 6 well plates (Corning) with conditioned RPMI 1640 (Gibco) medium (CM) supplemented with 10% fetal calf serum (Fisher Scientific), M-CSF media and 50 µg/mL gentamycin. On days 3 and 5 of culturing, non-adherent cells were removed and fresh CM was added. Sp-MΦ and BM-MΦ were cultured for 6–7 days in total before activation and testing for their functions as described below. For M(LPS + IFN-γ) MΦ: cells were primed with IFN-γ (25 ng/mL for 16–18 h; Shenandoah Biotechnology) followed by Escherichia coli LPS (O55:B5, 100 ng/mL for 6 h; Sigma-Aldrich). To induce M(IL-4) MΦ, polarization cells were treated with rIL-4 (20 ng/mL for 18–24 h; Shenandoah Biotechnology). Unstimulated control MΦ (M0) were placed in RPMI 10% FCS for 18–24 h.

Assessment of Arginase and Inducible Nitric Oxide Activity

M(LPS + IFN-γ) polarization was determined by assessing NO production using Griess reagent as published previously (8, 24). MΦ (200,000 cells/well) were seeded in a round-bottom 96-well plate and activated in phenol-red free RPMI, where nitrite concentration was determined by measuring OD at 540 nm using the Varioskan microplate reader. Sodium nitrite was used for the standard graph (0–100 µM) to calculate nitrite concentrations in the test samples and was purchased from Fisher Scientific (Whitby, ON, Canada).

M(IL-4) polarization was assessed by arginase activity as described (8, 68). Activated MΦ were resuspended in lysis buffer (0.1% Triton-X, 25-mM Tris–Cl, pH 8.0) purchased from Sigma (Oakville, ON, Canada) and incubated for 30 min at 4°C followed by centrifugation at 10,000× g for 20 min at 4°C. Protein content in supernatant was determined using Bradford reagent (Bioshop) and sample concentrations were equalized to 100 µg/mL. For the reaction, 100 µL of sample was added to 1.5-mL eppendorfs followed by 10 μL of 10-mM MnCl2 an incubation at a 55°C for 10 min. 100 µL 0.5-M L-arginine solution (pH 9.7) was then added before incubation for 1 h at 37°C. To stop the reaction, 800 µL of acid solution (7:3:1; H2O:H2PO4, 85%: H2SO4, 95%) and 40 µL of α-isonitrosopropiophenone (ISPF) (9% w/v in absolute ethanol) were added. Samples were heated at 100°C for 30 min and urea concentration was determined with the help of a urea standard graph (0–25 M) by measuring OD at 550 nm using a Varioskan spectrophotometric microplate reader.

Cytokine ELISA Assay

Uninfected or LCMV-infected (MOI 3: 24 h) were seeded at 2–3 × 106 cells/mL into 6-well plates and incubated at 37°C for 24 h. After incubation, ELISAs were performed on collected supernatants. The levels of IL-6, IL-10, IL-12p40, and TNF-α were measured in accordance with R&D systems manufacturer’s instructions.

Reverse-Transcriptase Polymerase Chain Reaction (RT-PCR)

Total RNA was extracted from primary, LCMV-infected cells using TRI reagent (Molecular Research Center Inc.). RT reaction was carried out using RT master mix with reagents obtained from Froggabio (North York, ON, Canada). PCR was performed using Taq 5X Master Mix (Froggabio) and the following primers (Forward and Reverse) obtained from Integrated DNA Technologies (Coraville, IA, USA) for LCMV Nucleoprotein (F: 5′-TCC ATG AGA GCA CAG TGC GGG GTG AT-3′, R: 5′-GCA TGG GAG AAC ACG ACA ATT GAC C-3′) and 18S control (F:5′-AAACGGCTACCACATCCAAG-3′, R: 5′-CCTCCAATGGATCCTCGTTA-3′).

Flow Cytometry

Cells were stained with a combination of surface marker antibodies detailed below. Primary direct staining was performed with antibodies purchased from Biolegend: FITC anti-CD86, clone RMMP-2; FITC anti-MHC-II (I-A/I-E), clone M5/114.15.2; FITC anti-CD25, clone 3C7; PE anti-MHC-I, clone AF6-88.5; PE Biotin anti-CD80, clone 1610A1; PE anti-PDL1, clone 10F.9G2; PE anti-CD137, clone 17B5; APC/Cy7 anti-CD69, clone H1.2F3. For indirect staining antibodies were purchased from Biolegend: Biotin anti-IFN-γ, clone XMG1.2; from eBioscience: Biotin anti-SIINFEKL/H2-Kb, clone 25-D1.16. Here, applicable cells were stained with secondary Streptavidin-FITC (Invitrogen) or FITC anti-rat IgG, clone Poly4054 (Biolegend). Staining was carried out for 20–30 min at 4°C in FACS buffer containing 0.5% sodium azide in PBS. Samples were acquired using the Epics XL-MCL flow cytometer (Beckman Coulter, Miami, FL, USA) and analyzed using FlowJo software. Fold change in MFI was calculated by using the following formula: fold change = [(SIINFEKL MFI − Negative MFI)/Negative MFI], where “SIINFEKL” refers to cells that were pulsed with SIINFEKL peptide and “Negative” refers to unpulsed cells.

Induction of LCMV-Specific CD8+ T Cells

Peptide-specific short-term T-cell lines were generated as previously described (23, 24, 42, 46). Splenocytes isolated from LCMV immune mice (30 days post-infection) were subjected to ficoll-gradient lymphocyte enrichment. Enriched T cells were cocultured with γ-irradiated peptide-loaded (GP33-41, NP396-404; 10−7M) BMA at a ratio of 10:1 in RPMI (10% FCS, 50-µM β-mercaptoethanol, 20 U/mL rIL-2, 50-µg/mL gentamycin). After 5 days, medium was isolated and ficolled to remove dead APC and enriched cells were re-seeded in a new 6-well plate with fresh medium for 2–3 days before use.

Antigen Presentation Assays

In order to compare direct antigen presentation by activated MΦ, we utilized LCMV-specific T cells, either in vitro generated LCMV CTL or the B3Z hybridoma T cells. For ex vivo stimulation of LCMV-specific CD8+ T cells by polarized MΦ, splenocytes isolated from an LCMV-infected mouse on day 8 and were restimulated with GP33-41 or NP396-404 (10−7 M) peptide-pulsed MΦ (ratio of 10 splenocytes: 1 APC) for 2 h. ICS for IFN-γ production was then performed as described below. LCMV-specific CTL were cultured with activated MΦ (1:1) that were pulsed with decreased peptide molarity (GP33-41/NP396-404: 10−7 to 10−9 M) or infected with LCMV-WE (MOI 3 or 5) for various time points for 4 h in the presence of Brefeldin A (10 µg/mL; Sigma-Aldrich).

B3Z Assay

B3Z CD8+ T-cell hybridoma cell line specific for OVA residues 257–264 (SIINFEKL) presented on murine MHC-I (H2-Kb) was also used (36, 69). Cells were cultured in IMDM medium containing 500 µg/mL G418 to ensure positive selection of reporter cells until time of experiment. For antigen presentation assays, APC were pulsed with SIINFEKL peptide (10−7 or 10−9M) at 37°C for 2 h before extensive washing in warm PBS. Thereafter, the APC were cocultured with B3Z in a 96-well round-bottom plate (Thermo Scientific) at a ratio of 1:1 for 18 h in IMDM medium (5% FCS) at 37°C. For Laz-Z detection, Z Buffer (150 µL), containing 0.125% NP-40, 9-mM MgCl2, 100 mM of β-mercaptoethanol, and 5-mM ONPG, was added to the B3Z:APC cell pellets and incubated at 37°C for 4 h to allow for colorimetric change. Thereafter, 100 µL of buffer was transferred to a flat-bottom 96-well plate for absorbance measurement at 410 nm using a Varioskan plate reader.

Detection of LCMV-NP

For LCMV-NP detection, infected cells were fixed and permeabilized with PBS containing 4% paraformaldehyde and 0.5% saponin for 20 min at room temperature. Cells were washed in PBS with 0.25% saponin and incubated for 1 h with rat anti-LCMV-NP Ab (clone VL4) supernatants (a gift from Dr. M. Groettrup, University of Constance, Germany) to detect NP expression (70). After washing twice, FITC-conjugated goat anti-rat IgG Ab (Invitrogen) was incubated with the cells overnight at 4°C. In separate experiments, propidium idodide (1 µg/mL; Sigma Aldrich, Oakville, ON, Canada) was added to uninfected and LCMV-infected samples for assessment of cell death. Data were acquired with the Epics XL MCL (Beckman) and analyzed with the FlowJo software.

In Vitro CD8+ Proliferation Assay

Splenocytes were harvested from LCMV-WE immune (30 days post-infection) and lymphocytes were purified by ficoll-gradient centrifugation with lymphocytes separation medium (Fisher, Whitby, ON, Canada). Purified cells were labeled with CFSE (0.4 µM) for 15 min at 37°C then washed twice in warm PBS. Lymphocytes were cultured in a 96-well flat-bottomed plate with GP33-41 or NP396-41 peptide pulsed polarized MΦ for 3–6 days (at decreasing concentrations of recombinant IL-2) before staining for CD3 and CD8α expression and assessed for CFSE staining by FCM. Percent proliferation was determined by calculating the % of CD8+ CFSELow cells compared with unstimulated CFSE labeled controls (CFSEHi). For the CD4+ T-cell coculture experiment: CD4+ T cells were negatively selected for by gating out B220+, CD11b+, F480+, and CD8+ cells from the spleen using a BD FACS Aria III sorter (Beckman-Dickinson). CD4+ T cells were added to MΦ+ CFSE labeled splenocyte at the indicated ratio and incubated for 4 days.

Statistical Analysis

Statistical analysis was performed using Prism 7.0 (La Jolla, CA, USA) with unpaired (Student’s) t-test.
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Enhanced Replication of Virulent Newcastle Disease Virus in Chicken Macrophages Is due to Polarized Activation of Cells by Inhibition of TLR7
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Newcastle disease (ND), caused by infections with virulent strains of Newcastle disease virus (NDV), is one of the most important infectious disease affecting wild, peridomestic, and domestic birds worldwide. Vaccines constructed from live, low-virulence (lentogenic) viruses are the most accepted prevention and control strategies for combating ND in poultry across the globe. Avian macrophages are one of the first cell lines of defense against microbial infection, responding to signals in the microenvironment. Although macrophages are considered to be one of the main target cells for NDV infection in vivo, very little is known about the ability of NDV to infect chicken macrophages, and virulence mechanisms of NDV as well as the polarized activation patterns of macrophages and correlation with viral infection and replication. In the present study, a cell culture model (chicken bone marrow macrophage cell line HD11) and three different virulence and genotypes of NDV (including class II virulent NA-1, class II lentogenic LaSota, and class I lentogenic F55) were used to solve the above underlying questions. Our data indicated that all three NDV strains had similar replication rates during the early stages of infection. Virulent NDV titers were shown to increase compared to the other lentogenic strains, and this growth was associated with a strong upregulation of both pro-inflammatory M1-like markers/cytokines and anti-inflammatory M2-like markers/cytokines in chicken macrophages. Virulent NDV was found to block toll-like receptor (TLR) 7 expression, inducing higher expression of type I interferons in chicken macrophages at the late stage of viral infection. Only virulent NDV replication can be inhibited by pretreatment with TLR7 ligand. Overall, this study demonstrated that virulent NDV activates a M1-/M2-like mixed polarized activation of chicken macrophages by inhibition of TLR7, resulting in enhanced replication compared to lentogenic viruses.
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INTRODUCTION

Newcastle disease (ND), caused by the virulent Newcastle disease virus (NDV), is a highly contagious and fatal viral infectious disease in birds and can have devastating economic effects on global domestic poultry production. ND is listed by the World Health Organization for Animals (OIE) as a vitally important pathogen for avian species and products, in which NDV detection in a specific geographical location often leads to trade restrictions and embargoes (1). NDV was previously synonymous with avian paramyxovirus type 1 (2); however, due to changes in taxonomy is now referred to as avian avulavirus (3). NDV is an enveloped virus containing a single-stranded, negative-sense, non-segmented RNA genome that is approximately 15,000 nucleotides in length. Six structural proteins are encoded, including the nucleocapsid (N) protein, phosphoprotein (P), matrix (M) protein, fusion (F) protein, hemagglutinin-neuraminidase (HN) protein, large (L) protein, and two non-structural V and W proteins (2). Strains of NDV are grouped into virulent (velogenic), intermediate (mesogenic), and non-virulent or low virulent (lentogenic) on the basis of the clinical signs seen in infected chickens (2).

Newcastle disease virus is categorized genetically into two classes with 18 genotypes in class II and only one genotype in class I, according to phylogenetic relationships of the F gene (4). Class I NDV isolates are distributed worldwide and are isolated frequently from waterfowl, shorebirds, wild birds, and live bird markets (LBMs). All reported strains are thought to be low virulence except for one strain, chicken/Ireland/1990 (5–11). Class II NDVs are further divided into 18 genotypes (I –XVIII) (12), contain viruses that have been isolated from multiple birds. Most Class II NDV are virulent and cause devastating economic losses to the poultry production worldwide (4), while lentogenic strains may be used as vaccines.

Newcastle disease virus infection in vivo results in various reactions and clinical symptoms based on its pathogenicity. Even though all strains of NDV belong to one serotype and cause similar humoral immune responses, differences in host innate immune responses play a role in the resistance to ND due to genetic variation of host, virulence, and genotypes of virus (13).

The host innate immune response to virus infection is designed to limit virus replication, growth, and spread in order to give the host time to develop the virus-specific adaptive immune responses (14). The primary components of innate immunity of birds are (a) physical and chemical barriers, such as skin, epithelia, and feathers; (b) phagocytic cells, including dendritic cells, macrophages, and natural killer cells; (c) inflammatory mediators, cytokines, and complement proteins (13). Macrophages, as one of the first lines of defense against microbial infection, exert numerous biological functions across a broad spectrum of acute and chronic inflammatory conditions via secreting high amounts of chemokines and cytokines, orchestrating host innate and adaptive immune responses, and clearing infected and dying cells to aid recovery (15).

In response to microenvironmental signals, mammalian macrophages polarize into dynamic specialized functional pro-inflammatory M1 (classically activated macrophages) and anti-inflammatory M2 (alternatively activated macrophages, TAM) phenotypes (16–21). M1 macrophages play a vital role in virus clearance and host immune responses, but excess inflammation is harmful to tissues and organs (22). By contrast, M2 cells contribute a major role in protecting tissues and organs. The M1/M2 responses from virus infection must be balanced by inhibitory and regulatory effector mechanisms to protect bystander cell, tissue and organ damage from the effects of excess inflammation, preserve oxygenation, and promote host tissue and organ repair after viral clearance (22–25). As their mammalian counterpart, plasticity also is a hallmark of chicken macrophages, and in response to microenvironment signals, including microbial infection and pathogenesis of infectious diseases (26–36), these cells undergo different forms of polarized activation, the extremes of which may called pro-inflammatory M1-like macrophages and anti-inflammatory M2-like macrophages.

Macrophages, including chicken macrophages, partly rely on the detection of characteristics of viral nucleic acids in response to virus infection (28, 37, 38). Recognition of viral nucleic acids triggers the induction of type I interferons (IFNs) that induce macrophages into an antiviral state and activate immunoregulatory functions in nearby cells. A subset of pattern recognition receptors includes toll-like receptors (TLRs), which recognize different pathogen-associated molecular patterns (PAMPs) and induces intracellular signals responsible for the activation of genes that encode for pro-/anti- (M1-/M2-like) inflammatory chemokines and cytokines, anti-microbial peptides, and anti-apoptotic factors (28, 37, 39). There is a total of 13 known TLRs in mammals (TLR1–13), with each TLR recognizing and responding to different pathogen components (40). In birds, a total of 10 TLRs have been identified and include two isoforms each of TLR1 and TLR2, which detect triacylated, and diacylated lipopeptides. TLR3, 4, 5, and 7 detect dsRNA, LPS, flagellin, and ssRNA, respectively. TLR15 has been shown to recognize yeast proteases while TLR21, a functional homolog of mammalian TLR9, detects dsDNA (41). TLR3, 7, and 21 are located in the cytoplasm, while TLR1, 2, 4, 5, and 15 are located on the cell surface (42). Previous data demonstrated that chicken origin TLR7 can exert specific abilities against viral and bacterial infectious diseases of birds, such as avian influenza (37) and Salmonella (43).

To date, NDV-induced macrophage polarized activation and its role in anti-tumor cytotoxicity, cytokine release, and immunoregulation have been widely investigated in mice and humans (44–47). Although most reliable markers for mammalian macro-phage polarized activation are not available for chicken macrophages, chicken macrophages are similar to their mammalian counterparts since they have the capacity to change their pheno-type in response to the microenvironmental signals (35, 48). However, whether NDV has the capacity to change chicken macrophage phenotype during viral infection mainly depends on the virulence and genotypes of virus. The specifics of this phenomenon and underlying molecular mechanisms are still unclear.

In the present work, we explored the polarized activation patterns of chicken macrophages and correlation with infection and replication using three different NDV genotypes of varying virulence. Levels of M1- and M2-like polarized activation-related genes and proteins in chicken macrophage cell line HD11 were used for presentation of different forms of NDV-induced chicken macrophage polarized activation. In addition, we explored the role of chicken origin TLR7 on virus replication and chicken macrophage polarized activation caused by different virulence and genotypes NDV strains.

MATERIALS AND METHODS

Ethical Statement

All experiments performed at the Jilin University were reviewed and approved by the Jilin University Experimental Animal Care and Use Committee.

Cell and Viruses

Chicken origin HD11 cell (permanent chicken bone marrow macrophages cell line) was kindly provided by Prof. Daxin Peng, College of Veterinary Medicine, Yangzhou University (49). NDV commercial vaccine strain LaSota (lentogenic, genotype II within class II, GenBank: AF077761.1) was obtained from ATCC. NDV virulent strain NA-1 (genotype VII within class II, GenBank: DQ659677.1) was isolated from a goose farm in Nong’an of Jilin province, China in 1999 (50). NDV lentogenic strain F55 (Chicken/CH/JL/CC05/2015, genotype Ib within class I, GenBank: KT892749.1) was isolated from chicken in LBMs of Changchun, Jilin, China in 2015 (51). HD11 cell was cultured in DMEM/F-12 (Dulbecco’s Modified Eagle Medium/Nutrient Mixture F-12) supplemented with 10% fetal bovine serum (FBS) (Gibco, Shanghai, China), 100 μg/ml streptomycin and 100 U/ml penicillin (Gibco, Shanghai, China) at 37°C under 5% CO2. All NDV strains were grew in the allantoic cavity of 9- to 10-day-old specific pathogen-free (SPF) chicken embryonated eggs (MERIAL, Beijing, China) and purified directly from the allantoic fluid as described in a previous study (52).

NDV Infection of Cells

HD11 cells were planted into a 24-well cell culture plate at a viable cell density (determined by Trypan blue exclusion, Sigma, Shanghai, China) of 3 × 105 cells per well in complete DMEM/F12 containing 10% FBS, 100 μg/ml streptomycin, and 100 U/ml penicillin at 37°C under 5% CO2 for 8 h. Cells then were washed three times with phosphate-buffered saline (PBS), and supernatant was changed into fresh DMEM/F12 supplemented with 100 μg/ml streptomycin and 100 U/ml penicillin without FBS. Thereafter, cells were absorbed with virus at 2 multiplicity of infection (MOI) for 1 h and fresh medium was added into the well and then incubated with 4, 12, 24, 48, and 72 h post infection (hpi), respectively. Subsequent to infection, viral genome load and genes of target expression levels in the cells were detected by qPCR, as well as the virus titer in the supernatants was measured using a micro-HA method. For viral infection efficiency detection, HD11 cells were planted into a 6-well cell culture plate containing sterile coverslips at a viable cell density of 1 × 106 cells per cell for 8 h. Cells then were rinsed three times with PBS and supernatant was changed into fresh incomplete DMEM/F12 without FBS. Thereafter, cells were absorbed with virus at 2 MOI for 1 h and fresh medium was added into the well and then incubated with 24 hpi. Subsequent to infection, cells were acetone fixed (5 min), permeabilized with 0.1% Triton X-100 for 5 min, and then incubated in 10% FBS in 0.1% PBS-Tween for 0.5 h to block non-specific protein–protein interactions. The cells were then incubated with the primary polyclonal antibody for NDV prepared by our lab (Mouse anti-NDV, 1:200) overnight at +4°C. Then cells were incubated with secondary Goat Anti-Mouse IgG H&L (Alexa Fluor® 488) (ab150113) (abcom, Shanghai, Beijing) at 2 μg/ml for 1 h. 4′,6-diamidino-2-phenylindole (DAPI) was used to stain the cell nuclei (blue) at a concentration of 1.43 μM. Coverslips were inverted onto glass slides for immunofluorescence detection. Positive staining was evaluated using a laser confocal microscope (Leica, TCS SP5 Confocal Spectral Microscope Imaging System, Taipei, Taiwan). In a preliminary study, three different MOI (0.1, 2, and 10) were tested and it was verified that 2 MOI was ideal for all three NDV strains used (the infection efficiency rate of all three NDV strains ranged from 85 to 95% at 24 hpi and non-cytotoxic to cells when treated with virulent strain NA-1 early after infection from 4 to 24 hpi, data as shown in Figure 1 and Figure S1 in Supplementary Material). The negative control (100 μg/ml streptomycin and 100 U/ml penicillin but no virus was added into the same volume of NDV culture medium) were harvested following the same process.
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FIGURE 1 | Characteristics and infection efficiency of three different virulence and genotypes Newcastle disease virus strains in chicken macrophages analysis by immunofluorescence. HD11 cells were infected with three different virulence and genotypes NDV strains (including virulent class II genotype VII strain NA-1, lentogenic class II strain genotype III strain LaSota, and lentogenic class I genotype I strain F55) at a MOI of 2 for 24 h, then viral infection efficiency was determined by immunofluorescence. Primary Mouse anti-NDV polyclonal antibody for NDV and secondary Goat Anti-Mouse IgG H&L (Alexa Fluor® 488) antibody were used for immunofluorescence, and 4′,6-diamidino-2-phenylindole was used for labeling DNA to define the nuclear compartment.



Macrophage Treatment with TLR7 Agonist and Cell Infection with NDV

To determine the roles of TLR7 on the replication of NDV strains in chicken macrophages in vitro and the status of chicken macrophage polarized activation caused by NDV infection, a TLR7 agonist loxoribine (7-allyl-7,8-dihydro-8-oxoguanosine; InvivoGen, San Diego, CA, USA) was used. Loxoribine was dissolved in DMSO at a stock concentration of 100 mM. HD11 cells were planted into a 24-well cell culture plate at a viable cell density (determined by Trypan blue exclusion, Sigma, Shanghai, China) of 3 × 105 cells per well in complete DMEM/F12 containing 10% FBS, 100 μg/ml streptomycin and 100 U/ml penicillin at 37°C under 5% CO2 for 8 h. Subsequently, cells were pretreated with 1 mM TLR7 agonist loxoribine for 6 h and followed by infection of different genotype NDV strains at a MOI of 2 for 48 h; thereafter, both viral genome load and genes of target expression levels in the cells and the virus titer in the supernatants were measured.

Total RNA Isolation, cDNA Synthesis, PCR, and qPCR Data Analysis

Total RNA from cells was extracted by Eastep Super Total RNA Extraction Kit (Promega, Fitchburg, MA, USA) according to the manual’s recommendations. RNA concentration and purity were evaluated by A260 and A280 measurements using a NanoDrop ND-1000 spectrophotometer. A260/A280 ratio for all RNA samples extracted spanned between 1.90 and 2.15, reflecting RNA high purity. RNA integrity was determined by the ratio of 28S/18S rRNA bands after electrophoresis in denaturing 1% agarose gel. To ensure the quality necessary for gene expression analysis, all samples extracted had a 28S/18S rRNA ratio more than 1.7.

One thousand nanograms of total RNA was reverse tran-scribed using Moloney murine leukemia virus reverse transcrip-tase (Promega, Fitchburg, MA, USA) for first strand cDNA synthesis with 5 μM random hexamer primer and 5 μg oligo-dT according to the manufacturer’s instructions. Briefly, primer and RNA were mixed and incubated at 70°C for 5 min and then cooled on ice for 5 min and followed by room temperature for 5–10 min. Then cDNA synthesis was started after adding tran-scription mixture prepared previously at 42°C lasting 1 h for reverse transcription. Finally, the reverse transcription was stopped at 70°C for 15 min. All cDNA samples were diluted 1:5 with DNase/RNase-free water and stored at −20°C for further studies.

PCR was conducted using the ABI StepOne Real-Time PCR system (Applied Biosystems, CA, USA), based on Fast Start Universal SYBR Green Master kit (Roche, Basel, Switzerland) and TransStart Probe qPCR SuperMix (TransGen, Beijing, China). The PCR mixture contained 1 μl cDNA (10 ng), 1 μl (5 μM) of each primer, 10 μl PCR mix, and DNase/RNase-free water up to a total volume of 20 μl. First, one cycle at 50°C for 2 min and 95°C for 10 min, followed by 40 cycles at 95°C for 15 s and 60°C for 90 s. PCR were performed in 48-well optical reaction plates (Sangon, Shanghai, China). To evaluate that the used primers produced only a single PCR product, a melt curve stage was added after thermocycling from 60 to 95°C by increasing 0.5°C per cycle in the SYBR Green qPCR. The primers and probe are listed in Table 1.

TABLE 1 | Primers and probe of qPCR were used in the work.
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qPCR data analysis was performed in this work has been descri-bed previously (54). Briefly, relative expression of the gene of interest was analyzed by the ΔCt method, where ΔCt = (Ct target gene, test sample—Ct housekeeping genes, test sample). Relative quantities of target gene was calculated as 2−ΔCt ± SEM and normalized to the geometric mean of β-actin and hydroxymethyl-bilane synthase housekeeping genes in this work.

Virus Titer Measurement

The ability of three different NDV strains (including class II virulent genotype VII strain NA-1, class II lentogenic strain genotype III strain LaSota, and class I lentogenic genotype I strain F55) to replicate and grow in chicken macrophages was investigated in vitro. Replication and growth kinetics of three different virulence and genotypes of NDV were assessed by multi-step growth curves in HD11 cells. Cells were seeded into 24-well cell culture plates at a viable cell density of 3 × 105 cells/well and inoculated with each virus at a 2 MOI; thereafter, the viral genomic RNA load in the cell and infectious virus titer in the supernatants were determined by qPCR and micro-HA method at specific hpi, respectively.

The virus titer in the supernatants was quantified by the micro-HA method as described previously (52). Briefly, after adding an aliquot of 100 μl medium to each well, twofold dilutions of culture supernatants or virus prepared previously were transferred to the 96-well cell culture plate. Each dilution was distributed to 8 wells. Supernatants and virus were transferred in a descending manner, from the higher (2−9) to the lower (2−1) dilutions using one cell culture plate. An aliquot of 50 μl of a chicken embryo fibroblast suspension containing 106 cells/mL was then added to very well and 96-well cell culture plates was incubated at 37°C under 5% CO2 for 48 h. A medium control, cell control, and virus control were also included in every cell culture plate. The virus titer was measured by the traditional HA method using a 0.5% chicken red blood cell suspension at 4°C and reading in a vertical position after 5–10 min.

Nitrite Assay

Nitrite (a stable metabolite of nitric oxide, produced from polarized activation M1-like chicken macrophages) concentration in the cell culture supernatants was measured by the Griess assay as described previously (35). Briefly, 100 microliters of supernatants from each tested well was transferred to the 96-well ELISA plate and mixed with 50 μl of 0.1% naphthalenediamine and 50 μl of 1% sulfanilamide (both were prepared in 2.5% phosphoric acid solution). After incubation at 25°C for 10 min, the nitrite concentration was determined by measuring absorbance at 595 nm of each well in a microplate reader (Molecular Devices, Sunnyvale, CA, USA). Sodium nitrite standard solution (Sigma, Shanghai, China) also including in every ELISA plate.

Lactate Dehydrogenase (LDH) Assay

For detection of the cytosolic enzyme LDH concentration (U/ml) in HD11 cell upon three different genotypes NDV strains infection, characteristic for membrane damaging effects, the colorimetric LDH assay kit (Nanjing Jiancheng Bioenginering Institute, Nanjing, China) was used according to the manufacturer’s instructions. Briefly, HD11 were pretreated with TLR7 agonist for 6 h and then infected with each of three different NDV strains at MOI of 2 for 48 hpi; thereafter, LDH concentration in the 30 μl undiluted cell culture supernatant was determined using an ELISA reader (Labsystems iEMS Reader, Helsinki, Finland) at a 492 nm wavelength by monitoring the reduction of NAD+ in the presence of lactate.

Statistical Analysis

The results are indicated as the mean ± SEM of at least four individual samples per group (n = 4–6). We used analysis of variance, as calculated by Prism 5 (GraphPad Software, Inc., CA, USA), to establish the statistical significance of differences between the experimental groups. Two-tailed unpaired t-test with Welch’s correction was used to analyze the comparisons of individual inter-group. Differences were significantly considered at *P < 0.05, **P < 0.01, and ***P < 0.001 as compared with the respective control or vehicle groups.

RESULTS

Virulent NDV Replicates Rapidly than Lentogenic Viruses in Chicken Macrophages

Consistent with previous studies (59, 60), the amount of viral RNA in the cell and infectious virus titers in the supernatant significantly increased from 12 to 72 hpi in HD11 cells after infection with NDV strains (Figures 2A,B), although no infectious virus was detected in the supernatant at 4 hpi. While no differences in replication kinetics were observed between the two lentogenic NDV strains from 24 to 72 hpi, NDV strain LaSota presented a reduced ability to replicate in chicken macrophages (HD11) at 4 and 12 hpi, as evidenced by lower viral genomic RNA loads, when compared with the lentogenic NDV strain F55 (Figure 2A). In contrast with two lentogenic viruses, virulent NDV strain NA-1 presented a marked decrease in the viral RNA amount in macrophages by 12 hpi (Figure 2A), followed by a sharp increase from 24 hpi to a peak at 72 hpi, as evidenced by significant differences in replication kinetics between the virulent strain and lentogenic strains (Figure 2). Together, these results indicate that virulent NDV replicates more rapidly than lentogenic viruses in chicken macrophages in vitro.
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FIGURE 2 | Virulent Newcastle disease virus (NDV) replicates rapidly than lentogenic viruses in chicken macrophages. The relative viral genome load in HD11 cells infected with three different virulence and genotypes NDV strains (including virulent class II genotype VII strain NA-1, lentogenic class II strain genotype III strain LaSota, and lentogenic class I genotype I strain F55) at a MOI of 2 for 4–72 h post infection (hpi) was measured by qPCR (A). The virus titer in the supernatants was quantified by the micro-HA method (B). The relative virus genome amount was normalized to the geometric mean of cellular endogenous genes β-actin and hydroxymethylbilane synthase and qPCR data were calculated using the 2−ΔCt method. Furthermore, viral RNA genome in cells and infectious virus titer in supernatants were undetected in all uninfected cells. All values are shown as mean ± SEM (n = 4–6) and differences were considered significant if *P < 0.05, **P < 0.01, and ***P < 0.001 as compared to the two lentogenic virus LaSota and F55 strains infected cells, &&&P < 0.001 as compared to the virulent virus NA-1 strain infected cells. All data are representative of at least three independent experiments.



Dynamic Polarized Activation of Chicken Macrophages Induced by Virulent and Lentogenic Viruses

Compared with uninfected cells, expression of the prototypic M1- and M2-like associated genes were significantly upregulated in HD11 cells after virulent strain NA-1 infection at 48 hpi, whereas a significant change was not seen in cells infected with lentogenic viruses (Figure 3A). However, the expression pattern of these M1- and M2-like associated genes was found to be different between cells infected with the two lentogenic viruses. Specifically, M1-like associated gene IL-1β was significantly increased in cells after class II strain LaSota infection, whereas M2-like associated gene IL-10 was only upregulated in class I strain F55-infected cells (Figure 3A). Furthermore, a higher concentration of nitrite in the supernatant was only found in virulent strain NA-1-infected cells (Figure 3B). Therefore, virulent NDV infection can polarize chicken macrophages into the M1-/M2-like mixed phenotype, but the lentogenic viruses induced much more moderate polarized activation status according to their genotypes: lentogenic class II NDV infection induces a mild M1-like phenotype and lentogenic class I NDV infection causes a mild M2-like phenotype.
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FIGURE 3 | Dynamic polarized activation of chicken macrophages induced by virulent and lentogenic viruses. Expression levels of M1-like (IL-1β and iNOS) and M2 (IL-10 and PPAR-γ) genes in HD cells infected with three different virulence and genotypes Newcastle disease virus (NDV) strains at a multiplicity of infection of 2 for 4–72 h was analyzed by qPCR method (A). Nitrite, a stable metabolite of nitric oxide, produced by activated M1-like macrophages was measured by the Griess assay (B). All qPCR data were normalized to the geometric mean of cellular endogenous genes β-actin and hydroxymethylbilane synthase and calculated using the 2−ΔCt method. All values are shown as mean ± SEM (n = 4–6) and differences were considered significant if *P < 0.05, **P < 0.01, and ***P < 0.001 as compared to the respective control (uninfected) cells. All data are representative of at least three independent experiments.



Virulent NDV Blocks TLR7 Expression but Induces Higher Expression of Type I IFNs in Chicken Macrophages at the Late Stage of Viral Infection

Newcastle disease virus did not significantly alter the TLR7 expression level in HD11 cells compared to uninfected cells at 24 hpi (Figure 4A). However, at 4 and 12 hpi, both class II lentogenic strain LaSota and class I lentogenic strain F55 significantly inhibited TLR7 expression in HD11 cells. By contrast, the TLR7 expression level was dramatically downregulated in cells infected with virulent NA-1 strain at 48 and 72 hpi.
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FIGURE 4 | Virulent Newcastle disease virus (NDV) inhibit TLR7 expression but induce higher expression of type I interferons (IFNs) in chicken macrophages at the late stage of viral infection. Expression levels of TLR7 (A) and type I IFNs [IFN-α and IFN-β, (B)] in HD11 cells upon three different virulence and genotypes viruses for 4 to 72 h was quantified by qPCR. All qPCR data were normalized to the geometric mean of cellular endogenous genes β-actin and hydroxymethylbilane synthase and calculated using the 2-ΔCt method. All values are shown as mean ± SEM (n = 4–6) and differences were considered significant if *P < 0.05, **P < 0.01, ***P < 0.001 as compared to the respective control (uninfected) cells. All data are representative of at least three independent experiments.



The kinetics of IFN-α and IFN-β expression were then evaluated in HD11 cells after NDV infection from 4 to 72 hpi (Figure 4B). Our data clearly indicated that while class I NDV (F55) infection does not result in changes to IFN-α and IFN-β expression, class II NDV strains (LaSota and NA-1) resulted in significant increase of type I IFN expression at 48 hpi. In addition, a higher level of IFN-β expression was observed in cells infected with virulent NA-1 the late stage of virus infection (48 and 72 hpi) compared with lentogenic LaSota. Together, these results indicate that virulent NDV blocks TLR7 expression but induces higher expression of type I IFNs in chicken macrophages at the late stage of viral infection.

TLR7-Mediated Macrophage Activation Inhibits Virulent NDV Replication and Restores Virulent Virus Induced Macrophage Polarized Activation

Consistent with previous studies (37, 43, 61), pretreatment with 1 mM loxoribine for 6 h significantly reduced the growth of virulent NDV in HD11cells as compared to the vehicle and control cells; however, such reduction was not seen in cells infected with two lentogenic viruses (Figure 5). However, cellular viability was not decreased in HD11 cells treated with 1 mM loxoribine for 6 h, as compared with untreated control cells (data as shown in Figure S2 in Supplementary Material).
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FIGURE 5 | TLR7 agonist inhibit virulent Newcastle disease virus (NDV) rather than lentogenic virus replication in chicken macrophages. HD11 cells were pretreated with 1 mM loxoribine for 6 h and followed treated with three different virulence and genotypes NDV strains at 2 multiplicity of infection for 48 h; thereafter, viral genome amount in the cells and virus titer in the supernatants were measured by qPCR and micro-HA method, respectively (A,B). All qPCR data were normalized to the geometric mean of cellular endogenous genes β-actin and hydroxymethylbilane synthase and calculated using the 2−ΔCt method. All values are shown as mean ± SEM (n = 4–6) and differences were considered significant if *P < 0.05, **P < 0.01, ***P < 0.001 as compared to the respective control (untreated) cells. All data are representative of at least two independent experiments.



To further examine the effects of TLR7 agonist loxoribine on NDV-induced chicken macrophage polarized activation, HD11 cells were pretreated with 1 mM loxoribine for 6 h and then infected with three different virulence and genotypes NDV strains for 48 h. As depicted in Figure 6A, loxoribine pretreatment induced a significant increase in M1-like gene (iNOS, except IL-1β) and M2-like genes (IL-10 and PPAR-γ) in two lentogenic NDV-infected and -uninfected cells compared to the respective untreated cells. By contrast, loxoribine pretreatment resulted in a sharp decline in both M1- and M2-like genes in virulent NDV-infected cells compared to the respective untreated cells (Figure 6A), as evidenced by the concentration of nitrite in the supernatants (Figure 6B). Next, we determined that loxoribine pretreatment whether resulted in a sharp decrease in the growth of the virulent strain rather than the two lentogenic strains through inhibition of IFN-α and IFN-β. As expected, after pretreatment of HD11 cells with 1 mM loxoribine for 6 h, the expression levels of type I IFNs (IFN-α and IFN-β) were significantly decreased in cells infected with virulent virus rather than two lentogenic viruses (Figure 7A). Finally, we evaluated the cell injury caused by different genotypes NDV infection by LDH assay. As depicted in Figure 7B, pretreatment with 1 mM loxoribine for 6 h significantly decreased the virulent NDV strain NA-1 induced cell damage. Taken together, TLR7-mediated macrophage polarized activation inhibits virulent NDV replication and restores virulent virus-induced macrophage polarized activation and cell damage.
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FIGURE 6 | TLR7 agonist decreases macrophage polarized activation markers in cells infected virulent virus rather than lentogenic virus. HD11 cells were pretreated with 1 mM loxoribine for 6 h and subsequently infected with three different virulence and genotypes Newcastle disease virus (NDV) strains at 2 multiplicity of infection for 48 h; thereafter, expression levels of M1-like (IL-1β and iNOS) and M2 (IL-10 and PPAR-γ) genes in HD cells (A) and M1-like protein nitrite concentration in the supernatants (B) were measured by qPCR and Griess assay, respectively. All qPCR data were normalized to the geometric mean of cellular endogenous genes β-actin and hydroxymethylbilane synthase and calculated using the 2−ΔCt method. All values are shown as mean ± SEM (n = 4–6) and differences were considered significant if *P < 0.05, **P < 0.01, and ***P < 0.001 as compared to the respective control (untreated) cells. All data are representative of at least three independent experiments.
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FIGURE 7 | TLR7 agonist notably reduces type I interferons (IFNs) expression and alleviates cell damaging effects in chicken macrophages caused by virulent virus rather than lentogenic virus infection. HD11 cells were pretreated with 1 mM loxoribine for 6 h and subsequently infected with three different virulence and genotypes Newcastle disease virus strains at 2 multiplicity of infection for 48 h; thereafter, expression levels of type I IFNs (IFN-α and IFN-β) genes in HD cells (A) and lactate dehydrogenase (LDH) concentration in the supernatants (B) were measured by qPCR and cytotoxicity detection method, respectively. All qPCR data were normalized to the geometric mean of cellular endogenous genes β-actin and hydroxymethylbilane synthase and calculated using the 2−ΔCt method. All values are shown as mean ± SEM (n = 4–6) and differences were considered significant if *P < 0.05, **P < 0.01, and ***P < 0.001 as compared to the respective control (untreated) cells. All data are representative of at least three independent experiments.



DISCUSSION

Macrophages play a critical role in the regulation and induction of innate and adaptive immune responses and protection of the host against pathogens (15, 62), especially viruses (19, 20, 37, 38, 63). However, recent findings demonstrated that macrophages could be a double-edged sword in virus clearance and pathology: they not only help fight against virus infection, but may also contribute to virus production and dissemination during viral infections (26, 64). In mammal models, a number of viruses have been found target macrophages and impair the function of these cells (65–67). By contrast, limited information is known about the interaction between chicken viruses and chicken macrophages. For example, previous studies showed that macrophages may be acting as a main target cell for some avian viruses infection and dissemination from the respiratory tract to nearby tissues and organs, which are necessary for continuation of the virus growth cycle (27, 68–70). Although macrophages are considered to be one of the main target cells for NDV infection and growth in vivo (59), very little is known about the ability of NDV to infect macrophage and the mechanisms of consequent macrophage responses to virus infections. The cell culture results in the present work indicated that chicken macrophages support the replication and growth of NDV strains of varying virulence and genotypes, and the results are in agreement with previous studies (59, 71–73).

Strains of NDV are categorized into virulent (velogenic), intermediate (mesogenic), and low virulent or non-virulent (lentogenic) on the basis of their pathogenicity in SPF chickens. However, the underlying mechanisms of virulent and lentogenic NDV strains infection as well as host responses to infections of different virulence and genotypes of NDV are still largely unknown. Although all NDV strains can infect and replicate in macrophages, it remains unclear how productive infection of macrophage by different virulence and genotypes NDV strains is impaired. In this study, we selected three different virulence and genotypes of NDV (including class II virulent genotype VII strain NA-1, class II lentogenic strain genotype III strain LaSota, and class I lentogenic genotype I strain F55), processed a preliminary experiment, and found that MOI 2 was ideal for all three NDV strains used, and no cytopathic effect to cells when treated with virulent strain NA-1 during the early stage of infection (from 4 to 12 hpi).

Our study demonstrated the replication and growth rate of three different virulence and genotypes viruses in chicken macrophages and the chicken macrophages polarized activation patterns which were induced by. Results indicated that all three NDV strains had similar replication and growth rate during the early stage of infection (from 4 to 12 hpi). However, virulent NDV replication and growth rate was shown to increase sharply from 24 hpi to a peak at 72 hpi compared to two lentogenic viruses (Figure 2), and this growth was associated with a strong upregulation of both pro-inflammatory M1-like markers/cytokines and anti-inflammatory M2-like markers/cytokines in chicken macrophages (Figure 3). Therefore, such M1-/M2-like mixed macrophages polarized activation may contribute to virulent NDV replication and growth sharply during the later stage of infection. Although two lentogenic strains did not elicit stronger M1-like or M2-like markers/cytokines production, the expression pattern of these M1- and M2-like associated genes was found to be different between cells infected with the two lentogenic viruses. In details, class I lentogenic F55 induces a mild M2-like macrophage polarized activation and class II lentogenic LaSota induces a mild M1-like macrophage polarized activation (Figure 3A).

Chicken macrophages express a number of receptors for recognition of pathogens, including TLRs. TLRs bind to PAMPs derived from viral or bacterial pathogens leading to the polarized activation of macrophages (37). Although chicken origin TLR7 functions as same as mammalian TLR7 and encodes a 1047-amino-acid protein with only 62% identity to human TLR7 (74, 75). Previous results have been indicated that chicken origin TLR7 can be recognized by viral ssRNA (75, 76), which is largely released during the infections with chicken influenza virus (61). However, the inhibition of TLR7 expression levels and higher expression of type I (IFN-α and IFN-β) IFNs were observed in chicken macrophages when treated with virulent strain NA-1 during the later stage of infection (from 48 to 72 hpi) (Figure 4). This phenomenon was not observed in lentogenic viruses infected cells.

We supposed that inhibition of TLR7 may contribute to a M1-/M2-like mixed macrophages polarized activation caused by virulent strain NDV at the later stages of viral infection. Therefore, the TLR7 ligand 7-allyl-8-oxoguanosine (loxoribine) was used for determination of TLR7 roles in chicken macrophage upon NDV infections. Like as an antiviral compound against others chicken pathogens (37, 43, 61), pretreatment of HD11 cell with 1 mM loxoribine for 6 h inhibited virulent strain replication and restored virulent virus induced M1-/M2-like mixed macrophage polarized activation (Figures 5 and 6). Furthermore, TLR7 ligand loxoribine is a stimulator for M1-/M2-like mixed chicken macrophage polarized activation (Figure 6).

It has been reported that V protein of virulent strains exhibits IFNs antagonistic activity, which contributes to the viral virulence, tissue tropism, and host range (77, 78). Interestingly, in the present study, the expression of antiviral type I IFNs was significantly enhanced, rather than weakened, in chicken macrophages following the infection with virulent NDV and it was associated with the rapid replication of virus (Figures 2 and 4). However, some virus, such as virulent strain NA-1 used in this work, is a stronger stimulator for upregulated mRNA expression of type I IFNs, that means reduction in mRNA expression of type I IFNs because of reduced viral replication and growth (Figures 5 and 7). Meanwhile, pretreatment of HD11 cell with loxoribine for decreased virulent NDV caused type-I IFNs responses and alleviated virulent NDV-induced cell damage (Figure 7).

Overall, this study demonstrated that enhanced replication and growth of virulent NDV in chicken macrophages is due to M1-/M2-like mixed macrophages polarized activation of cells by inhibition of TLR7. Although no differences in replication and growth kinetics of two lentogenic NDV strains were observed in vitro, the lentogenic viruses induced much more moderate macrophages polarized activation status according to their genotypes. In addition, these results with the use of TLR7 ligand 7-allyl-8-oxoguanosine (loxoribine) suggest that TLR7 could be used as an antiviral potential target against the enzootic virulent NDV infection in birds.
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The survival of helminths in the host over long periods of time is the result of a process of adaptation or dynamic co-evolution between the host and the parasite. However, infection with helminth parasites causes damage to the host tissues producing the release of danger signals that induce the recruitment of various cells, including innate immune cells such as macrophages (Mo), dendritic cells (DCs), eosinophils, basophils, and mast cells. In this scenario, these cells are able to secrete soluble factors, which orchestrate immune effector mechanisms that depend on the different niches these parasites inhabit. Here, we focus on recent advances in the knowledge of excretory-secretory products (ESP), resulting from helminth recognition by DCs and Mo. Phagocytes and other cells types such as innate lymphocyte T cells 2 (ILC2), when activated by ESP, participate in an intricate cytokine network to generate innate and adaptive Th2 responses. In this review, we also discuss the mechanisms of innate immune cell-induced parasite killing and the tissue repair necessary to assure helminth survival over long periods of time.
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INTRODUCTION

Helminths, or worms, are invertebrate animals that comprise a broad spectrum of different pathogens able to affect human health. Among these parasites, there are two major phyla: the nematodes (or roundworms) and the platyhelminthes (also known as flatworms), with the latter in turn being subdivided into trematodes (flukes) and cestodes (tapeworms). The helminths infect a vast number of people all over the world, and it is estimated that soil-transmitted helminths cause infection in more than 1.5 billion people, or 24% of the entire human population. The main species that infect people are the nematodes Ascaris lumbricoides, Trichuris trichiura, Necator americanus, and Ancylostoma duodenale, with some of these producing chronic infections that can last up to 20 years (1).

The course of infection can vary greatly depending on the helminth. For example, certain filarial nematodes are transmitted by mosquitoes and can occupy and obstruct lymphatic vessels, which produces a chronic infection that causes lymphatic filariasis or elephantiasis (2), while other parasitic nematodes such as T. trichiura are strictly enteric and reside in the epithelium. In the case of schistosomiasis, an acute and chronic disease produced by different species of the trematodes worm Schistosoma, the pathology is caused by the inflammatory reaction of the host to the eggs deposited in the tissues. This triggers the development of granulomas constituted by an inflammatory infiltrate and fibrosis around the eggs. During the evolution of the granulomas, the excessive fibrosis can cause periportal hypertension and even occasionally strokes when its location is cerebral or spinal (3).

The survival of helminths in the host for long periods of time is the result of a process of adaptation or dynamic co-evolution between the host and the parasite. In the case of these pathogens, it is necessary for them to locate a niche suitable for maturation and propagation without killing or damaging the host. Otherwise, the host would be able to generate an effective immune response to expel the parasite or at least limit the negative fitness effects of a given parasite load by inducing tolerance without sacrificing its ability to respond effectively to other pathogens.

This review is focused on the mechanisms by which phagocytes, in particular macrophages (Mo) and dendritic cells (DCs), recognize helminth parasites, become activated and induce effector immune responses. We also discuss recent advances in the knowledge about how Mo, DCs, and other phagocytes, such as mast cells, Eos, and basophils, are involved in the shaping of the innate and adaptive immune responses. We analyze the protective immune mechanisms generated against helminths, with a particular emphasis being placed on the trematodes Fasciola hepatica.

HELMINTH RECOGNITION BY PHAGOCYTES: MODULATION OF THE IMMUNE RESPONSE BY SECRETED PRODUCTS

Unlike other parasites, helminths are macropathogens, a condition that prevents them from being ingested by phagocytic cells. Thus, during infection by helminths, the products secreted by these parasites play a fundamental role as modulators of phagocyte activation by modifying the microenvironment in which these cells participate in the induction and instruction of the innate and adaptive immune responses.

The term “excretory/secretory antigens” (ES) refers to the parasite molecules that are released at the interface between the parasite and the cells of the immune system by various mechanisms, such as active secretion and diffusion from parasitic soma. These molecules are originated from adult worms intestinal content as well as female worms uterine content released during egg or larval deposition (4, 5). The development of systematic proteomic analysis has allowed many of the main ES helminth products to be characterized (6). These studies have revealed a common set of proteins that are secreted by helminths, including protease enzymes, glycolytic enzymes, protease enzyme inhibitors, antigens homologous to allergens, and lectins. However, as ES composition varies in different parasites and is affected by the stage of their life cycles, the reported different effects of ES on phagocytic cells may just be reflecting the complexity of their composition (5, 7).

Dendritic cells are mediators between innate and adaptive immunity, consequently, they play the principal role in the recognition, capture, processing, and presentation of helminth ES to T cells. A predominant Th2 response during helminth infections has been widely reported, although the precise mechanism initiating this response has not been fully elucidated (8). Nevertheless, it is clear that DCs are involved in the recognition of helminths or their products and the subsequent promotion of Th2 development. In fact, DCs are able to detect multiple ES by expressing the different innate immune receptors involved in the recognition of molecular patterns highly conserved in pathogens or PAMPs. Toll-like receptors (TLRs), C-type lectin receptors (CLRs), and nucleotide binding domain leucine-rich repeat (LRR)-containing (or NOD-like) receptors (NLRs) are the most studied of those involved in the interaction with helminth-derived molecules. DCs have been shown to recognize the Schistosoma mansoni lipid antigen containing phosphatidyl serine through TLR2, while lacto-N-fucopentaose III (LNFPIII) from S. mansoni and glycoprotein ES-62 of filaria are recognized through TLR4 (9, 10). In all cases, signaling through TLR2 or TLR4 reduces the ability of DCs to produce IL-12 and promotes a polarization toward a Th2-type response. This association between TLR signaling and polarization toward Th2-type response is surprising, as this signaling has been mostly associated with the development of a Th1-type response. However, it is important to highlight that the signaling cascade initiated in DCs downstream from TLRs, after their ligation by molecules derived from helminths, differs from that exerted by Th1 stimuli (such as LPS). Thus, the ligation of DC TLR4 by bacterial LPS strongly activates the mitogen-activated MAP kinases (MAPK) p38, JNK, and ERK, whereas the recognition of LNFPIII of Schistosoma by TLR4 present in DCs only induces phosphorylation of ERK (9). Similarly, the ES-62 protein of filaria and LNFPIII activate TLR4, but unlike LPS, they drive the response toward a Th2-type profile, suppressing the activation of p38 and JNK and inhibiting the production of IL-12 in an ERK-dependent manner. In the same way, the recognition of ES from eggs of S. mansoni through TLR2 is associated with the stabilization of the MAPK ERK, which promotes polarization to Th2 through the stabilization of the transcription factor c-Fos (which in turn suppresses the production of IL-12) (11). One possible explanation for these differences could be the association of the TLRs with different co-receptors, which may interfere with the downstream signaling cascade under TLRs. An example of this situation is the case of zymosan (an insoluble carbohydrate obtained from a yeast cell walls), which induces the production of the anti-inflammatory cytokine IL-10 by simultaneously signaling through the carbohydrate receptors dectin-1 and TLR2 (12). In fact, this mechanism of pattern-recognition receptors crosstalk could be occurring in the identification of carbohydrate helminths by the CLR. Consequently, it has recently been shown that the omega-1 molecule, a glycoprotein with ribonuclease activity secreted by S. mansoni eggs, signals via the mannose receptor (MR) through its carbohydrate domain. This recognition allows the internalization of omega-1 in DCs, with its RNAse activity being essential for inducing the Th2-type response (13). Other glycans derived from helminths, such as a LewisX-containing glycan secreted by both the eggs and the schistosomula of S. mansoni, are recognized by DC-SIGN and MR receptors on DCs, while carbohydrates rich in N-acetyl galactosamine are recognized by the macrophage galactose-type lectin (4).

It is well known that for Th2 differentiation, the early production of IL-4 is essential. However, DC activation by helminth products fails to induce IL-4 secretion. Therefore, it can be assumed that the modulation of DCs to promote Th2 polarization is dependent not only on a direct effect of helminths or their products on these cells but also on cell interaction with tissue-derived factors, such as the “alarmins,” thymic stromal lymphopoietin (TSLP), matrix metalloproteinase 2 (MMP-2), IL-33, IL-25, and Eos-derived neurotoxin (EDN), among others, which also have an impact on DC activation [reviewed in Ref. (14)].

In contrast, to what was observed on DCs, the basophils and Eos have been reported to be involved in the development and amplification of the Th2 response, because of their ability to produce and secrete IL-4. Moreover, in addition to being key cells in the link between innate immunity and the development of the Th2 response, basophils, and Eos are phagocytes that are able to sense PAMPS as well as to process and present helminth antigens to naive T cells (15). Eos from healthy humans either treated with extracts from Brugia malayi or isolated from mice infected with this parasite have shown maturation signals with increasing MHC class II and some co-stimulatory molecule expression (16). In a similar way, Strongyloides stercoralis antigen-pulsed Eos induce Th2-type responses when injected into mice (17). Accordingly, Eos from MHC II-deficient mice fail to induce this type response, thereby highlighting the crucial role of these cells as antigen-presenting cells (APCs) in the induction of the Th2 adaptive immune response.

Basophils are granulocytes which represent about 1% of the circulating white blood cells. They are phagocytic cells able to induce inflammatory responses and share many characteristics with mast cells, such as the expression of the high-affinity Fc receptor for IgE (FcεRI) and the TLRs, TLR2 and TLR4. Basophils can also release mediators (including leukotrienes, prostaglandins, and histamine) that promote luminal fluid flow, nerve stimulation, and intestine contractility upon activation and IL-4 secretion (18). Although basophils are an important source of IL-4 and IL-13, they have been shown to be dispensable in the generation of the Th2 response in some helminth infections [e.g., during Nippostrongylus brasiliensis infection in basophil-deficient mice (Mcpt8-cre)]. Th2 polarization occurs even in the absence of these cells (19). By contrast, injection of mice with IPSE/alpha-1 protein derived from S. mansoni eggs induces IL-4 production by basophils, which contributes to initiating a Th2-type response, emphasizing the importance of basophils IL-4 in the linking of innate immunity and Th2 development (20). Recent studies have proposed that basophils can act as APCs, and, in this regard, the ability of basophils as APCs to promote the Th2-type response against helminth parasites might be dependent on MHC II expression. However, two controversial points arise from different studies proposing basophils as APCs: first, the low expression levels of the H-2M invariant chain, crucial in the regulation of the MHC-II peptide loading and, second, the low levels of MHC II expression in these cells compared to professional APCs. These issues have been clarified recently, since basophils can obtain peptide–MHC-II complexes from DCs by trogocytosis, allowing these cells to function as APCs, promoting a Th2-type response (21).

Mast cells originated from bone marrow, enter the peripheral blood, and complete their differentiation in tissues such as the skin or gut. A relevant study from Hepworth et al. demonstrated the involvement of mast cells in the development of the innate and adaptive Th2 responses during helminth infection (22). This study showed that in the absence of mast cells, mice infected with Heligmosomoides polygyrus bakeri or Trichuris muris revealed a deficiency in the production of the alarmins IL-25, IL-33, and TSLP derived from tissues. This led to an impaired innate and adaptive Th2-type responses; thus, showing the relevance of mast cell-induced responses during the early stages of gastrointestinal helminth infection.

Interestingly, Eos, basophils, and mast cells can also modulate and instruct the adaptive immune response after their stimulation through the release of the granules’ content, as will be described below.

MODULATION OF PHAGOCYTE ACTIVATION BY F. HEPATICA

Fasciola hepatica is a causative agent of fasciolosis, which is a neglected disease that affects a vast number of cattle and sheep throughout the world and now is becoming an emerging disease in humans (23). During its migration through the host tissues, the parasite excretes and/or secretes many products capable of modulating the immune response. Soon after infection, the larval stage of F. hepatica crosses the intestinal wall and reaches the peritoneum. At the same time, the recruitment of alternatively activated Mo occurs, with upregulation in the expression of Fizz, Ym1, and arginase-1.

Many investigations have shown the ability of F. hepatica ES (24), F. hepatica tegumental antigens (FhTeg) (25), and ES-derived enzymes [such as thioredoxin peroxidase (26), 2-Cys peroxiredoxin (27), fatty acid binding protein (28) and more recently heme-oxygenase-1 (29)] to modulate Mo phenotype toward an alternative activation. This profile promotes three fundamental effects: the secretion of anti-inflammatory factors, the driving toward a Th2-profile and an increase in the pro-fibrotic factors involved in wound healing (Figure 1) (30). These are essential steps to compensate for the damage caused by the migration of the parasite in the host tissues, thereby allowing its establishment in the liver during the chronic phase of the disease.
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FIGURE 1 | Fasciola hepatica modulates macrophage activation. F. hepatica ES, F. hepatica tegumental antigens (FhTeg), and ES-derived enzymes, such as thioredoxin peroxidase (Tpx), 2-Cys peroxiredoxin (Prx), and heme-oxygenase-1 (AO-1) drive Mo phenotype toward an alternative activation profile. Fatty acid binding protein (Fh12) binds the co-receptor CD14 and inhibits LPS-induced TLR4 activation, suppressing the expression of IL-12, TNF, IL-6, and IL-1β. F. hepatica Cathepsin L1 (FheCL1) induces TLR3 degradation, which impairs LPS-induced TLR4–TRIF-dependent pathway with the consequent inhibition of inflammatory cytokine production. The decrease of an inflammatory cytokine milieu might promote the inhibition of a Th1 type response favoring a Th2 profile. F. hepatica defense molecule 1 (FhHDM-1) has been shown to have the ability to destabilize lysosomal acidification, which impairs Mo NLRP3 activation and consequently inflammasome function, resulting in the downregulation of IL-1 β production.



Interestingly, a secreted peptide from F. hepatica called helminth defense molecule 1 (FhHDM-1) has been shown to have the ability to destabilize lysosomal acidification, which impairs Mo NLRP3 activation and consequently inflammasome function, resulting in the downregulation of IL-1 β production. These authors propose that in the absence of a Th1-type inflammatory milieu, the Th2-type immune response and parasite survival is favored (Figure 1) (31).

In addition, a mechanism of inhibition of TLR-dependent Mo activation was described by Donnelly et al. In this study, the cysteine protease activity of F. hepatica Cathepsin L1 (FheCL1), has been involved in the degradation of TLR3 within the endosome upon TLR3 and TLR4 stimulation. The ability of FheCL1 to inhibit TRIF-dependent signaling is a strategy used by F. hepatica to control innate immune responses suppressing consequently Th1 development (Figure 1) (32).

Similarly, the exposure of DCs to F. hepatica products inhibits the ability of these cells to mature in response to inflammatory stimuli. Related to this, we have shown that F. hepatica ES inhibits TLR-activated DCs maturation and their ability to induce allogeneic responses (33). FhTeg, isolated from the coat of the parasite, has also been reported to downregulate inflammatory cytokine production and the expression of co-stimulatory molecules in response to TLR and non-TLR stimuli (34).

The relevance of the modulatory effect of F. hepatica antigens on DCs was demonstrated by the ability of these cells to inhibit inflammatory responses, such as those observed in the collagen-induced arthritis model (CIA). We evaluated the capacity of DCs treated with a total extract (TE) of F. hepatica together with CpG to modulate the inflammatory responses in CIA. The immunization of mice with collagen II-pulsed TE/CpG-conditioned DCs to diminish the severity and incidence of CIA symptoms induced anti-inflammatory cytokine production and promoted regulatory T cell (Treg) development (35). In addition, we have identified a protein Kunitz-type molecule that is present in TE as being able to inhibit TLR-induced DCs activation (36). Overall, these findings suggest that the modulation of DC activation might aid the chronic establishment of the parasite in the host.

In recent years, there has been an important advance in the knowledge about the receptors involved in the recognition of F. hepatica products. The role of CLRs, such as MR and dectin-1 in the interaction with F. hepatica ES has been reported. A partial inhibition of immunomodulatory factors such as arginase-1 expression, with TGF-β and IL-10 production has been observed when these receptors were blocked (24). In line with these findings, it was demonstrated that the recognition of FhTegs by MR-DCs is essential for the induction of Foxp3+ Treg cells and the CD4+ T cells anergy. This study showed that in the absence of MR, the ability of DCs to induce T cell anergy markers is downregulated (37). Finally, the participation of the CLR DC-SIGN, which recognizes F. hepatica glycans, has recently been demonstrated. In fact, DC-SIGN triggering is a critical event that induces some DC regulatory functions, such as the ability of these cells to induce anergic/Treg cells (38). Overall, all these results highlight the importance of improved knowledge about innate immunity receptors such as C-type lectins in the recognition and decoding of helminth molecular patterns, which are relevant to the induction of immunoregulatory responses.

KILLING OF HELMINTHS MEDIATED BY PHAGOCYTES AND ANTIBODIES

Among the cells that belong to the innate immune system, in the first line of defense against microorganisms, the phagocytic cells mediate the internalization and destruction of some pathogens, especially those that are opsonized by antibodies. As mentioned above, as helminth parasites are macropathogens, they cannot be ingested by phagocytic cells. Therefore, the immune system uses other mechanisms in order to eliminate them, such as antibody-dependent cellular cytotoxicity (ADCC), which is also referred to as antibody-dependent cell-mediated cytotoxicity. The Fc-receptor-bearing effector cells can recognize and kill antibody-coated parasite worms by discharging their lysosomal or granular content (15) (Figure 2).
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FIGURE 2 | Mechanism of cellular cytotoxicity mediated by antibodies against helminth parasites. The interaction of the antibodies that cover the parasite with the Fc receptors present in eosinophils (Eos), neutrophils, or macrophages (Mo) induces degranulation and the release of lysosomal/granular content, hydrogen peroxide (H2O2) or nitric oxide (NO), causing lysis of the helminth. Eos granules contain parasite toxic proteins, such as major basic protein (MBP), eosinophil peroxidase (EPO), eosinophil cationic protein (ECP), and eosinophil-derived neurotoxin (EDN).



As stated above, helminth infections strongly induce Th2-skewed responses associated with cytokines (e.g., IL-4, IL-5, and IL-13), mastocytosis, eosinophilia, and antibody class-switching producing IgE [reviewed in Ref. (39)]. This antibody isotype is greatly elevated in helminth infection and mainly involved in ADCC. As a result, it is considered almost certain that the contribution of Eos to the host defense against helminth parasites is crucial (40). In agreement with this, in vitro studies have demonstrated that Eos use ADCC mechanisms to directly eliminate a variety of helminthic species through the action of Eos granule proteins. Furthermore, in vivo studies have shown that Eos can directly kill helminthic larvae (41, 42), exept for the adult forms of the parasites, which are more relevant to the infection (43).

Antibody-dependent cellular cytotoxicity by Eos degranulation occurs as a consequence of the interaction of Eos FcεRI with the Fc portion of specific-IgE bound to the parasite. The Eos granules mainly contain cytotoxic proteins such as the major basic proteins (MBP-1 and MBP-2), eosinophil peroxidase, eosinophil cationic protein (ECP) and EDN, which cause cytolysis of the parasite when released into the extracellular space (Figure 2) (15, 44). Mouse models of Eos depletion have demonstrated the protective role of these cells in secondary infections with helminths, with the depletion of Eos inducing an increase in the parasite burden of N. brasiliensis and Trichinella spiralis in murine models (45). Moreover, it has recently been reported that Eos are an important source of growth factors for plasma cell survival, suggesting an important role in the effector function to sustain antibody production (40). Eos produce cytokines and chemokines, such as IL-4, IL-5, IL-13, TGF-β, IL-10, IL-8, IL-12, IL-18, TNF, CCL11, and CCL5, with these cytokines being stored pre-formed in the granules to be rapidly released after Eos degranulation (46). Thus, these molecules can rapidly modulate innate and adaptive immune responses, and emerging data have demonstrated that during T. spiralis infection, Eos favors parasitic infection by inhibiting the Th1-type response (47). Therefore, it is questionable whether Eos contribute to anti-helminthic immunity. Furthermore, it is possible to conclude that eosinophilia is a sign of helminthic infection and that Eos are critically involved in immunoregulatory and/or host protective effects during parasitic worm infections.

Macrophages from rats have been involved in the in vitro ADCC of newly encysted juvenile (NEJ) worms of the trematodes F. hepatica through nitric oxide-dependent killing (Figure 2). Similarly, Mo and Eos from sheep have been shown to be able to eliminate juvenile larvae from F. gigantica through the release of superoxide radicals (48). However, this latter mechanism was shown to be ineffective when ovine peritoneal cells were cultured with F. hepatica NEJ, suggesting the ability of this parasite to resist elimination by reactive oxygen species, possibly through the release of antioxidant enzymes (48).

The predominant cell in the early response to schistosomula is the neutrophil, and the earliest histologic signs of parasite damage involve larval–neutrophil interactions (49). Besides, the killing of schistosomula by neutrophils (50, 51) or Mo (52, 53) has been reported. Also, ADCC by lung cells from rats infected with T. spiralis was demonstrated to be effective against newborn larva (NBL) with the FcεRI receptor present in Mo and neutrophils with Eos playing a critical role in cytotoxic attack (54). In addition, Bass and Szejda reported that neutrophils are at least as effective as Eos in the killing of NBL of T. spiralis, which appeared to be mediated by the generation of hydrogen peroxide (55).

Despite considerable pieces of evidence from in vitro assays showing the killing of helminth parasites by ADCC (15), there are few reports about whether this mechanism occurs in vivo. However, it has been demonstrated in helminth infections that the absence of antibodies or effector cells, crucial in ADCC, has a significant impact on the resistance to infection. In this regard, depletion of Eos, neutrophils, or Mo in studies of mice infected by helminths has revealed the importance of these cells in controlling infection levels (44, 56). In a similar way, antibody production was shown to correlate with protection in mice helminth infections (57, 58). In agreement with this, mice lacking antibodies (JH−/−) or activating Fc receptors (FcRγ−/−) have shown increased numbers of larvae when infected with Heligmosomoides polygyrus bakeri, highlighting the relevant role of antibodies in the protective mechanism against helminth parasites (59).

Some mechanisms identified in helminth infections to prevent the immune system attack have been reported. One example that shows an inefficient ADCC is the ability of F. hepatica, on the one hand, to cleave IgG and IgE through the release of cathepsin L-protease and, on the other hand, to induce apoptosis of Eos and Mo (60–62). Furthermore, the release of antioxidant enzymes such as superoxide dismutase or glutathione transferase could inhibit the superoxide anion, which is potentially toxic for the parasite larvae (63). It has also been recently demonstrated that a TGF-β-like molecule from F. hepatica called FhTLM, which is expressed by the NEJ stage of the parasite, inhibits the ability of Mo-dependent ADCC by using the TGF-β receptor (64). In this way, the parasite is able to inhibit each of the different components of the ADCC mechanism (such as effector cells, antibodies, and toxic molecules), resulting in its escape from the immune system and allowing its survival in the host.

Early studies by James et al. and Moser and Sher, have shown the ability of different granulocytes such as Mo, Eos, and neutrophils to kill the schistosomula. These granulocytes play a critical role in the antigen-antibody specific interaction on the surface of the larvae with the resulting death of these parasites (65, 66). In line with these findings, CBA mice immunized with an irradiated cercariae showed subdermal inflammatory foci around the dead Schistosoma larvae, with eosinophils and mononuclear cells the main infiltrating cells (67).

Mast cells are inflammatory cells that respond to different signals from innate and adaptive immunity by the release of inflammatory mediators. Thus, the phenotype and function of mast cells is modified by Th2-type cytokines, such as IL-4 and IL-5. Activation of mast cells is associated with the aggregation of FcεR1 by the antigens recognized by bound IgE. The density of FcεR1 on these cells is upregulated by higher levels of free IgE or the presence of IL-4 (49). Moreover, mast cells are activated by TLR ligands through damage-associated molecular patterns and the binding of IgG to FcγR1 and C3a and C5a through CD88. An example of the effector function of mast cells against helminths is their participation in IgE-mediated immediate hypersensitivity reactions, for example, against enteropathogens (49), thereby contributing to diarrhea production and at the same time assisting in parasite expulsion. The immediate hypersensitivity is a consequence of the presence of high levels of non-specific IgE generated by the Th2-type cytokine milieu as a result of worm infection. This cytokine binds FcεRI on mast cells, inducing degranulation (anaphylactic degranulation) and the release of inflammatory factors when they are cross-linked by cross-reactive antigens on the surface of the larva or adult worms (49, 68). Intriguingly, ES-62, a molecule secreted by filarial helminths, is able to inhibit the FcεRI-induced release of allergy mediators by selectively blocking key signal transduction events in mast cells, thus protecting the mice from cell-dependent hypersensitivity (69).

MO IN HELMINTH INFECTIONS: RECRUITMENT, ACTIVATION, AND CONTROL OF TISSUE DAMAGE

A subject of recent controversy is related to the origin of the Mo that expand during helminth infections. In the case of viral, bacterial, or fungal infections and even protozoa, the Mo of tissues have been reported to be derived from monocytes. However, it is not that clear this is the case during helminth infections. As regards the origin of the Mo, there is a report showing that in infections by nematodes, such as Litomosoides sigmodontis, an inflammatory infiltrate rich in Mo in the pleural cavity appears because of the proliferation of these cells due to the effect of IL-4, rather than by a recruitment of monocytes (70). By contrast, during S. mansoni infection in mice, the majority of Mo in the liver was demonstrated to be monocyte-derived, with CCL2 being involved in the recruitment process (71). A possible explanation for this difference could be the fact that in the schistosomiasis model, the classical inflammation due to TLR activation can occur due to the leakage of bacterial ligands from the intestinal lumen to the circulation, with the resulting passage of the eggs from the vasculature to the lumen. In contrast, in infection with L. sigmodontis, which resides in sterile tissues such as lung, the recruitment of Mo to the pleural cavity is mainly a consequence of local Mo proliferation (70).

Tissue damage caused by the migration of helminth parasites through different organs of the host triggers a “type-2” inflammatory response characterized by the recruitment of cells, including basophils, Eos, and Th2-type CD4 lymphocytes. The secretion of cytokines IL-4 together with IL-13 from these cells promotes the accumulation and activation of Mo toward an M2 (also known as alternatively activated phenotype). Numerous examples of murine models of helminth infection (S. mansoni, H. polygyrus, N. brasiliensis, Tenia crassiceps, T. spiralis, L. sigmodontis, F. hepatica, Ascaris suum, and the filarial parasite B. malayi) show the recruitment of M2 Mo after a few days of infection (30).

Interestingly, it has recently been demonstrated that alternative activation of Mo could be induced in an antibody-dependent and an IL-4Rα-independent way. Thus, during infection with the murine parasite H. polygyrus bakeri, helminth antigens can develop a new type of Mo called helminth-antibody activated macrophages, which are involved in the resistance mechanism against the helminth and in the avoidance of tissue damage (59).

Different markers such as IL-4Rα, MR (CD206), and arginase-1 activity together with its metabolic products (such as urea and proline) are characteristic of M2 Mo (30). In addition, soon after infection with helminth parasites, the M2 Mo produce high levels of the proteins Ym1 and Fizz, which are both secreted after the activation of these cells by Th2 cytokines (72). Ym1, a lectin with an affinity for chitin, is a member of mammalian proteins that share homology with chitinase family proteins and has been described as an Eos chemotactic factor (73, 74). A role in cell-to-cell and cell-to-extracellular matrix (ECM) interactions has been attributed to Ym1 due to its ability to bind heparin (75), and deposit ECM involved in the wound healing process (73).

Another abundant protein secreted after a nematode infection, Fizz1 (also known as resistin-like molecule α) has also been implicated in the process of deposition of ECM (76), which has angiogenic properties and the capacity to stimulate actin and collagen synthesis. M2 Mo also promote increased levels of vascular endothelial growth factor, insulin-like growth factor 1 (IGF-1), and MMPs, and trigger receptor expression on the myeloid cells 2 (TREM2), TGF-β and growth factors such as platelet-derived growth factor (PDGF). All these factors have been shown to be involved in different stages of the wound healing responses. Also increased levels of these mediators have been reported in helminth infections, suggesting that they might contribute to the control of the tissue damage induced by these parasites (77–79).

The early stage of tissue repairing (up to hours or few days after tissue damage occurs) involves events including bleeding and inflammation with the recruitment of mast cells, neutrophils, platelets, as well as monocytes, which play a role in the control of bleeding. Different events of tissue damage and hemorrhages take place during the life cycle of S. mansoni as follows:

1. The cercariae penetrate the skin of the host by means of the secreted proteases.

2. Immature schistosomula can cross capillaries to enter the arterial flow.

3. Adult parasites mate in the mesenteric veins and the female lays eggs.

4. The eggs from the veins enter the gut wall and some reach lumen.

5. Some eggs are dragged by the blood flow into the liver where they are trapped in the small sinusoidal vessels, inducing a strong granulomatous response.

Thus, all stages of the parasite produce relevant tissue damage and hemorrhages in the host (78). Another example of tissue damage occurs during the life cycle of F. hepatica, where NEJ cross the intestinal wall, fall into the peritoneum and then go through the liver parenchyma leaving tunnels that cause necrosis (80). Among the nematodes, A. lumbricoides and N. brasiliensis cause damage to the lung tissue during their migration through the host (15).

In the healing process after tissue damage, the proliferation of fibroblasts and remodeling takes place. In particular, neutrophils and Mo are important cells because of their phagocytic capacity to help in debris removal. In addition, Mo and fibroblast induce fibroblast proliferation and promote fibrogenesis and collagen production through the release of different molecules, such as TGF-β and PDGF (81, 82). Interestingly, an opposing role can be attributed to Mo during an inflammatory process after tissue damage. On the one hand, these cells are able to activate a pro-fibrotic process by promoting the recruitment of inflammatory cells, which stimulate the activity of fibroblasts and the deposition of ECM (83). On the other hand, Mo are able to terminate the inflammation by the elimination of the debris coming from the rupture of tissue including dead inflammatory cells (82).

Tissue damage can cause upregulation of the alarmin IL-33. This is a strong positive stimulus for innate lymphocyte T cell 2 (ILC2) accumulation and cytokine production, which can support tissue-protective M2 Mo differentiation. Recent data suggest the possibility that ILC2, M2 Mo, amphiregulin (AREG), and IGF-1 may collaborate in promoting wound healing at the mucosal barrier surfaces.

Interestingly, Mo are also involved in the immunopathology of schistosomiasis, since in both mice and humans infected with S. mansoni many of these cells are recruited to the granulome in response to trapped eggs in the liver, intestinal or bladder tissues. In a mouse model of S. mansoni, it was demonstrated that Mo are the predominant cell population in gut granulomas, in contrast to what was observed in the liver, where Eos are the majority of the cells recruited (15).

In addition to promoting tissue repair, M2 Mo also play a role in the inhibition of the pro-inflammatory responses mediated by M1 Mo and Th1 and Th17 responses, which in turn can exacerbate tissue damage if not controlled. A demonstrative study from Ref. (84) shows that IL-4Rα signaling in Mo is essential for mice survival during acute schistosomiasis. Thus, the absence of IL4R-α in Mo was responsible for the death of mice due to increased levels of Th1 cytokines, NOS-2 activity and immunopathology in the liver and gut as well as increased egg expulsion. These results highlight the key role played by M2 Mo in protection against tissue damage. In the same line, results from a human study show the importance of the Th2 response to down modulate the inflammatory response in acute schistosomiasis (85). In addition, an Arg-1 Mo-dependent suppressive mechanism to control excessive fibrosis (characteristic of the severe human disease) has been recently reported. However, this is a surprising finding, considering that Arg-1 is involved in the synthesis of proline (amino acid precursor of collagen), and therefore in the promotion of fibrosis and tissue repair. At the same time, Arg-1-derived M2 Mo help in the resolution of Th2-type-dependent inflammation and fibrosis by acting as suppressor cells (86).

ROLE OF PHAGOCYTES DURING ORCHESTRATION OF THE INTESTINAL IMMUNE RESPONSE IN HELMINTH INFECTIONS

Intestinal helminth parasites interact with the host intestinal barrier producing damage related to different causes, such as the attachment of the parasite to epithelial cells, migration through the host tissue, worm feeding events, or secondary opportunistic bacterial infections (87). Damage to host tissues induces the release of alarmins including the cytokines IL-33, IL-25, and TSLP by intestinal epithelial cells (IECs), among others. Furthermore, helminth infection promotes the early recruitment of the phagocytes Eos, mast cells, and basophils at the site of infections, which provide the rapid secretion of the Th2-type cytokines IL-4, IL-13, and TSLP (88). In addition to IECs, Mo, Eos, neutrophils, and mast cells can also secrete endogenous inflammatory mediators or alarmins, which can function as chemotactic factors or induce DC maturation (88, 89). These alarmins include EDN, cathelicidins, defensins, and high-mobility group box protein 1 with a suggested role of EDN in the initiation and maintenance of the Th2-type response (90). However, the mice models using anti-IL-5 or anti-CCR3 antibodies for Eos depletion have shown the dispensable role of these cells in the promotion of the Th2 response against helminth parasites (91).

A dominant Th2-type cytokine response in infected hosts influences the development of intestinal and systemic immune and immunopathological changes. These include strong peripheral and intestinal IgE-type responses, eosinophilia, goblet cell (GC) hyperplasia, villous atrophy and crypt hyperplasia, increased muscle contractility, and mastocyte hyperplasia in the intestinal mucosa. In addition, profound changes in the function of the IECs have been observed, including alterations in permeability, proliferation, and differentiation (92). All these mechanisms together contribute to the expulsion of the parasite from the intestinal lumen.

The hypercontractility of the intestinal smooth muscle in an IL-4/IL-13-dependent manner is a characteristic of nematode infections. Furthermore, the involvement of M2 Mo in the regulation of intestinal contractility has been demonstrated. The expulsion of worms from the lumen appears to be mediated by the expression of Arg-1 in M2 Mo, as a regulator of this function (93). By contrast, innate lymphoid cells (ILCs) perform crucial functions in different tissues, particularly at the mucosa surface of the intestine and lung, where they are important regulators of the innate immune response. Among these, the ILC2s are localized mainly in mucosa-associated tissues with IL-25 together with IL-33. These innate immune responses contribute to the elimination of parasites such as N. brasilienses (a gastrointestinal nematode that infects mice and has a life cycle similar to that of hookworms in humans) (94). In line with this, it has also been reported that IL-33 has a crucial role in resistance against other nematodes including S. venezuelensis in mice (95) and T. muris (96). After being activated by IL-33, the ILC2s increase their IL-13 production, which in turn mediates two mechanisms that contribute to the rodent hookworm N. brasiliensis being expelled from the intestinal lumen:

(1) The induction of the anti-nematode protein resistin-like molecule beta or Fizz2 (RELMβ) expression, a protein released by GCs which are able to inhibit worm nutrition (97).

(2) Eos recruitment, a key cell for eliminating intestinal nematodes from infected hosts.

Interestingly, after N. brasiliensis infection, the activation of ILC2s induces the hyperplasia of tuft cells (a secretory intestinal cell type), which in turn are capable of secreting IL-25, and together with IL-33 promotes the secretion of IL-13 by ILC2 cells (Figure 3). In this circuit, the Th2 cytokines IL-4 and IL-13 are also capable of inducing tuft cell hyperplasia (98). In fact, IL-13 produced by activated ILC2s and Th2 cells has been shown to promote an active renewal of IECs, a process that acts as an “epithelial escalator” and helps to expel parasites from the intestine (99). In addition, IL-13 induces GC differentiation, which results in the secretion of mucus and anti-helminthic molecules, such as RELMβ (97).


[image: image1]

FIGURE 3 | Innate immune response in intestinal helminth infection. Tissue damage caused by intestinal helminths induces an ATP increase that is recognized by P2X7R on the surface of mast cells, which in turn are activated secreting IL-33. This cytokine together with other alarmins such as stromal lymphopoietin (TSLP) activate ILC2 and induce their proliferation. Activated ILC2 cells secrete IL-13 thereby increasing mucus secretion in goblet cells (GC). The activation of ILC2s induces the hyperplasia of tuft cells and the release of IL-25, which together with IL-33 promotes the secretion of IL-13 by ILC2 cells. IL-1β produced by lamina propria (LP) cells inhibits IL-25 and IL-33, thereby controlling the expansion of the Th2-type response.



Zaiss et al. have reported the involvement of AREG, originally described as an epithelial cell-derived factor, which has a critical role in helminth resistance and shows its relevance in the expulsion of the nematodes T. muris through the promotion of IEC replacement. Although non-lymphoid gut cells might produce AREG, the exact cellular sources of this molecule are still unknown (100).

Considering a scenario where helminth infection causes the recruitment of different cell populations, it is logical to speculate how ILC2s interplay with phagocytes. In this way, Bouchery et al. (101) reported that ILC2s and T cells cooperate with M2 Mo in the lung during infection with N. brasiliensis, thereby trapping and killing the larvae in re-infected mice. Furthermore, they showed that IL-33- or IL-2-dependent ILC2 activation stimulates M2 Mo to reduce worm burden in the lung of re-infected mice. Nevertheless, it is important to emphasize the role of mast cells in the immunity against intestinal helminths, since the accumulation of these cells or mastocytosis is a feature of infections caused by these parasites. The proteases of mast cells promote the breakdown of the narrow joints of the IECs, allowing the discharge of fluids into the intestinal lumen. In line with this, mast cell-deficient mice (by a mutation in the c-kit gene) have been demonstrated to have difficulty in eliminating the T. spiralis nematode (102). In addition, a crucial role of mast cells has been recently demonstrated in eradicating H. polygyrus in the early stage of infection. These cells secrete IL-33 that activates an ILC2 response after the recognition of tissue damage-derived ATP through the P2X7 receptor (103) (Figure 3).

Finally, a recent mechanism for Th2 immunity constriction has been demonstrated. Early post-infection with H. polygyrus bakeri, intestinal lamina propria (LP) cells secrete IL-1β, which inhibits the helminth-induced IL-25 and IL-33 and results in a reduced Th2 protective immune response, thus allowing the parasite chronicity (104) (Figure 3).

CONCLUSION

In the last decade, there have been important advances in the knowledge about how helminth parasites are recognized by DCs and also regarding the capacity of these cells to induce a Th2-type response. However, other phagocytes are necessary to generate an intricate network of cytokines, soluble factors, and danger signals arising from the damage produced by parasite migration, which promotes a Th2-type response. This response in turn drives the alternative activation of Mo, and the activation of Eos, basophils, and mast cells, which contribute to the expulsion of intestinal nematodes. Among the phagocytes, M2 Mo play a key role in providing factors for rapid and efficient tissue repair and to complete the process of wound healing.

Although an undeniable involvement of phagocytes, such as Mo, neutrophils, Eos, basophils, mast cells, and antibodies in in vitro death mechanisms against helminths, have been demonstrated, it is not clear whether these mechanisms occur in vivo. However, there is growing evidence showing the importance of these cells in the mechanisms of protection against parasitic helminths in different settings of cell depletion or vaccination in mice.

Some interactions between phagocytes with other cell types (e.g., ILC2) during helminth infection have been demonstrated. However, further studies are still required to elucidate the factors that modulate the maturation of DCs to promote the Th2 response in naive T cells and possible interaction between other phagocytic cells such as Mo, neutrophils, basophils, and mast cells during infection by helminth parasites.
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Infection with parasitic helminths affects humanity and animal welfare. Parasitic helminths have the capacity to modulate host immune responses to promote their survival in infected hosts, often for a long time leading to chronic infections. In contrast to many infectious microbes, however, the helminths are able to induce immune responses that show positive bystander effects such as the protection to several immune disorders, including multiple sclerosis, inflammatory bowel disease, and allergies. They generally promote the generation of a tolerogenic immune microenvironment including the induction of type 2 (Th2) responses and a sub-population of alternatively activated macrophages. It is proposed that this anti-inflammatory response enables helminths to survive in their hosts and protects the host from excessive pathology arising from infection with these large pathogens. In any case, there is an urgent need to enhance understanding of how helminths beneficially modulate inflammatory reactions, to identify the molecules involved and to promote approaches to exploit this knowledge for future therapeutic interventions. Evidence is increasing that C-type lectins play an important role in driving helminth-mediated immune responses. C-type lectins belong to a large family of calcium-dependent receptors with broad glycan specificity. They are abundantly present on immune cells, such as dendritic cells and macrophages, which are essential in shaping host immune responses. Here, we will focus on the role of the C-type lectin macrophage mannose receptor (MR) in helminth–host interactions, which is a critically understudied area in the field of helminth immunobiology. We give an overview of the structural aspects of the MR including its glycan specificity, and the functional implications of the MR in helminth–host interactions focusing on a few selected helminth species.
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INTRODUCTION

Parasites have been a great burden to human health throughout many centuries. Parasitic helminths (worms) are a large and important group of parasites that cause diseases, such as ascariasis, filariasis, and schistosomiasis, which are often endemic in tropical areas.

Over the past 20–30 years it has been observed in the Western world that a correlation exists between an effective hygiene and the increase in atopic, autoimmune, and inflammatory diseases. These findings are reflected in the “hygiene hypothesis” (1, 2), and led to the concept that in the developed world the reduction in exposure to helminths affects the immunoregulatory mechanisms of our immune system (3, 4). The existence of a long and close association between helminths and their hosts is proposed to have been the driving force of the co-evolution of helminth and host mechanisms that ameliorate harmful inflammatory responses. These enable helminths to survive and protect the host from excessive pathology arising from infection with these large pathogens (5).

The anti-inflammatory consequences of helminth infections are further supported by the observations that either infection with parasitic helminths or systemic treatment with helminth extracts can reduce the symptoms of allergic diseases (6) and inflammation associated with autoimmune diseases. The latter include inflammatory bowel diseases (7, 8), multiple sclerosis (9–12), or rheumatoid arthritis (13, 14), as well as metabolic disorders such as obesities (15–17), diabetes (18, 19), or atherosclerosis (20). From this perspective, there is some rationale in regarding parasitic helminths, as long as they do not induce obvious pathology, as potentially beneficial commensals rather than dangerous pathogens that need to be expelled. Along this way, infection with helminth parasites is being explored as a potential therapy for a variety of diseases in clinical trials (21).

Increased understanding of the nature of helminth effects on the immune system could enable new treatment options for parasitic diseases, or beneficially modulate inflammatory reactions. Such studies could lead to identification of the molecules involved and promote approaches to exploit this knowledge for future therapeutic interventions. In this regard, there is increasing evidence that carbohydrate-binding proteins, and specifically C-type lectins, play an important role in driving helminth-mediated immune responses (22, 23). C-type lectins are a large family of calcium-dependent receptors and each member has a relatively unique carbohydrate (glycan)-binding specificity. These lectins are abundantly present on immune cells that shape host immune responses and collectively they can recognize a wide variety of glycans.

HELMINTH INFECTION AND HELMINTH-INDUCED IMMUNE REACTIONS

Infection with parasitic helminths typically induces a type 2 (Th2) immune response and promotes the generation of alternatively activated macrophages (AAMs) and eosinophils. Soon after infection, innate responses are initiated by many different cell types [including antigen-presenting cells such as dendritic cells (DCs) and macrophages], which, upon encountering the invading parasites, promote the suppression of T-cell-driven protective immune responses and a shift to Th2 responses. The helminth-driven Th1/Th2 immune responses are controlled through the generation of regulatory networks, which can include FoxP3+ regulatory T cells (Treg), anergic/hyporesponsive T cells, regulatory monocytes/macrophages, and/or B cells.

It is possible that evolution of different types of helminths has resulted in relatively similar pattern of immune responses in infected hosts. Many different molecules, receptors, and host cells cooperate and interact, generating mechanisms that have evolved to achieve a balance between host and parasite, dependent on the living environment and biology of the parasites. To dissect the different molecular mechanisms and signaling pathways involved, experimental data with isolated soluble products are essential. Several of such helminth products have been purified and studied in animal models and in vitro assays with antigen-presenting cells (24–29). These parasite-derived molecules include secreted glycoconjugates, e.g., glycoproteins and glycolipids, which play important roles in host immune modulation. The helminth-derived glycans can interact with immune cell-expressed C-type lectins [termed C-type lectin receptors (CLRs)] and other glycan-binding proteins, such as galectins, and these interactions help to shape the innate and adaptive immune responses (22, 23, 30). Because helminths do not express sialic acid, they do not appear to interact with the Siglec family of sialic acid-binding lectins on immune cells. Dendritic cells express many different CLRs, including DC-SIGN, Dectin-1, MGL, and the mannose receptor (MR); their expression can vary within distinct DC subsets. CLRs can act as endocytic and/or signaling receptors, and play major roles in both innate and adaptive immune responses often in concerted action with other CLRs and/or toll-like receptors (TLRs) (31–33). One of the best studied CLRs is the human DC-SIGN (31, 34), which typically binds glycans containing terminal fucose or mannose residues (35), such as fucosylated glycans of Schistosoma mansoni, including Lewis-X [Galβ1-4(Fucα1-3)GlcNAc-], LDNF [GalNAcβ1-4(Fucα1-3)GlcNAc-], and the schistosome-specific pseudo-LeY ligand [Fucα1-3Galβ1-4(Fucα1-3)GlcNAc-] (35–38). Remarkably, DC-SIGN induces distinct signaling pathways dependent on the type of glycan that is recognized (39, 40). Similar to DC-SIGN, the MR typically recognizes mannose- and fucose-containing glycans in both trematode and nematode parasites, but its glycan specificity and functions are less well understood.

THE MANNOSE RECEPTOR

Structural Properties of the MR

The MR is expressed by a selected population of myeloid cells and non-vascular endothelium and has been implicated in helminth-induced modulation of host immune responses. The MR is a type I membrane glycoprotein of 165 kDa that is comprised of a cytoplasmic domain of 45 amino acids and three types of extracellular domains as shown in Figure 1. These domains are an N-terminal cysteine-rich domain, followed by a fibronectin type II repeat (FNII), and eight consecutive C-type lectin-like domains (CRDs) (41). The MR was originally described as an endocytic receptor with a broad binding specificity for both microbial and endogenous ligands and constantly cycles from the cell surface to the cytoplasm (42, 43). More recently, there is evidence that the MR is also involved in cellular activation and signaling. However, the signaling activity of the MR is unusual, since the receptor does not have clear signaling motifs in its cytoplasmic domain; thus, the mechanisms and potential signaling pathways may involve the action of co-receptor(s) and are poorly understood (44).
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FIGURE 1 | The mannose receptor is a type 1 membrane glycoprotein with multiple C-type lectin domains that can bind mannose- and fucose-containing glycans and an R-type lectin domain that binds sulfated Gal/GalNAc residues.



Glycan Specificity of the MR

The MR is unique among the CLRs in that it consists of multiple carbohydrate-recognition domains (CRDs) (Figure 1). The N-terminal domain is an R-type domain that binds in a calcium-independent manner to glycans that have a non-reducing terminal 3-O-sulfated galactose or 3/4-O-sulfated-N-acetylgalactosamine (45). The FN II domain is involved in binding collagens (46). The MR was eponymously named by its property of binding to mannose, which is mediated within the C-type lectin domains 4–8. Fibroblast expression studies showed that CRD 4 has the major affinity for carbohydrate, whereas CRDs 5 and 7 appear to contribute to the binding capacity of mannose-containing glycans. Removal of CRDs 1–3 did not affect affinity for the ligands tested (47), and their roles, if any, in glycan binding is unknown. In vitro binding studies with the MR showed its preferential but weak interaction with both the monosaccharides Man and Fuc above other monosaccharides (48). With more complex glycans the MR shows a preference for Manα1-6Man-R and Manα1-3Man-R compared to α1-2/4-linked Man residues, whereas the branched mannotrioside Manα1-6(Manα1-3)Man-R showed the highest affinity to the MR. Of the fucosylated ligands tested, Fucα1-6GlcNAc-R showed a similar affinity as the branched mannotrioside, whereas binding to Fucα1-2Gal-R was lower and α1-3/4-linked Fuc was not tested. The latter linkage is found in the Lewis antigens to which the MR does not bind (49), in contrast to the C-type lectin DC-SIGN (37), which is also expressed by DCs and shares with the MR a preference for mannose/fucose/GlcNAc. The MR selectivity for Manα1-3/6Man corresponds well to its function as a pathogen receptor, considering the abundance of these termini in yeast mannans, and the presence in helminths of paucimannose-N-glycans such as Man3GlcNAc2-Asn (23). It is likely that the multivalent nature of the MR facilitates high avidity interactions with multivalent or repetitive glycan-ligands, which occur in many microorganisms, fungi, and parasites (48). Whereas multivalent binding by most CLRs is mediated by multimer-forming of lectin molecules, the presence of multiple CRDs in the MR is thought to promote its multivalent binding within a single MR molecule. This implies that the binding affinity of the MR highly depends both on valency and structural characteristics of a particular glycoconjugate (47).

The glycosylation of the MR may further fine-tune its binding to ligands (50). The MR contains many Asn-linked N-glycans, and their structures in the mouse appear to be tissue specific (51). Terminal sialylation of glycans on the MR is of special interest, since it has been suggested that this may affect the MR binding properties to mannosylated glycans, whereas non-sialylated or neutral glycans might affect the avidity for sulfated carbohydrate ligands (50). Such differential glycosylation of the MR might not only influence its binding properties to exogenous ligands but might also influence its interactions with other receptors on the cell membrane, thereby possibly modulating MR functions.

Expression of the MR on Immune Cells

The MR is primarily expressed on human and mouse DCs and macrophages (MF), but it is also found on other cells, such as non-vascular endothelial cells (44). Interestingly, the MR is largely found intracellularly in membranous structures, and only 10–30% is expressed at the cell surface under steady state conditions (43); this is consistent with the recycling and internalization nature of the receptor. The Th2 cytokines interleukin (IL)-4, IL-13, and IL-10 (52–54) as well as prostaglandins PGE1 and PGE2 (55) upregulate MR expression on murine macrophages; in human macrophages generated in vitro culture with human serum, activation by treatment with IL-4 results in significantly increased MR expression (56). The MR is expressed at low levels on naïve monocytes. Monocytes constitute around 10% of total leukocytes in blood and are key players of the human innate immune response. Blood-derived monocytes are an independent cell lineage that has the ability to differentiate into specific DC and macrophage populations, which often constitutively express the MR. In monocytes, the expression of the MR is induced upon maturation (44), and specific (pro-inflammatory) subsets of monocytes have been reported to be MR positive (57). Interestingly, a sub-population of monocytes with an enhanced expression of the MR has been identified in patients with asymptomatic filarial infection; such expression is correlated with enhanced expression of the suppressor of cytokine signaling-1 (SOCS-1) and the cytokines IL-10 and transforming growth factor β (TGFβ) (58). We recently observed a similar monocyte phenotype in helminth-infected Ethiopian individuals (unpublished observation). Furthermore, human monocytes treated in vitro with soluble components (SPs) of the whipworm Trichuris suis induce a sub-population of anti-inflammatory patrolling monocytes with enhanced CD16, IL-10, and MR protein expression (59). These data indicate that interaction with helminth components, either directly or indirectly via the induction of Th2 cytokines, can induce expression of the MR on monocytes. Such modulated monocytes may differentiate to AAMs, as are known to be induced by helminths (60). Indeed, human monocytes treated in vitro with T. suis SPs differentiate into a subset of macrophages with enhanced AAM properties, including elevated MR expression and IL-10 production (61). An interesting possibility is that the helminth-induced MR expression on AAMs may be relevant for the known role of AAMs in wound healing. A common property of helminths is that they need to migrate in the hosts as part of their life cycles, and this causes extensive tissue damage. The ability of helminths to thus limit host-damage may promote their survival in the hosts. In summary, these data indicate that helminths modulate the phenotype of human blood monocytes, which in turn may lead to the generation of AAMs expressing the MR.

THE MR IN HELMINTH-MEDIATED IMMUNE RESPONSES

Whereas enhanced expression of the MR is observed upon contact with helminths as described above, the role of the MR in modulating immune responses is still unclear. The MR interacts with and internalizes components of several helminth species, and this is often associated with the induction of anti-inflammatory or Th2 responses (Table 1).

TABLE 1 | Interaction of the mannose receptor (MR) with helminth components, and immunological parameters.
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Flatworm Trematodes Interacting with the MR

The interaction of the MR has been reported both with the bloodfluke S. mansoni and with the liver fluke Fasciola hepatica (Table 1). S. mansoni is a human parasite causing schistosomiasis (bilharzia), affecting millions of individuals especially in tropical areas (72). S. mansoni can also infect rodents, which are often used as model system to study the immunobiology of the disease. F. hepatica primarily infects sheep and cattle causing fascioliasis, but is also an important emerging pathogen of humans (73).

Schistosoma mansoni—Th2 polarization by infection with S. mansoni and exposure to S. mansoni antigens involves the induction of tolerogenic DCs and the expansion of regulatory cell populations (including IL-10 secreting and Foxp3-expressing Tregs) (74–76). The immune response against S. mansoni infection begins at the earliest stage of infection, when cercaria gain entry to the mammalian host via the skin, which initially stimulates the innate immune response. During transformation from cercariae to schistosomula within 72 h after infection, the parasite secretes large amounts of highly glycosylated components, termed excretory/secretory (E/S) products. Mononuclear phagocytic cells in the skin internalize E/S products released by the schistosomula via the MR (66). In addition, it was shown that the ligation of the MR by S. mansoni larval E/S products has a major role in limiting the production of pro-inflammatory cytokines (66), which may prime the immune system for the subsequent development of a Th2 response.

After maturation of the larvae to adult worm pairs of female/male, eggs are deposited that secrete soluble egg components. One of these components is Omega-1, a major secreted egg glycoprotein RNase, which is capable of inducing a Th2 response (25, 77, 78). It has been proposed that the MR on DCs is essential for internalization of Omega-1, which subsequently acts as an RNase to degrade RNA thereby impairing protein synthesis (25, 64). Intraperitoneal injection of obese mice with Omega-1 resulted in a Th2 immune response in the white adipose tissue, improving glucose tolerance and induction of a transient delay in weight gain (79). Whereas IL-33 release from cells in the adipose tissue was mediated by the RNase activity of Omega-1, its ability to improve metabolic status was shown to be dependent upon effective binding to the MR (79).

We recently showed that SEA, both untreated and heat-treated (in which RNases and thus Omega-1 activity were eliminated), potently suppressed LPS-induced TNF and IL12 production and upregulated SOCS-1, SHP-1, and OX40L expression in human DCs (65); these are phenotypic and functional changes in DCs associated with Th2 polarization. Remarkably, treatment of SEA with periodate (PI) (in which glycans are oxidized and lose their recognition potential), causes a loss of the inducing activity, suggesting an important role of SEA glycans in regulating DC function. Similarly, CD4+ T cell proliferation was suppressed by the addition of DCs primed with either untreated or heat-treated SEA, but suppression was not observed by using PI-treated SEA (65). The SEA-induced upregulation of expression of SOCS-1 and SHP-1 appeared to be MR-dependent. These data indicate that RNase activities within SEA are not essential to induce Th2 polarizing DCs in the human system; however, it is possible that glycans linked to Omega-1 and/or other MR-ligands trigger the MR to induce inhibition of pro-inflammatory responses, perhaps similar to the larval E/S products (66).

Many reports have described a potential role of parasite-derived glycans in modulation of schistosome-mediated immune responses (39, 66, 80–82). The observation that PI-treated SEA has a strongly decreased ability to modulate DC function, compared to heat-treated and untreated SEA, also indicates that glycans within SEA play an important role in polarization of DC-mediated immune responses (65). The observation that Omega-1, in contrast to SEA, has no potential to inhibit T-cell proliferation (83) suggests that SEA contains additional components that contribute to modulation of the host’s immune response; thus, it will be important to identify the SEA components that are responsible for these properties. One possibility is that the lipid mediator prostaglandinE2 (PGE2) contributes to SEA-induced immune responses. SEA preparations have been shown to contain the lipid mediator PGE2 (27, 84), and PGE2 has been shown to have the potential to induce Th2 responses (27, 85). Remarkably, it appears that the activity of PGE2 is PI-sensitive (27), which shows that deducing a role for glycans based only on PI sensitivity of the putative compounds should be regarded with caution. In conclusion, there may be several pathways and multiple schistosome components mechanistically involved in the suppression of inflammatory responses and Th2 polarization, some of which essentially involve a role of the MR.

Fasciola hepatica—As observed with many other helminths, infection with F. hepatica leads to downregulation of Th1 immune responses and the generation of Th2 immune responses in mice (29, 86). During infection, the parasites release a myriad of different products (E/S products and tegumental antigens) that downregulate Th1 responses and promote Th2 responses, including development of AAMs with immunomodulatory potential (29, 87). Macrophages stimulated with F. hepatica E/S products show enhanced MR, Arg-1, TGF-β, IL-10, and PD-L1 expression and a reduced potential to respond to LPS activation (67, 88). Furthermore, blocking the MR with the mannan hapten or an anti-MR blocking antibody resulted in a partial loss of the macrophages’ inflammatory phenotype. Interestingly, similar effects were observed when mice were intraperitoneally injected with mannan before being infected (67).

Fasciola hepatica tegumental antigens (FhTeg) enhance expression of the negative regulator SOCS3 (89) and the MR (90) on BMDCs, which may contribute to its immune modulatory properties, such as the induction of T-cell anergy or T-cell hyporesponsiveness (90). Interaction of FhTeg, which contains glycoproteins with oligo-mannose-type glycans, with BMDCs was partly MR-dependent (68). On the other hand, the ability of FhTeg to induce SOCS3 or suppress cytokine secretion from LPS activated BMDCs appeared not to be MR-dependent, as was demonstrated by the use of MR-deficient BMDCs (68), indicating that other mechanistic pathways are involved. The enhanced MR expression on the FhTeg-treated BMDCs has been suggested to be involved in induction of T-cell anergy. DC-CD4+ T-cell communication appeared to be MR-dependent, as was deduced from a reduced ability of MR-deficient BMDCs to enhance expression of the anergic markers GRAIL and CTLA4 on CD4+ T-cells, and a reversal of the suppression of IL-2 and IFN-γ compared to mock-treated BMDCs (90). These data illustrate a role for the MR in the immunoregulatory properties of both murine macrophages and BMDCs upon interaction with F. hepatica components.

Whipworms Interacting with the MR

Parasitic nematodes of the order Trichocephalida (whipworms) contain several genera of medical importance including Trichuris and Trichinella species. Human infection with Trichuris trichuria and Trichinella spiralis typically occurs after ingestion of contaminated food. Trichuris muris is often used as a natural mouse model of T. trichiura. The pig whipworm T. suis has strong anti-inflammatory properties (27, 91, 92) and transient infection with these parasites, which are not able to reproduce and lack long-term survival in non-pig mammals, are being investigated as a natural treatment for human inflammatory diseases, such as inflammatory bowel disease and multiple sclerosis (21). Studies with T. muris in different mouse models and T. suis infection in pigs have shown that a Th2-dominated immune response is required for worm expulsion (93, 94), whereas the development of a Th1 response leads to host susceptibility (94).

A Th2-dominated response includes the generation of AAMs which typically express the MR. T. muris E/S products contain components that bind to the MR; however, a functional role in vivo for the MR in worm expulsion could not be demonstrated (69). Knockdown of the MR revealed a role of the MR in the production of IL-6 by the AAMs, but no effect on the expulsion of the parasite (69). This suggests that either the MR may not be involved in expulsion of the parasite or alternative pathways compensate for the loss of the MR. Interaction of T. spiralis L1 larvae with the MR expressed on the surface of peritoneal macrophages did not mediate IL-6 secretion, but resulted in an enhanced NO production, suggesting that the MR contributes to macrophage activation.

Human DCs bind soluble components of T. suis via C-type lectins including the MR (59, 91). To date, no clear role for the MR has been demonstrated upon interaction of T. suis components with DCs (unpublished observations). However, monocytes showed an enhanced expression of the MR upon treatment with T. suis components associated with the generation of a non-classical phenotype (59). In addition, treatment of endothelial cells with T. suis resulted in an enhanced motility and reduced trans-endothelial migration in an in vitro model of the blood–brain barrier. The presence of MR blocking antibody significantly inhibited the T. suis-induced patrolling behavior of monocytes and rescued the T. suis-induced reduction in monocyte trans-endothelial migration. In addition, the MR can induce these properties in monocytes via downstream signaling including the action of protein kinase C (PKC) (59). This indicates that the MR is critically involved in the monocyte modulation.

DISCUSSION AND FUTURE PROSPECTS

The MR is an important CLR that interacts with a number of products generated by a variety of helminths, and clearly plays a role in modulating host immune responses, but many questions remain about its functional mechanisms. Due to its presence on different cells in the immune system, ligation of the MR might lead to different signaling consequences, but whether the MR can signal alone or requires co-receptors is unknown. In addition, the presence of multiple carbohydrate-binding domains in the MR allows differential binding of natural glycan ligands and differential effects. Little is known about the MR binding specificity to natural ligands of pathogens including helminths, and this is an important aspect to address. The ambiguity of the MR role is also illustrated by the observation that DCs, primed with some natural ligands of the MR, such as MUC III, biglycan, and Mycobacterium tuberculosis mannosylated lipoarabinomannan, inhibit the generation of Th1-polarized immune responses, whereas other ligands that also bind the MR, such as thyroglobulin, had no effect (95).

The observation that glycosylation of the MR itself influences its glycan-binding properties, suggests that the function of the MR can vary dependent on the cells that express the lectin and their activation status and ability to glycosylate the MR. It is known that in DCs, for example, their glycosylation dramatically changes during cellular activation (96), which may result in changes of the glycosylation state of the expressed MR, but this has not yet been demonstrated.

Since the cytoplasmic domain of the MR has no clear signaling motifs, it has been assumed that the MR cannot directly induce downstream signaling upon ligand binding. We recently demonstrated, however, that the MR is critically involved in PKC signaling in monocytes (59), and many of the effects observed for MR ligation imply its signaling potential. The most likely explanation is that the MR may be needed for concerted action with another receptor that may be more directly involved in signaling, and that the primary role of the MR may be in capturing and/or internalizing a ligand. For example, collaboration of the MR with Dectin-1 has been suggested to be important in inducing high levels of TGF-β and IL-10 in macrophages upon stimulation with F. hepatica E/S products (67). Furthermore, the MR and TLR2 are both critically involved in pro-inflammatory cytokine production by human monocytes in response to Pseudomonas aeruginosa infection (97). Thus, the MR may indirectly influence signaling cascades in immune cells, but the exact mechanism of how this collaboration takes place is unknown.

The MR is one of the most unique CLRs produced by animals. The ability of this receptor to bind a wide variety of mannose- and fucose-containing ligands puts it at the forefront of the innate immune response to pathogens rich in such glycan signatures. While there are many aspects of MR functioning and glycan recognition yet to be discovered, there are exciting translational opportunities as the glycan ligands that regulate MR activity are identified and allow us to exploit its anti-inflammatory and regulatory functions.
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African trypanosomosis (AT) is a chronically debilitating parasitic disease of medical and economic importance for the development of sub-Saharan Africa. The trypanosomes that cause this disease are extracellular protozoan parasites that have developed efficient immune escape mechanisms to manipulate the entire host immune response to allow parasite survival and transmission. During the early stage of infection, a profound pro-inflammatory type 1 activation of the mononuclear phagocyte system (MPS), involving classically activated macrophages (i.e., M1), is required for initial parasite control. Yet, the persistence of this M1-type MPS activation in trypanosusceptible animals causes immunopathology with anemia as the most prominent pathological feature. By contrast, in trypanotolerant animals, there is an induction of IL-10 that promotes the induction of alternatively activated macrophages (M2) and collectively dampens tissue damage. A comparative gene expression analysis between M1 and M2 cells identified galectin-3 (Gal-3) and macrophage migration inhibitory factor (MIF) as novel M1-promoting factors, possibly acting synergistically and in concert with TNF-α during anemia development. While Gal-3 enhances erythrophagocytosis, MIF promotes both myeloid cell recruitment and iron retention within the MPS, thereby depriving iron for erythropoiesis. Hence, the enhanced erythrophagocytosis and suppressed erythropoiesis lead to anemia. Moreover, a thorough investigation using MIF-deficient mice revealed that the underlying mechanisms in AT-associated anemia development in trypanosusceptible and tolerant animals are quite distinct. In trypanosusceptible animals, anemia resembles anemia of inflammation, while in trypanotolerant animals’ hemodilution, mainly caused by hepatosplenomegaly, is an additional factor contributing to anemia. In this review, we give an overview of how trypanosome- and host-derived factors can contribute to trypanosomosis-associated anemia development with a focus on the MPS system. Finally, we will discuss potential intervention strategies to alleviate AT-associated anemia that might also have therapeutic potential.
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INTRODUCTION

African trypanosomes are extracellular protozoan parasites causing debilitating diseases of medical, veterinary, and socioeconomical importance that adversely affect the economic development of sub-Saharan Africa (1–3). The distribution of the disease coincides with the habitat of the tsetse fly vector (Glossina spp.), and is called the tsetse fly “belt” or is sometimes referred to as “green desert” due to the fact that ~10 million km2 of potential fertile land is rendered unsuitable for cultivation (3). Within this area, the majority of the 39 tsetse-infested countries are underdeveloped, poor, heavily indebted, food-deficit countries due to the lack of productive animals as far as meat/milk production and draft power are concerned, resulting in an annual economic loss of about 5 billion US$ (4, 5). In addition, about 60 million people living in this belt are at potential risk of infection with an estimated mortality rate of about 10,000 per year (6). Due to the low incidence of African trypanosomiasis, it is also considered a neglected disease. The disease caused by these extracellular hemoflagellates in humans is known as “sleeping sickness” or human African trypanosomiasis (HAT), while in domestic animals it is called “nagana” or animal African trypanosomiasis (AAT) (7). As far as HAT is concerned, two distinct subspecies of Trypanosoma brucei are responsible for the disease: (i) Trypanosoma brucei gambiense, typically found in western and central Africa (representing 98% of all cases, with humans as main reservoir), causes a chronic form of HAT (a few months to over several years) and (ii) Trypanosoma brucei rhodesiense, found in eastern and southern Africa [representing about 2% of all HAT cases due to the fact it is a zoonosis form with animals as main reservoir and humans being occasionally infected (8, 9)], generally causes an acute form of HAT leading to death within a few months if left untreated (6, 10, 11). HAT is characterized by two successive stages: an early hemolymphatic stage, whereby the parasites are observed in the peripheral blood and the lymphatic system, and a later meningoencephalitic stage, where parasites cross the blood–brain barrier and proliferate in the cerebral spinal fluid resulting in neurological complications/cerebral pathology and death if left untreated (12, 13). As far as AAT is concerned, the strictly intravascular parasites Trypanosoma congolense, as well as Trypanosoma vivax, can be considered the most important causative agents (14). Yet, also Trypanosoma brucei brucei and Trypanosoma evansi, residing both in intravascular as well as extravascular spaces within their host, have been documented to contribute to livestock infections (14–16). In contrast to game animals, where these parasites cause only mild infections, the disease in domestic animals is severe and often fatal (5, 17, 18).

Various methods have been implemented to control African trypanosomiasis (19); including (i) vector control (20), (ii) reducing the proximity of livestock to reservoir hosts, (iii) development op trypanotolerant livestock (disease-resistant breeds) (5, 21), and (iv) using trypanocidal drugs (22). Yet, their success is limited due to the fact that these techniques are often used locally and not necessarily in a coordinated fashion (23), game animals function as parasite reservoir without exhibiting pathological signs (24), and the rapid emergence of drug-resistant trypanosomes, thereby undermining their efficacy and leading to the widespread outbreaks of trypanosomiasis (19, 25, 26).

The main factor hampering control over African trypanosomiasis is the fact that these parasites have evolved very efficient immune escape mechanisms and are able to manipulate the entire host immune response to avoid elimination [reviewed in Ref. (27)]. Accordingly, an alternative approach to tackle African trypanosomiasis is targeting the infection-associated immunopathology. For example, in HAT patients neurological complications are the major pathological feature, yet, an additional complication observed during the hemolymphatic stage is anemia (28, 29). In AAT, anemia is considered the most prominent immunopathological disease-related feature and the major cause of death due to Nagana (30). Importantly, in cattle, trypanotolerance has been referred to as the capacity of an animal to control severe anemia development which is assumed to be independent of parasitemia levels (21, 30). Moreover, Naessens et al. (31) showed using chimeric studies between trypanotolerant N’Dama (i.e., ancient cattle breeds/West African longhorn, Bos taurus) and trypanosusceptible Boran (more recently introduced cattle breeds, Bos indicus) that trypanotolerance is composed of two traits, (i) a better capacity to control parasitemia which is independent of the genetic origin of the hematopoietic tissue and (ii) a better ability to control anemia which is dependent on hematopoietic cells and thus a tolerant hematopoietic tissue genotype. Moreover, the capacity to control anemia is considered as the most important trait of the more resistant/trypanotolerant cattle (32). Yet, not only the genetic background (N’Dama versus Boran) but also other factors such as the age of the host, type of trypanosome spp. infecting, and nutrition can contribute to bovine trypanotolerance (33–38).

Tsetse fly mediated (i.e., natural infection mode) and experimental (i.e., using clonal parasites) murine models have been developed to allow a more detailed unraveling of the underlying mechanisms of trypanosomiasis-associated anemia development. Although most trypanosomes cannot be considered natural pathogens for rodents, experimental infections in mice may offer good models to identify the molecular pathways that mediate particular traits or pathological features such as anemia (39). Moreover, the genetic background of the mice was also found to contribute to susceptibility or tolerance as far as anemia is concerned, whereby during T. brucei and T. congolense infection C57BL/6 mice exhibited severe anemia (yet low parasitemia) while BALB/c mice exhibited greatly reduced anemia (yet higher parasitemia) (40, 41). However, there are some differences in the phenotype. Indeed, even the most tolerant mouse strains eventually succumb to the infection, while in the absence of other stress factors, tolerant cattle survive such challenge. So far, studies in murine models focusing mainly on “clonal or natural (tsetse transmitted)” T. congolense and T. brucei parasites have shown that similar as in the bovine system, chronic anemia does not seem to correlate with parasitemia or survival, but rather is a result of infection-elicited host responses, where B-cells do not seem to play a major role (40, 42). By contrast, cells of the mononuclear phagocyte system (MPS, i.e., tissue resident myeloid cells and inflammation-elicited/inflammatory myeloid cells derived from circulating monocytes) have been shown to play a key role in infection-associated pathogenicity/anemia development (43). Moreover, due to their sensing ability towards pathogen- and host-derived signals in the environment, their phagocytic capacity and functional plasticity in response to these signals, cells of the MPS are considered as a crucial immune population in both health and disease. A large number of studies, including our work, have begun to establish how the ontogeny/differentiation of these cells is tailored during the course of African trypanosome infections. In this review, we aim at (i) giving an overview of how trypanosome-derived and host-derived factors can affect the MPS and contribute to trypanosomosis-associated anemia development and (ii) discussing on potential intervention strategies to alleviate African trypanosomosis (AT)-associated anemia that might also have therapeutic potential.

ANEMIA DEVELOPMENT DURING AFRICAN TRYPANOSOME INFECTIONS

Myeloid Cells As Key Players in the Parasite–Host Interaction and Trypanosomiasis-Associated Acute Anemia Development

The interaction between African trypanosomes and their mammalian host elicits the sequential activation of innate and adaptive immune responses. Being extracellular parasites, they are continuously confronted with the host’s immune system. However, through co-evolution, a well-balanced growth regulation system developed that allows sufficiently long parasite survival without killing its host to ensure transmission (44). This intricate balance consists of (i) a potent type 1 cellular/pro-inflammatory immune response and (ii) a strong humoral antiparasite B-cell response during the most prominent first peak parasitemia which collectively allows parasite control and temporary host resistance (42, 45). However, to avoid complete elimination, these extracellular parasites have developed various immune evasion mechanisms (consisting of antigenic variation, immunosuppression and B-cell depletion/loss of B-cell memory) to ensure progression/chronicity and transmission (46–50). Moreover, the early “beneficial” pro-inflammatory immune response mediated by the activated MPS, can culminate into severe collateral damage to the host if persistent. In this context, the level of the inflammatory immune response triggered and the capacity of the host to control this response determines whether immunopathology (i.e., anemia and tissue damage) develops and allows discriminating between trypanosusceptible and trypanotolerant animals (see Figure 1).
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FIGURE 1 | The activation state of myeloid cells correlates with anemia development during trypanosome infections in trypanosusceptible and trypanotolerant animals. (A) Anemia development in trypanosusceptible (green) and trypanotolerant (blue) animals during the course of infection. Anemia progression can be divided into (i) an acute phase characterized by a rapid drop in red blood cell (RBC) numbers (i.e., consumptive anemia) followed by a partial recovery phase, (ii) a late stage characterized in the susceptible model by a progressive decline in RBC numbers (below that of the acute phase) and host death. In the tolerant model, this decline is less pronounced and leads to (iii) a chronic phase (i.e., progressive anemia), whereby RBC numbers keep on declining till finally reaching levels of that of the acute phase. (B) Throughout the course of infection progressive hepatosplenomegaly occurs, whereby the onset of splenomegaly precedes hepatomegaly. At the late/chronic stage of infection, splenomegaly is more pronounced than hepatomegaly. (C) During the different stages of infection, the host produces different mononuclear phagocyte system (MPS) polarizing molecules. During the early/acute stage, both trypanosusceptible (upper, green) and trypanotolerant (lower, blue) animals produce IFN-γ (green line) required to trigger the induction of classically activated macrophages (M1), which is followed by a moderate induction of IL-10 (blue line) to dampen the pathogenic effects of the M1. Only in the trypanotolerant model, there is a second progressive increase in IL-10 during the late/chronic phase of infection, which is required to induce alternatively activated macrophages (M2). (D) Occurrence of M1 and M2 during the course of aggressive Trypanosoma brucei or T. brucei attenuating strategies (GPI-based strategy or AAV-10/anti-CD28) or less virulent T. brucei PLC−/−/Trypanosoma congolense infection.



Experimental murine models, using gene-specific-deficient animals, have been very crucial in trying to unravel the mechanisms implicated in trypanosomiasis-associated pathogenicity and anemia in particular. In general, anemia occurs during all stages of a typical African trypanosome infection and can be divided into distinct phases (see Figure 1), (i) an early/acute stage whereby following/coinciding peak parasitemia clearance there is occurrence of a drastic drop in red blood cells (RBCs) numbers (i.e., acute or consumptive anemia) which is followed by a recovery phase and (ii) a more late/chronic phase coinciding with progressive anemia development. Accumulating evidence points to a pivotal role of myeloid cells in anemia development (see Figure 1). Hereby, their plasticity toward environmental triggers allows discriminating between classically activated macrophages (i.e., M1) and alternatively activated macrophages (i.e., M2). Moreover, the prevalence of M1 or M2 during the course of infection correlates with the severity of anemia (43). Consequently, both pro- and anti-inflammatory cytokines have been shown to be implicated in anemia onset and progression (51). In this section, different parasite- and host-derived factors contributing to both myeloid cell activation and to acute and chronic anemia development will be discussed. To this end, two different murine African trypanosome models, i.e., the T. brucei and T. congolense infection model, will be compared. It is important to mention that within the murine African trypanosomiasis model, T. brucei infections are associated with severe anemia (i.e., a more susceptible model) and T. congolense infections with reduced anemia (i.e., a more tolerant model). Emphasis will be put on the more thoroughly investigated murine T. brucei infection model. However, over the years more and more research has been conducted using the murine T. congolense infection model. Hence, we will also discuss, if possible, the common or distinct features underlying anemia development in both models.

Trypanosome-Derived Factors That Affect Myeloid Cell Activation during the Early/Acute Stage of Trypanosome Infection

Upon the bite of a trypanosome-infected tsetse fly, metacyclic parasites expressing a heterologous variant surface glycoprotein (VSG) coat (i.e., metacyclic VSG) that prevents early detection/elimination (52), are inoculated. Already during the early stage of infection, trypanosomes release factors that alone or in concert with saliva components can dampen/impair the activation of the host’s immune response, to generate a privileged “micro”-environment to allow infection establishment [reviewed in Ref. (27) and shown in Figure 2, left panel]. Of note, with respect to parasite-released factors that could modulate the host MPS, most research so far has been performed using the model parasite T. brucei and remain to be determined for the T. congolense model. For instance, studies using the T. brucei model parasite revealed that they harbor a kinesin heavy chain 1 (TbKHC1), which induces IL-10 and arginase-1, signals through SIGN-R1 in myeloid cells and downregulates inducible nitric oxide synthase activity (53). In turn, this stimulates the production by the host of L-ornithine and hereby the synthesis of polyamines, which promotes early parasite growth (54). Consequently, IL-10/arginase-1-producing immune cells are impaired in their capacity to destroy the parasite, favoring parasite settlement. Another factor trypanosomes use to establish infection is the T. brucei adenylate cyclase, which converts ATP into cyclic adenosine monophosphate (cAMP) and is upregulated upon phagocytosis by M1 cells (55). This phenomenon leads to the inhibition/suppression of macrophage activation and consequently to an impaired production of parasite controlling molecules (56–59). Hence, it seems that trypanosomes have developed a system, where altruistic phagocytosed parasites can “temporarily” tempering/disabling the M1-mediated innate immune response required for parasite control (see Figure 2). In turn, this favors the induction of M2 and paves the way for initiation and establishment of the first wave of parasitemia.
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FIGURE 2 | Proposed model for acute anemia development during trypanosome infections in trypanosusceptible animals (i.e., Trypanosoma brucei). During the early stage of infection, saliva components in concert with parasite-derived factors such as KHC [fueling parasite nutrient production (i.e., polyamines)] and AdC (dampening the potential of M1), temporarily disable/attenuate the M1-mediated innate immune response, thereby allowing parasite initiation/establishment. In addition, parasites release TLTF to trigger IFN-γ production by NK/NKT and CD8+ T cells, which will promote M1 cell activation. At the peak of parasitemia, these IFN-γ-primed M1 in concert with parasite-derived factors such as GPI-VSG (GIP/DMG) and CpG fuel M1 to produce pro-inflammatory molecules such as TNF, MIF, and Gal-3. In turn, TNF in concert with parasite-released extracellular vesicles (EVs) and/or sialidase trigger/enhance RBC senescence and hence erythrophagocytosis by M1 cells, leading to the development of acute anemia (i.e., hemophagocytic/consumptive anemia). Both MIF and Gal-3 promote M1 polarization and at this stage, there is an amplification of the iron homeostasis [i.e., increased iron storage (ferritin) and export (FPN-1)], which triggers extramedullary erythropoiesis. MIF also promotes recruitment/retention of mononuclear phagocytes and neutrophils, which in turn fuel the pathogenic effects of M1. At this stage, the host transiently produces IL-10, which is required to dampen the pathogenic effects of the M1 and in concert with the extramedullary erythropoiesis results in a partial recovery from acute anemia. Abbreviations: TLTF, T-lymphocyte triggering factor; KHC, kinesin heavy chain; AdC, adenylate cyclase; GPI, glycosylphosphatidylinositol; GIP, glycosylinosytolphosphate; RBC, red blood cell; MIF, macrophage migration inhibitory factor; Gal-3, galectin-3; FPN-1, ferroportin-1; Hemato, hematopoietic; Non-Hemato, non-hematopoietic; DMG, dimyristoylglycerol; VSG, variant surface glycoprotein.



Following initial infection, trypanosomes also “deliberately” trigger in a well-timed manner host cellular responses, whereby myeloid cells get activated via the combined exposure of (i) parasite-released components (i.e., pathogen-associated molecular patterns) such as the soluble and membrane-bound/glycosylphosphatidylinositol (GPI)-anchored VSG (sVSG and mfVSG, respectively) and CpG-DNA and (ii) NK/NKT/T-cell released IFN-γ, which most likely is mediated via a trypanosome-lymphocyte-triggering-factor (TLTF) (see Figure 2, right panel) (45, 60–64). This combination triggers the activation of M1 cells, which in turn release pro-inflammatory molecules such as tumor necrosis factor (TNF-α) and nitric oxide (NO). However, the timing of exposure of these (parasite- and host-derived) components is pivotal in the development of the immune response toward the parasites. These key events controlling host resistance occur within a short time period following initial exposure to the parasite-derived components. Indeed, trypanosomes can cleave their GPI-anchored VSG molecules from the membrane by the trypanosome GPI-phospholipase-C, which results in the release of soluble glycosylinositolphosphate VSG (GIP-sVSG) and the retention of the dimyristoylglycerol (DMG) moiety in the parasites’ membrane (65–68). Both components (DMG and GIP-VSG) exhibit a distinct macrophage-activating potential (60, 62). For example, the GIP-VSG moiety is recognized by a type A scavenger receptor (SR-A) expressed mainly on mononuclear cells (e.g., macrophages and dendritic cells) leading to the concentration-dependent activation of NF-κB and MAPK pathways and expression of pro-inflammatory genes such as (TNF-α, IL-6, IL12p40, and granulocyte-macrophage colony-stimulating factor) in a MyD88 dependent manner (61, 63). However, the fluctuating levels of parasite (e.g., GIP-sVSG) and host (e.g., IFN-γ) factors during infection act to control macrophage activity in a complex and subtle way, with the outcome determined by the concentration of each mediator, the sequential pattern of its production, and the microenvironment of the target macrophage (69). For instance, during the early/initial stage of infection, the GIP-sVSG released before a high level of IFN-γ production prevents a prominent strong pro-inflammatory immune response and hence favors parasite establishment. Yet, if the IFN-γ levels increase this will prime macrophages to respond stronger toward the parasite-derived GIP-sVSG, which in turn will fuel M1 cells to mount a prominent pro-inflammatory immune response.

Host-Derived Factors That Affect Myeloid Cell Activation during the Early/Acute Stage of Trypanosome Infection

Using gene-deficient mice or neutralizing antibodies it was shown that the sequential production of IFN-γ by NK, NKT, as well as CD8+ and CD4+ T cells during the early stage of trypanosome infection seems to be crucial to initiate acute inflammation-associated anemia (70), also termed consumptive anemia (71, 72) (see Figure 2, left panel). In this scenario, IFN-γ activates M1 cells, which in turn allows parasite elimination/removal, but at the same time also promotes the M1-mediated enhanced uptake of RBCs resulting in a first rapid drop in RBC numbers. Indeed, IFN-γ receptor-deficient mice were found to exhibit greatly reduced acute anemia levels (73), coinciding with a reduced influx of myeloid-derived cells, e.g., neutrophils and M1, within the liver that exhibit an impaired erythrophagocytosis capacity (70). Increased levels of host-derived IFN-γ furthermore induce splenomegaly (71), which is typically observed during the acute stage. Recently, Stijlemans et al. (74) demonstrated using a pHrodo-based assay that during the early stage of T. brucei infection, CD11b+Ly6G+ neutrophils, CD11b+Ly6Chigh monocytic cells, as well as splenic CD11b+F4/80+ myeloid cells exhibit an enhanced erythrophagocytosis capacity that might account for the occurrence of severe acute-stage non-hemolytic anemia. Interestingly, it was shown by others that enhanced erythrophagocytosis is associated with the mobilization of Ly6Chigh monocytes in a CCR2-dependent manner from the bone marrow into the blood (75), which accumulate mainly within the liver and subsequently ingest stressed/senescent erythrocytes. These cells differentiate into iron-recycling/ferroportin-1 (FPN-1, sole iron exporting molecule)-expressing tissue macrophages and subsequently into iron-recycling Kupffer-like cells, which is a natural mechanism to preserve homeostasis during fluctuations of erythrocyte integrity (76).

Host- and Parasite-Derived Factors That Contribute to Acute Anemia

It was shown that RBCs from infected (i.e., day 6 postinfection) wild-type (WT) mice exhibited an enhanced osmotic fragility and an altered fatty acid membrane composition compared with RBCs from non-infected WT mice (70). This change in RBC fragility was not due to IFN-γ but might be due to host-derived factors such as TNF-α produced by M1 cells (77–80). Indeed, TNF-α could be a driving force for the observed changes in RBC fragility given that it was shown that it can decrease the RBC half-life and thereby fuel RBC senescence/elimination (81). The importance of host-derived factors such as TNF-α in acute anemia development was further substantiated by the observation that T. brucei-infected TNF-α-deficient (TNF-α−/−) mice exhibited greatly reduced acute anemia levels compared with control WT mice (see Table 1). Thereafter, RBC levels in TNF-α−/− mice remained elevated. By contrast, in the T. congolense model, TNF-α−/− mice exhibited similar acute anemia (and chronic) levels as control WT mice (82, 83), suggesting that in this model the underlying mechanisms of anemia development are different. Besides TNF-α produced by activated myeloid cells, NO was also found to be an important factor affecting T. brucei-associated acute anemia development. Indeed, treating C57BL/6 mice with L-NAME (a typical inhibitor of NO synthase) alleviated acute anemia development (coinciding with reduced peak parasitemia) and was proposed to affect proliferation of immature erythrocytes or hematopoietic stem cells (73, 84). In line with these observations, mice treated with corticosteroids (which downregulates NO synthesis) exhibited an alleviated anemia development (85). However, more research is required to unravel at which level NO affects T. brucei-associated acute anemia development.

TABLE 1 | Overview of acute and chronic anemia development in different Trypanosoma brucei-infected mouse strains.

[image: image1]

Also parasite-derived factors such as sialidases in the case of T. congolense or extracellular vesicles (EVs) in the case of T. brucei infections could contribute to modifications of RBCs and thereby promote elimination (77–80). Indeed, it was proposed at least for the murine T. brucei model that during the acute stage, trypanosomes release EVs (filled with intracellular parasite cargo as well as VSG) that can fuse with RBCs. This causes a change in the physical properties of the RBC membrane, which enhances erythrophagocytosis and thereby fuels anemia development. In this context, it could be that binding of mfVSG (present in the EVs) to the RBC surface sensitizes erythrocytes to anti-VSG antibody-mediated complement lysis (86). In addition, this observation might also explain how active adenylate cyclase, playing a key role in increasing cAMP in host cells resulting in the activation of protein kinase A and downregulation of TNF-α, could be transferred from the parasite to the mammalian host (see above). Indeed, the highly fusogenic EVs containing this enzyme might be transferred to recipient host cells, thereby increasing the intracellular levels of cAMP. Given that these EVs are mainly produced at the peak of parasitemia, they might in one way stimulate RBC elimination and at the same time dampen subsequent inflammatory reactions, thereby allowing the next wave of parasites to escape. Also for the murine and bovine T. congolense model, factors such as congopain and sialidases were suggested to contribute directly/indirectly to anemia development, by damaging RBCs that results in the exposure of erythrophagocytosis promoting targets (phosphatidylserine) on the RBC membrane (78, 87, 88).

Different factors might account for the occurrence of acute anemia in both the T. brucei as well as the T. congolense murine infection model. Hence, the acute stage of anemia could be due to a “natural” reaction of the host following infection as well as to parasite-derived factors resulting in a rapid drop in RBC numbers due to enhanced erythrophagocytosis (89). At this stage of infection, due to the enhance erythrophagocytosis, there is an amplification of the iron-homeostasis metabolism (90), resulting in an increased release of iron to fuel the enhanced demand for erythropoiesis (Figure 2, right panel).

Transition from Acute to Chronic Anemia: The Recovery Phase

Following this acute anemia phase, there is a transient recovery phase in both the T. brucei as well as the T. congolense infection model (see Figure 1), as a natural response of the host to control/alleviate acute anemia development. Of note, within the T. brucei infection model, this recovery was more pronounced in the IFN-γR−/−, CD8−/−, TNF-α−/−, and TNF-R2−/− mice, suggesting that a reduced early pro-inflammatory response/insult allows better recovery from acute anemia. However, so far, the exact mechanism(s) involved are not well characterized. From other experimental models of acute anemia (phenylhydrazine-induced injection or bleeding), it could be inferred that this is most likely due to an enhanced extramedullary erythropoiesis occurring mainly in the spleen and to a lesser extent in the liver and coincides with the occurrence of hepatosplenomegaly. In this context, both in the T. brucei and T. congolense infection model, hepatosplenomegaly has been documented starting already during the early stages of infection, and coincided with an increase in immature RBC numbers within the splenic compartment (91–95). It is generally known that anemia induces tissue hypoxia, which in turn triggers the activation of a physiological stress response (i.e., stress erythropoiesis) designed to increase oxygen delivery to tissues by rapidly generating large numbers of erythrocytes (96). Moreover, tissue hypoxia triggers the induction of erythropoietin (EPO) in the kidney (97), which drives the expansion and differentiation of erythroid progenitors. Of note, during murine and bovine trypanosome infections, serum EPO levels are increased during both the acute and chronic stage of infection (83, 98). Subsequently, the bone marrow progenitor cells migrating into the spleen or stress erythroid progenitors resident in the spleen expand and differentiate in response to bone morphogenetic protein 4 (BMP4) and Hedgehog, which act in concert with signals previously associated with stress erythropoiesis, such as EPO, stem cell factor and hypoxia, to replenish the pool of stress erythroid progenitors (96, 99, 100). Whether macrophages play also a role at the level of erythropoiesis within the African trypanosome model remains to be further investigated. However, it was shown that upon anemia or stress, macrophage-dependent erythropoiesis (within erythroblastic islands) is needed to adequately respond to produce enough erythrocytes to alleviate the shortage (101, 102). Interestingly, in experimental T. congolense infections in rats, erythroblastic islands were found to expand already during the early stages of infection within the bone marrow (103). It is important to mention that following this prominent pro-inflammatory immune response and coinciding with the partial recovery of acute anemia, the host is able to trigger a “transient” anti-inflammatory immune response, whereby IL-10 was shown to play a key role (104, 105). At this stage, CD4+ T cells were shown to be important IL-10-producing cells to dampen the pathogenic effects of the IFN-γ-induced M1 (106). Yet, it can not be excluded that other cells (hematopoietic or non-hematopoietic) might also contribute (see Figure 2, right panel). Recently, it was also suggested that IL-27 can play a key role in dampening the pathogenic effects of T cell-mediated IFN-γ during T. brucei and T. congolense infection without affecting IL-10 levels (107).

Myeloid Cells As Key Players during the Late/Chronic/Progressive Stage of Trypanosomiasis-Associated Anemia Development

Following partial recovery from acute anemia, there is a new equilibrium established, which is different from the steady-state situation (see Figure 1). At this stage, the capacity of the host to keep the balance between erythrophagocytosis and erythropoiesis determines whether anemia persists. This also allows discriminating between susceptible and tolerant animals as far as anemia is concerned, whereby the activation stage of the myeloid cells determines the degree of anemia. Indeed, on one hand, trypanosusceptible animals maintain a prominent/polarized M1 activation state and exhibit progressive anemia (i.e., T. b. brucei model), which resembles anemia of chronic disease or anemia of inflammation (90). This is characterized by an enhanced erythrophagocytosis and impaired/reduced erythropoiesis that is linked to a perturbed iron homeostasis including altered iron recycling by macrophages and iron sequestration (Figure 2). Therefore, the iron-processing pathway is skewed toward iron sequestration (40, 90), as evidenced by increased ferritin expression (main iron storage molecule) and reduced FPN-1 (sole iron exporter), while enhanced uptake of RBC/iron-containing compounds is maintained (see Figure 3, left panel). Moreover, iron sequestration by cells of the MPS can fuel their M1-type activation status and limit iron availability for erythropoiesis (108–111), thereby contributing to the persistence of anemia.
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FIGURE 3 | Proposed model for pathogenicity development during the late/chronic stage of infection in trypanosusceptible and trypanotolerant animals. (Left panel) Following recovery from acute anemia (see Figure 2), trypanosusceptible animals are unable to trigger a second wave of IL-10 production resulting in persistence of M1, which is most likely promoted via macrophage migration inhibitory factor (MIF) and galectin-3. These M1 produce TNF that further promotes erythrophagocytosis and exhibit iron accumulation [increased ferritin and reduced ferroportin-1 (FPN-1) expression], resulting in iron deprivation from erythropoiesis and collectively leading to progressive anemia development. MIF also promotes myeloid cell recruitment/retention leading to liver injury. By contrast, in trypanotolerant animals, following the acute stage of infection, hematopoietic (hemato) or non-hematopoietic (non-hemato) cells produce IL-10, which dampens the pathogenic effects of the M1 by triggering the induction of M2. These M2 exhibit reduced erythrophagocytosis and reduced iron retention, leading to a more efficient erythropoiesis and in turn to reduced progressive anemia development. IL-10 also reduces liver injury by dampening the pathogenic effects of the M1. (Right panel) However, the chronic production of MIF by M1 and persistent IL-10 production can collectively promote progressive hemodilution, which is most likely due to enhanced (hepato)-splenomegaly. In turn, the hemodilution will cause an apparent anemia development in trypanotolerant animals, resulting in thrombocytopenia and impaired coagulation in infected mice. The heme catabolism following the chronically induced erythrophagocytosis leads to iron accumulation in myeloid cells and to hyperbilirubinemia. The combination of liver injury and hemodilution leads to declined serum albumin levels, thereby preventing efficient removal of toxic molecules from the circulation, including bilirubin, and cause multiple organ failure that culminates in reduced survival of the infected host.



In this context, it was shown that pro-inflammatory cytokines such as IFN-γ, TNF, IL-1, and IL-6 can affect iron-homeostasis regulation as well as erythropoiesis. Indeed, during homeostasis, there is a balance between RBC destruction and production, where the iron availability is adequate to accommodate the host’s erythropoietic demand (112). Yet, during inflammation this balance is shifted toward an enhanced RBC destruction and impaired/insufficient production or RBCs, leading to anemia. These pro-inflammatory cytokines trigger (i) the upregulation of the divalent metal transporter-1, which increases iron uptake by the reticuloendothelial cells, (ii) an enhanced ferritin expression (i.e., iron storage molecule), and (iii) a downregulation of FPN-1 expression thereby promoting iron retention within the MPS (113, 114). This will cause a deprivation of iron from erythropoiesis. At the same time, these pro-inflammatory cytokines inhibit erythropoiesis by (i) downregulating EPO receptors thereby impairing the EPO-mediated effects, (ii) increasing erythroid apoptosis, and (iii) antagonizing pro-hematopoietic factors (115, 116).

On the other hand, trypanotolerant animals are able to switch to a protective anti-inflammatory response (induced via IL-10), which is reflected by the occurrence of M2 cells that in concert with IL-10 are able to dampen the pathological effects of the M1 cells, and exhibit an alleviated anemia development [i.e., T. brucei attenuation strategies, phospholipase-C-deficient (PLC−/−) T. brucei and T. congolense model]. Moreover, trypanotolerant animals in contrast to trypanosusceptible animals exhibit a restored iron homeostasis (i.e., an enhanced FPN-1 and reduced ferritin expression) and increased iron availability for erythropoiesis (95). In addition, M2 cells exhibit a reduced erythrophagocytosis capacity, whereby iron homeostasis is skewed toward export (117). It is important to mention that in both the T. brucei and T. congolense infection model, the host is able to produce IL-10 during the acute stage of anemia to dampen the pathogenic effects mediated via the pronounced pro-inflammatory response, which is linked to the first wave of parasitemia control. However, it seems that in the T. brucei (susceptible) model the host is unable to retrigger IL-10 induction to dampen the second wave of inflammation, while in the PLC−/−T. brucei/T. congolense (tolerant) model the host is able to mount a second progressive IL-10 response, which is sufficient to dampen the lower level of inflammation. This difference in ability to trigger a second wave of IL-10 (or alternatively, maintain an IL-10 triggering potential) is also reflected at the level of differences in M1 and M2 between susceptible and tolerant animals.

Myeloid Cell Activation in the T. brucei (Susceptible) versus T. congolense (Tolerant) Model

As far as the T. brucei model (using AnTat1.1E) is concerned, there is a persistent M1 activation contributing to severe anemia and tissue injury (see Figures 1 and 3). It was shown that the TNF-family members [TNF-α and lymphotoxin-alpha (LT-α)] play a key role in chronic/progressive anemia development by signaling via their dedicated receptors [TNF-R1 or p55 (CD120a), TNF-R2, or p75 (CD120b)] (see Table 1) (118). Thus, TNF-α-deficient (TNF-α−/−) or TNF-R2-deficient (TNF-R2−/−) mice exhibited greatly reduced chronic anemia compared with WT or TNF-R1-deficient (TNF-R1−/−) mice (41, 59), suggesting that TNF-R2 signaling mediates infection-associated pathology, whereas TNF-R1 signaling has little or no impact on the T. brucei infection. Moreover, the serum levels of soluble TNF-R2 after shedding, which impaired TNF-α-signaling pathways in myeloid cells, correlated with the inhibition of TNF-mediated immunopathology. Moreover, the low ratio of total TNF-α to soluble TNF-R2 observed in BALB/c mice may account for the lack of TNF-mediated pathology, whereas an increased ratio in C57BL/6 mice coincided with the severe pathology/anemia. Using LT-α−/− mice, it was shown that the TIP sequence (i.e., lectin-like domain) of TNF-α does not seem to play a role in anemia development (118). Importantly, TNF-α and LT-α have high amino acid sequence homology and both bind to the TNF-α p55 and p75 receptors (TNF-R1 and -R2, respectively) as soluble homotrimers (119), yet they exhibit alterations in the TIP sequences (120). For example, TNF-α exerts a lectin-like affinity for several carbohydrate sequences while LT-α does not (121). These LT-α−/− mice were shown to exhibit during the middle stage of infection (days 10–28) a greatly reduced anemia compared with WT mice, which coincided with reduced TNF-α induction in LT-α−/− mice during this stage. However, during the final stage of infection, serum TNF-α reaches the same levels in both LT-α−/− and WT mice, concomitant with similar anemia levels in both mice groups. A possible explanation for this might be that TNF-α is also an important negative regulator of erythropoiesis and this aspect might predominate at later stages of infection (51, 122). Hence, strategies to reduce TNF signaling or allowing switching from M1 toward M2 might also be valuable to alleviate chronic anemia development. Different factors were found to contribute to the ability of the host to switch from M1 to M2 and the ability to maintain/trigger IL-10 during the later stages was shown to be detrimental to attenuate anemia.

Collectively, it seems that the mechanisms underlying trypanosomiasis-associated anemia are multifactorial and the relative contribution of each mechanism will differ according to the host–parasite model, the phase of anemia development and the severity of infection and is probably caused by massive extravascular erythrophagocytosis by an expanded MPS in concert with an inadequate erythropoiesis.

POTENTIAL INTERVENTION STRATEGIES TO ALLEVIATE AT-ASSOCIATED ANEMIA

The Parasite Strain Used Determines the MPS Activation State and Anemia Development

Typically, in the experimental T. brucei C57BL/6 model, the myeloid cells are polarized into an M1 state, which is promoted due to the inability of the host to sustain a strong anti-inflammatory immune response. By contrast, in the less aggressive model experimental PLC−/−T. brucei C57BL/6 model, there is a switch from M1 toward M2 mediated via IL-10, coinciding with reduced pathology (anemia/tissue injury) and prolonged survival. A possible explanation for this switch toward M2 in the PLC−/−T. brucei model and not in the WT T. brucei model might rely in the fact that the PLC is required to sustain M1 by (i) allowing the release of GPI-anchored proteins (encompassing the GIP) to stimulate macrophages to secrete pro-inflammatory molecules (TNF-α, IL-1, IL-6, and NO) and/or (ii) trigger CD1d-restricted NKT cells to secrete IFN-γ thereby triggering a very strong type 1 immune response (60, 123). Indeed, it was shown that in the PLC−/−T. brucei C57BL/6 model the lower parasitemia coincided with reduced early IFN-γ production and subsequent attenuated MPS-derived pro-inflammatory cytokine production, reflecting a reduced type 1 immune response mounted (124–126). The crucial role of IFN-γ and IL-10 during infection was further substantiated using gene-deficient mice, where the absence of IL-10 coincided with high pathology and early mortality. Although the source of IL-10 was not thoroughly investigated within the PLC−/−T. brucei model, some data suggest the involvement of CD4+ T cells (124). Interestingly, infections of PLC−/−T. brucei parasites using C57BL/6 x BALB/c (B6B-F1) mice were found to exhibit striking similarities with that of the trypanotolerant N’Dama cattle naturally infected with T. congolense. These latter include (i) lower parasitemia, (ii) prolonged survival, (iii) increased type II and decreased type I immune responses, and (iv) reduced pathology and minimal clinical symptoms during the course of infection (127, 128). Therefore, PLC−/−T. brucei-infected B6B-F1 mice represent a suitable model to study the immune responses during bovine T. congolense infections. Within the T. congolense model in C57BL/6 mice, it was shown that spleen and liver regulatory T cells (Foxp3+ Tregs) were an important source of IL-10, thereby limiting the production of early IFN-γ by T cells and in that way lowering pathology. Besides Tregs, also myeloid-derived IL-10 was shown to play an important role in limiting the production of pathogenic TNF-α by M1 cells (characterized as CD11b+Ly6C+) through induction of nuclear translocation of the NF-κB p50 member (129). However, it cannot be excluded that other hematopoietic and non-hematopoietic cells can be potential sources of IL-10 during the course of T. congolense infection (Figure 3).

IL-10-Inducing Strategies to Modulate the MPS Activation State and Anemia Development

As mentioned before, the capacity of the host to induce IL-10 immediately after the induction of a prominent pro-inflammatory immune response mediated via M1 cells determines whether pathology/anemia develops/is alleviated or not. This opens perspectives for potential IL-10 triggering/promoting intervention strategies aiming at triggering an M1 toward M2 switch, thereby reducing pathology development. So far, several strategies have been used to demonstrate/strengthen the pivotal role of IL-10 in reducing trypanosomiasis-associated pathogenicity using the susceptible T. brucei model. For instance, transient anti-CD28 superagonist antibody treatment (inducing regulatory T cells and M2) in the T. brucei model attenuated acute anemia development (130). Given that this treatment was not continued during the chronic phase of infection its effects during this stage remain to be determined. Alternatively, adenoviral delivery of IL-10 in the T. brucei model coincided with an alleviated pathology/anemia development (131), during the chronic phase of infection (see Table 1). Also a GPI-based treatment strategy, where the parasite-derived GPI moiety (i.e., most potent parasite-derived TNF-inducing molecule involved in M1 triggering) was used to reprogram macrophages toward an anti-inflammatory state (i.e., reflected by a reduced inflammatory cytokine production and increased IL-10 production), was shown to alleviate anemia in both clonal as well as natural/non-clonal T. brucei infections (132). This strategy allowed reducing RBC destruction, normalizing iron homeostasis (i.e., a shift in increased liver expression of iron storage toward iron export genes) and restoring erythropoiesis [i.e., increased erythropoiesis in the bone marrow and extramedullary sites (spleen)] (95). Interestingly, this GPI-based treatment also alleviated “chronic” anemia development during experimental T. congolense as well as T. evansi infections suggesting a wide applicability.

M1-Promoting Factors Are Prime Targets to Attenuate Anemia

Given that M1 cells are major contributors to anemia development, identification of M1-derived pathological factors might open perspectives to attenuate the pathology. An approach to identify potential M1-derived pathology inducing/promoting factors consisted of scrutinizing a GPI-based strategy, which enabled a straightforward comparison between trypanotolerance and trypanosusceptibility in T. brucei-infected C57BL/6 mice, independent of the genetic background of the host (95). A resulting comparative gene expression analysis of M1-polarizing molecules and/or molecules involved in enhancing erythrophagocytosis identified galectin-3 (Gal-3) and macrophage migration inhibitory factor (MIF) as potential candidates. Both molecules were indeed found to contribute to anemia development during T. brucei infections by affecting/regulating different aspects of the host’s immune response. As far as Gal-3 (i.e., a family member of beta-galactoside-binding animal lectins) is concerned, it was shown that Gal-3−/− mice manifested higher IL-10 levels that can exert an influence on iron uptake and counteract the effects of IFN-γ (133). Hence, Gal-3 can promote persistence of M1 and regulate the expression of iron-homeostasis genes, favoring iron storage, which ultimately culminates in iron shortage for erythropoiesis and exacerbate inflammation-associated anemia development (Figures 2 and 3) (133, 134). In addition, given the negative effect of Gal-3 on the induction of IL-10, a persistent inflammatory response is ensured in presence of Gal-3. As far as MIF is concerned, this “early response” cytokine is expressed by numerous cell types, including myeloid cells, plays a key role in innate and adaptive immunity and was shown to be involved in many protozoan infections (135–137). Using Mif−/− mice it was shown that this upstream regulator of the inflammatory cascade contributed to inflammation-associated pathogenicity by (i) sustaining a persistent pro-inflammatory type I immune response (impairing IL-10 production) and (ii) maintaining/enhancing the recruitment of pathogenic monocytic cells and neutrophils in the liver whereby neutrophil-derived MIF contributed significantly to enhanced TNF production and liver damage (Figures 2 and 3) (93). The pivotal role of MIF within the African trypanosomiasis model regarding the persistence of inflammation might be multifactorial. For instance, endogenous MIF has been shown to (i) promote macrophage-mediated inflammatory responses via induction of CC chemokine ligand 2 expression, thereby promoting the recruitment of monocytes into affected areas and (ii) exert a regulatory role in cellular responsiveness to key pro-inflammatory cytokines TNF and IL-1 via upregulation of cytokine receptor-dependent MAPK signaling (i.e., upregulation of TNF-R1 and IL-1R expression, respectively) independent of NF-κB (138, 139). Hence, by both attracting and activating monocyte/macrophages, MIF may contribute to the initiation and perpetuation of detrimental inflammation associated with diseases such as African trypanosomiasis. In addition, MIF importantly contributed to anemia development by (i) promoting iron accumulation in liver myeloid cells, (ii) enhancing RBC clearance, and (iii) suppressing erythropoiesis at later stages of erythroblast differentiation (Figure 3) (93). Interestingly, MIF was also shown to be a potential pathogenic molecule playing a key role in chronic anemia development during T. congolense infections by (i) promoting erythrophagocytosis, (ii) blocking extramedullary erythropoiesis and RBC maturation, and (iii) triggering hemodilution (Figure 3) (94).

Overall, it seems that during murine T. brucei and T. congolense infections anemia is mainly due to enhanced erythrophagocytosis combined with enhanced but inadequate extramedullary erythropoiesis. Yet, during T. congolense but not T. brucei infections, hemodilution (involving massive hepatosplenomegaly) seems to be an additional factor contributing to chronic anemia development (93, 94). However, it might be that within the T. brucei model the contribution of hepatosplenomegaly to hemodilution is minor or not reached within this “short” time period. This notion is strengthened by the fact that there was no correlation between anemia and hemodilution (involving hepatosplenomegaly) in T. brucei and T. congolense-infected rats within the same time window (92). However, a different T. brucei parasite strain (TREU 667 strain) causing a more chronic infection involving also revealed that the hepatosplenomegaly could contribute to hemodilution (140). Of note, also in HAT patients exhibiting anemia during later stages of the disease, hepatosplenomegaly has been recorded and this might therefore contribute to the observed “apparent” anemia (28). In this particular model, it seems that the virulence of the parasites determines whether hemodilution occurs. Interestingly, these observations correlate nicely with experimental T. brucei and T. congolense infections in domestic animals (cattle and sheep, respectively) (141, 142). Importantly, it was shown that MIF can also be present in erythrocytes and upon (hemo)lysis, due to oxidative stress, this factor can be released to further fuel inflammation (143). Given that hemolysis was shown to occur during T. congolense infections (40, 144), the increased levels of MIF observed during both the acute and chronic stage might mainly be due to parasite-inflicted rather that host-mediated damage of RBCs, which could also fuel a chronic (low-grade) anemia profile. Therefore, MIF might be an “important” player (upstream regulator) in African trypanosomiasis-associated anemia, mainly during the chronic stage of anemia development by fueling/promoting pathogenic M1 and could be considered as a prime anti-disease target.

GENERAL CONCLUSION AND PERSPECTIVES

African trypanosomes are very proficient in sculpturing a temporal environment to allow a gradual parasite establishment (27). Hereby, the host’s response at different stages of the infection determines whether pathogenicity/anemia develops. The mechanisms underlying African trypanosomiasis-associated anemia are multifactorial, whereby various molecules influence differentially the progression/development of anemia at distinct stages of infection. Initially, acute anemia seems to develop as part of the innate immune response upon infection, where parasite-derived factors, such as parasite-derived EVs, as well as host-derived (parasite-induced) IFN-γ trigger M1 cell differentiation that in turn produce pro-inflammatory molecules to control the infection. In this context, IFN-γ produced at the acute stage is the driving factor leading to acute/hemophagocytic anemia (30). In addition, the release of parasite-derived EVs in concert with host-derived TNF-α affect RBC survival and thereby fuels RBC elimination trough erythrophagocytosis (Figure 2). This is followed by a partial recovery, mediated most likely via extramedullary erythropoiesis, as a homeostatic reaction and a transient IL-10 production to dampen the pathogenic effects of the M1. Depending on the level of insult (i.e., M1-induced damage) and the capacity of the host to trigger and subsequently maintain IL-10 production, anemia is either alleviated (i.e., trypanotolerant animals) or sustained (i.e., trypanosusceptible animals). At this stage, MIF is an important host-derived factor determining/regulating the progression of anemia by promoting a persistent pro-inflammatory immune response and suppressing erythropoiesis. In addition, IFN-γ, TNF-α, and MIF are important molecules exerting a negative effect on erythropoiesis and at the same time at promoting erythrophagocytosis. By contrast, IL-10 was shown to positively affect erythropoiesis by downregulating the effects of the pro-inflammatory cytokines (145). Therefore, the balance between these pro- and anti-inflammatory cytokines during the course of infection determines the course of anemia development (51). In other words, the ability of the host to mount an efficient erythropoietic response (stress-induced response) to compensate for the enhanced erythrophagocytosis determines whether anemia persists. In the murine model, but also in cattle, the erythropoietic potential determines the level of anemia (33, 40, 94, 122). However, it seems that chronic anemia is most likely host-inflicted and due to a disproportional immune response (30). In summary, the mechanisms underlying/promoting chronic anemia development during T. brucei and T. congolense infections seem to be different. In the T. brucei infection model the main driving forces for anemia development are (i) the persistence of M1 that promote enhanced RBC elimination and iron retention and (ii) an insufficient erythropoiesis due to iron deprivation and the presence of pro-inflammatory cytokines that suppress RBC differentiation/maturation (Figure 3). By contrast, in the T. congolense infection model these aspects seem to play a main role only during the acute stage, as once M2 are induced and expanding they can in concert with IL-10 dampen to a certain extent the pathogenic effects of the M1. Given that T. congolense-infected animals still exhibited chronic anemia despite the presence of M2 and IL-10 suggests that the underlying mechanisms of chronic anemia in this model might be different and might rely on the hematopoietic potential of the animals (40). It was proposed that the month-lasting low-grade inflammatory response can also drive erythrophagocytosis, where the ensuing catabolism of hemoglobin resulted in iron accumulation mainly in the spleen and is followed by the enhanced release of bilirubin in the blood circulation (94). The resulting hyperbilirubinemia could favor the externalization of phosphatidylserine on RBCs and thus further contribute to erythrophagocytosis or eryptosis during T. congolense infection (146). However, at this stage the persistence of IL-10 might be a double-edged sword by on one hand dampening tissue injury and reduce the suppression on erythropoiesis mediated by the M1-released pro-inflammatory mediators and on the other promoting (i) ferritin expression thereby indirectly affecting iron availability, (ii) thrombocytopenia, and (iii) splenomegaly, leading to hemodilution (147, 148). The latter might in turn culminate into the occurrence of apparent anemia development, despite an enhanced erythropoiesis activity. In this context, it was shown that sustained secretion of IL-10 from transduced muscle leads to thrombocytopenia and splenomegaly in mice injected with rAAV1-IL-10 (147). Interestingly, thrombocytopenia was also documented for T. congolense-infected animals (149, 150). The splenomegaly observed in both susceptible and tolerant animals is required to accommodate the increased demand for erythropoiesis (93–95). However, it seems that this excessive accumulation of immature RBCs is most likely due to an inefficient erythropoietic potential (e.g., iron retention or unresponsiveness toward EPO or inefficient functioning of erythroblastic islands). Indeed, it was shown that most genes involved in erythropoiesis were found to be significantly modulated during the course of both T. brucei and T. congolense infection (40, 93, 94). However, so far information regarding erythropoiesis during African trypanosomiasis is limited and requires more attention. Also, a possible involvement of macrophages (functionality) within erythroblastic islands requires consideration. Within the era of genomics/proteomics (151–154), we can assume that novel pathways, mechanisms and molecular target molecules will be identified in various mouse models (155, 156). These discoveries will help us to refine our understanding of the mechanisms underlying anemia development and could even pave the way to develop new intervention strategies to alleviate it.
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Mononuclear phagocytes (monocytes, dendritic cells, and macrophages) are among the first host cells to face intra- and extracellular protozoan parasites such as trypanosomatids, and significant expansion of macrophages has been observed in infected hosts. They play essential roles in the outcome of infections caused by trypanosomatids, as they can not only exert a powerful antimicrobial activity but also promote parasite proliferation. These varied functions, linked to their phenotypic and metabolic plasticity, are exerted via distinct activation states, in which L-arginine metabolism plays a pivotal role. Depending on the environmental factors and immune response elements, L-arginine metabolites contribute to parasite elimination, mainly through nitric oxide (NO) synthesis, or to parasite proliferation, through L-ornithine and polyamine production. To survive and adapt to their hosts, parasites such as trypanosomatids developed mechanisms of interaction to modulate macrophage activation in their favor, by manipulating several cellular metabolic pathways. Recent reports emphasize that some excreted–secreted (ES) molecules from parasites and sugar-binding host receptors play a major role in this dialog, particularly in the modulation of the macrophage’s inducible L-arginine metabolism. Preventing L-arginine dysregulation by drugs or by immunization against trypanosomatid ES molecules or by blocking partner host molecules may control early infection and is a promising way to tackle neglected diseases including Chagas disease, leishmaniases, and African trypanosomiases. The present review summarizes recent knowledge on trypanosomatids and their ES factors with regard to their influence on macrophage activation pathways, mainly the NO synthase/arginase balance. The review ends with prospects for the use of biological knowledge to develop new strategies of interference in the infectious processes used by trypanosomatids, in particular for the development of vaccines or immunotherapeutic approaches.
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TRYPANOSOMATID INFECTIOUS DISEASES AND MACROPHAGE ACTIVATION PATHWAYS

Infections Caused by Trypanosomatids

Trypanosomes and Leishmania parasites cause important but neglected infectious diseases in both humans and animals worldwide.

Sleeping sickness or human African trypanosomiasis (HAT) is an endemic parasitic disease exclusively located in intertropical Africa, caused by Trypanosoma brucei gambiense (Tbg, 95% of cases) and T. b. rhodesiense, transmitted by the tsetse fly (1). Related parasites, including T. b. brucei (Tbb), T. congolense, T. vivax, T. evansi, and T. equiperdum, cause wasting diseases in livestock, termed animal African trypanosomosis (AAT) or nagana, and are the cause of a few atypical cases in humans (2). HAT is a severe burden for poor rural populations (3, 4). The real number of infected people is most probably underestimated as published maps are the result of mathematical extrapolation of data recorded in only partial epidemiological surveys, a situation aggravated by wars and social conflicts (5–7). After a painful tsetse bite, the first clinical sign of HAT is the chancre at the bite site, which disappears within 2 or 3 weeks (1). The disease evolves in two distinct pathological stages. Within a few days after the tsetse bite, the patient enters the stage I also called hemolymphatic stage. Intermittent fever develops because of the successive waves of parasite replication in the blood. Adenopathies, splenomegaly, or even hepatological signs are frequent. The stage II or meningoencephalitis stage emerges slowly and insidiously over a period of months or years when the parasites invade the nervous system. The general signs of the hemolymphatic stage do not completely disappear, and the neurological symptoms develop progressively in parallel. A wide variety of neurological symptoms are encountered. The main symptoms after which sleeping sickness was named are daytime somnolence and nocturnal insomnia. Staging relies on white cell counts and detection of trypanosomes in the cerebrospinal fluid and is indispensable as the treatment of stages I and II differs (8), and it was recently demonstrated that the parasite could persist in adipose tissue (9).

American trypanosomiasis, named Chagas disease in recognition of Carlos Chagas, who first discovered it in 1909, is mostly encountered in South and Central America. Infection primarily affects poor rural populations in Latin America and has serious consequences for public health. The disease develops following infection by the protozoan parasite Trypanosoma cruzi. The parasite is mainly transmitted by the Triatomine vector also known as the “kissing bug” (10). The disease has two clinical stages. The initial acute stage lasts for about 2 months after infection, parasites circulate in the blood, but in most cases symptoms are mild or even absent. In less than 50% of people bitten by a bug, early characteristic clinical signs can be observed, such as skin lesion (chagoma) or unilateral edema in the eyelid (the sign of Romaña). T. cruzi proliferates actively in the infected individual and invades many types of host cell. The host immune response leads to a dramatic reduction in the parasite load. People then enter the chronic stage of the disease and remain asymptomatic for years. The patient shows evidence of immunity (antibodies to specific antigens of T. cruzi) but remains infected, and the immune system does not prevent disease progression to the chronic stage. Up to 30% of patients suffer from cardiac disorders and up to 10% suffer from digestive (typically enlargement of the esophagus or colon), neurological, or mixed alterations (11). In later years, the infection can cause sudden death due to cardiac arrhythmias or progressive heart failure caused by the destruction of the heart muscle and its nervous system. Chagas disease can also be reactivated if patients in the chronic phase are immune compromised as in the case of coinfection with HIV or due to chemotherapy (10).

Leishmaniases are vector-borne neglected tropical diseases caused by different species of the Leishmania protozoan parasite. They represent a major public health problem worldwide, as they are present in 98 endemic countries. Besides humans, several mammals, often domesticated or wild canids, provide an additional zoonotic reservoir of infection, especially of L. infantum (12). Although most people infected by Leishmania sp. develop no symptoms, the clinical features include a wide range of symptoms depending on the species of Leishmania concerned and the immune response of each host. Cutaneous leishmaniasis, the most common form of the disease causes skin sores on the exposed parts of the body (13). The sores may start out as papules or nodules and end up as ulcers with a raised edge. When the ulcers heal, they leave permanent scars, often the cause of serious social stigma. In mucocutaneous leishmaniasis, the parasite spreads from the skin and causes ulcers in the mucous membranes of the nose (most common location), mouth, or throat, which can lead to partial or total tissue destruction (14). Visceral leishmaniasis, also known as kala-azar, is characterized by irregular fever, weight loss, anemia, and enlargement of the spleen and liver and results in death if untreated (12). Severe pancytopenia is observed, and parasites are found in bone marrow. HIV/AIDS patients are much more likely to develop VL, and once infected, VL accelerates AIDS (15).

Recent investigations report an increase in arginase activity in trypanosomatid-infected patients (16–19), and for instance, arginase activity is considerably higher in the blood of VL/HIV coinfected patients than in VL patients (20) or its age-related alteration impacts on disease severity (21).

Excreted–Secreted (ES) Factors of Trypanosomatids and Macrophage Targeting

The excretory–secretory component is the primary interface between the parasite and its host and induces strong molecular crosstalk with its environment. Studies of naturally ES factors by microorganisms have dramatically increased in recent years, including viruses, bacteria, and parasites. The ES factors or secretome of trypanosomatids is a complex mixture of proteins, carbohydrates, and lipids excreted from the surface of the parasite or secreted through the flagellar pocket of the parasite and via exocytosis vesicles (22). The composition of this complex mixture is still largely unknown, despite the recent definition of an experimental approach for the identification of conserved secreted proteins in trypanosomatids (23), but it has long been suspected of being important for the parasitic lifestyle (24).

For example, the whole secretome of Tbg was shown to be able to inhibit the maturation of dendritic cells (DCs) and the induction of lymphocytic allogenic responses (25). In addition, there is evidence for the involvement of diverse enzyme families, such as proteases and hydrolases, in different aspects of the pathogenesis in human hosts (26–28). Regarding HAT, the whole secretome of three different bloodstream strains of Tbg were analyzed using a proteomics-based approach, which enabled the identification of over 440 proteins, several of which were described for the first time (29). Moreover, the secretome molecular profile was associated with the virulence of the parasite in vivo (30). Similar studies were conducted in species responsible for animal trypanosomoses, particularly T. congolense and T. evansi (31, 32). They evidenced a core secretome and specificities in African trypanosomes affecting humans and those affecting animals. In addition, results obtained with Tbg were compared with both the glycosome and with the total proteome of a Tbb strain, highlighting the importance of protein isoforms between the parasite cellular metabolism and its corresponding ES molecules (29). Interestingly, a large proportion of the secreted proteins were found in vesicles displaying active exocytosis beyond the flagellar pocket. Trypanosomes of the brucei group produce nanotubes coming from the flagelle, which dissociate into vesicles. Vesicles from T. b. rhodesiense contain the serum resistance-associated protein, which can be transferred to Tbb leading to evasion to human innate immunity (33, 34). This new type of secretion could be crucial for the survival strategy of Trypanosoma by allowing them to exchange proteins at least between parasites and/or to manipulate the host immune system.

For T. cruzi, it was also evidenced that proteins are released via vesicles formed by at least two different mechanisms, larger ectosomes budding from the plasma membrane and smaller exosomes within the flagellar pocket (35). Proteomics enabled the identification of proteins involved in metabolism, signaling, nucleic acid binding, and parasite survival and virulence. The authors concluded that T. cruzi uses different secretion pathways to excrete/secrete proteins and that infective forms of the parasite may use the extracellular vesicles to deliver cargo to the host cells (35). A recent comparative proteomic analysis demonstrated both common and specific proteins in the secretomes from two different T. cruzi strains, highlighting, similar to African trypanosomes, a plasticity probably associated with the parasite virulence (36).

Exosome-like microvesicles were also evidenced in L. donovani. Proteomics revealed a large majority of known eukaryotic exosomal proteins in the conditioned medium of cultured parasites (37). These proteomics results were extended to L. braziliensis, for which only 5% of the identified secreted proteins presented a classical secretion signal (38). Interestingly, these exosome-like vesicles were further shown to be involved in the communication with macrophages and immune modulation (39) and could be involved in immune evasion (40). Of importance, Leishmania exosomes presented mainly pro-parasitic activities, both in vitro and in vivo, functionally priming host cells in the first moments of the infection (41) or in the establishment of the disease (42). Moreover, L. infantum secretes various molecules that modulate human DC differentiation and functions (43).

Among the functional classes of ES factors, the group of unfolding and degradation proteins, mainly proteases, deserves the most attention. They cover a large panel of physiological and pathological functions, and representatives of this group are known to be virulence factors, to favor parasite invasion and its growth in the hostile host environment, to make it possible to escape the host immune defenses, and/or, finally, to produce nutrients by hydrolyzing host proteins (44–47). In addition, trypanosomatids can use at least four secretory systems to sequentially deliver factors to modulate macrophage response and consequently the response of the immune system as a whole; the classical signal peptide-mediated system as well as bacterial-type secretion systems that export proteins directly into the host environment, and two vesicular systems, including ectosomes and exosomes. These extracellular vesicles are specifically released by trypanosomatids to deliver signals to the target cells. Aside from considerable differences in content and morphology, with some ubiquitously assembled and released from the plasma membrane while others are released during exocytosis of the multivesicular bodies, the functions of ectosomes are largely analogous to those of exosomes (48). The study of these extracellular vesicles and their importance in biological communication is in full swing (49, 50), even using a philosophical approach (51), which could be appropriate in the case of parasites such as trypanosomatids (33, 34, 52). Interestingly, the different modes of secretion can also interact in different ways with the macrophage: via receptor–ligand interactions (free proteins and ectosomes), endocytosis (free proteins and ectosomes), phagocytosis (exosomes), or by direct fusion with the plasma membrane (Figure 1).
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FIGURE 1 | Trypanosomatid modes of secretion and macrophage targeting. ES, excreted–secreted, ectosomes: ubiquitous microvesicles assembled at and released from the plasma membrane, and exosomes: nanovesicles released on the exocytosis of multivesicular bodies.



Macrophage Activation Pathways

Classical Versus Alternative Activation Pathway

The main function of macrophages is to react to external stimuli, including pathogens and particularly their ES factors, to inform the host’s immune system, and to modulate the corresponding response. The functional properties of macrophages make it possible to distinguish different phenotypes of subpopulations (53). Depending on the type of cell, the cytokines and pathogens present at the infection site, unpolarized macrophages (M0) can differentiate into classically activated M1 macrophages or alternative activated M2 macrophages. The two macrophage subpopulations express different surface receptors and produce specific sets of cytokines or chemokines (54, 55). M1 are potent pro-inflammatory cells, with high microbicidal activity [e.g., expression of antigen presentation molecules (MHC II) and co-stimulation molecules (CD40 and CD80/86), secretion of tumor necrosis factor (TNF)-α, interleukin (IL)-12, and activation of nitric oxide synthase (NOS) 2], while M2, which have moderate anti-inflammatory properties (e.g., secretion of IL-10 and high levels of arginase-1), are poorly microbicidal and are involved in tissue repair (56, 57). Although it is difficult to find specific phenotypical markers to delineate M0, M1, and M2 macrophages, recent findings in mouse provide evidence that some surface markers can be considered as representative of each subtype of macrophage, such as CD38 for M1 and early growth response protein 2 for M2 (58). Taken together, the cytokine pathways, nitric oxide (NO) and polyamine levels, may explain why there is more than a simple duality of microbicidal/pro-inflammatory properties versus cell growth/anti-inflammatory properties in the macrophage subpopulations (59, 60). Actually, M1 and M2 phenotypes often coexist, and other terms have emerged to identify non-classical activation phenotypes such as M2a or M2b, the latter representing alternative activated macrophages that express small amounts of arginase 1 (56). The resulting mixed phenotype then depends on the balance between activator and inhibitor activities and the tissue environment, thereby determining the outcome of the infection (61, 62), particularly during trypanosomatid infections (Figure 2). Thus, the role of macrophage activation stimuli needs to be considered in the dynamic complexity driven by trypanosomatid parasites and particularly their ES factors (Figures 2 and 3), as well as a function of the host (63).
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FIGURE 2 | Macrophage activation pathways in trypanosomatid infections. T-cell subsets potentiating M0 macrophage differentiation into M1 or M2 subtype; Th, helper T lymphocyte; IFN-γ, interferon-γ; IL, interleukin. Host cell receptors involved in trypanosomatid detection: C-lectins and toll-like receptors (TLRs). Phenotypic markers and cytokines of macrophage polarization: cluster of differentiation (CD) 38, Egr2, early growth response protein 2; TNF-α, tumor necrosis factor; TGF-β, transforming growth factor. Products of macrophage polarization influencing the death or growth of trypanosomatids; NO, nitric oxide.
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FIGURE 3 | Macrophage polarization, T-helper subsets, and L-arginine metabolism. Th, helper T lymphocyte; IFN-γ, interferon; IL, interleukin; NO, nitric oxide; ROI, reactive oxygen species; RNI, reactive nitrogen species.



L-Arginine Metabolism Balance and T-Helper Subsets

Mammalian arginine metabolism is complex as this semi-essential amino acid is a substrate for many enzymes that may compete with each other (64). The dual role of L-arginine metabolism, its regulation by T cells, and alterations of L-arginine metabolism by pathogens were recently reviewed (65). Parasites and particularly Leishmania and trypanosomes are highly sensitive to the L-arginine-NO pathway (Figure 3). For instance, L. major infection in mice established the paradigm of Th1 and Th2 subset roles (66), a Th1 response being associated with IFN-γ production and NOS 2 expression, whereas a Th2 response being associated with IL-4 production and arginase 1 expression (67, 68). Interestingly, it has been demonstrated that a deprivation in L-arginine impairs L. major-specific T-cell responses (69). T-cell deficiency associated with L-arginine depletion has been evidenced in cancer and in infectious diseases including T. cruzi infection. A decrease in cyclin-dependent kinases essential for the cell cycle, the downregulation of T-cell receptor z chain, has been shown to be implicated in T-cell anergy (70).

The low levels of L-arginine and NO in macrophages lead to various RNI, such as peroxynitrites that can not only diffuse around macrophages and kill extracellular infectious agents and intracellular pathogens in adjacent cells but also induce the nitration of various proteins and are involved in the pathogenesis of various infections including leishmaniasis and trypanosomiasis (71–73). Products of NOS and NAPH oxidase in classically activated macrophages can react, leading to S-nitrosylation in protein resulting in the death of extracellular parasites and through transnitrosylation can affect various targets in host cells, mainly molecules with Fe–S clusters, activating or inactivating various cell functions (74, 75). Arginase modulates NO production in activated macrophages (76), what is essential in infections by trypanosomatids, as arginase activity may be involved in NOS activity impairment by competing for L-arginine and reducing macrophage microbicidal activity (77). Moreover, arginase hydrolyzes L-arginine to L-ornithine that favors parasite growth and is a precursor for the synthesis of L-glutamine, L-proline, and polyamines. Polyamines are key regulators of cell growth and differentiation (78) and essential in trypanosomatids’ antioxidant defense, which rely on trypanothione, an unusual spermidine–glutathione conjugate (Figures 2 and 3).

MACROPHAGE L-ARGININE METABOLISM DYSREGULATION DURING TRYPANOSOMATID INFECTIONS

NOS/Arginase Imbalance Induced by Trypanosomatids

Parasite Infection in the Dysregulation of the NOS/Arginase Balance

Several pathways regulate L-arginine metabolism, of which three are of interest in the context of trypanosomatids: first, in response to infection cleavage into citrulline and NO by the enzyme NOS, which is harmful since the produced NO is toxic for these parasites. Second, cleavage of arginine into ornithine and urea catalyzed by arginase, which favors trypanosome development as ornithine is a nutrient for trypanosomatids, and third, phosphorylation, in the presence of ATP, into Nω-phospho L-arginine by the arginine kinase, which allows storage of energy that can be delivered on demand, thanks to the reversibility of the reaction (arginine + ATP ↔ phospho-arginine + ADP), thus regulating energy homeostasis and contributing to trypanosomatids survival (79–81). Escaping toxic NO production requires either prevention of the activity of the NOS or a reduction in the availability of L-arginine, which may occur when several enzymes compete for this common substrate (77, 82).

Two arginase isoforms (arginase 1 and 2) have been identified in mammalian hosts so far, with a differential expression depending on tissues and cells (83, 84). Arginase activity of pathogens themselves interferes and competes in host L-arginine pathways. For instance, arginase from Helicobacter pylori inhibits NO production by eukaryotic cells (85). Arginase 1 and ornithine decarboxylase (ODC) are both located in the cytosol, facilitating polyamine synthesis from L-ornithine. Arginase 2 is a mitochondrial enzyme that could preferentially enhance L-proline or L-glutamate synthesis from L-ornithine because ornithine aminotransferase is also located in the mitochondria. However, it has been shown that L-proline can be converted into L-ornithine, which can be transported from the mitochondria to the cytosol (86). Both arginases 1 and 2 have been reported to regulate polyamine synthesis (87).

Trypanosomes belonging to the brucei group were the first parasites in which the role of host arginase induction favoring infection was evidenced (77). Considerable expansion of macrophages has been reported in the liver, spleen, and bone marrow of infected mice (88), and the presence of NOS 2 has been demonstrated in these cells. However, in infected mice, parasites proliferate in the vicinity of macrophages in the peritoneal cavity, suggesting that the efficiency of NO-dependent cytotoxicity is limited in vivo even though NOS 2 was active in vitro. Actually, a decrease in plasmatic L-arginine was measured in Tbb-infected mice compared to controls. An increase in arginase activity was observed in peritoneal macrophages from the first days of Tbb infection. Intraperitoneal NO production and NO-dependent parasite killing were restored by intraperitoneal injection of L-arginine. The early increase in arginase production in trypanosomiasis is a way for parasites to avoid the antimicrobial effect of RNI and to benefit from the larger quantities of L-ornithine that are necessary for parasite growth (77). As expected, arginase activity and arginase 1 and arginase 2 mRNA expression were demonstrated to be higher in macrophages in “trypanosusceptible”-infected BALB/c compared with those in “trypanoresistant” C57BL/6 mice (89). The high level of arginase activity in Tbb-infected BALB/c macrophages strongly inhibited macrophage NO production, which in turn resulted in less trypanosome killing compared with C57BL/6 macrophages. NO generation and parasite killing were restored when arginase was specifically inhibited (89). Similarly, Tbg field stocks isolated from patients, which did not display apparent genetic variability but marked differences in virulence (capacity to multiply inside a host) and pathogenicity (ability of producing mortality), were observed in experimental murine infections. Two strains exhibiting opposite pathogenic and virulence properties in mouse were further investigated through their host–parasite interactions. In vitro, bloodstream forms and corresponding secretomes from both strains induced macrophage arginase as a function of their virulence (30). Moreover, infection of mice with T. musculi expressing Nippostrongylus brasiliensis acetylcholinesterase resulted in early parasite blood clearance. It was associated with elevated NO production and lowered arginase activity, a characteristic of a modified NOS2/arginase balance (90).

Arginase 1 induction in macrophages is used by Leishmania species to spread inside the host, as polyamines are key elements of parasite growth (91). The proliferation of amastigotes is triggered by IL-4, IL-10, and transforming growth factor (TGF)-β via arginase 1 induction in macrophages leading to the generation of the polyamines required for parasite replication. On the contrary, the cytokine IL-12 plays an essential role in the initiation of adaptive responses and production of IFN-y, which is required to eliminate Leishmania parasites. Interestingly, it has been reported that L. mexicana promastigotes can activate an MAP kinase through a toll-like receptor (TLR)-4-dependent mechanism, to induce COX-2 and NOS 2 expression thereby downregulating IL-12 production (92). High splenic arginase 1 expression has been measured in an experimental model of visceral leishmaniasis caused by L. donovani. This detrimental activation pathway depended on the parasite-induced activation of the transcription factor STAT6, but in contrast to the previously accepted paradigm, did not require (but was amplified by) the presence of polarized Th2 cells or type 2 cytokines (93). Inhibition of arginase reduced the number of parasites and delayed disease outcome in BALB/c mice, while treatment with L-ornithine increased the susceptibility of C57BL/6 mice (94). The treatment of L. major-infected macrophages with Th2 cytokines (IL-4 and IL-10) or with TGF-β, which are all inducers of arginase 1, led to a proportional increase in the number of intracellular amastigotes, supporting the hypothesis that host arginase activity favors the spread of the parasite. Cell division of the parasite depends crucially on the level of L-ornithine available in the host (95).

T. cruzi killing by classically activated macrophages is counteracted by alternative activation, which enhances B7.2 expression, IL-10 and TGF-β production, and arginase induction (96). Macrophages are insufficiently activated in an inflammatory phenotype in response to T. cruzi infection, because T. cruzi inhibits the activation of the glycolytic pathway and the oxidative/nitrosative response in macrophage. Both arginase 1 and 2 were induced in heart tissues from T. cruzi-infected mice, and NOS 2 and arginase 2 were expressed by cardiomyocytes. Interestingly, heart-infiltrated CD68+ macrophages were the main cell type that expressed arginase 1 (97). Cruzipain, a major parasite antigen, was shown to induce arginase 1 expression in J774 cells, and the pretreatment of cruzipain-treated cells with N-omega-hydroxy-L-arginine (an arginase inhibitor) led to a dramatic reduction in amastigote growth. Macrophages with elevated arginase 1 activity, induced by either IL-4 or the T. cruzi component cruzipain, favored parasite replication and blocking arginase 1 restricted parasite growth (98).

Trypanosomatid Parasites ES Factors in Arginase Induction

T. b. brucei parasites were found to induce arginase activity in myeloid cells from non-infected mice, and activity was maintained when myeloid cells and trypanosomes were separated by a cell-retaining insert, indicating that soluble components from trypanosomes were involved. Tbb ES, prepared under conditions leading to no detectable trypanosome death, triggered arginase activity, but the effect was stopped by ES heat treatment. Monoclonal antibodies were raised against Tbb secretome and, interestingly, inhibited arginase activity induced by ES. The ES fraction, eluted after affinity chromatography, retained full arginase-inducing activity, confirming that this activity was directly targeted by an ES-specific antibody. The antibody was used to screen a cDNA expression library and identified the Tbb arginase-inducing protein: a kinesin heavy chain isoform (TbKHC1) (99). The secretome from TbKHC1 KO parasites did not trigger arginase activity in myeloid cells from non-infected mice, but the recombinant (r)TbKHC1 mimicked the arginase-inducing effect of secretome. Coincident with the induction of arginase activity, the secretome caused myeloid cells to express the regulatory cytokine IL-10. The arginase activity induced by ES was inhibited by a neutralizing anti-IL-10 antibody. The first peak of parasitemia in mice infected by TbKHC1 KO trypanosomes was reduced by >70% compared to wild-type parasites. A reduced TbKHC1 KO parasite load has also been observed under natural infection conditions in which infected tsetse flies were allowed to feed on mice (99).

Host mammalian macrophages are not only the main host cells but are also the main effector cells for Leishmania parasite killing and can be activated via two major pathways resulting in classical and alternative activated macrophages. Leishmania parasites partly activate arginase and inactivate the NO production by the host cells and enhance parasite survival via depletion of the NOS 2 substrate (L-arginine) and reduce NO levels. LPG, the main promastigote glycoconjugate, plays an essential role in promastigote adhesion to macrophages, rapidly fusing with lysosomes, transiently inhibiting phagosome maturation and generating a parasitophorous vacuole that maintains an acidic pH and hydrolytic activity, what provides enough time for promastigotes to differentiate into more hydrolase-resistant amastigotes (100). The replicating amastigotes produce glycoconjugates that are secreted or linked to the cell surface, such as GIPLS and proteophosphoglycan (PPG), and protect parasites from proteolytic damage (101). In parallel, it was reported that Leishmania parasites release increased amounts of exosomes following a shift in temperature, which strongly affect macrophage cell signaling and functions in a pro-inflammatory way to recruit neutrophils that exacerbate the pathology (42). PPG and lipophosphoglycan can facilitate the parasite survival inside the macrophages by inhibiting NOS 2 and enhancing arginase expression. During the infection, cathepsin B exported in L. donovani exosomes could activate TGF-β1, leading to macrophage alternative activation and enhanced parasite survival, in an arginase 1-mediated way. To regulate parasite population, L. infantum eukaryotic initiation factor, an exosomal protein, inhibits parasite growth through the production of TNF-α, which induces microbicidal activity by stimulating NO and reactive oxygen species (ROS) production (102). Infected sand flies regurgitate a proteophosphoglycan gel (PSG) synthesized by the parasites in the sand fly midgut, which can exacerbate cutaneous leishmaniasis. PSG was shown to rapidly recruit macrophages to the dermal site of infection and to enhance alternative activation and arginase activity of recruited macrophages, thereby increasing L-arginine catabolism and the synthesis of polyamines essential for the parasite (103).

In Chagas disease, an induction of the arginase pathway could be used by T. cruzi to spread inside the host (104). Interestingly, different proteins related to similar functions have been evidenced in the exoproteome of T. cruzi, suggesting that the invasive strategy of the parasite is based on enhanced mechanisms dedicated to interaction, invasion, and dysregulation of host target cells, especially macrophages (105). Among the proteins secreted, cruzipain, the primary secreted lysosomal peptidase in T. cruzi, has been shown to induce a Th2 response and to stimulate activation of the macrophage arginase metabolic pathway, associated with a decrease in macrophage NO production (98, 106). P21 is a secreted protein expressed in all the developmental stages in the T. cruzi lifecycle and may play an important role in parasite internalization (107). Interestingly, recombinant P21 upregulated phagocytosis of different trypanosomatids in macrophages in a CXCR4-binding-dependent manner (108) and triggered the PI3K-AKT-mTORC1 signaling pathway that has been shown to mediate polarization into M2 macrophages (109). Actually, all factors ES by T. cruzi appear to have convergent effects toward arginase activation to prevent aggression and promote parasite growth (110).

Trypanosomatid Parasites’ Own L-Arginine Metabolism Enzymes

Interestingly, in addition to ES that influence the host’s NOS/arginase balance, trypanosomatids also have several enzymes related to L-arginine metabolism, including arginase. However, Leishmania arginase alone is insufficient for parasite growth (111), despite it has been shown to be active in parasites isolated from patients (112) and seems to be associated with pathogenicity of the species (113). These enzymes have been shown to consume host L-arginine thereby directing host metabolism to the arginase pathway, which favors parasite development (Figure 4). Curiously, the role played by trypanosomatids’ arginase has only recently been considered to be involved in the establishment of infection in macrophages and in the immune response of the host (114). L-Arginine is an essential amino acid for Leishmania (115), as L-arginine deprivation or uptake determines parasite death or survival (116, 117). Induction of L-arginine transport is crucial, and to respond to L-arginine depletion in macrophage, among other transporters, L. donovani upregulates the expression and activity of a high affinity arginase specific transporter (118). Furthermore, in L. amazonensis-infected macrophages, parasite arginase downregulates NOS expression and favors Leishmania growth (119). Moreover, Leishmania parasites can modulate their own NOS-like/arginase balance (120), for instance by sensing available L-arginine and regulating its uptake (121). In T. cruzi, formiminoglutamase has been characterized as an arginase-like enzyme (122), and in Leishmania the crucial role of arginase depends on the developmental stage of the parasite (123), which adds to the complexity of modulating L-arginine metabolism by trypanosomatids. In African trypanosomes, arginase has only been identified in proteome, whereas arginine kinase has been detected as soluble and constitutive isoforms (29, 124). In addition, an arginine N-methyl transferase has been detected and reported to play an important biological role as it is involved in the methylation of over 800 proteins in Tbb (125, 126). Interestingly, arginine kinase and arginine N-methyl transferase genes were overexpressed in Tbg isolated from tsetse flies (127), as if targeting L-arginine were a metabolic key in the developmental life cycle of African trypanosomes. L-Arginine transporters were also defined as essential for trypanosomes (128). Differences in arginase subcellular locations between Tbb and in T. cruzi have been reported (129, 130), but their biological significance remains to be determined. Finally, besides arginase, two other enzymes from trypanosomatids compete with host enzymes for the same substrate, L-arginine.
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FIGURE 4 | Schematic view of trypanosomatid arginase and arginine metabolism enzymes. In black: enzymes only identified in the proteome of trypanosomatids and in green: enzymes identified in the secretome of trypanosomatids.



Another crucial pathway deserves to be mentioned: the polyamine–trypanothione pathway, which is also connected to L-arginine metabolism and is unique to trypanosomatids (131). The biosynthetic sequence includes the following major catalyzing steps: arginase (L-arginine ⇑ urea + L-ornithine), ODC (L-ornithine ⇑ putrescine), spermidine synthase [decarboxylated S-adenosyl methionine (produced by the S-adenosylmethionine decarboxylase) + putrescine ⇑ spermidine], and as a final step, the trypanothione synthase catalyzes the biosynthesis of trypanothione from glutathione and spermidine (131–134). Trypanothione is of crucial importance as this compound, which is specific of trypanosomatids, is mainly involved in detoxifying ROS, free radicals, and, more generally, in combating various kinds of stress that occur during the parasite’s lifespan. Thus, for example, parasites lacking trypanothione reductase were shown to be avirulent and susceptible to oxidative stress (135). Of interest is the fact that most of the enzymes involved in trypanothione metabolism were identified in ES of Tbg: S-adenosyl-methionine synthase, spermidine synthase, trypanothione synthase-amidase, trypanothione reductase, and tryparedoxin peroxidase. The total proteome was shown to contain, in addition to the enzymes cited above, ornithine carboxylase that together with the arginase also identified in the total proteome insures the connection between the strict arginine pathway and the trypanothione pathway (29). In T. cruzi, some of the enzymes involved in trypanothione metabolism were also identified in the secretome (36). In Leishmania, enzymes secreted in the trypanothione pathways were shown to directly participate in parasite virulence and in modulating macrophage response (136).

All the abovementioned enzymes have already been described in a very large panel of reports, but only a few reported they could be ES by the parasites. Some of them, including arginase and ODC, seem to be only intracellular, but their reaction products (as well as those possible secreted by the parasite hosts—either insects or mammals) could be excreted and become the substrate of the excreted enzymes (Figure 4). How they work and their real effectiveness in vivo presents a large field for further investigations.

Host Receptors in Arginase Signaling

Current research has focused on modification of host cell signaling by pathogens. For instance, C-type lectin receptors (CLRs), expressed in large quantities by DCs and macrophages, play important roles in various aspects of the immune response to pathogens (137). Upon infection, a plethora of host macrophage receptors actively respond to the invading trypanosomatids by activating several signal cascades (Figure 5).
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FIGURE 5 | Host receptors in trypanosomatid-mediated arginase modulation. Trypanosomatids and virulence factors: Tb, Trypanosoma brucei; Tm, T. musculi; Lm, Leishmania major; Lb, L. braziliensis; Lp, L. pifanoi; Ld, L. donovani; Gp, glycoprotein; ES, excreted–secreted. Macrophage receptors: SIGN-R1, specific intercellular adhesion molecule grabbing non-integrin receptor 1; MMR, macrophage mannose receptor; TLR, toll-like receptor. Signal transduction molecules: MyD88, myeloid differentiation primary response 88; IRAK, interleukin-1 receptor-associated kinase; AP, activator protein; NF-κB, nuclear factor-kappa B; STAT, signal transducers and activators of transcription; SHP, Src homology region 2 domain-containing phosphatase; PTB, protein tyrosine phosphatase; ERK, extracellular signal-regulated kinase; JAK, Janus kinase (or just another kinase). Inflammatory markers: NO, nitric oxide; IL, interleukin; TNF, tumor necrosis factor.



The in vitro induction of arginase activity by Tbb, ES, and rTbKHC1 was inhibited by D-mannose (99). Parasite load and arginase activity decreased in specific intercellular adhesion molecule grabbing non-integrin receptor 1 (SIGN-R1) (CD209) KO but not in macrophage mannose receptor (MMR) KO (CD206)-infected mice. In myeloid cells from SIGN-R1 KO mice rTbKHC1 did not stimulate IL-10 and arginase 1 activity, contrary to myeloid cells from MMR KO mice. Treatment with mannose also reduced parasitemia in mice infected by T. musculi. However, whereas TbKHC1 facilitates Tbb parasitemia via the SIGN-R1 receptor, the MMR receptor was apparently the main target of T. musculi ES (138). This suggests that kinesin heavy chain-related proteins play similar roles in promoting infection in two genetically distant trypanosomes, via macrophage arginase induction, following distinct CLR targeting. Kinesins with close structures might act on distinct membrane receptors by recognizing related carbohydrate structures.

The initial binding and internalization of Leishmania promastigotes implicate the receptor-mediated classical endocytic pathway (139). This pathway involves a wide diversity of opsonic or pattern-recognition receptors, such as CR3, CR1, Fc receptors, or lectin receptors, such as the mannose fucose receptor (mannan-binding protein) and the integrin family (140, 141). The macrophage response against L. infantum in vivo is characterized by an M2b-like phenotype and CLR signature composed of dectin-1, MMR, and the DC-SIGN homolog SIGNR3 expression. Signals downstream from SIGNR3 shift macrophages toward a permissive state best reflected by the lower rate of parasitic proliferation in SIGNR3-deficient macrophages, suggesting that SIGNR3 modulates inflammasome activation for the benefit of the parasite (142). An important step in this immune evasion process is activation of the host protein tyrosine phosphatase SHP-1 by Leishmania, which directly inactivates JAK2 and Erk1/2 and contributes to the inactivation of critical macrophage inflammatory functions (e.g., NO, IL-12, and TNF-α production). SHP-1 is also involved in the inhibition of TLR-induced macrophage activation by binding to and inactivating IL-1-receptor-associated kinase 1 (143).

Toll-like receptors have been shown to impair macrophage effective immunity against intracellular pathogens through arginase 1 induction (144). TLRs were identified as determining the outcome of L. major (145, 146) and L. braziliensis (147) infections, with TLR-2 ligation and myeloid differentiation primary response 88 play an important role in infection control. Additionally, TLR-4 was demonstrated to be important in L. major (148, 149) and L. pifanoi (150) infections; TLR-9 in L. donovani, L. major, and L. braziliensis infections (151, 152), but knowledge concerning subsequent intracellular signaling is lacking. TLRs are involved in initial interactions and in downstream activation of NOS 2 and COX-2, making them key players in subsequent macrophage activation, all the more so, since TLR4 may be involved in arginase 1 induction (92).

In T. cruzi infection, MMR expression was upregulated in macrophages and cruzipain enhanced mannose receptor recycling, thereby favoring arginase induction and parasite survival. Moreover, receptor blockade decreased arginase activity and parasite growth in T. cruzi-infected mice (153).

CONCLUDING REMARKS

Trypanosomatids insure their survival and propagation within their host by altering the signaling pathways involved in the ability of macrophages to kill pathogens or to activate the adaptive immune system. All the data presented here underline the importance of arginase induction for extra- and intracellular trypanosomatids and confirm the identity of the parasite molecules and host receptors involved. The advance in our understanding of the evasion mechanisms used by trypanosomatids enabled by these data should help to develop more efficient anti-trypanosomatids therapies in the near future. A illustrated here, the dysregulation of host L-arginine inducible metabolism by trypanosomatids ES is an effective mechanism used by the parasite to hamper host immune response and to modify host molecule production to favor parasite invasion and growth. Therefore, preventing this host metabolism dysregulation through drugs or immunization against ES active components or by blocking partner host molecules is a promising way to tackle trypanosomatid-mediated diseases.

Nevertheless, arginase triggering should be addressed with caution, as the urea cycle is essential in hosts. NOHA, a stable intermediate in NO synthesis and also an arginase inhibitor, has been shown to limit both lesion size and the parasite load in L. major-infected mice (94). New arginase inhibitors targeting macrophage arginase is a promising approach (154). Likewise, siRNA systems have been developed to knock down arginase 1-specific gene expression (155). Signaling is also a potential target, as inhibition of STAT3 signaling reduced arginase activity in myeloid derived suppressor cells from cancer patients (156). Blocking arginase induction, for instance by CLR-specific targeting, is another possible strategy (157, 158). On the other hand, more specific inhibition of the parasite molecules that induce host arginase activity could be an effective strategy with no side effects.

Interestingly, ES from L. infantum elicited a protective immune response in dogs, their natural hosts, by triggering a Th1-dominant immune response and an appropriate specific antibody response, thereby countering the parasite-induced arginase metabolism early on, and leading to the first anti-Leishmania vaccine commercially available in Europe (159–161). More recently, a secreted promastigote surface antigen, one of the main constituents and the highly immunogenic antigen of Leishmania, was shown to confer high levels of protection in naive dogs (162).

Trypanosoma cruzi secretes proteins that promote host cell invasion, and several studies have focused on the characterization of T. cruzi excretory–secretory antigens that are possible candidates for a vaccine. The most promising candidate appears to be the primary secreted lysosomal peptidase cruzipain, which plays vital roles in the T. cruzi life cycle, including triggering host arginase (163). Deleting a C-terminal domain in cruzipain led to an efficient immune response against N-terminal domain, which reduced the parasite load after a T. cruzi challenge (164). In addition, a new trans-sialidase-based immunogen was able to confer protection in a later T. cruzi challenge, by influencing populations of cells related to immune control, particularly in reducing splenic myeloid suppressor cells (165).

Like for T. cruzi, a sialidase-based vaccine provided partial protection in T. b. brucei-infected mice (107). Various approaches to vaccination against African trypanosomiasis have been investigated [reviewed in the study by LaGreca and Magez (166)]. A monoclonal antibody directed to TbKHC1 reduced arginase activity and parasite load in T. musculi-infected mice, and bioinformatics analysis revealed TbKHC1 homologs in other trypanosomes, including human pathogens (138). This trypanosome-specific invariant antigen is a promising candidate for a pan-trypanosome vaccine, by helping the host immune system to efficiently counter the parasite-induced arginase pathway.

The biological knowledge on how trypanosomatids and their ES factors modulate the inducible macrophage L-arginine metabolism deserves further sustained investigations to keep on prospecting for new strategies of interference in the infectious processes, whether through vaccine development or immunotherapeutic treatments.
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The causative agent of Chagas’ disease, Trypanosoma cruzi, affects approximately 10 million people living mainly in Latin America, with macrophages being one of the first cellular actors confronting the invasion during T. cruzi infection and their function depending on their proper activation and polarization into distinct M1 and M2 subtypes. Macrophage polarization is thought to be regulated not only by cytokines and growth factors but also by environmental signals. The metabolic checkpoint kinase mammalian target of rapamycin (mTOR)-mediated sensing of environmental and metabolic cues influences macrophage polarization in a complex and as of yet incompletely understood manner. Here, we studied the role of the mTOR pathway in macrophages during T. cruzi infection. We demonstrated that the parasite activated mTOR, which was beneficial for its replication since inhibition of mTOR in macrophages by different inhibitors decreased parasite replication. Moreover, in rapamycin pretreated and infected macrophages, we observed a decreased arginase activity and expression, reduced IL-10 and increased interleukin-12 production, compared to control infected macrophages treated with DMSO. Surprisingly, we also found a reduced iNOS activity and expression in these macrophages. Therefore, we investigated possible alternative mechanisms involved in controlling parasite replication in rapamycin pretreated and infected macrophages. Although, cytoplasmic ROS and the enzyme indoleamine 2, 3-dioxygenase (IDO) were not involved, we observed a significant increase in IL-6, TNF-α, and IL-1β production. Taking into account that IL-1β is produced by activation of the cytoplasmic receptor NLRP3, which is one of the main components of the inflammasome, we evaluated NLRP3 expression during mTOR inhibition and T. cruzi infection. We observed that rapamycin-pretreated and infected macrophages showed a significant increase in NLRP3 expression and produced higher levels of mitochondrial ROS (mtROS) compared with control cells. Moreover, inhibition of mtROS production partially reversed the effect of rapamycin on parasite replication, with there being a significant increase in parasite load in rapamycin pretreated and infected macrophages from NLRP3 KO mice compared to wild-type control cells. Our findings strongly suggest that mTOR inhibition during T. cruzi infection induces NLRP3 inflammasome activation and mtROS production, resulting in an inflammatory-like macrophage profile that controls T. cruzi replication.
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INTRODUCTION

Trypanosoma cruzi, which is an intracellular protozoan parasite, is the etiologic agent of Chagas disease. This is a chronic condition affecting in the region of 10 million people worldwide who mostly reside in Latin America (1). Although, many of the mechanisms involved in the pathogenesis of Chagas disease are not well understood, the development and severity of American trypanosomiasis depends on immune-mediated mechanisms. The pathogen-associated molecular patterns (PAMPs) present in T. cruzi can be recognized by pattern recognition receptors, which is a crucial event in host resistance (2), with the capability of T. cruzi to infect and replicate within of different cells, among them macrophages (3), being an critical feature in its cycle (4).

Macrophages are key effector cells that participate in different stages of immune responses, such as antigen presentation, phagocytosis, and the secretion of bioactive molecules. Macrophages may either suppress T. cruzi replication or afford a favorable environment where it can reproduce and be distributed to other area within the body (3–6). Furthermore, macrophages are indispensible in tissue homeostasis and have a significant effect on protective immunity and pathological immune-mediated damage (7–9). Macrophages are generally thought to represent a range of activated phenotypes instead of stable subpopulations. Normally, these are separated into two specific phenotypes, classically activated macrophages (M1) and alternatively activated ones (M2) (10–14). The M1 types are considered effector cells when responding to microbial products or interferon-gamma (IFN-γ), and are characterized by a large antigen presenting ability and yielding pro-inflammatory cytokines, including interleukin-12 (IL-12), tumor necrosis factor alpha (TNF-α), nitric oxide (NO), and reactive oxygen species (ROS) (13, 15, 16). Consequently, M1 macrophages stimulate a polarized type I immune response that mediates host defense against infections of bacteria, viruses, and protozoa as well as tumor cells. On the other hand, M2 macrophages are induced by IL-13, IL-4, glucocorticoids, and IL-10, and they display an anti-inflammatory function, as well as promoting adaptive Th2 immunity and regulating angiogenesis, wound healing, and tissue remodeling (11–13).

Despite it being well known that the transcriptional response triggered by PAMP recognition of the surrounding microenvironments (including cytokines and growth factors) determines the phenotype and function of macrophages (13, 15–17), the intrinsic molecular mechanisms driving macrophage polarization are not yet been fully understood. Related to this, macrophage polarization is also thought to be regulated by environmental signals with the metabolic checkpoint kinase mammalian target of rapamycin (mTOR) mediating the sensing of the environmental and metabolic cues influencing macrophage polarization in a complex but still incompletely understood manner (18).

The mTOR protein is a conserved serine–threonine kinase which is known to influence multiple cellular functions, such as cell growth, proliferation, and survival by integrating signals from nutrients, energy status, growth factors, cytokines, and TLRs (19, 20). These signals are recognized by the PI3-K–Akt axis, and depending on the context, can activate mTORC1 or mTORC2 complexes (20). Immediately downstream of Akt is the tuberous sclerosis complex (TSC), which consists of the TSC tumor suppressors TSC1 and TSC2, and also Tre2-TBC1D7. These control the Ras homolog enriched in the brain (RHEB), which is a crucial GTPase regulator of mTORC1. On this complex being phosphorylated by Akt or ERK1/2, it becomes inhibited and RHEB is activated, resulting in the activation of mTORC1 (20). In a general context, protein synthesis is the best characterized process controlled by mTORC1, with this kinase directly phosphorylating the translational regulator eukaryotic translation initiation factor 4E (eIF4E)-binding protein1 (4EBP1) and S6 kinase (S6K), which in turn, promote protein synthesis (21).

The activation of mTOR has been shown to downregulate IL-12p70 and IL-23 production in LPS-stimulated human macrophages (22). Futhermore, IL-12 was enhanced, but IL-10 was blocked, following mTOR inhibition in mouse bone marrow-derived macrophages (BMDMs) and myeloid dendritic cells (23). These results suggest that mTOR activation might limit the pro-inflammatory responses. However, other studies have demonstrated that TSC1-deficient macrophages produce certain pro-inflammatory cytokines, including TNF-α, IL-6, and IL-12p40 as a response to multiple TLR ligands (18, 19, 23). Related to this, TSC1-deficient BMDMs treated with LPS led to an increased pro-inflammatory cytokine production, such as IL-6 and TNF-α, but showed a reduction in anti-inflammatory cytokine IL-10 secretion (17, 24, 25). Despite the increasing number of investigations examining the effects of mTOR on the immune system, little emphasis has been placed on the function of this pathway in macrophages during infection.

Inflammasomes are nucleotide-binding oligomerization domain like receptors (NLRs) expressed on macrophages and activated in T. cruzi infection. When the inflammasome complex is activated, the pro-IL-1β is cleaved in an IL-1β active form (26, 27). In this study, we investigated the role of mTOR on macrophage polarization and parasite growth during T. cruzi infection. We demonstrated that T. cruzi can activate mTOR, with this molecule being important for its survival since mTOR inhibition decreased the parasite load in macrophages. We also showed that mTOR inhibition in T. cruzi-infected macrophages activates NLRP3 inflammasome, upregulates IL-12, IL-6, TNF-α, IL-1β, and mitochondrial ROS (mtROS), but downregulates IL-10 and NO production as well as reducing arginase and iNOS activity and expression. These results indicate that mTOR activation induced by the parasite may be important in inducing a M2 phenotype which favors parasite replication. In contrast, mTOR inhibition in T. cruzi-infected macrophages induces an inflammatory M1-like phenotype which was able to limit parasite replication.

MATERIALS AND METHODS

Mice

The BALB/c mice used were obtained from the Comisión Nacional de Energía Atómica (Buenos Aires, Argentina). Male TNFα-RKO (B6.129-Tnfrsf1atm1Mak), IL6KO (B6.129S2-Il6/Jtm1Copf), and NLRP3 KO (B6.129S6-Nlrp3/Jtm1Bhk) mice were purchased from the Jackson Laboratory. Male C57BL/6J mice were from Universidad Nacional de La Plata (Argentina). All mice were inbred and housed according to institutional guidelines (28).

Trypanosoma cruzi Infection

The T. cruzi infection protocols were performed as described (29). Briefly, the infection was maintained through intraperitoneal inoculations every 11 days. Then, blood-derived trypomastigotes were used to infect monolayers of Vero cells. After 7 days, supernatants were collected and stored at −80°C.

BMDMs and Peritoneal Macrophages (PM)

To obtain the BMDMs, the femur and tibia bones from different mice strains were flushed with cold RPMI 1640 containing 40 μg/mL gentamycin, following standard procedures (30). These recovered bone marrow progenitor cells were cultured in 100-mm bacteriologic plastic Petri dishes containing RPMI1640 supplemented with 10% FBS, 40 μg/mL gentamycin, 2 mM L-glutamine, and 30% L929-cell-conditioned medium (31) for 4 days. Then, bone marrow progenitors were supplemented with RPMI-LCM 30%. At day 6, BMDM were used as mentioned below, with a flow cytometric analysis of BMDM (Figure S1 in Supplementary Material) revealing that these cells were CD11b+ and F4/80+.

BALB/c mice underwent intraperitoneal infection as described previously (29), then PM were extracted and processed using several techniques. Non-infected animals were processed in parallel as control.

Chemical Reagents

DMSO, LY294002, diphenyleneiodonium chloride (DPI), 1-methyl-DL-tryptophan, ATP, Griess reagent assay, DAPI, and phosphatase inhibitor (PhosphoStop) were obtained from Sigma-Aldrich (St. Louis, MO, USA); rapamycin and Fluorsave were purchased from Calbiochem (Darmstadt, Germany) and PP242 from Cayman Chemical (Ann Arbor, MI, USA); Recombinant mouse IFNγ, anti-F4/80+ (PE) and anti-CD11b+ (APC) FACS antibodies, recombinant mouse IL-4, ELISA Kits Assay IL-10, IL-12p70, TNFα, IL-6, and IL-1β were obtained from BioLegend (San Diego, CA, USA); LPS (from E. coli 0111:B4 strain) was from InvivoGen with DAF-FM, H2DCFDA, and MitoSOX TM Red probes and protein ladders being obtained from Thermo Fisher Scientifics (Waltham, MA, USA). Western blot (WB) antibodies anti-phospho-mTOR, anti-phospho-p70S6K, anti-phospho-4EBP1, anti-ATP-cytrate lyase, anti-β-actin, anti-NLRP3, and anti-IL-1β were acquired from Cell Signaling Technology (Danvers, MA, USA) and anti-Arginase I and anti-iNOS antibodies were obtained from Santa Cruz Biotechnology (Palo Alto, CA, USA). The Odyssey antibodies IRDye® 680RD Donkey anti-Rabbit and IRDye® 680RD Donkey anti-Mouse IgG were obtained from Li-Cor Biosciences (Lincoln, NE, USA). Finally, antibody anti-IgGh was from Biocientifica and protease inhibitor cocktail from Roche (Basilea, Switzerland).

Inhibitors and Stimulus Treatments

Bone marrow-derived macrophage from Balb/c or C57BL6 mice at day 6 of differentiation were cultured for 3 h in RPMI-2%FBS for their adhesion. After that, cells were pretreated with DMSO as control; or pretreated with different inhibitors: 1-methyl-DL-tryptophan (1-MT, 100 μM, during 24 h, 37°C); diphenyleneiodonium chloride (DPI, 20 μM, during 3 h, 37°C), PP242 (40 or 80 nM, for 90 min., 37°C), LY294002 (10 or 50 nM, for 90 min.), rapamycin (50 or 100 nM, for 90 min.). After pretreatment, the BMDM were washed three times and then infected with T. cruzi (1:5, cell:parasites ratio). In addition, BMDM without inhibitor pretreatment were stimulated with LPS (1 μg/mL, as positive control of mTOR activation), LPS (1 μg/mL) + IFNγ (100 ng/mL), as positive control of M1 polarization, IL-4 (80 ng/mL), as positive control of M2 polarization, LPS (1 μg/mL) + ATP (5 mM) positive control of inflammasome. Then, cells and supernatants were collected for performing different techniques at 1, 3, 6, 12, 24, 48, and 72 p.i. The number of cells used for the different techniques was: 6 × 106 cells/well for WB and ELISA, 3 × 106 cells for Flow Cytometry, and 3 × 105 cells for Immunofluorescence.

Flow Cytometry

For the assessment of intracellular NO, cytoplasmic ROS (cROS), and mtROS, BMDM from each experimental condition were collected at 4°C and washed with PBS 2% FBS. First, cells were stained with APC labeled anti-CD11b and with FITC labeled anti-F4/80 for 20 min at 4°C. After that, BMDM were incubated with 20 μM DAF-FM diacetate probe for 30 min at 37°C for NO detection; 20 μM H2DCFDA probe for 20 min at 37°C for cROS detection; or 5 μM of a MitoSOX TM Red probe 20 min at 37°C for mtROS detection. Finally, these cells were analyzed by FACS as described previously (29).

Cytokine Determination

IL-10, IL-12p70, TNFα, IL-6, and IL-1β were measured in culture supernatants by ELISA sandwich following the manufacturer’s guidelines.

Western Blot

Cells were processed as previously described (29). Lysates were prepared by protein measurement using the Bradford micro-technique (32). Membranes were incubated overnight at 4°C with primary rabbit and mouse monoclonal antibodies anti-phospho-mTOR, anti-phospho-p70S6K, anti-phospho-4EBP1, anti-Arginase-I, anti-iNOS, anti-NLRP3, anti-IL-1β, anti-β-actin, or anti-ATP-cytrate lyase. Then, sheets were incubated with antibodies anti-Rabbit (IRDye® 680RD Donkey anti-Rabbit) and anti-Mouse (IRDye® 680RD Donkey anti-Mouse IgG) for 1 h, at room temperature and in darkness. An Odyssey CLx Infrared Imaging System (LI-COR, Inc.) was used to detect the bands.

Immunofluorescence

Bone marrow-derived macrophages were treated as described in the Section “Inhibitors and Stimulus Treatments,” and non-internalized parasites were eliminated by performing washes with RPMI 24 h later. Parasite growth in BMDM was determined by counting the number of intracellular amastigotes using immunofluorescence assays as described (33). For nuclear staining, coverslips were incubated with DAPI, before being washed and incubated in mounting media FluorSave overnight. The slides were observed using an Olympus BX41 microscope (Olympus Corporation, Tokyo, Japan) and a Leica DMi8 microscope (Leica Microsystems). Images were processed with ImageJ software.

Griess Assay

Nitric oxide levels were obtained by measuring those of the stable end product (nitrites) with Griess reagent assay (34). Absorbance at 540 nm was measured by the Bio Rad microplate reader and optical density was converted to micro molar of nitrites using a standard curve of sodium nitrite.

Arginase Reaction

Arginase activity was measured in macrophage lysates as previously described (33, 35, 36). Cells were lysed with 100 μL of 1% Triton X-100 containing protease inhibitor cocktail and phosphatase inhibitor. Then after 30 min, lysates were prepared for protein measurement by using the Bradford micro-technique (32). The urea (produced by arginine hidrolysis) was measured at 540 nm. The results were expressed as micrograms of urea per microgram of protein.

Statistics

Statistical analyses were performed using the Student’s t-test of GraphPad Prism software version 6.0 (GraphPad Software). Discrepancies with a value of p < 0.05 were considered significant.

RESULTS

T. cruzi Infection Induces mTOR Activation in Macrophages

It has been previously demonstrated that the invasion of trypomastigotes is reduced in HeLa cells treated with the mTOR inhibitor rapamycin (37). However, this has not yet been explored for mTOR function in macrophages during T. cruzi infection (38). Therefore, we infected BMDM with T. cruzi trypomastigotes and evaluated mTOR activation by WB through phosphorylation of its substrates 4EBP1 and P70S6K. The mTOR activation was observed at 6 and 24 h postinfection (Figure 1A), and in addition, we evaluated mTOR activation in peritoneal cells from mice at 15 days postinfection. The peritoneal cells from infected mice revealed an increase in 4EBP1 and P70S6K phosphorylation compared to control cells from uninfected mice (Figure 1B), with these results indicating that mTOR is an important pathway induced by the parasite in macrophages.
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FIGURE 1 | Trypanosoma cruzi infection induces mammalian target of rapamycin (mTOR) activation in macrophages. mTOR activation was determined by phosphorylation of mTORC1 substrates, p-4EBP1, and p-P70S6K using Western blot assays (WB). (A) Bone marrow-derived macrophage (BMDM) cultured in RPMI without stimulus and without infection were used as control (UI), and BMDM stimulated with LPS 1 μg/mL were used as positive control (LPS). BMDM were infected by adding T. cruzi trypomastigotes (1:5, cell:parasite ratio). Infected BMDM were obtained and analyzed at different times (1, 6, and 24 h). Left panel shows a representative experiment and right panel shown densitometry analysis using ImageJ software. Bars represent mean ± SD from three independent experiments. Protein loading was evaluated by β-Actin expression, *p < 0.05 and **p < 0.005 vs. UI. (B) Peritoneal macrophages (PM) from T. cruzi-infected Balb/c mice were obtained at 15 days postinfection (d.p.i.) and PM from uninfected Balb/c mice were used as control (UI). Left panel shows a representative experiment and right panel shows densitometry analysis using ImageJ software. Bars represent mean ± SD of three independent experiments. The protein loading was evaluated by ATP citrate lyase expression (*p < 0.05 and **p < 0.005 vs. UI).



mTOR Activation in Macrophages Is Essential for Parasite Replication

To determine if mTOR activation is important for parasite survival, we performed experiments by targeting this pathway at different levels. First, BMDM were treated with the mTOR inhibitors rapamycin or PP242, or with Ly249002 (a PI3K inhibitor) or DMSO as control and incubated 90 min. Then, cells were washed and infected with T. cruzi trypomastigotes. The number of intracellular parasites was evaluated 72 h later by immunofluorescence. It was observed that pretreatment with rapamycin, PP242, and Ly294002 significantly reduced the number of parasites in BMDM (Figures 2A,C) and also in peritoneal infected cells compared to DMSO-treated and infected cells (Figure 2B). However, the number of parasites increased in IL-4 stimulated and infected cells, used as positive control of parasite replication (Figures 2A,B).
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FIGURE 2 | Mammalian target of rapamycin (mTOR) activation in macrophages is essential for parasite replication. (A) Bone marrow-derived macrophage (BMDM) and (B) peritoneal macrophages (PM) from Balb/c mice were pretreated with DMSO as control or with different mTOR inhibitors: rapamycin (50 or 100 nM), PP242 (40 or 80 nM), and LY294002 (10 or 50 nM) during 90 min. Cells were washed and then were infected with Trypanosoma cruzi trypomastigotes (1:5, cell:parasite ratio) during 24 h. Besides, BMDM (A) or PM (B) without inhibitors pretreatment were stimulated with IL-4 (80 ng/mL) and infected with T. cruzi trypomastigotes (1:5, cell:parasite ratio) during 24 h as positive control of infection. After that, non-internalized parasites were removed and 72 h later intracellular amastigotes were counted by indirect immunofluorescence. Parasite replication was expressed as number of parasites per 100 cells, quantified by ImageJ software. Bars represent mean ± SD from three independent experiments (***p < 0.001 vs. DMSO). (C) A representative image from DMSO or rapamycin pretreated BMDM shown cell nucleus stained with DAPI and parasites in green. Inserts show an area from the image (arrowhead) at higher magnification, indicating infected macrophages.



None of these treatments produced any cytotoxic effect on the cells according to cell viability measured by the release of LDH in the supernatants of these cultures (data not shown). The inhibitory effect of the drugs was not a consequence of its action on the trypomastigotes, since inhibitors were removed before incubation with parasites. In addition, it has been reported that pretreatment of parasites with rapamycin does not alter their infectivity in HeLa cells, even for high drug concentrations (37). Thus, our results indicate that the T. cruzi parasite activates the mTOR pathway in macrophages in order to promote its survival, since mTOR inhibitors control parasite replication.

Modulation of T. cruzi-Induced Macrophage Polarization by Rapamycin

It has been suggested that mTOR in macrophages enhances the expression of M2-associated cytokines (38–40). Moreover, the pharmacological inhibition of mTOR with rapamycin resulted in an inhibition of LPS induction of IL-10 mRNA and protein, but enhanced the pro-inflammatory cytokine TNFα production (41). Thus, to determine the role of mTOR in T. cruzi-induced cytokines and whether this could influence the survival of the parasite in macrophages, we performed experiments by incubating BMDM with rapamycin or DMSO as control for 90 min, then, cells were washed and infected with T. cruzi trypomastigotes. On evaluating IL-10 and IL-12 production 24 h later by ELISA, it was found that rapamycin pretreatment induced a switch in cytokine production in infected macrophages. Moreover, a rise in IL-12 but a reduction in IL-10 production were observed in rapamycin-pretreated and infected macrophages compared to DMSO control macrophages (Figures 3A,B). To achieve a better understanding about the mechanisms implicated in controlling the parasite in rapamycin-treated macrophages, we evaluated Arginase I and iNOS, which are hallmarks of the M1 or M2 activation profiles, respectively. BMDM were pretreated for 90 min with rapamycin or DMSO as control, after which, the cells were washed and infected with T. cruzi trypomastigotes and Arginase I and iNOS expression and activities were measured 24 h later. Arginase was slightly induced by the parasite whereas rapamycin pretreatment reduced its expression and activity (Figures 3C,D), correlating with a decreased IL-10 production (Figure 3A). Surprisingly iNOS expression was also reduced in rapamycin pretreated and infected macrophages (Figure 3E), as well as the nitrite production in culture supernatants (Figure 3F) and the frequency of NO producing cells (Figure 3G).
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FIGURE 3 | Modulation of Trypanosoma cruzi-induced macrophage polarization by rapamycin. Macrophage polarization was evaluated through cytokine production, Arginase I, and iNOS expression and activity. Bone marrow-derived macrophage (BMDM) from Balb/c mice were pretreated with DMSO as control, or with rapamycin (100 nM) during 90 min. After pretreatment cells were washed and uninfected (UI) or T. cruzi-infected (T. cruzi) (1:5, cell:parasite ratio) BMDM were cultured during 24 h and then processed for the different experiment. (A) IL-10 and (B) IL-12p70 production were measured by ELISA sandwich-assays. Besides, BMDM with or without rapamycin pretreatment were stimulated with LPS 1 μg/mL as positive control (LPS) during 24 h. Arginase I (C) and iNOS (E) expression from cellular lysates were performed by western blot at 24 h postinfection, using as loading control β-actin. Besides, BMDM were stimulated with IL-4 (80 ng/mL) or LPS (1 μg/mL) + IFNγ (100 ng/mL) during 24 h as positive controls for Arginase-I (C) or iNOS (E) expression, respectively. Upper panel shows densitometry analysis using ImageJ software. Bars represent mean ± SD from three independent experiments (***p < 0.001 vs. DMSO). Bottom panel shows a representative experiment. (D) Arginase activity was determined by urea production assay 24 h p.i. (F) iNOS activity was evaluate by Griess reaction on supernatants 24 h p.i. (G) Besides, iNOS activity was determined by FACS. BMDM were stained with anti-F480 (PE) and anti-CD11b (APC) and then incubated with DAF-FM-DA probe (20 μM, FITC), 30 min at 37°C for intracellular NO detection. Bars represent mean ± SD from three independent experiments (*p < 0.05, **p < 0.005, and ***p < 0.001 vs. DMSO; ns, no significant difference vs. DMSO).



Cytoplasmic ROS Production and IDO Activity Are Not Involved in Parasite Control in Rapamycin-Treated and Infected Macrophages

It has been previously shown that the ROS resulting from the respiratory burst have an important role in T. cruzi control (42–44), but ROS may be involved in cellular signaling and proliferation of this parasite (45). Nevertheless, on evaluating cROS production in rapamycin-treated and infected macrophages at different points after infection by FACS (using H2DCFDA, which measures cROS and mainly detects H2O2), we did not observe any differences in the frequency of the cROS producing macrophages between rapamycin-treated and infected macrophages and DMSO-treated and infected macrophages at 6 or 24 h p.i. (Figure 4A) or 24 h p.i. (Figure 4B). However macrophages stimulated with LPS plus IFN-γ, used as a positive control of ROS production, revealed a high frequency of cROS producing cells (Figure 4A).
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FIGURE 4 | Decreased Trypanosoma cruzi replication by mammalian target of rapamycin inhibition was independent of cytoplasmic ROS and IDO. (A) Bone marrow-derived macrophages (BMDM) from C57BL/6 mice were pretreated with DMSO as control or with rapamycin (100 nM) during 90 min. After pretreatment cells were washed and uninfected (UI) or T. cruzi-infected (T. cruzi) (1:5, cell:parasite ratio) were cultured at different times and then processed for the experiments. Besides, BMDM were stimulated with LPS + IFNγ (1 μg/mL + 100 ng/mL), during 24 h as positive control. BMDM at 6 and 24 h postinfection were stained with anti-F480 (PE) and anti-CD11b (APC) mAbs. Then, cells were incubated with 20 μM H2DCFDA probe, 20 min at 37°C for intracellular reactive oxygen species (ROS) detection. Bars represent mean ± SD of from three independent experiments (ns, no significant difference vs. DMSO). (B–C) Parasite replication in BMDM from C57BL6 mice pretreated with DMSO as control, or with Rapamycin (RAPA: 100 nM) during 90 min, or with 1-methyl tryptophan (1-MT: 100 μM; 24 h) or with 1-MT (24 h) + RAPA (90 min). After pretreatment BMDM were washed and then infected with T. cruzi trypomastigotes (1:5, cell:parasite ratio) during 24 h. Besides, BMDM without inhibitors pretreatment, were stimulated with LPS + IFNγ (1 μg/mL + 100 ng/mL), during 24 h as positive control. After that, non-internalized parasites were removed and 72 h later intracellular amastigotes were counted by indirect immunofluorescence. (B) Intracellular replication of T. cruzi is expressed as number of parasites per 100 cells, quantified by ImageJ software and represent mean ± SD from three independent experiments (*p < 0.05 and **p < 0.005, vs. DMSO). (C) A representative image shows cell nucleus stained with DAPI and parasites in green. Inserts show an area from the image (arrowhead) at higher magnification, indicating infected macrophages.



On the other hand, the enzyme indoleamine 2,3-dioxigenase (IDO) of the tryptophan catabolism is involved in inhibiting intracellular pathogen replication (46, 47); moreover, IDO activity is induced by inflammatory cytokines and is essential for limiting the parasite’s reproduction in macrophages since T. cruzi amastigotes are sensitive to the L-kynurenine downstream metabolites (48). In order to examine the effect of IDO activity on the regulation of parasite growth in vitro in our experimental system, BMDM were cultured in the presence or absence of 1-methyl-D-tryptophan (1-MT), an IDO inhibitor, for 24 h, before being treated with rapamycin for 90 min and then infected with T. cruzi. After 24 h, the non-internalized parasites were eliminated through washes, and the intracellular parasites were counted by immunofluorescence 72 h later. IDO blockade with 1-MT was demonstrated to cause a strong stimulatory effect on intracellular parasite growth, as previously reported (48). However, 1-MT treatment did not reverse the effect of rapamycin (Figures 4B,C), indicating that IDO is not involved in limiting parasite growth in rapamycin-pretreated and infected macrophages.

mTOR Inhibition Alters the Cytokine Balance of Macrophages toward a Pro-inflammatory Phenotype upon T. cruzi Infection

We have shown that rapamycin pretreatment induced an increase in IL-12 and a corresponding reduction in IL-10 production in infected macrophages (Figures 3A,B). It has been reported that rapamycin differentially modulates both pro- and anti-inflammatory cytokine production in macrophages in response to LPS such as TNF-α, IL-6, and IL-1β, among others (24, 25, 49). BMDM were pretreated for 90 min with rapamycin or DMSO as control. Then, cells were washed and infected with T. cruzi trypomastigotes and cytokine production was evaluated at different time points after infection. mTOR inhibition by rapamycin in BMDM infected with T. cruzi led to a strong upregulation of IL-12 production (Figures 3B and 5B). At the same time, the anti-inflammatory cytokine IL-10 was remarkably suppressed (Figures 3A and 5A), whereas, importantly, mTOR inhibition increased the production of the pro-inflammatory cytokines IL-6, TNF-α, and IL-1β (Figures 5C–E respectively). These results indicate that mTOR inhibition alters the cytokine balance of macrophages toward a pro-inflammatory phenotype upon T. cruzi infection.
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FIGURE 5 | Mammalian target of rapamycin inhibition alters cytokine balance in macrophages toward a pro-inflammatory phenotype upon Trypanosoma cruzi infection. Bone marrow-derived macrophages (BMDMs) from C57BL/6 mice were pretreated with DMSO as control or with rapamycin (100 nM) during 90 min. After pretreatment, BMDM uninfected or infected with T. cruzi trypomastigotes (1:5, cell:parasite ratio) were cultured at different times. At 12, 18, and 24 h postinfection, supernatants were collected and processed to determine the IL-10 (A), IL-12p70 (B), IL-6 (C), TNFα (D), and IL-1β (E) production by ELISA Sandwich. Besides, supernatants from BMDM stimulated with IL-4 (80 ng/mL), or with LPS (1 μg/mL) + IFNγ (100 ng/mL), or with LPS (1 μg/mL) + ATP (5 mM) during 24 h were used as positive controls. Bars panels represent mean ± SD from three independent assays (*p < 0.05, **p < 0.005, and ***p < 0.001 vs. DMSO).



Rapamycin Induces NLRP3 Expression in T. cruzi-Infected Macrophages, Which Is Relevant in the Control of Parasite Replication

It has been shown that NLRP3 is involved in the antiparasitic response against T. cruzi, but the mechanisms involved are known to depend on the experimental design employed (50). Here, we evaluated NLRP3 expression and IL-1β production in rapamycin pretreated and infected macrophages. Briefly, BMDM were pretreated for 90 min with rapamycin or DMSO as control and cells were washed and infected with T. cruzi trypomastigotes. Cell lysates and supernatants were collected 6 h p.i., and NLRP3 expression and IL-1β production were measured by wild type. We observed that mTOR inhibition by rapamycin in T. cruzi-infected BMDM led to a potent upregulation of NLRP3 and an increase in IL-lβ production (Figure 6A), with BMDM stimulated with ATP plus LPS serving as a positive control of inflammasome activation.
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FIGURE 6 | Rapamycin induces NLRP3 activation in Trypanosoma cruzi-infected macrophages, a relevant event to control parasite replication. (A) NLRP3 activation was determined by NLRP3 expression (upper panel) and cleaved IL-1β release (bottom panel) using western blot assays (WB). Bone marrow-derived macrophages (BMDMs) from C57BL/6 mice were pretreated with DMSO as control or with rapamycin (100 nM) during 90 min. After rapamycin pretreatment cells were washed and uninfected (UI) or T. cruzi-infected BMDM (T. cruzi) (1:5, cell:parasite ratio) were cultured during 6 h. Besides, BMDM were stimulated with LPS (1 μg/mL) + ATP (5 mM) as positive control. Then, cell lysates and supernatants were processed for WB. A representative experiment of three independent experiments is shown. The protein loading for NLRP3 and IL-1β was evaluated by β-Actin expression and by Ponceau staining, respectively. Densitometry analysis from cell lysates was performed by ImageJ software (*p < 0.05 and **p < 0.005 vs. DMSO). (B) Parasite replication in BMDM from wild-type (WT), TNFαR KO, IL-6 KO, and NLRP3 KO mice. BMDM were pretreated with DMSO as control or with rapamycin (100 nM) during 90 min. After pretreatment, cells were washed and infected with T. cruzi trypomastigotes (1:5, cell:parasite ratio) during 24 h. Besides, WT BMDM without rapamycin pretreatment were stimulated with LPS (1 μg/mL) + IFNγ (100 ng/mL) and infected with T. cruzi trypomastigotes (1:5, cell:parasite ratio) during 24 h as negative control of parasite replication. On the other hand, WT BMDM without rapamycin pretreatment were stimulated with IL-4 (80 ng/mL) and infected with T. cruzi trypomastigotes (1:5, cell:parasite ratio) during 24 h as positive control of parasite replication. After that, non-internalized parasite were removed, and 72 h later, intracellular amastigotes were counted by indirect immunofluorescence. Intracellular replication of T. cruzi is expressed as number of parasites per 100 cells, quantified by ImageJ software and represent mean ± SD from three independent experiments (*p < 0.05, **p < 0.005, and ***p < 0.001 vs. DMSO). A representative image from WT (C) and NLRP3 KO (D) BMDM show cell nucleus stained with DAPI and parasites in green. Insert show an area from the image (arrowhead) at higher magnification, indicating infected macrophages.



Then, to study the relevance of NLRP3 activation during mTOR inhibition in infected macrophages, we obtained BMDM from NLRP3 KO or wild-type (WT) mice and pretreated them with rapamycin or DMSO for 90 min. Then, cells were infected and T. cruzi intracellular replication was measured by immunofluorescence. In agreement with Figure 2 and Figure S2 in Supplementary Material, a reduction in parasite growth in rapamycin pretreated and infected BMDM from WT was observed. However, rapamycin pretreated and infected BMDM from NLRP3 KO showed a strong increase in parasite replication, which was even more robust than that observed in IL-4 stimulated BMDM used as control (Figure 6B). Representative images from DMSO or rapamycin treated and infected WT BMDM (Figures 6C) and NLRP3 KO BMDM are shown in Figure 6D. In addition, in rapamycin pretreated and infected BMDM from TNFα-R KO and IL-6 KO mice there was an increase in parasite replication compared with rapamycin-pretreated and infected BMDM from WT mice. However, this effect was less evident than in the BMDM from NLRP3 KO mice (Figure 6B and Figure S3 in Supplementary Material).

mtROS Production Is Important in Controlling Parasite Replication during mTOR Inhibition in T. cruzi-Infected Macrophages

It has been previously shown that mitochondria participate in inflammasome activation (51). The NLRP3 inflammasome is the best characterized among various inflammasome complexes, with its activation depending on different stress signals, including ROS production promoted by mitochondrial dysfunction (51). Thus, we evaluated mtROS production in rapamycin treated and infected BMDM at different points after infection using MitoSOX, which measures mtROS and mainly detects superoxide radical. We found a significant increase in mtROS production in rapamycin-pretreated and infected BMDM, with increased levels of mtROS being observed in ATP plus LPS-stimulated BMDM, used as positive control (Figure 7A). Then, to evaluate whether mtROS is relevant for controlling parasite replication, BMDM from WT mice were pretreated with rapamycin, DPI (NADPH oxidase inhibitor), rapamycin + DPI, or DMSO before being infected, and the parasite load was studied by immunofluorescence. It was observed that BMDM incubated with rapamycin plus DPI had a significantly higher parasite load compared to rapamycin-pretreated BMDM (Figure 7B), with a representative image from DMSO, rapamycin, DPI, and rapamycin plus DPI treated and infected BMDM being shown in Figure 7C. Additionally, we have observed that DPI inhibits mtROS production induced by rapamycin pretreatment and T. cruzi infection, Figure S4 in Supplementary Material. This may indicate that mtROS would participate in the control of T. cruzi replication. These findings strongly suggest that mTOR inhibition during T. cruzi infection in BMDM induces inflammasome NLRP3 activation and mtROS production, which controls parasite survival.
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FIGURE 7 | Mitochondrial ROS (mtROS) production is important to control parasite replication during mammalian target of rapamycin (mTOR) inhibition in Trypanosoma cruzi-infected macrophages. (A) Bone marrow-derived macrophage (BMDM) from C57BL/6 mice pretreated with DMSO as control or with rapamycin (100 nM) during 90 min. After pretreatment cells were washed and uninfected or infected T. cruzi BMDM (1:5, cell:parasite ratio) were cultured at 3 and 6 h. Besides, BMDM without rapamycin pretreatment were stimulated with LPS + ATP (1 μg/mL and 5 mM) during 3 and 6 h. At indicates times postinfection (p.i.), BMDM were stained with anti-F480 (FITC) and anti-CD11b (APC) mAbs. Then, cells were incubated with 5 μM MitoSOX probe (PE) 15 min at 37°C and analyzed by Flow cytometry. Bars display mean fluorescence intensity (MFI) of mtROS on F4/80+ CD11b+ gated populations. Experiments were repeated three times with similar results being obtained and are expressed as mean ± SD (*p < 0.05 and **p < 0.005 vs. DMSO). A representative histogram of at least three independent experiments is shown. (B) Parasite replication in BMDM from C57BL6 mice pretreated with DMSO as control (24 h) rapamycin (100 nM, 90 min), with DPI (20 μm, 3 h) or with DPI + rapamycin. After pretreatment, cells were washed and infected with T. cruzi trypomastigotes (1:5, cell:parasite ratio) during 24 h. Besides, BMDM without inhibitors pretreatment, were stimulated with LPS (1 μg/mL) + IFNγ (100 ng/mL) or with IL-4 (80 ng/mL) and infected with T. cruzi trypomastigotes (1:5, cell:parasite ratio) during 24 h as controls. After that, non-internalized parasite were removed and 72 h later intracellular amastigotes were counted by indirect immunofluorescence. Intracellular replication of T. cruzi is expressed as number of parasites per 100 cells, quantified by ImageJ software and represent mean ± SD from three independent experiments (*p < 0.05; vs. rapamycin). (C) A representative image from DMSO, rapamycin, DPI, rapamycin + DPI pretreated BMDM, show cell nucleus stained with DAPI and parasites in green. Inserts show an area from the image (arrowhead) at higher magnification, indicating infected macrophages.



DISCUSSION

In order to control the T. cruzi infection, it is necessary that cytokine-mediated macrophage activation leads to intracellular killing of the parasite. Moreover, M1 polarization is closely related to parasite removal, whereas M2 polarization can be effective in countering the development of an oxidative and inflammatory pathology in Chagas disease (35, 36, 52).

As the protein mTOR is a critical regulator of the host cell metabolism, it is a logical target to be manipulated by invasive pathogens such as T. cruzi. In this investigation, we examined the role of the mTOR pathway in macrophage polarization induced by T. cruzi and we observed that mTOR is activated in vitro by the parasite in BMDM. In addition, peritoneal cells obtained from infected mice showed an increase in mTOR activation compared to those from uninfected mice. These results clearly indicate that mTOR is an important pathway induced by the parasite in macrophages considering that its inhibition during infection shifts these macrophages to an M1-like inflammatory profile by reducing IL-10 and arginase activity and expression. Rapamycin pretreated and infected macrophages revealed an activation of the NLRP3 inflammasome and an increased production of IL-12, IL-6, TNF-α, IL-1β, and mtROS. Thus, these macrophages have an increased ability to limit parasite replication, which was clearly demonstrated using three different inhibitors of the mTOR pathway (rapamycin, PP242, and LY249002).

The selective deletion of signals through mTORC1 in macrophages promotes M1 cytokines (53), whereas deletion of signals through mTORC2 inhibits the generation of M2 while maintaining intact the generation of M1 (54). In TLR-induced pro-inflammatory cytokine production, the role of the TSC-mTOR pathway is still unclear. It was reported that in TSC2-deficient MEFs, the pro-inflammatory responses are reduced as a result of impaired IKK activation and NF-κB translation to the nuclei (54). Nevertheless, other studies have found that rapamycin treatment enhances the IL-12 production in myeloid DCs by stimulating NF-κB activation, but prevents IL-12 production in bone marrow-derived DCs and monocyte-derived ones (40, 55). Moreover, TSC1-deficient macrophages produce elevated pro-inflammatory cytokines in response to an LPS stimulation, such as TNF-α, IL-12, and IL-6 (18, 19, 24). The reason for this apparent inconsistency is still unknown, but possibly originates from the different cell types or the length of mTOR inhibition with rapamycin. Here, we found that mTOR inhibition by rapamycin (90 min) in BMDM infected with T. cruzi led to a potent upregulation of IL-12 production, whereas the anti-inflammatory cytokine IL-10 was notably suppressed. Furthermore, mTOR inhibition increased the production of the pro-inflammatory cytokines IL-6 and TNF-α. These results indicate that mTOR inhibition alters the cytokine balance of macrophages toward a pro-inflammatory phenotype upon T. cruzi infection.

The role of the mTOR pathway in the regulation of IL-1β expression has been examined in both mouse and human macrophages (38, 56). In addition, other authors have used TSC1-deficient macrophages and macrophage cell lines to study the involvement of TSC1 in pro-inflammatory cytokine IL-1β expression and investigated the associated molecular mechanism. They reported that at the level of both the mRNA and protein, the LPS-induced pro-IL-1β synthesis was significantly downregulated in TSC1-deficient macrophages, by extended rapamycin (48 h) treatment or mTOR deletion (18). In contrast, we found that mTOR inhibition by rapamycin (90 min) in T. cruzi-infected BMDM led to a potent upregulation of IL-1β production. However, it is possible that differences in exposure time of the macrophages to rapamycin, was crucial in determining the outcome.

Deletion of Akt1 promotes upregulation of inducible NO synthase and IL-12 (M1 activation) and enhances bacteria clearance (57, 58). We observed that pretreatment with mTOR inhibitors (rapamycin, PP242) and PI3K inhibitor (Ly294002) significantly reduced the number of parasites in BMDM and in peritoneal infected cells compared to DMSO-treated and infected cells. Also, we found that a short period of mTOR inhibition previous to infection induced an inflammatory profile in these macrophages similar to an M1 polarization without iNOS expression. It is also possible that mTOR inhibition also modifies T. cruzi invasion in BMDM, since this was demonstrated through the inhibition of PI3K (59, 60).

Importantly, macrophage alternative (or M2) activation is induced by signaling through the IL-4R via STAT6. Related to this, TSC1-deficient macrophages have been found to fail to alternatively activate in response to IL-4, reflecting the fact that pronounced mTORC1 signaling is a strong negative regulator of alternative activation (61, 62). This was not due to effects on STAT6 phosphorylation, but rather to feedback inhibition of Akt phosphorylation through effects on the insulin receptor substrate 2, which is also engaged by IL-4R signaling (18, 62). Interestingly, in TSC1-deficient macrophages, low-dose rapamycin (which preferentially inhibits mTORC1 but not mTORC2) allows an alternative activation in response to IL-4. However, recent work using higher concentrations of rapamycin (which also inhibits mTORC2), Torin (which inhibits both mTORC1 and mTORC2), and Rictor deficient macrophages has revealed that mTORC2 is critical for alternative activation (54, 63). Thus, mTORC2 acts in parallel with pSTAT6 to promote an alternative activation, in part by cooperating in events that lead to expression of IRF4 (63). In our present investigation, rapamycin induced not only a decrease in the activity and expression of arginase and IL-10 production in T. cruzi-infected BMDM but also produced a decrease in iNOS expression and activity. Moreover, although cROS was not induced, rapamycin induced mtROS and IL-1β production along with pro-inflammatory cytokines such as IL-12, IL-6, and TNF-α.

The NLRs are part of the response to T. cruzi, as first reported for NOD1 (27). Although KO animals for this receptor have a higher parasite burden and mortality than WT, they are still capable of producing cytokines at systemic level, suggesting that other NLRs may also contribute to resistance against this parasite. NLRP3 is activated in response to lysosomal damage generated by the escape of protozoan from the parasitophora vacuole, but this is independent of the K+ flow and ROS generation (26). These studies showed that NO production is eliminated in primary macrophages from NLRP3 KO T. cruzi Y strain-infected mice. However, some authors (64) argue that this phenomenon is dependent on both IL-1β and IL-1R, while others have postulated that this is independent of these molecules (50). Nevertheless, these results emphasize the complexity of the antiparasitic response orchestrated by the NLRP3 inflammasome together with other innate receptors and reflected in various microbicidal mechanisms assembled against T. cruzi (51, 65). In our study, rapamycin pretreatment in T. cruzi-infected BMDM induced NLRP3 expression, mtROS and IL-1β production, but not cROS or NO production.

Several studies have indicated that cROS is a necessary secondary messenger in order to achieve signaling caspase-1/ASC inflammasome activation (66, 67), but this was demonstrated for a feedback cycle of IL-1β signaling of cROS activation in T. cruzi-infected macrophages (50), with the molecular mechanisms involved in cROS production induced by IL-1β remaining to be clarified. In previous investigations, IL-1β was reported to promote phospholipase A2, thereby stimulating the release of arachidonic acid. However, since arachidonic acid is able to activate NADPH oxidase to afford superoxide, it is a possibility that this fatty acid serves as an intermediate in the IL-1β-induced activation of the enzymes, thus resulting in the production of ROS (67, 68). In our study, we demonstrated that rapamycin pretreatment in T. cruzi-infected macrophages induces mtROS production, which is involved in the control of T. cruzi replication, since an inhibitor of NADPH oxidase (DPI) partially reverses the effect of rapamycin. Certainly DPI is as potent as rotenone in inhibiting the production of superoxide and H2O2 by mitochondrial respiration.

It is important to emphasize that we cannot exclude the possible implication of mTOR inhibition in the limitation of some nutrients relevant for T. cruzi proliferation within BMDM, thus potentiating microbicidal effect of mtROS. This would be supported by the effect of partial inhibition produced by DPI treatment. In addition, it would be interesting to study the mechanism of mtROS inhibition by DPI and its effect on T. cruzi replication. It would be possible that changes in macrophages metabolism lead them to a metabolic program mediated by oxidative phosphorylation in detriment of glycolysis that is characteristic of M1 macrophages (69), since DPI influences mitochondrial respiration. However, the relevance of mtROS in controlling the intracellular growth of a microorganism has already been demonstrated in macrophages treated with metformin and infected with M. tuberculosis. In fact, metformin is an activator of the AMP-activated protein kinase, which has an important role in cellular energy homeostasis. Subsequently, our results indicate that the modulation of macrophage metabolism may be a new therapeutic tool in the control of intracellular infections (70).

In summary, the relevance of this study lies in the fact that treatment with rapamycin prior to macrophage T. cruzi infection controlled the intracellular growth of the parasite through inflammasome NLRP3 expression and the production of mtROS. In contrast, the iNOS and IDO enzymes were not involved. Thus, induction of mtROS may be relevant in the control of pathogen infections residing in macrophages.
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As key cells, able to host and kill Leishmania parasites, inflammatory monocytes/macrophages are potential vaccine and therapeutic targets to improve immune responses in Leishmaniasis. Macrophage phenotypes range from M1, which express NO-mediated microbial killing, to M2 macrophages that might help infection. Resistance to Leishmaniasis depends on Leishmania species, mouse strain, and both innate and adaptive immunity. C57BL/6 (B6) mice are resistant and control infection, whereas Leishmania parasites thrive in BALB/c mice, which are susceptible to develop cutaneous lesions in the course of infection with Leishmania major, but not upon infection with Leishmania braziliensis. Here, we investigated whether a deficit in early maturation of inflammatory monocytes into macrophages in BALB/c mice underlies increased susceptibility to L. major versus L. braziliensis parasites. We show that, after infection with L. braziliensis, monocytes are recruited to peritoneum, differentiate into macrophages, and develop an M1 phenotype able to produce proinflammatory cytokines in both B6 and BALB/c mice. Nonetheless, more mature macrophages from B6 mice expressed inducible NO synthase (iNOS) and higher NO production in response to L. braziliensis parasites, whereas BALB/c mice developed macrophages expressing an incomplete M1 phenotype. By contrast, monocytes recruited upon L. major infection gave rise to immature macrophages that failed to induce an M1 response in BALB/c mice. Overall, these results are consistent with the idea that resistance to Leishmania infection correlates with improved maturation of macrophages in a mouse-strain and Leishmania-species dependent manner. All-trans retinoic acid (ATRA) has been proposed as a therapy to differentiate immature myeloid cells into macrophages and help immunity to tumors. To prompt monocyte to macrophage maturation upon L. major infection, we treated B6 and BALB/c mice with ATRA. Unexpectedly, treatment with ATRA reduced proinflammatory cytokines, iNOS expression, and parasite killing by macrophages. Moreover, ATRA promoted an M1 to M2 transition in bone marrow-derived macrophages from both strains. Therefore, ATRA uncouples macrophage maturation and development of M1 phenotype and downmodulates macrophage-mediated immunity to L. major parasites. Cautions should be taken for the therapeutic use of ATRA, by considering direct effects on innate immunity to intracellular pathogens.

Keywords: all-trans retinoic acid, alternatively activated macrophage, classically activated macrophage, Leishmaniasis, nitric oxide, parasite infection, retinoic acid, vitamin A

INTRODUCTION

Leishmania parasites infect macrophages and cause Leishmaniasis, ranging from localized cutaneous or mucocutaneous to visceral or disseminated diseases. Monocytes/macrophages, as host and effector cells, play a major role to fight Leishmania infection in innate immunity, as well as an effector arm of adaptive immunity, upon activation by cytokines produced by T lymphocytes. IFN-γ-producing Th1 cells activate macrophages to express inducible NO synthase (iNOS/NOS2) and effect NO-mediated killing of Leishmania parasites. By contrast, Th2 cytokines, such as IL-4 and IL-10, inhibit macrophage activation, induce arginase expression, and promote parasite infection (1–6). By analogy to Th1 and Th2 lymphocytes, the functional phenotypes of macrophages are known as M1 and M2 or as classically activated and alternatively activated macrophages, with a range of intermediates between the extreme IFN/LPS and IL-4-induced phenotypes (7–11).

While Th1/M1 responses mediate immunity to Leishmania parasites in resistant C57BL/6 (B6) mice, Th2/M2 cells underlie susceptibility to Leishmania major infection in BALB/c mice, although the role of IL-4 on T cells and macrophages remains controversial (1, 5, 12–16). Equally important is the notion that exacerbated type-1 immune responses contribute for pathology in mucocutaneous Leishmaniasis, upon infection with Leishmania braziliensis (17, 18). In line with this, there are still unsolved issues, which once elucidated might help development of vaccines and therapies to improve immunity to Leishmania infection and/or prevent pathology. For instance, macrophages from resistant or susceptible strains can express features associated with M1 or M2 phenotypes even in the absence of adaptive immunity (7). Likewise, earlier differentiation kinetics of F4/80+ monocytic cells in B6 mice versus a predominance of more immature cells in BALB/c mice may also contribute to development of resistance versus susceptibility to L. major infection (19–21). Moreover, L. major infection in B6 mice induces early inflammatory monocytes (CD11b+Ly6C+F4/80int cells), which already express ROS or NO-mediated killing (22, 23). Therefore, the differentiation of immature monocytic cells into effector monocytes/macrophages is a promising vaccine/therapeutic target in Leishmaniasis.

All-trans retinoic acid (ATRA) is a vitamin A active metabolite, which binds to intracellular receptors in immune cells and may affect innate and adaptive immunity (24, 25). ATRA promotes differentiation of immature myeloid cells (IMCs) into macrophages and has been considered to promote anti-tumor immunity, by targeting IMC suppression of CD8 T-cell-mediated immunity (26). We have previously shown that inflammatory monocytes express features of IMCs upon L. major infection and that treatment with ATRA prevents NO-mediated suppression of T-cell proliferation in lymph nodes from infected B6 mice (23). However, ATRA-treated mice developed increased footpad lesions and parasite load in draining lymph nodes (23). We hypothesized that ATRA might directly affect macrophage phenotype and macrophage-mediated immunity to L. major. We also considered that treatment with ATRA could counteract the maturation deficit in monocytes/macrophages from BALB/c mice.

Here, we investigated whether a deficient maturation of inflammatory monocytes into macrophages may underlie increased susceptibility to L. major versus L. braziliensis parasites in BALB/c mice. L. braziliensis, but not L. major infection induced inflammatory monocytes that mature into macrophages and expressed an M1 phenotype. We also show that treatment with ATRA in vivo negatively affected the functional phenotype of inflammatory monocytes/macrophages and immunity to L. major infection. Furthermore, ATRA prevented induction of effector M1 macrophages, by promoting an M1- to M2-phenotype shift in bone marrow-derived macrophages (BMDMs) from both B6 and BALB/c mice.

MATERIALS AND METHODS

Animals and Parasites

C57BL/6 and BALB/c mice were obtained from the Oswaldo Cruz Foundation (FIOCRUZ, Rio de Janeiro, Brazil) and maintained in the animal facility at the Federal University of Rio de Janeiro (UFRJ). All experiments were approved and conducted in accordance with guidelines of the Ethics Committee for Use of Animals (UFRJ) (Protocol no. 078/16). We used the following parasite strains: the Venezuelan isolate Torres of L. braziliensis (27), L. major LV39 (MRHO/Sv/59/P), or a stable transfected line of L. major Friedlin FV1 (MHOM/IL/80/FN), which express a red fluorescent protein (Lm-RFP) (28). Parasites were isolated from popliteal lymph nodes of infected BALB/c mice and maintained up to 4 weeks at 28°C in Schneider’s medium (Sigma, USA), supplemented with 2% of sterile human urine, 2 mM of L-glutamine, 10 µg/mL of gentamicin, and 10% of fetal bovine serum (FBS, Gibco BRL, South America). For infection, Leishmania parasites were cultured until stationary phase at 28°C in Schneider’s medium. L. braziliensis parasites were then purified in a 10% ficoll gradient to obtain metacyclic forms (29).

Leishmania Infection

Female B6 and BALB/c mice, aging 6–8 weeks, were infected i.p. with 3 × 106 promastigote parasites of L. major LV39 or Lm-RFP or with 6 × 105 metacyclic forms of L. braziliensis.

Administration of ATRA In Vivo

C57BL/6 and BALB/c mice were infected i.p. with L. major. Upon 24 h, infected mice were injected i.p. with 100 µL of a 100-µM solution of ATRA (Sigma, St Louis, MO, USA) or control vehicle (0.2% dimethyl-sulfoxide, DMSO, Sigma). After 24 h, peritoneal exudates were collected for analysis and cultures.

Peritoneal Exudate Cells (PECs)

Peritoneal exudate cells were collected in 4 mL of DMEM (Invitrogen Life Technologies), supplemented with 2-mM glutamine, 5 × 105 M 2-ME, 10-µg/mL gentamicin, 1-mM sodium pyruvate, and 0.1-mM MEM non-essential amino acids (culture medium). Upon centrifugation, supernatants were collected for cytokine assays and NO production. PECs were processed for flow cytometry or cultured and infected, as bellow. After 72 h, culture supernatants were collected for cytokine and NO assays, and cultured cells were used to determine parasite burden.

Macrophage Infection and Parasite Load

Peritoneal exudate cells from control mice or from mice infected with L. major LV39, Lm-RFP, or L. braziliensis were cultured in triplicates at 5 × 105 cells/well in 48-well vessels or at 1 × 106/well in 24-well plates during 1 h, and then washed for removal of non-adherent cells. Adherent macrophages were reinfected (for 4 h) with 3 × 106 L. major or Lm-RFP promastigotes or with 4 × 104 metacyclic forms of L. braziliensis. Cultures were washed for removal of extracellular parasites and additional non-adherent cells. Infected macrophages were maintained in culture medium plus 10% FBS at 37°C and 7% CO2 for 3–4 days. For evaluation of Lm-RFP infection, macrophages were detached from 24-well plates and analyzed by flow cytometry. In cultures established in 48-well vessels, supernatants were collected for cytokine analyses and replaced by Scheneider’s medium. Macrophages were further cultured for at least 3 days at 28°C, in a BOD incubator (Cienlab) for determination of parasite load. Parasites released in culture supernatants were then counted in a Beckman Coulter (USA) within a range of 3–6 µm, for exclusion of cells.

BMDM Differentiation and Treatment with ATRA In Vitro

Tibiae from B6 and BALB/c mice (5–8 weeks) were removed and washed with HBSS (Gibco) plus 2% of FBS. Cells were collected, washed, and cultured at 5 × 104/well in 48-well plates or at 1 × 106/well in 24-well vessels for flow cytometry. Cultures were maintained for 7 days in culture medium plus 10% FBS, 20% of the L929 cell culture supernatant, as an M-CSF source, following a protocol adapted from Sutterwala et al. (30). After 7 days, cultures were treated with IFN-γ (0.5 ng/mL, R&D Systems) for 24 h. Then, cells were washed and cultured in the presence of IL-4 (5 ng/mL, R&D Systems), as before (31). DMSO (0.004%) or ATRA (2 µM) were also added to cultures. Three days later, cells were treated or not with 1 µg/mL of LPS from Salmonella enterica serovar Typhimurium (Sigma) and cultured for further 3 days. Culture supernatants were evaluated for cytokine and NO production and cells were prepared for flow cytometry.

Flow Cytometry

Peritoneal exudate cells or cultured cells were washed in FACS buffer (plus 2% FBS), followed by incubation with anti-CD16/CD32 (eBioscience, San Diego, CA, USA) for Fc blocking. We stained cells with anti-CD11b, anti-F4/80, and anti-Ly6C (HK1.4) labeled with PE, FITC or allophycocyanin (BD Biosciences, Chicago, IL, USA), or with Alexa Fluor 488-labeled anti-CD301 (MGL) mAb (AbD Serotec, Kidlington, UK), or control rat IgG2a mAb (R&D Systems, Minneapolis, MN, USA). For intracellular staining, we washed, permeabilized, and stained cells with PE-labeled anti-IL-12p35 or control murine IgG1 mAb (R&D Systems), anti-NOS2 or control rat IgG2a mAb (BD Bioscience), or with FITC-labeled anti-arginase 1 or control sheep IgG mAb. Cells were washed, fixed, and acquired with the CellQuest software, on a FACSCalibur system (BD Biosciences). For analysis, we used the FlowJo software (TreeStar, Ashland, OR, USA). For IL-12p35+, NOS2+ (M1), and CD301+, arginase+ (M2) subsets, gates were based on the exclusion of background staining with isotype control mAbs, as in Figure 2B. For evaluation of Lm-RFP infection, PECs or cultured macrophages were first stained with allophycocyanin-anti-F4/80 and then analyzed for Lm-RFP+ cells within gated F4/80+ macrophages.

Cytokine and Chemokine Assays

Supernatants from cultures or peritoneal exudates were used for detection of cytokines (IL-10, IL-12p70, G-CSF, TNF-α) and chemokines (CCL17, CXCL9, CXCL13) by ELISA assays. For that, we used pairs of specific mAbs (R&D Systems or eBioscience), one of which was labeled with biotin, and then developed with streptavidin-alkaline phosphatase (Invitrogen Life Technologies) and p-nitrophenyl phosphate (Thermo Scientific Pierce, Waltham, MA, USA) as substrate, according to manufacturer’s guidelines.

Nitric Oxide

Production of NO was determined indirectly by quantification of nitrites. Peritoneal exudates or culture supernatants were mixed with Griess reagent (1% sulfanilamide, 0.1% naphthylethylenediamine dihydrochloride, 2% H3PO4; Sigma) in a 1:1 ratio. A standard curve with known concentrations of sodium nitrite (NaNO2) was used and the results were expressed in µM. The optical density was determined at 540 nm on a plate spectrophotometer (VersaMax, Molecular Devices).

Statistics

All tests were performed by using the GraphPad Prism (v. 6.0). Results are expressed as mean and SEM in figures. The number (N) of animals per group is indicated in figure legends. For parasite load, data were transformed to log of parasites per mL for statistical analysis. Data were analyzed by Kolmogorov–Smirnov test for assessing normal distribution and by unpaired Student’s two-tailed t-test or ANOVA, followed by Dunnett, Bonferroni, or Tukey post-test. Significant differences are indicated for P < 0.05 (*), P < 0.01 (**), P < 0.001 (***), and P < 0.0001 (****). For in vitro experiments, data are expressed as the mean of technical replicates per treatment and SEM. Significant differences in t-tests are indicated as above.

RESULTS

ATRA Induces a Shift from M1 to M2 Phenotype in BMDMs

To address how ATRA affects both M1- and M2-macrophage phenotypes, we cultured BMDMs from B6 and BALB/c mice with a mix of M1/M2-inducing reagents. BMDMs were generated and primed with IFN-γ: BMs from B6 and BALB/c render 90% of macrophages expressing F4/80 at higher levels (F4/80hi) upon treatment with IFN-γ. Then, macrophages were cultured with IL-4, followed by LPS stimulation, as before (31), to give identical M1 and M2 conditions to B6 and BALB/c macrophages. BMDMs were first treated or not with ATRA during 3 days (concomitant with IL-4 and before stimulation with LPS) to address ATRA effects during the development of M1/M2 phenotypes, by mimicking stimuli from infection environment.

Under these M1/M2 mixed conditions, macrophages from B6 mice secreted M1 cytokines and chemokine, such as TNF-α, G-CSF, and CXCL9 (Figure 1A), and expressed IL-12p35 (not shown), but produced low levels of the M2 chemokines CCL17 and CXCL13. BMDMs from BALB/c mice (Figure 1B), however, produced both M1 and M2 cytokines and chemokines upon consecutive stimulation with IFN-γ, IL-4, and LPS. B6 or BALB/c macrophages did not produce IL-10 under these conditions (not shown). Treatment with ATRA prevented induction of M1 cytokines and CXCL9, but increased M2 chemokines, such as CCL17 in B6 macrophages, as well as CXCL13 in BALB/c macrophages (Figures 1A,B). These results indicate that ATRA promotes an M1- to M2-phenotype shift in BMDMs from mouse strains, either resistant or susceptible to L. major infection.
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FIGURE 1 | All-trans retinoic acid (ATRA) induces bone marrow-derived macrophages (BMDMs) to shift from M1 to M2 macrophages. (A,B) BMDMs from B6 and BALB/c mice were primed with IFN-γ (for 24 h). Cells were then treated with IL-4 and ATRA or control vehicle (DMSO) during 3 days and cultured with or without LPS for further 3 days. Cytokines and chemokines in supernatants from (A) B6 and (B) BALB/c cultures were assayed by ELISA. Cultures were performed in triplicates. Results are expressed as mean and SEM. Significant differences between LPS-activated macrophages treated with or without ATRA were analyzed by t-test and indicated for P < 0.05 (*) and P < 0.01 (**). Data are representative of two independent experiments.



ATRA Reduces NO Production and NOS2 Expression by BMDMs

Next, we addressed whether ATRA directly affects M1 mechanisms of parasite killing. ATRA inhibited NO production by BMDMs from both B6 and BALB/c mice (Figure 2A). Moreover, treatment with ATRA reduced NOS2 expression and the ratio of NOS2/arginase 1 expression (Figure 2B and not shown) in BMDMs from B6 mice.
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FIGURE 2 | All-trans retinoic acid (ATRA) reduces NO production and NOS2 expression by bone marrow-derived macrophages (BMDMs). (A,B) BMDMs from B6 and BALB/c mice were primed with IFN-γ (for 24 h). Cells were then treated with IL-4 and ATRA or control vehicle (DMSO) during 3 days and cultured with or without LPS for further 3 days. (A) Culture supernatants were collected and tested for NO production by the Griess method. (B) F4/80+ macrophages from B6 mice were evaluated for NOS2 and arginase expression (lower panels), and for staining with the respective control mAbs (upper panels). Cultures were performed in triplicates. Results are expressed as mean and SEM. Significant differences between LPS-activated macrophages treated with or without ATRA were analyzed by t-test and indicated for P < 0.01 (**), P < 0.001 (***), and P < 0.0001 (****). Results depicted in (A) are representative of four independent experiments.



Earlier Monocyte Differentiation to Macrophages in B6 PECs

Before evaluating ATRA effects on the phenotype of inflammatory monocytes/macrophages recruited by Leishmania parasites, we investigated whether there is a differential kinetics of monocyte recruitment and differentiation in B6 versus BALB/c mice upon i.p. infection with L. braziliensis (Lb) or L. major (Figure 3; Figure S1 and Figure S2 in Supplementary Material). To follow macrophage differentiation in vivo, we first infected mice with Lb (Figure 3A; Figure S1A in Supplementary Material). Lb infection in both B6 and BALB/c mice quickly recruited CD11b+Ly6C+F4/80+ cells, which decreased thereafter (Figure 3A). Most of these Ly6C+ immature monocytes/macrophages expressed intermediate levels of F4/80 (F4/80int; not shown). By contrast, proportions (Figure 3A) and numbers (Figure S1A in Supplementary Material) of more mature macrophages, which do not express Ly6C, but are CD11b+F4/80+ (hi or int) cells, first decreased and then progressively increased in B6 and BALB/c mice. It is noteworthy that F4/80int macrophages predominated over the more mature F4/80hi macrophages in BALB/c, but not B6 mice. BALB/c and B6 mice also recruited CD11b+Ly6C+F4/80+ macrophages upon i.p. infection with L. major, by peaking at 48 h (Figure 3B; Figures S1B and S2A in Supplementary Material). There was a decrease in resident F4/80int or F4/80hi macrophages upon 24 or 48 h (Figure 3B; Figure S2C in Supplementary Material), but mature macrophages expressing F4/80 at intermediate or high levels did not change in BALB/c mice thereafter (Figure 3B). These results indicate that more immature macrophages predominate in the peritoneum of BALB/c mice upon infection with L. major than after infection with L. braziliensis, and also corroborate a previously reported deficit in the differentiation of macrophages from BALB/c mice (19–21).


[image: image1]

FIGURE 3 | Monocytes differentiate into macrophages upon Leishmania infection. Peritoneal exudate cells (PECs) from control [(A), left panels] B6 or (A,B) BALB/c mice, as well as from mice infected with (A) L. braziliensis or (B) L. major were evaluated for expression of Ly6C and F4/80 within CD11b+ gated cells. (A,B) Percentages of F4/80+Ly6C+, F4/80int, and F4/80hi cells from (A) L. braziliensis-infected B6 or BALB/c mice or (B) L. major-infected BALB/c mice compared with PECs from uninfected (d0) mice. Each symbol represents individual control ([image: image1], N = 3 or 6 mice/group) or infected mouse ([image: image1], N = 5 mice/group). Means are represented. Significant differences were analyzed by ANOVA with Dunnett post-test and indicated for P < 0.05 (*), P < 0.01 (**), P < 0.001 (***), and P < 0.0001 (****).



Mature Macrophages Express an M1 Phenotype upon Infection with L. braziliensis

Next we addressed the profile of cytokines produced by PECs from mice infected with Lb or L. major upon culture and stimulation with Leishmania parasites (Figure 4). At 72 h upon i.p. infection with Lb, macrophages from both B6 and BALB/c mice expressed an inflammatory phenotype, by producing TNF-α, G-CSF, and NO, but not IL-10 in Lb-stimulated cultures (Figure 4A). However, more mature macrophages from B6 mice (as in Figure 3A) showed increased NO production compared with less mature macrophages from BALB/c mice (Figure 4A). Interestingly, while Lb also elicited a strong M1 response by resident (d0) macrophages from both B6 and BALB/c mice (Figure 4A), peritoneal macrophages from BALB/c produced L. major-induced IL-10, but not inflammatory cytokines (Figure 4B). BALB/c macrophages recruited upon L. major infection also failed to produce M1 cytokines or NO upon stimulation with L. major (Figure 4B). We conducted parallel analyses to follow the development of M1/M2 phenotypes by flow cytometry upon i.p. infection with Leishmania parasites. CD11b+ PECs from Lb-infected B6 and BALB/c mice expressed IL-12p35 and NOS2, but not the M2 marker CD301 (MGL) or arginase 1 (Figures 5A,B). Furthermore, expression of IL-12 and NOS2 by macrophages reached higher levels in Lb-infected B6 mice (Figure 5). In contrast to Lb, L. major infection did not induce expression of IL-12 or NOS2 in BALB/c macrophages (Figures 6A,B). Therefore, Lb infection induces a stronger M1 response (Figures 4 and 5) by more mature macrophages (Figure 3) from B6 versus BALB/c mice. These results also show that L. major is a weaker stimulus to induce monocyte-to-macrophage differentiation (Figure 3) and M1 responses (Figures 4 and 6) as compared with Lb parasites.
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FIGURE 4 | Mature macrophages express an M1 phenotype upon infection with Leishmania braziliensis. B6 and BALB/c mice were infected i.p. with (A) L. braziliensis or (B) L. major. (A,B) Adherent peritoneal exudate cells were reinfected with L. braziliensis (A) or L. major (B). (A,B) Culture supernatants were evaluated for the presence of type-1 (TNF-α and G-CSF) and type-2 (IL-10) cytokines by ELISA, and for NO by the Griess method. Each symbol represents individual control ([image: image1], N = 3 or 6 mice/group) or infected mouse ([image: image1], N = 5 mice/group). Means are represented. Significant differences were analyzed by ANOVA with Dunnett post-test and indicated for P < 0.05 (*), P < 0.01 (**), and P < 0.0001 (****). In (A), # indicates a difference (P < 0.05) between Lb-infected B6 and BALB/c mice, as assessed by t-test.
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FIGURE 5 | Mature macrophages express M1, but not M2 markers upon infection with Leishmania braziliensis. B6 and BALB/c mice were infected i.p. with L. braziliensis. (A,B) CD11b+ peritoneal exudate cells (PECs) were evaluated for the expression of (A) IL-12p35 and CD301 (MGL) or for (B) NOS2 and arginase 1. Symbols represent PECs from individual BALB/c (Δ) or B6 (▾) mice (N = 3–5/group of control mice and N = 5 mice/infected group). Means are represented. Significant differences were analyzed by ANOVA with Bonferroni post-test and indicated for P < 0.05 (*), P < 0.01 (**), P < 0.001 (***), and P < 0.0001 (****).
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FIGURE 6 | Leishmania braziliensis, but not L. major induces an M1 response by macrophages from BALB/c mice. BALB/c mice were infected i.p. with L. braziliensis or L. major. (A,B) After 72 h, CD11b+ peritoneal exudate cells (PECs) were evaluated for the expression of (A) IL-12p35 and CD301 (MGL) or for (B) NOS2 and arginase 1. Symbols represent PECs from individual BALB/c (Δ) mice (N = 4–5/group of control mice and N = 5 mice/infected group). Means are represented. Significant differences were analyzed by ANOVA with Tukey post-test and indicated for P < 0.05 (*), P < 0.01 (**), P < 0.001 (***), and P < 0.0001 (****).



ATRA Reduces M1 Responses and Promotes L. major Infection

We used the L. major model to test how ATRA affects the functional phenotype of inflammatory monocytes/macrophages from BALB/c and B6 mice (Figures 7A–E). Mice were infected i.p. and treated with ATRA 24 h upon infection. PECs were collected for analyses 24 h after treatment (48 h post-infection). Treatment with ATRA reduced the release of IL-12, TNF-α (Figure 7A), and NO (not shown) in the peritoneum. In addition, ATRA negatively affected NOS2 expression in F4/80+ macrophages from B6 mice (Figure 7C). Next, we addressed how treatment with ATRA in vivo impacts on the rate of macrophage infection with Lm-RFP parasites (Figure 7B). Although only 1–2% of F4/80+ macrophages show Lm-RFP infection (not shown), treatment with ATRA increased Lm-RFP-infected macrophages in both BALB/c and B6 mice (Figure 7B). Macrophages from L. major-infected and treated mice were also reinfected with L. major in vitro to test their ability to kill the parasites (Figures 7D,E). Upon in vivo treatment with ATRA, macrophages were less efficient to control L. major infection compared with macrophages from DMSO-treated mice, as evaluated by increased numbers of parasites released in culture supernatants (Figure 7D) or by Lm-RFP infection within macrophages (Figure 7E). Therefore, ATRA negatively affects M1 responses and undermines macrophage-mediated immunity to L. major in both resistant B6 and susceptible BALB/c mice.
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FIGURE 7 | All-trans retinoic acid (ATRA) reduces M1 responses and immunity to Leishmania major infection. BALB/c and B6 mice were first infected (A,C,D) with L. major LV39 strain or (B,E) with Lm-RFP and then treated with DMSO or ATRA after 24 h. (A) Peritoneal exudates were evaluated 48 h upon infection with L. major for type-1 cytokines (IL-12 and TNF-α) by ELISA. (B) F4/80+ peritoneal exudate cells (PECs) were analyzed for the percentages of cells infected with Lm-RFP. (C) PECs from infected B6 mice were stained and analyzed for the expression of NOS2 and arginase 1 within F4/80+ gated cells. (D,E) PECs from infected B6 and BALB/c mice were reinfected (D) with L. major LV39 or (E) with Lm-RFP and parasite burden was (D) counted in supernatants or (E) determined as Lm-RFP infection within F4/80+ cells. MFI stands for median of fluorescence intensity of Lm-RFP-infected macrophages. Symbols represent individual infected (Δ) BALB/c and (▾) B6 mice treated with DMSO (N = 4–5 mice/group) or ATRA (N = 4–6 mice/group). Means are represented. Significant differences between mice treated with DMSO and ATRA were analyzed by t-test and indicated for P < 0.05 (*) and P < 0.01 (**). Data are representative of two independent experiments.



DISCUSSION

Treatment with ATRA is considered as a promising therapy to improve immunity against tumors, by inducing differentiation of suppressor monocytes/IMCs into macrophages (26). Nonetheless, ATRA might also affect macrophage phenotype and ability to fight parasites and other pathogens.

It has been reported that inflammatory monocytes are major host and effector cells in L. major infection (22, 23, 32) and that delayed differentiation of monocytes into macrophages correlates with susceptibility to L. major infection in BALB/c versus B6 mice (19–21). Here, we addressed differentiation and functional phenotypes of inflammatory macrophages upon i.p. infection with L. braziliensis and L. major to investigate whether a maturation deficit reflects into an inability to develop protective M1 responses in BALB/c mice. We can summarize our results as follows:

1. Upon a transient recruitment of inflammatory monocytes by L. braziliensis infection, maturation into F4/80int macrophages overcomes recovery of more mature F480hi macrophages in BALB/c, but not B6 mice.

2. Replacement of immature Ly6C+F480int monocytes by mature macrophages in B6 mice is accompanied by development of M1 macrophages, expressing more IL-12p35 and NOS2 and less arginase 1 than macrophages from BALB/c mice.

3. L. braziliensis infection increases macrophage maturation and induces a more robust M1 response in BALB/c mice than L. major parasites.

Altogether, these findings suggest that the development of protective M1 responses comes along with monocyte differentiation to mature macrophages and depends on both parasite infection and mouse strain.

More efficient induction of M1 responses by L. braziliensis might explain why unstimulated macrophages control better infection with L. braziliensis in vitro, whereas control of L. major infection requires activation by T-cell cytokines (33). Similarly, BALB/c mice control better cutaneous lesions upon L. braziliensis versus L. major infection (34). Moreover, a strong M1 response may underlie more severe clinical manifestations associated with inflammation in humans infected with L. braziliensis (17, 18). Finally, delayed and reduced macrophage maturation in BALB/c mice infected with L. braziliensis and L. major corroborate previous results (19–21) and seems to be associated with defective development of M1 responses.

As inflammatory monocytes mature into M1 macrophages, we investigated whether treatment with ATRA short upon L. major infection could affect the functional phenotype and anticipate induction of M1 macrophages. Treatment in vivo with ATRA, however, did not help development of M1 responses in BALB/c mice and, therefore, it did not rescue BALB/c macrophages to express effective immune responses. Moreover, ATRA impaired NOS2 expression as well as secretion of M1 cytokines, such as IL-12 and TNF-α by macrophages from L. major-infected mice and increased parasite burden in macrophages from BALB/c and B6 mice. Previously, we found that ATRA promoted the differentiation of inflammatory monocytes into mature macrophages in vitro, but also enhanced L. major replication within macrophages (23). Moreover, subcutaneous injection of ATRA reduced NO-mediated suppression of T-cell responses in B6 mice, but paradoxically fostered the development of footpad lesions and parasite load in draining lymph nodes (23). Likewise, supplementation with vitamin A increased parasite burden in the hamster model of visceral Leishmaniasis (35). Collectively, these results indicate that ATRA uncouples maturation and microbicidal activity of macrophages.

Here, we show that the effects of ATRA go beyond control of parasite infection, by affecting induction of M1-inflammatory macrophages. We tested this idea in the absence of Leishmania infection, by culturing BALB/c and B6 BMDMs under M1 plus M2 conditions in the presence of ATRA. We show that ATRA promoted an M1 to M2 transition in macrophages from both strains, by preventing expression of proinflammatory cytokines, NOS2, and NO, but increasing secretion of M2 chemokines. We also found a non-significant increase in arginase expression, which further reduces NOS2/arginase ratio. Similarly, ATRA and IL-4 synergize to induce arginase activity in macrophages and DCs (36–38), whereas the presence of LPS in our model may have antagonized this effect (36). Furthermore, expression of retinal dehydrogenase to produce retinoic acid seems to be part of the differentiation program of M2 macrophages and regulatory DCs (38–40).

Treatment with ATRA has been proposed as an anti-inflammatory therapy (38, 41, 42), as well as a tissue repair promoter, by affecting M1 and M2 macrophages or regulatory DCs (37, 41). Some reports also show direct inhibitory effects of ATRA on proinflammatory cytokine production by activated monocytes/macrophages (43–45). More studies are necessary to elucidate how ATRA affects M1/M2 macrophage phenotypes. ATRA may interfere with a shared signaling pathway, such as activation of NF-κB, which is necessary for multiple inflammatory responses (42). These results indicate that, independent of potential direct effects on adaptive immunity (24, 25), by targeting macrophages, ATRA might alter the nature of inflammation and induction of T-cell responses. Moreover, depending on how ATRA affects macrophage phenotype, treatment may improve immunity to tumors (9, 46) and extracellular pathogens (39, 47). Otherwise, treatment with ATRA can be detrimental for immunity to tumors (9) and intracellular parasites, such as L. major, which take advantage of M2 macrophages to proliferate in the absence of effective M1 responses.

Here, we show that whereas parasite-induced maturation may promote M1 phenotype in Leishmania infection, treatment with ATRA prevents differentiation into M1 macrophages and immunity to L. major. Further studies are necessary to address whether a therapy with ATRA could target exacerbated inflammatory responses to ameliorate pathology in mucocutaneous Leishmaniasis. In light of current findings, therapies based on treatment with ATRA should be evaluated with caution.
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Ecto-nucleotidase activity is involved in the infection process of Leishmania and various other parasites that enables modulation of host immune responses to promote disease progression. One of the enzymes responsible for this activity is the ecto-nucleoside triphosphate diphosphohydrolase (E-NTPDase). The enzyme hydrolyzes nucleotides tri- and/or di-phosphate into monophosphate products, which are subsequently hydrolyzed into adenosine. These nucleotides can serve as purinergic signaling molecules involved in diverse cellular processes that govern immune responses. Given the importance of the extracellular metabolism of these nucleotides during intracellular pathogen infections, this study evaluates the role of ecto-nucleotidase activity during Leishmania infantum (L. infantum) infection in human macrophages. E-NTPDase protein expression and activity was evaluated in L. infantum during purine starvation, adenosine-enriched medium, or in the presence of an inhibitor of ecto-nucleotidases. Results show that E-NTPDase is expressed in L. infantum parasites, including on the cell membrane. Furthermore, functional activity of the enzyme was modulated according to the availability of adenosine in the medium. Purine starvation increased the hydrolytic capacity of nucleotides leading to higher infectivity, while growth in adenosine-enriched medium led to lower infectivity. Moreover, inhibiting E-NTPDase function decreased L. infantum infection in macrophages, suggesting the enzyme may serve as a ligand. Taken together, the ability of L. infantum to hydrolyze nucleotides is directly associated with increased infectivity in macrophages.
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INTRODUCTION

Visceral leishmaniasis (VL) is a neglected parasitic disease caused by species of the genus Leishmania, which frequently leads to death if untreated (1, 2). It is estimated that about 200,000 new cases of VL occur yearly worldwide and that over 90% occur in Bangladesh, Brazil, Ethiopia, India, South Sudan, and Sudan (W.H.O. 2015). VL has a mortality rate of about 5% and has few clinical treatment options (3).

Several factors are determinant for the clinical outcome of VL. Disease severity can range between subclinical and different degree of severity. Several factors involved in early host–parasite interactions and innate immune responses can directly modulate VL severity. The release of nucleotides, as well as the enzymes that participate in the degradation of these nucleotides and their receptors, into the extracellular environment can directly influence early events of host–parasite interactions (4). Extracellular adenosine triphosphate (ATPe) and its metabolites, ADP and adenosine, are important mediators of the immune response (5). Extracellular levels of ATP and adenosine are detected and transduced by the purinergic receptors of type P2 and P1, respectively. Most immune cells express P2 and P1 receptors. Depending on the concentration, ATPe can act as an immunostimulatory molecule, whereas adenosine often triggers immunosuppressive responses (6). Under normal physiological conditions, ATP is almost exclusively present inside the cells at high concentrations (in the millimolar range). In the extracellular environment, ATP concentration is negligible (at low nanomolar ranges) (7). ATP can serve as a potent signal of distress or damage. Cell damage often leads to ATP release, which can be detected by neighboring and surrounding cells. Detection leads to transmission of signals via ATP-conducting pathways to produce nucleotidases to degrade the ATPe (8). Interestingly, Leishmania sp. is able to modulate the concentration of extracellular nucleotides, thereby altering the balance of pro- and anti-inflammatory molecules to evade host immune responses (9).

Ecto-nucleoside triphosphate diphosphohydrolase (E-NTPDase) enzymes are another important element in the metabolism of nucleotides. The enzymes, also classified in the nucleoside triphosphate diphosphohydrolases family of ecto-nucleotidases or apyrases, are important for parasite nutrition by facilitating acquisition of extracellular purines. E-NTPDase has been suggested to play important roles in host–parasite interaction and has been identified as being a virulence factor that participates in adhesion and infection in trypanosomatides (10–13). Studies have further shown an association between ATP hydrolysis and the biological effects in host–parasite interaction (14–18).

The activity of ecto-nucleotidases has been demonstrated in Leishmania tropica, Leishmania amazonensis, and L. infantum (12, 19, 20). These enzymes play a role in virulence, cell adhesion, parasite release from infected cells, and in control of nucleotide concentrations inside cells and in the extracellular spaces (17, 21, 22). Moreover, these enzymes also plays a role in the immune response by favoring reduction of IFN -γ and increased IL-10 expression, thus dampening the host immune response to facilitate the parasite’s survival (11, 22–24).

Purine starvation increases ecto-nucleotidase activity, thereby suggesting a major importance of these enzymes for parasite nutrition and survival. It is believed that the role of ecto-nucleotidases during infection is to degrade nucleotides molecules in the extracellular environment in support of parasitic infectivity and reproduction. However, the effect of purine starvation, as well as the supplementation of adenosine to the parasites during macrophage infection, has not been investigated. Furthermore, it is unknown whether these enzymes, present in the Leishmania membrane, can also facilitate parasite entry into host macrophages. Therefore, this study aimed to evaluate the influence of E-NTPDase activity during L. infantum infection in human macrophages. Moreover, as these early events of infection could influence the disease severity, we also aimed to compare the levels of E-NTPDase activity in different clinical isolates from VL patients.

MATERIALS AND METHODS

Parasites

Leishmania infantum strains LVHSE09, LVHSE17, LVHSE23, and LVHSE49 were obtained from bone marrow aspirates of visceral leishmaniasis patients, as previously reported (25). The promastigotes were cultured in Schneider’s insect medium (Sigma Aldrich) pH 7.2, supplemented with 10% heat-inactivated fetal bovine serum (FBS) and 100 U/ml of penicillin/streptomycin.

Detection of L. infantum E-NTPDase-1 and E-NTPDase-2 by Confocal Microscopy

For the immunolocalization of E-NTPDase-1 and E-NTPDase-2 in L. infantum, promastigotes were washed in PBS and fixed in 0.1% glutaraldehyde and 2% paraformaldehyde in 0.1% cacodilate. The parasites were then placed onto glass slides containing 1% poly-L-lysine (Sigma Aldrich). Parasites were treated with 50 µM glycine for 30 min prior to blocking with 1% BSA containing 0.01% Tween 20 in PBS (PBS-T BSA). Samples were incubated with anti-human E-NTPDase 1 or 2 antibodies or respective isotype controls (Sigma Aldrich) in a 1:20 dilution for 12 h. Slides were then washed three times with PBS-T BSA, and incubated with secondary anti-rabbit IgG antibody conjugated to Alexa 488 (Santa Cruz Biotechnology) at a 1:100 dilution for 2 h. Slides were mounted and images acquired using Leica® SP8 confocal microscope.

Western Blot of the E-NTPDase-1 and 2 in Total Extract of L. infantum

Western blot studies were performed as previously described (12). Briefly, total extract of L. infantum was obtained after growth of 1 × 108 cells/ml until stationary phase. Cells were lysed using NP-40 lysis buffer supplemented with a protease inhibitor cocktail (2 mM AEBSF, 0.3 µM Aprotinina, 116 µM Bestatina, 14 µM E-64, 1 µM Leupeptina, and 1 mM EDTA; Sigma Adrich). After electrophoresis in a SDS-PAGE gel, samples were transferred to nitrocellulose membrane using the mini transblot electrophoretic transfer cell (Bio-Rad). Next, the membrane was blocked with 1% BSA prior to extensive washing in PBS Tween 0.1% (PBS-T). The blot was then incubated overnight with each respective primary antibody at a dilution of 1:250. Membranes were washed three times with PBS-T for 5 min and incubated with respective secondary antibodies conjugated to Alexa 488 (Santa Cruz Biotechnology). After washing three times with PBS-T for 5 min, the membranes were analyzed in the ChemiDoc MP (Bio-Rad).

Leishmania Culture Conditions and Pretreatments

Leishmania infantum promastigotes were grown to the stationary phase and then incubated for 1 h with 250 µM suramin (Sigma Aldrich), an inhibitor of the ecto-nucleotidase activity (20). After incubation, promastigotes were washed twice and resuspended in saline solution (0.9% NaCl). To demonstrate that suramin had no effect on parasite growth, promastigotes at a concentration of 3 × 105 cells/ml were grown in the absence or presence of 500 µM suramin. Growth was estimated daily by standard cell counting using a Neubauer chamber. Analysis was performed by two independent observers.

In order to evaluate the activity of ecto-nucleotidases of the parasites under purine starvation, promastigotes were cultured for 48 h in Modified Eagle Medium depleted of purine (300 mg/L L-proline, 14.250 mg/L HEPES, 1 mg/L D-biotin, 0.2 mg/L ascorbic acid, 0.2 mg/L Vitamin B12, 15 mg/L bovine albumin, 10 mg/L phenol red, 0.4 mg/L lipolic acid 0.4 mg/L Menadione, 0.4 mg/L Vitamin A, 10 mg/L Hemin, and 11 mg/L folic acid; pH 7.4). In addition, to evaluate the ecto-nucleotidases activity in purine-enriched environment, promastigotes were grown in medium supplemented with 200 µM adenosine. After each culture condition, the ecto-nucleotidase activity was measured and the parasites were used to infect macrophages. To evaluate whether the human anti-E-NTPDase-1 blocking antibody inhibits E-NTPDase activity, promastigotes were incubated for 1 h in presence of the blocking antibody (diluted at 1:100) prior to measurement of E-NTPDase activity or for use in macrophage infection experiments.

Hydrolytic Activity of the Ecto-Nucleotidase

Four different strains of L. infantum were evaluated for E-NTPDase activity, but only strain LVHSE49 was used for infection studies. Hydrolysis of nucleotides were measured by incubation of Leishmania parasites for 1 h in the presence of 5 mM ATP, ADP, or AMP (Sigma Aldrich) in a solution containing 116 mM NaCl, 5.4 mM KCl, 5.5 mM D-glucose, 5 mM MgCl2, and 50 mM Hepes–Tris buffer, as previously described (21). The reaction was started by adding L. infantum promastigotes and terminated by the addition of ice cold 0.2 M HCl (10). Non-specific nucleotide hydrolysis was determined by adding the parasites after the reaction was terminated. The suspensions were pelleted and aliquots of the supernatant were used for the measurement of released inorganic phosphate (Pi) (26). Enzymatic activities were expressed as nmol of Pi released. Parasites viability and motility were assessed by trypan blue staining and microscopy (27).

Infection of Human Macrophages with L. infantum

Macrophages derived from peripheral blood mononuclear cells (PBMC) were obtained from healthy donor blood as previously described by Santos et al. (25). Briefly, heparinized venous blood was separated by Ficoll–Hypaque gradient (Sigma Aldrich) to isolate PBMC. The cells were washed twice, counted and resuspended in RPMI 1640 (Sigma Aldrich) supplemented with 10% fetal bovine serum (FBS) prior to plating on Lab-Tek glass plates (Thermo Scientific) at 3 × 105 cells/well. The cells were allowed to adhere for 3 h at 37°C in 5% CO2. Non-adherent cells were removed by extensive washing with phosphate-buffered saline (PBS). Adherent monocytes were incubated in RPMI 1640 medium supplemented with 10% FBS at 37°C for 7 days to allow differentiation into macrophages. Next, these macrophages were infected with stationary-phase L. infantum promastigotes at ratio of 1:10, respectively. In some experiments, the culture of macrophages with L. infantum promastigotes was supplemented with 100 µM ATP to evaluate the role of nucleotide presence influencing infectivity. Extracellular parasites (that did not infect the macrophages) were removed after 2 h by extensive washing. Next, the culture was incubated for an additional 2 h at 37°C. The percentage of infected macrophages and the number of amastigotes per 100 macrophages was analyzed by microscopy. Each set of analyses was performed by two independent observers, with each counting different fields of the slide.

Statistical Analysis and Ethical Considerations

All experiments were performed in triplicate wells at a minimum of four independent experiments. Statistical analyses were performed using GraphPad Prism 5.0 software (La Jolla, CA, USA) and normality was analyzed by the D’Agostino & Pearson test. Non-parametric data were analyzed using the Mann–Whitney test. Data were considered statistically significant if p-value <0.05. Data were expressed as means ± SDs. This project was approved by the Ethical Committee of the Federal University of Sergipe (CONEP), CAAE-0151.0.107.000-07.

RESULTS

Ecto-Nucleotidase Activity Does Not Differ among L. infantum Isolates

Ecto-nucleoside triphosphate diphosphohydrolase activity was measured and compared among four L. infantum strains isolated from different patients. These strains displayed different susceptibility to Nitric Oxide, as previously shown by Santos et al. (25). However, the isolates LVHSE 09, 17, 23, and 49 each did not present significant differences in E-NTPDase activity (Figure 1). Microscopy studies showed that E-NTPDase was present on L. infantum promastigotes, including in cellular membrane, as detected by immunostaining with the E-NTPDase 1 and E-NTPDase 2 antibodies (Figure 2A); isotype IgG antibody staining served as an internal control. Interestingly, a homogeneous distribution of E-NTPDase was found throughout the parasite, and also in the cellular membrane. Western blot analysis of the total extract of L. infantum promastigotes revealed the presence of two isoforms. A 70 kDa band represented E-NTPDase-1 and the 40 kDa was the E-NTPDase-2 (Figure 2B). The presence of a signal at just above the 70 kDa band was determined to be a non-specific auto-fluorescent signal, as detected in the internal controls (which used no antibodies).
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FIGURE 1 | Ecto-nucleoside triphosphate diphosphohydrolase activity of L. infatum isolates. Ecto-Nucleotidase activity of L. infantum strains LVHSE09, LVHSE17, LVHSE23, and LVHSE49 grown until stationary phase. Promastigotes (1 × 108) were incubated for 1 h at 37°C with ATP, ADP, or AMP, and enzymatic activity was evaluated by measuring inorganic phosphate (Pi) in the extracellular medium. Bars represent the mean ± SD of three independent experiments performed in triplicate.
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FIGURE 2 | Immunolocalization of ecto-nucleoside triphosphate diphosphohydrolase (E-NTPDase) in Leishmania infantum. (A) Confocal microscopy showing the presence of E-NTPDase 1 and E-NTPDase 2 in L. infantum promastigotes. Parasites were fixed and labeled with primary rabbit antibody IgG anti E-NTPDase 1, anti E -NTPDase 2, or respective isotype IgG controls, followed by secondary labeling with anti-rabbit IgG linked to Alexa 488. (B) Western blot of the total extract from L. infantum labeled with antibody anti E-NTPDase 1, anti E-NTPDase 2, isotype control, and without antibody. Bars represent 10 µm.



Ecto-Nucleotidase Expression and Activity in L. infantum Influences Infectivity in Human Macrophages

The ecto-nucleotidase activity of the parasites in the presence of suramin, an inhibitor of protein tyrosine phosphatases, yielded a 70 and 53% reduction in ATP and AMP hydrolysis, respectively, compared to controls (Figure 3A). However, parasites grown under purine starvation resulted in increased hydrolytic capacity, with 65 and 63% for ATP and AMP, respectively (Figure 3A). Interestingly, there was no significant difference in the hydrolysis of ADP.
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FIGURE 3 | Leishmania infantum ecto-nucleoside triphosphate diphosphohydrolase (E-NTPDase) activity and macrophage infection during purine starvation and inhibition by suramin. (A) L. infantum E-NTPDase activity was evaluated by measuring the inorganic phosphate (Pi) in the extracellular medium of L. infantum promastigotes incubated with suramin, or under purine starvation, for 1 h. (B) Percentage of infected macrophages after 48 h. (C) Number of amastigotes per 100 macrophages after 48 h of incubation. Bars represent the mean ± SD of four independent experiments performed in triplicate.



To assess whether nucleotide hydrolysis is related to the infectivity of L. infantum, macrophages infection studies were performed with parasites pretreated with suramin or, alternatively, grown under purine starvation. The infection rate of macrophages with parasites pretreated with suramin was 28.16 ± 3.75%, whereas it was 61.45 ± 5.1% for macrophages infected with untreated control parasites (Figure 3B). In the presence of suramin, the number of amastigotes/100 macrophages was 70.02 ± 4.2 compared to controls at 118.5 ± 5.03 (Figure 3C). No difference was observed in the L. infantum growth curve in the presence of suramin (data not shown). Promastigote integrity and viability were confirmed by performing cell motility assays. The number of macrophages infected with parasites treated with the E-NTPDase inhibitor was also about 50% lower in comparison to the control. In addition, the inhibitor treatment resulted in decreased number of intracellular parasites. However, for parasites cultured under purine starvation, the number of infected macrophages was significantly higher (82.75 ± 5.2%) compared to the control (63.16 ± 6.6%) (Figure 3B), as well as the number of amastigotes per 100 macrophages (Figure 3C).

When L. infantum parasites were cultured in the presence of E-NTPDase-1 neutralizing antibody, no inhibition of ecto-nucleotidase activity was measured (Figure 4A). However, blocking did reduce macrophage infection rate to 39.9 ± 6.0% compared to 61.4 ± 3.7% in the isotype and untreated controls (Figure 4B). The number of amastigotes per 100 macrophages was also decreased upon addition of the blocking antibody (78.2 ± 3.1) compared to isotype control (120.7 ± 5.0) and untreated control groups (Figure 4C).
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FIGURE 4 | Effect of the blockage of Leishmania infantum ecto-nucleoside triphosphate diphosphohydrolase (E-NTPDase) activity and in macrophage infection. (A) L. infantum E-NTPDase activity was evaluated by measuring the inorganic phosphate (Pi) in the extracellular medium of L. infantum promastigotes incubated with anti-human E-NTPDase 1 antibody, for 1 h. (B) Percentage of infected macrophages after 48 h. (C) Number of amastigotes in 100 macrophages after 48 h. Bars represent the mean ± SD of four independent experiments performed in triplicate, *p < 0.05.



Infection of Human Macrophages by L. infantum Is Enhanced by ATP Hydrolysis But Is Decreased When Adenosine Is Available to the Parasite

The purine adenosine is a source for trypanosomatids nutrition. Therefore, we evaluated whether supply of adenosine could alter the nucleotide hydrolysis capacity of L. infantum and its ability to infect macrophages. Culture of the L. infantum parasites with adenosine decreased ATP, ADP, and AMP hydrolytic capacities when compared to controls (Figure 5A). Moreover, decreased ecto-nucleotidase activity of the parasites resulted in a 30% decrease in the infection rate (43.51 ± 4.3%), compared to the control (61.45 ± 3.7%) (Figure 5B). The number of amastigotes per 100 macrophages was also significantly lower in parasites exposed to adenosine (75.83 ± 10.3) when compared to controls (123.16 ± 13.9) (Figure 5C). In turn, the presence of ATP during infection led to a 25% increase in the infection rate (83.72 ± 5.8%) compared to the control (60.71 ± 8.18%) (Figure 5D). In tandem, the number of amastigotes in 100 macrophages (146.81 ± 19.22) was also increased in the presence of ATP compared to the control (102.16 ± 10.63) (Figure 5E).
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FIGURE 5 | Leishmania infantum ecto-nucleoside triphosphate diphosphohydrolase (E-NTPDase) activity and macrophage infection in the presence of adenosine or ATP. (A) L. infantum E-NTPDase activity was evaluated by measuring the inorganic phosphate (Pi) in the extracellular medium of L. infantum promastigotes incubated with adenosine, for 1 h. (B) Percentage of infected macrophages after 48 h in the presence of adenosine. (C) Number of amastigotes in 100 macrophages after 48 h in the presence of adenosine. (D) Percentage of infected macrophages after 48 h in the presence of ATP. (E) Number of amastigotes in 100 macrophages after 48 h in the presence of ATP. Bars represent the mean ± SD of four independent experiments performed in triplicate, *p < 0.05.



DISCUSSION

This study now shows that high ecto-nucleotidase activity in L. infantum parasites correlates directly with a high capacity to infect human macrophages. Furthermore, results revealed that the expression of the enzyme plays an important role in modulating infectivity, independently from the enzymatic activity. Moreover, parasites exposed to purine starvation enhanced nucleotidase activity and infectivity. However, while generation of adenosine by the parasite favors parasite infectivity, pre-exposure to adenosine during parasite growth resulted in increased nucleotidase activity. This demonstrates the importance of ecto-nucleotidase enzymes for the hydrolysis of extracellular nucleotides to modulate infectivity during host–parasite interactions.

The purinergic network signaling of immune cells senses small changes in the concentration of extracellular nucleotides. These responses play multiple roles in immunoregulation by stimulating lymphocytes proliferation, ROS and NO generation, and cytokines and chemokine secretion (9, 28, 29). This study now shows that L. infantum exerts NTPDase activity. Although different strains of L. infantum have different abilities to overcome NO responses in phagocytes, they do not have significant differences in their ecto-nucleotidase activity. Moreover, imaging studies revealed that these enzymes are present on L. infantum and western blot analyses revealed two different isoforms present at 40 and 70 kDa.

Incubation of parasites with suramin inhibited NTPDase activity for ATP, ADP, and AMP. Furthermore, this was followed by a 50% reduction in the infection rate and in the number of amastigote present within macrophages in the infection groups. These results support the notion that E-NTPDase plays an important role in the interaction between L. infantum and human macrophages. Previously published studies have shown that increased capacity to hydrolyze extracellular nucleotides is associated with virulence and infectivity of Leishmania sp. (22, 30, 31). Furthermore, similar to our findings, inhibition of NTPDase in T. cruzi led to a 50% reduction of in vitro infection (17). Recognition of Leishmania sp. by TLR in phagocytes may trigger the release of ATPe, which binds to the purinergic receptor P2X7. This then leads to activation of the NLRP3 inflammasome pathway and secretion of pro-inflammatory cytokines, such as interleukin-1β (18, 32).

Alternatively, purine starvation led to a higher capacity to hydrolyze adenine nucleotides by the parasites, which also resulted in an increased infection rate. Reports have shown that E-NTPDase activity generates adenosine in the extracellular medium, which allows binding to A2B receptors. This interaction then leads to decreased production of IL-12 and TNF-α by activated macrophages, thereby inhibiting NO production and favoring infection (24). Moreover, deprivation of purines upregulates the expression of enzymes involved in extracellular nucleotide metabolism in attempt to adapt to environmental changes (33–35). In addition, nucleosides can trigger metacyclogenesis in L. amazonensis, both in vivo and in vitro (36). Thus, it is possible that the higher infective capacity of L. infantum cultured in media depleted of purine leads to induced metacyclogenesis. However, additional studies are required to understand the effect of purine starvation in the parasites’ life cycle.

In turn, supplementation of adenosine in the culture medium during the L. infantum growth significantly decreased NTPDase activity. This is possibly due to downregulation of enzyme expression, potentially because excess adenosine can facilitate the uptake of purines. Moreover, adenosine supplementation led to about 30% reduction in infectivity, corroborating the idea that ecto-nucleotidase activity plays an important role in host–parasite interactions during infections. In L. amazonensis, there is a decrease in the E-NTPDase expression when parasites were grown in medium supplemented with adenosine. This led to a reduced survival rate in murine macrophages (24).

However, adenosine often triggers potent immunosuppressive responses by interaction with its P1 receptor on macrophages during infection (6), while ATPe can act in an immunostimulatory capacity. Therefore, Leishmania sp. is able to modulate the concentration of extracellular nucleotides, affecting the balance of pro- vs. anti-inflammatory molecules, and thus allowing evasion of host immune responses (9). For example, the blockage of the purinergic adenosine receptor causes decreased lesion size and parasitism in tegumentary leishmaniais (30).

Although the physiological roles of E-NTPDases are not fully understood, some functions have been postulated, such as participation in cell–cell adhesion (21, 37). The adherence of the parasite to host cells is an energy-dependent process (38). We demonstrated that E-NTPDase is expressed in L. infantum, including in the cell surface, and its activity promotes infection. The use of neutralizing antibodies to E-NTPDase did not alter the activity of the enzyme, but significantly decreased parasite infectivity in macrophages. This would suggest that not only is its activity important in establishing an infection, but also its localization on the surface of the parasites might favor adhesion to phagocytes. In T. cruzi infection, other studies have shown that adhesion and internalization rate is reduced when the NTPDase activity is inhibited by suramin (21). It has also been observed by others that reduction in the adhesion of L. infantum to murine macrophages previously treated with recombinant rLicE-2-NTPDase (12).

In conclusion, these studies demonstrate the presence of ecto-nucleotidase activity in human isolates of L. infantum. The enzyme is expressed in the parasite, including in the cell membrane, and its nucleotidase activity is increased by purine starvation, which suggests an essential role in parasite survival. Moreover, the ecto-nucleotidase activity of L. infantum was shown to be directly associated with infectivity in human macrophages. Antibodies that do not block the enzyme activity resulted in reduced human macrophage infection, suggesting expressed protein is used for infection. In this context, these enzymes, originally known for involvement in the metabolism of nucleotides, are crucial for both parasite nutrition and host–parasite interactions governing infectivity. Taken together, pharmaceutical agents targeting enzyme inhibition could represent novel therapeutic approaches against Leishmaniasis and other trypanosomatides infections.
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Fasciola hepatica, also known as the liver fluke, is a trematode that infects livestock and humans causing fasciolosis, a zoonotic disease of increasing importance due to its worldwide distribution and high economic losses. This parasite immunoregulates the host immune system by inducing a strong Th2 and regulatory T immune response by immunomodulating dendritic cell (DC) maturation and alternative activation of macrophages. In this paper, we show that F. hepatica infection in mice induces the upregulation of heme-oxygenase-1 (HO-1), the rate-limiting enzyme in the catabolism of free heme that regulates the host inflammatory response. We show and characterize two different populations of antigen presenting cells that express HO-1 during infection in the peritoneum of infected animals. Cells that expressed high levels of HO-1 expressed intermediate levels of F4/80 but high expression of CD11c, CD38, TGFβ, and IL-10 suggesting that they correspond to regulatory DCs. On the other hand, cells expressing intermediate levels of HO-1 expressed high levels of F4/80, CD68, Ly6C, and FIZZ-1, indicating that they might correspond to alternatively activated macrophages. Furthermore, the pharmacological induction of HO-1 with the synthetic metalloporphyrin CoPP promoted F. hepatica infection increasing the clinical signs associated with the disease. In contrast, treatment with the HO-1 inhibitor SnPP protected mice from parasite infection, indicating that HO-1 plays an essential role during F. hepatica infection. Finally, HO-1 expression during F. hepatica infection was associated with TGFβ and IL-10 levels in liver and peritoneum, suggesting that HO-1 controls the expression of these immunoregulatory cytokines during infection favoring parasite survival in the host. These results contribute to the elucidation of the immunoregulatory mechanisms induced by F. hepatica in the host and provide alternative checkpoints to control fasciolosis.
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INTRODUCTION

Fasciolosis, a helminth infection caused by Fasciola hepatica, is of paramount importance due to its wide spectrum of definitive hosts (1) and its worldwide distribution (2) affecting both livestock and human health. World Health Organization (WHO) estimates that at least 2.4 million people are infected in more than 70 countries worldwide, with several million at risk. Several studies have independently demonstrated that F. hepatica-derived molecules inhibit or decrease dendritic cell (DC) activation, which results in the induction of a tolerogenic phenotype (3–7). Furthermore, we have demonstrated that DCs from mice infected with F. hepatica have a semi-mature phenotype that is characterized by low MHC II and CD40 expression, high secretion of the immunoregulatory cytokine IL-10, and the ability to differentiate and expand IL-10-producing CD4 T cells (8). In addition, different groups have reported that F. hepatica-derived molecules also modulate macrophage activation, inducing the alternative activation of IL-10-producing macrophages (9, 10) and inhibiting the production of pro-inflammatory cytokines, such as IL-1β (11), IL-10 (12), Arg-1, PDL-1 (13), and PDL-2 (14, 15). Thus, it has been hypothesized that F. hepatica may modulate both macrophages and DC function and fate as a mean to control its pathogenesis and survival in the infected hosts.

Heme-oxygenase-1 (HO-1), the rate-limiting enzyme in the catabolism of free heme, is involved in many physiological and pathophysiological processes, by affording cytoprotection (16) and regulating the host inflammatory response. Indeed, HO-1 is a stress-responsive enzyme important for defense against oxidant-induced injury during inflammatory processes and is highly inducible by a variety of stimuli, such as LPS, cytokines, heat shock, heavy metals, oxidants, and its substrate heme. Several works confirm that HO-1 plays a role in different infectious diseases, and can have both beneficial and detrimental consequences for the host immunity against pathogens (17). For instance, HO-1 is able to promote Plasmodium liver infection (18), whereas it plays a favorable role in the host during cerebral malaria (19). On the other hand, HO-1 controls a variety of infections in mice, including Mycobacterium avium (20), Listeria monocytogenes (21), Plasmodium falciparum (22), Salmonella typhimurium (23), Toxoplasma gondii (24), and respiratory syncytial virus (25).

Expression of HO-1 in monocyte-derived DC inhibits LPS-induced maturation and reactive oxygen species production (26). In addition, HO-1+ DCs express the anti-inflammatory cytokine IL-10 resulting in the inhibition of alloreactive T-cell proliferation (26). Also, IL-10-producing anti-inflammatory macrophages (M2) express HO-1 (27). Thus, HO-1 has been proposed to be key mediator of the anti-inflammatory effects of macrophages and DCs.

In the present study, we demonstrate that during infection with the trematode F. hepatica, HO-1 is upregulated by immune cells expressing F4/80 in the peritoneal cavity and liver. We also show that the pharmacological induction of HO-1 with the synthetic metalloporphyrin CoPP promotes F. hepatica infection increasing the clinical signs associated with the disease, such as liver damage. Moreover, treatment with the HO-1 inhibitor SnPP protected from parasite infection. The increase of HO-1 during F. hepatica infection was associated with the increase of TGFβ and IL-10 in liver and peritoneal exudate cells (PECs). Interestingly, we identified two different F4/80+ cell populations that expressed HO-1. HO-1hi F4/80int cells were characterized by the expression of CD11c, CD38, TGFβ, and IL-10 suggesting that they correspond to regulatory DCs. On the other hand, HO-1int F4/80hi cells expressed high levels of CD68, Ly6C, and FIZZ-1 indicating that they might be alternatively activated macrophages. Our results contribute to the elucidation of immunoregulatory mechanisms induced by F. hepatica in the host and could provide alternative checkpoints to control fasciolosis.

MATERIALS AND METHODS

Ethics Statement

Mouse experiments were carried out in accordance with strict guidelines from the National Committee on Animal Research (Comisión Nacional de Experimentación Animal, CNEA, National Law 18.611, Uruguay) according to the international statements on animal use in biomedical research from the Pan American Health Organization and WHO. The protocol was approved by the Uruguayan Committee on Animal Research. Cattle’s livers were collected during the routine work of a local abattoir (Frigorífico Carrasco) in Montevideo (Uruguay).

Mice

Six- to eight-week-old female BALB/c mice were obtained from DILAVE Laboratories (Uruguay). Animals were kept in the animal house (URBE, Facultad de Medicina, UdelaR, Uruguay) with water and food supplied ad libitum. Mouse handling and experiments were carried out in accordance with strict guidelines from the National Committee on Animal Research (CNEA, Uruguay). All procedures involving animals were approved by the Universidad de la República’s Committee on Animal Research (CHEA Protocol Number: 070153-000180-16).

Infections and Cell Cultures

BALB/c mice were orally infected with 10 F. hepatica metacercariae (Baldwin Aquatics, USA) per animal. After 1, 2, or 3 weeks post-infection (wpi) mice were bled and PECs, spleens, and livers were removed. In order to evaluate the severity of the infection, a disease severity score was developed (Table 1), which was applied in blinded experiments by two independent experimenters. Alanine aminotransferase (ALT) activity in sera was determined by using a commercial kit (Spinreact, Spain) according to the manufacturers’ instructions. PECs from infected and non-infected mice were washed twice with PBS containing 2% FBS and 0.1% sodium azide. The following antibodies were used in these experiments anti-CD11c (N418), -I-A/I-E (2G9), CD40 (HM40-3), -F4/80 (BM8), -CD11b (M1/70), -CD172a (P84), -Ly6C (HK1.4), and -Siglec-F (E50-2440). Cells were then washed twice with PBS containing 2% FBS and 0.1% sodium azide and fixed with 1% formaldehyde. Cell populations were analyzed using a BD FACSCalibur (BD-Biosciences) or Cyan (Beckman Coulter). Expression of HO-1 (ab13248) and CD68 (FA-11) were analyzed by intracellular staining. Antibodies were obtained from Affymetrix (CA, USA), from BD-Biosciences (CA, USA), from Biolegend (CA, USA) or from Abcam.

TABLE 1 | Clinical score of Fasciola hepatica-infected mice.
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Pharmacological Induction or Inhibition of HO-1

In order to modulate HO-1 activity, mice infected with five metacercariae also received intraperitoneal injections of either vehicle (PBS, 100 µL), CoPP (20 mg/kg), SnPP (40 mg/kg), or CoPP plus SnPP. The doses of CoPP and SnPP were within a range of doses used in studies describing upregulation of HO-1 by CoPP and inhibition of the enzyme’s activity by SnPP (28, 29). Mice were injected 1 day before infection, 1 day after infection and every 5 days until the end of the experimental protocol.

Quantitative Real-time RT-PCR

Total RNA was isolated by use of TRI-reagent (Sigma-Aldrich) from spleen, liver, PEC and purified F4/80int and F4/80hi cells from PEC. Samples were analyzed in an Eco real-time PCR System (Illumina) using Fast SYBR® Green Master Mix (Applied Biosystems). The reactions were performed according to the following settings: 95°C for 5 min for initial activation, followed by 40 thermal cycles of 10 s at 95°C and 30 s at 60°C. All reactions were performed with at least five biological replicates.

Microscopy Analyses

Livers from infected mice after 3 wpi or non-infected mice (control) were harvested, embedded in OCT, and snap frozen in nitrogen. Sections were cut at a thickness of 6 µm, fixed with cold acetone for 10 min and blocked with 5% BSA in 3% rat serum for 1 h at room temperature. Sections were then overnight incubated at 4°C with anti-HO-1 (ab13248) and -F4/80 (BM8), stained with DAPI and visualized in an epifluorencense microscope Olympus IX-81 and confocal microscope Leica TCS-SP5-II. The same procedure and the same antibody were used to evaluate HO-1 expression in bovine livers from naturally infected and non-infected cattle. In this case, livers were first examined by the veterinary inspector at the abattoir and determined to be infected by the presence of multiple parasites found in the bile ducts. Livers from non-infected animals were identified by absence of liver damage and flukes.

Statistical Analysis

Results were analyzed using GraphPad Prism software (GraphPad Software, San Diego, CA, USA). Normality distribution was evaluated using the D’Agostino-Pearson omnibus normality test followed by one-way ANOVA with Bonferroni Multiple Comparison test or a student’s T test was used. Results were considered to be significantly different when p < 0.05 (*), 0.01 (**), or 0.001 (***).

RESULTS

HO-1 Expression Is Induced in F. hepatica-Infected Animals

We first evaluated whether HO-1 was expressed in F. hepatica-infected animals. To this end, mice were infected with 10 metacercariae and after 3 wpi, livers, spleens, and PECs were removed and HO-1 expression was analyzed by qRT-PCR, microscopy, and flow cytometry. Livers from infected mice expressed high levels of HO-1, both at the mRNA (Figure 1A) and protein levels (Figure 1B). Indeed, a 25-fold increase in the transcript levels was determined by qRT-PCR with respect to non-infected animals (Figure 1A). HO-1 expression was found both in the leukocyte infiltrates and the liver parenchyma (Figure 1B), while undetectable levels of HO-1 were found in control livers from naive mice (Figure 1B). HO-1 gene expression was also induced in PECs, revealing, similar to liver, a 25-fold increased in PECs from infected animals, comparing to control mice (Figure 1C). Moreover, HO-1+ cells were detected in the peritoneum both by flow cytometry and microscopy (Figures 1D–F). On the contrary, we failed to detect an increase in HO-1 transcript levels and protein expression by flow cytometry in spleens from infected- with respect to control animals (Figure S1 in Supplementary Material).
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FIGURE 1 | Heme-oxygenase-1 (HO-1) is induced during Fasciola hepatica experimental infection in mice. (A) mRNA expression of HO-1 in the liver from control and F. hepatica-infected mice at 3 wpi. (B) HO-1 expression in the liver from control and infected mice at 3 wpi by confocal microscopy. (C) mRNA expression of HO-1 in peritoneal exudate cell (PECs) from control and infected mice at 3 wpi. (D) HO-1+ cells in PECs from control and infected mice at 3 wpi by flow cytometry. (E) Percentage of HO-1+ cells in PECs from control and infected mice at 3 wpi by flow cytometry. (F) HO-1 expression in PECs from control and infected mice at 3 wpi by confocal microscopy. (F) mRNA expression of HO-1 in the spleen from control and F. hepatica-infected mice at 3 wpi. The figures represent the results of three independent experiments (±SEM, indicated by error bars). Mice were analyzed individually: control mice n = 12 and infected mice n = 17. Asterisks indicate statistically significant differences (***p < 0.001). The bar represents 100 µm.



The gene expression of HO-1 was also investigated in bovine livers (Figure 2) revealing an increase of HO-1 mRNA levels in livers from infected bovine with respect to non-infected animals (Figure 2A). This increase in HO-1 gene expression was confirmed at the protein level by microscopy (Figure 2B). HO-1 was expressed both in the hepatocytes (larger cells) and the infiltrated leukocytes (smaller cells) in livers from infected mice (Figure 2B). Altogether, these results indicate that HO-1 expression increases both in liver and PEC, but not in spleen, of F. hepatica-infected animals.
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FIGURE 2 | Upregulation of heme-oxygenase-1 (HO-1) expression in liver from Fasciola hepatica-infected bovines. (A) mRNA expression of HO-1 in the liver from F. hepatica-infected (n = 7) and control (n = 5) animals. (B) HO-1 expression in the liver from infected and control animals by confocal microscopy. Asterisks indicate statistically significant differences (*p < 0.05). The bar represents 100 µm.



The Pharmacological Inhibition or Induction of HO-1 Affects Clinical Signs Associated to F. hepatica Infection

The use of pharmacological agents and genetic probes to manipulate HO-1 has been widely used as a tool to explore the role of HO-1 in infections and other pathological systems, as well as its immune regulatory properties. Thus, we investigated whether the pharmacological induction or inhibition of HO-1, using cobalt (CoPP) and tin (SnPP) protoporphyrin IX, respectively, increased or ameliorated the clinical signs associated with by F. hepatica infection. The treatment consisted of five i.p. administrations of CoPP or SnPP at days −2, 2, 5, 12, and 17, with infection at day 0 (Figure 3A). Importantly, CoPP administration lead to a significant increase of HO-1 transcript levels, while SnPP administration did not change the HO-1 gene expression (Figures S2A,B in Supplementary Material) Clinical signs were determined by two different read outs: (i) hepatic damage followed by ALT activity in serum, a common marker to detect hepatic dysfunction (30), and (ii) general state of the animal by a defined clinical score (Figure 3). The clinical score was defined according the parameters described in Table 1. First, we evaluated the HO-1 transcript levels in livers and PECs from treated mice at 2 wpi, time were the highest differences in HO-1 expression were determined. Infected mice expressed high transcript levels of HO-1, both in liver (Figure 3B) and PEC (Figure 3C). Furthermore, when infected mice were treated with CoPP, they presented higher HO-1 transcript levels than infected mice in both biological samples, while SnPP-treatment dramatically reduced the gene expression of HO-1 in infected mice, both in liver (Figure 3B) and PEC (Figure 3C). Of note, when infected mice were treated with simultaneous administration of CoPP and SnPP, the HO-1 transcript levels both in PEC and liver were similar to those found for infected control mice (Figures 3B,C).
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FIGURE 3 | Pharmacological induction and inhibition of heme-oxygenase-1 (HO-1) alters the clinical signs associated with Fasciola hepatica infection. (A) Treatment of infected mice with CoPP, SnPP, SnPP/CoPP, or PBS (control). (B) mRNA expression of HO-1 in liver from CoPP-, SnPP-, and SnPP/CoPP-treated F. hepatica-infected mice at 3 wpi. (C) mRNA expression of HO-1 in peritoneal exudate cells (PECs) from CoPP-, SnPP-, and SnPP/CoPP-treated F. hepatica-infected mice at 3 wpi. (D) Alanine aminotransferase (ALT) activity was measured in sera from CoPP- and SnPP-treated infected and control mice. (E) Clinical score of CoPP- and SnPP-treated F. hepatica-infected mice at 3 wpi, according to Table 1. The figures represent the results of three independent experiments (±SEM, indicated by error bars). Mice were analyzed individually: CoPP (n = 7), SnPP (n = 7), SnPP/CoPP (n = 7), or PBS (n = 7). Asterisks indicate statistically significant differences (*p < 0.05, **p < 0.01).



Importantly, the expression of HO-1 correlated with the ALT activity levels found in sera. Indeed, CoPP-treated infected mice presented higher ALT activity levels in serum at 2 and 3 wpi (Figure 3D). On the contrary, SnPP-treated infected mice, had a remarkable decrease in ALT activity levels at 3 wpi with levels comparable to those of non-infected mice, although they were slightly increased (Figure 3D). The hepatic damage determined as ALT activity in serum found in CoPP-treated infected mice correlated with other clinical signs, such as hemorrhage, splenomegaly and increase in ascites and cells in the peritoneum (Figure 3E). In contrast, SnPP-treated infected mice, presented a decreased clinical score as compared to controls. Importantly, control infected mice treated with a mix of SnPP and CoPP, presented the same clinical score as infected mice not treated with protoporfirins (Figure 3E). Importantly, non-infected mice treated with CoPP did not show either liver damage, changes in ALT activity in sera nor any clinical symptom related to the infection with respect to non-treated mice (Figure S2C,D in Supplementary Material). These results suggest that an increase of HO-1 expression augments the susceptibility of F. hepatica infection, while a decrease in this enzyme provides mice resistance to the infection.

It has been reported that HO-1 regulates the expression of multiple cytokines, and has essentially anti-inflammatory properties (26, 31–34). In order to further study the immune response induced in the group of mice treated with protoporphyrins, we evaluated the transcript levels of a panel of Th2/regulatory molecules that are highly expressed during F hepatica infection: FIZZ-1, IL-4, IL-10, and TGFβ. Indeed, at 2 wpi, livers from infected mice expressed high transcript levels of IL-10, TGFβ and FIZZ-1 (Figure 4A). Interestingly, IL-10 and TGFβ transcript levels were even higher in CoPP-treated infected mice, than control infected mice (Figure 4B). Moreover, SnPP-treated infected mice presented lower mRNA levels of IL-10 and FIZZ-1 than infected control mice (Figure 4B). Consistent with these results, simultaneous treatment with CoPP and SnPP did not induce any change in the mRNA levels of these molecules with respect to control infected mice (Figure 4B). Of note, IL-4 gene expression in liver was not modified either with F. hepatica infection nor the treatment with metal protoporphyrins.
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FIGURE 4 | Pharmacological induction of heme-oxygenase-1 expression correlates with IL-10, TGFβ, and FIZZ-1 transcript levels in liver of infected animals. (A) mRNA expression of IL-4, IL-10, TGFβ, and FIZZ-1 in the liver from control and F. hepatica-infected mice at 2 wpi. (B) mRNA expression of IL-4, IL-10, TGFβ, and FIZZ-1 in the liver from CoPP-, SnPP- and SnPP/CoPP-treated F. hepatica-infected mice at 2 wpi. The figures represent the results of three independent experiments (±SEM, indicated by error bars). Mice were analyzed individually: CoPP (n = 7), SnPP (n = 7), SnPP/CoPP (n = 7), or PBS (n = 7). Asterisks indicate statistically significant differences (*p < 0.05, **p < 0.01, ***p < 0.001).



Cells from the peritoneum of infected mice, on the other hand, expressed higher transcript levels of TGFβ, IL-4 and FIZZ-1 (Figure 5A), but not IL-10 as shown in liver. Surprisingly, PEC from CoPP- or SnPP-treated mice did not present any change in the expression of either TGFβ, IL-4, FIZZ-1 or IL-10, except for FIZZ-1 which was slightly decreased in SnPP-treated infected mice (Figure 5B), consistent with lower hepatic damage and clinical score.
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FIGURE 5 | IL-4, IL-10, TGFβ, and FIZZ-1 mRNA levels in peritoneal exudate cells (PECs) from CoPP-, SnPP-, and SnPP/CoPP-infected animals. (A) mRNA expression of IL-4, IL-10, TGFβ, and FIZZ-1 in PEC from control and Fasciola hepatica-infected mice at 2 wpi. (B) mRNA expression of IL-4, IL-10, TGFβ, and FIZZ-1 in PEC from CoPP-, SnPP- and SnPP/CoPP-treated F. hepatica-infected mice at 2 wpi. The figures represent the results of three independent experiments (±SEM, indicated by error bars). Mice were analyzed individually: CoPP (n = 7), SnPP (n = 7), SnPP/CoPP (n = 7), or PBS (n = 7). Asterisks indicate statistically significant differences (*p < 0.05, **p < 0.01).



In summary, these results show that the induction of HO-1 is associated with higher levels of the immunoregulatory molecules IL-10 and TGFβ and the reparatory molecule FIZZ-1 in liver, while the inhibition of HO-1correlated with lower expression of TGFβ and FIZZ-1 in the liver of infected animals. However, although infected animals presented increased levels of TGFβ, IL-4 and FIZZ-1 on peritoneal cells, we could not find significant changes associated with the modulation of HO-1. Considering that the peritoneum is essential for F. hepatica juvenile maturation, we studied in further detail peritoneal cells and the expression of HO-1.

HO-1 Is Induced in Two Different Peritoneal F4/80+ Cell Populations

Considering previous reports demonstrating that: (i) F. hepatica-infected mice express high levels of IL-10 (8, 35), (ii) HO-1 expression is related to IL-10 signaling and viceversa (36, 37), (iii) alternatively activated macrophages are associated with F. hepatica infection (9, 38, 39), and (iv) HO-1 is highly expressed by M2 macrophages (40), we sought to evaluate whether the HO-1+ cells identified in F. hepatica-infected mice expressed the molecule F4/80, traditionally used to identify macrophages. As seen in Figure 6A, HO-1+ cells from PECs from infected animals expressed this surface marker. However, two HO-1+ populations were identified according to the expression of HO-1 and F4/80: HO-1int F4/80hi and HO-1hi F4/80int, which significantly augmented upon infection (Figure 6A). Interestingly, although the F4/80hi cell population was also detected in PECs from control mice (Figure 6A), the expression of HO-1 was induced upon infection (Figure 6B). On the contrary, the HO-1hi F4/80int cell population was absent in control mice (Figure 6A) and expressed higher HO-1 levels than HO-1int F4/80hi cells from infected mice (Figure 6B). Of note, the F4/80low population identified in infected mice were Siglec-F+ (could correspond to eosinophils) and did not express HO-1 as determined by the corresponding isotype staining (Figure S3 in Supplementary Material).
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FIGURE 6 | HO-1+ cells recruited in peritoneal exudate cell (PEC) during Fasciola hepatica infection are F4/80+. (A) HO-1+ and F4/80+ cells in PEC from control and infected mice at 3 wpi by flow cytometry. Percentage of HO-1hi F4/80int and HO-1low F4/80hi cells in the peritoneum from control and infected mice at 3 wpi. (B) heme-oxygenase-1 (HO-1) expression in different cell populations from PEC from control and infected mice at 3 wpi. MFI (Mean Fluorescence Intensity) of HO-1 in HO-1hi F4/80int and HO-1low F4/80hi cells from PECs by flow cytometry. The figures represent the results from at least three independent experiments (±SEM, indicated by error bars). Mice were analyzed individually: CoPP (n = 7), SnPP (n = 7), SnPP/CoPP (n = 7), or PBS (n = 7). Asterisks indicate statistically significant differences (*p < 0.05).



The presence of F4/80+ cells in PECs expressing different levels of this surface marker was also confirmed by microscopy, revealing co-localization with HO-1 (Figure 7A). Furthermore, F4/80+ HO-1+ cells were also identified in the leukocyte infiltrate present in livers from infected mice (Figure 7B), while these cells were undetected in control livers (data not shown). HO-1 was also expressed by F4/80- hepatocytes (Figure 7B) as mentioned earlier (Figure 1B).
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FIGURE 7 | Identification of HO-1+ cells in peritoneal exudate cell (PEC) and liver by confocal microscopy. Heme-oxygenase-1 (HO-1) and F4/80 expression in PEC (A) and liver (B) from control (n = 5) and infected mice (n = 5) at 3 wpi by confocal microscopy. DAPI was used to stain cell nucleus. The bar represents 100 µm. The figures represent the results from at least three independent experiments.



HO-1int F4/80hi and HO-1hi F4/80int Cells from Infected Mice Have Different Phenotype

In order to further characterize HO-1+ cells, we evaluated both populations and HO-1 expression during the process of infection. To this end, PECs and livers were collected at 1, 2, and 3 wpi. Interestingly HO-1 transcript levels augmented progressively with the course of infection (Figure 8A). PECs from infected and control mice were labeled and analyzed by flow cytometry in order to identify both HO-1+ cell populations, HO-1hi F4/80int and HO-1int F4/80hi, and compare them with PECs from control mice. HO-1int F4/80hi cells were already present in control mice and its number doubled from the second week post infection (Figure 8B), time in which they presented increased levels of HO-1 expression (Figure 8B). On the other hand, HO-1hi F4/80int cells in PECs were detected as soon as 1 wpi, and remained constant up to 3 wpi (Figure 8C). The expression of HO-1 by these cells was induced from 2 wpi (Figure 8C). Both the cell number and the HO-1 expression by HO-1int F4/80hi cells remained constant or increased after 2 wpi (Figure 8C).
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FIGURE 8 | Identification of HO-1+ cells during Fasciola hepatica-infection. (A) mRNA expression of heme-oxygenase-1 (HO-1) in the liver from control (0 wpi) and infected mice (1, 2, and 3 wpi). (B) HO-1+ F4/80hi cells in peritoneal exudate cell (PEC) from control (0 wpi) and infected mice (1, 2, and 3 wpi) by flow cytometry. On the right the HO-1 expression as the MFI of HO-1+ F4/80hi cells is shown. (C) HO-1+ F4/80int cells in PEC from control (0 wpi) and infected mice (1, 2, and 3 wpi) by flow cytometry. On the right, the HO-1 expression as the MFI of HO-1+ F4/80int cells is shown. Mice were analyzed individually: control (n = 12), 1 wpi (n = 10), 2 wpi (n = 10) or 3 wpi (n = 16). Asterisks indicate statistically significant differences (*p < 0.05, **p < 0.01, ***p < 0.001).



We then investigated the phenotype of HO-1+ cells by evaluating the expression of different molecules by flow cytometry and compared them to F4/80+ cells found in naïve mice (Figure 9; Figure S4 in Supplementary Material). HO-1int F4/80hi and HO-1hi F4/80int cells expressed CD11b, CD68 and CD172a (SIRPα, Figure 9), all molecules that are expressed by DCs or macrophages (41). However, HO-1int F4/80hi cells expressed higher levels of CD11b, CD68 and CD172a than HO-1hi F4/80int cells. Furthermore, HO-1hi F4/80int cells expressed CD11c while HO-1int F4/80hi expressed Ly6C (Figure 9). Finally, HO-1hi F4/80int cells expressed higher levels of MHC class II but lower expression of CD40 than HO-1int F4/80hi cells. Of note, both cells populations expressed very low levels of Siglec-F (Figure 9). Interestingly, the phenotype described for HO-1int F4/80hi cells resembled to that of peritoneal macrophages from naïve mice (Figure S4 in Supplementary Material). Altogether, these results suggest that HO-1hi F4/80int cells could constitute DCs while HO-1int F4/80hi cells would correspond to monocytes or macrophages.
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FIGURE 9 | Immunophenotyping of HO-1hi F4/80int and HO-1int F4/80hi in the peritoneum of Fasciola hepatica-infected animals. HO-1hi F4/80int cells (blue), HO-1int F4/80hi cells (red) from peritoneal exudate cells of infected mice at 3 wpi were evaluated for the expression of different cell markers by flow cytometry. Cells from the peritoneal cavity from infected mice were stained with CD11b- CD11c-, MHCII, CD40, SIRPα-, CD68-, Ly6C-, or Siglec-F- specific antibodies and evaluated by flow cytometry. A representative figure of three independent experiments is shown. Mice were analyzed individually: control mice n = 5 and F. hepatica-infected mice n = 5. Asterisks indicate statistically significant differences (*p < 0.05).



To further characterize these cells, we sorted them by flow cytometry and analyzed the gene expression of other molecules by qRT-PCR. In agreement with flow cytometry analyses, HO-1hi F4/80int cells expressed higher transcript levels of HO-1 than HO-1int F4/80hi cells (Figure 10). Interestingly, both cells populations were very different in the set of expressed genes. Indeed, HO-1hi F4/80int cells expressed CD38 and Arg-1, while HO-1int F4/80hi cells did not. On the contrary, HO-1int F4/80hi cells expressed FIZZ-1 and IL-10. Finally, HO-1hi F4/80int cells expressed TGFβ and IL-10 (Figure 10). According to the expression of these markers, these results suggest that HO-1hi F4/80int cells correspond to regulatory or tolerogenic DCs, while HO-1int F4/80hi cells could constitute alternatively activated macrophages.
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FIGURE 10 | Expression of immunoregulatory molecules in HO-1hi F4/80int and HO-1int F4/80hi in peritoneal exudate cells (PECs) from Fasciola hepatica-infected animals. HO-1hi F4/80int cells (blue), HO-1int F4/80hi cells (red) from PECs of infected mice at 3 wpi were first sorted. Then, the expression of heme-oxygenase-1 (HO-1), TGFβ, IL-10, FIZZ-1, Arg-1, and CD38 was evaluated by qRT-PCR. Gene expression relative to GAPDH transcript levels is shown. Mice were analyzed individually: control mice n = 5 and F. hepatica-infected mice n = 5. Asterisks indicate statistically significant differences (*p < 0.05, **p < 0.01).



DISCUSSION

In this work, we show that HO-1 is a key immunoregulatory molecule during F. hepatica infection and that promotes infection and liver damage. The role of HO-1 in infections by intracellular pathogens has been previously approached, demonstrating an upregulation of HO-1 mRNA and/or protein expression in response to viral (25), bacterial (23, 41–46), or protozoan parasitic (18, 19, 47) infections. Furthermore, overexpression or induction of HO-1 promotes persistence of other infectious agents, such as Leishmania chagasi and Plasmodium liver infection (18, 47). However, to our knowledge, this is the first report demonstrating the role of HO-1 in favoring a helminth infection.

The involvement of HO-1 in the anti-inflammatory immune response in F. hepatica-infected mice was confirmed using pharmacological approaches. We show that the pharmacological induction of HO-1 promoted clinical signs associated with F. hepatica infection, and it was correlated with an increase of IL-10 and TGFβ in liver, indicating that the induction of HO-1 is associated with the upregulation of these two immunoregulatory cytokines. The fact that the use of the enzymatic inhibitor of HO-1 SnPP significantly decreased the levels of IL-10, TGFβ, and FIZZ-1 in liver, even to lower levels to control infected mice (for IL-10 and FIZZ-1) strongly suggests that HO-1 is involved in the upregulation of IL-10, promoting parasite survival, and hence liver damage that leads to the upregulation of FIZZ-1 indicating liver fibrosis. Indeed, several studies have demonstrated that HO-1 mediates the anti-inflammatory effect of IL-10 (37, 48) showing that the use of competitive inhibitors or the knock down expression of HO-1 abrogated the suppressive effect of IL-10. In our model, this hypothesis is in agreement with the results obtained with the simultaneous administration of CoPP and SnPP, obtaining similar clinical signs and IL-10, TGFβ, and FIZZ-1 levels as non-treated mice. Further studies are needed to define which of the heme degradation products following the action of HO-1 activity iron, biliverdin, or CO, are responsible for these actions, as has been previously reported for other pathogens (23). Alternatively, cytokine induction may be due to direct interaction of HO-1 with other host molecules. Interestingly, HO-1 gene expression is regulated at the transcriptional level, by several transcriptional factors including activator protein-1 (49, 50), nuclear factor erythroid 2-related factor-2 (NRF2), nuclear factor-kappa B (50, 51), among others. Also, HO-1 expression is regulated by signaling cascades such as mitogen-activated protein kinase and phosphatidylinositol 3-kinase/Akt (49, 52). In our model, the identification of the molecular mechanisms that lead to HO-1 upregulation in F. hepatica-infected animals will eventually contribute to the development of molecular strategies to control the infection.

Apart from its immunoregulatory properties, HO-1 also plays a significant role in inhibiting oxidant-induced injury during inflammatory processes (53). In fact, an appropriate balance of the inflammatory and redox states is essential to resolve most infections and finally the infectious process (17). In this context, another possibility is that F. hepatica induces HO-1 expression not only to evade the host immune response, but also to inhibit oxidant production by macrophages or other cells. One immunologically relevant place in the host for F. hepatica, is the peritoneal cavity, where the production of oxygen or nitrogen derived molecules could limit and restrain juvenile parasites. Indeed, lower levels of liver damage have been suggested to be the consequence of effective killing of the invading parasites within the peritoneum or shortly after reaching the liver (54). In this context, F. hepatica-mediated HO-1 induction might support parasite survival, for instance by favoring its passage through the peritoneum to the liver.

Our data indicate that in the peritoneal cavity two different populations of antigen presenting cells express HO-1. Judged by the high expression of CD11c, CD38, MHCII and the immunoregulatory cytokines IL-10 and TGFβ, HO-1hi F4/80int cells could constitute tolerogenic myeloid-derived DCs (55) or regulatory DCs that potentially participate in the induction of specific regulatory or anergic T cells (8, 56). Indeed, DCs conditioned with parasite-derived molecules can induce T cell anergy (8, 14, 56, 57). It remains to be determined whether HO-1-expressing DCs can induce specific anergic or regulatory T cells in a HO-1 dependent mechanism. In contrast, HO-1int F4/80hi cells were characterized by the high expression of CD68, CD172a, Ly6C, CD11b, and FIZZ-1, as well as low levels of MHCII expression, indicating that they may correspond to alternatively activated macrophages (58). In this line, the alternative activation of macrophages by F. hepatica or its derived molecules has been previously described (10, 39, 59, 60). Macrophages play a central role in innate immune responses toward both extracellular and intracellular pathogens, particularly through the formation of reactive oxygen/nitrogen species (RO/NS) (61, 62). Indeed, oxidative stress can kill F. hepatica flukes by a mechanism that may involve oxidation of proteins or lipids from parasite tegument since peroxyntrite or superoxide radicals significantly diminished parasite viability in vitro (54, 63). Moreover, RO/NS can effectively target extracellular pathogens through the formation of extracellular traps (61). Taking into account that HO-1 in macrophages limits the production of reactive species (34) and induces IL-10 producing anti-inflammatory macrophages (64) and that F. hepatica favors the alternative activation of macrophages (65, 66), it is likely that HO-1+ macrophages at early stages allow F. hepatica survival in the peritoneum through ineffective free radical production.

Finally, the role of HO-1 in favoring F. hepatica infection in the natural host (e.g., livestock, human) remains unknown. Although we show preliminary data demonstrating an increase in HO-1 expression in livers from naturally infected cattle, further studies are necessary to determine whether HO-1 expression correlates with a certain stage of the infection or if participates in the immunoregulatory or anti-oxidant mechanisms during the infection in these hosts.

In conclusion, HO-1 overexpression benefits F. hepatica infection increasing clinical signs and liver damage. Upregulation of HO-1 leads to an increase of IL-10 which could promote and benefit parasite transport from the peritoneum to the liver. On the other hand, an enzymatic inhibitor of HO-1 provided mice with resistance to infection, decreasing IL-10 and FIZZ-1 transcript levels in liver. Although the mechanisms by which HO-1+ DCs or macrophages regulate the expression of IL-10 or oxidative responses during F. hepatica infection remain to be elucidated, targeting HO-1 to control fasciolosis could constitute an interesting alternative strategy to drugs or vaccines against fasciolosis.
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Human granulocytic anaplasmosis, caused by the tick-transmitted Anaplasma phagocytophilum, is not controlled by innate immunity, and induces a proinflammatory disease state with innate immune cell activation. In A. phagocytophilum murine infection models, hepatic injury occurs with production of IFNγ thought to be derived from NK, NKT cells, and CD8 T lymphocytes. Specific A. phagocytophilum ligands that drive inflammation and disease are not known, but suggest a clinical and pathophysiologic basis strikingly like macrophage activation syndrome (MAS) and hemophagocytic syndrome (HPS). We studied in vivo responses of NK, NKT, and CD8 T lymphocytes from infected animals for correlates of lymphocyte-mediated cytotoxicity and examined in vitro interactions with A. phagocytophilum-loaded antigen-presenting cells (APCs). Murine splenocytes were examined and found deficient in cytotoxicity as determined by CD107a expression in vitro for specific CTL effector subsets as determined by flow cytometry. Moreover, A. phagocytophilum-loaded APCs did not lead to IFNγ production among CTLs in vitro. These findings support the concept of impaired cytotoxicity with A. phagocytophilum presentation by APCs that express MHC class I and that interact with innate and adaptive immune cells with or after infection. The findings strengthen the concept of an enhanced proinflammatory phenotype, such as MAS and HPS disease states as the basis of disease and severity with A. phagocytophilum infection, and perhaps by other obligate intracellular bacteria.
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INTRODUCTION

Human granulocytic anaplasmosis, caused by the tick-transmitted Anaplasma phagocytophilum, is the third most common human vector-borne infection in the U.S., where 1% die and 7% require ICU admission (1–3). A. phagocytophilum is not controlled by innate immunity, but induction of a proinflammatory disease state occurs with innate immune cell activation via TLR2 and the inflammasome to achieve STAT1-mediated IFNγ and NF-κB-mediated proinflammatory gene transcription (4–8). As a result, infection in humans and in animal models leads to a macrophage activation syndrome (MAS) where severity is related to high serum levels of IFNγ, IL-10, IL-12, and ferritin (9–12).

In A. phagocytophilum murine infection models, inflammatory hepatic histopathologic injury is abrogated in Ifng−/− and enhanced in Il10−/− animals, confirming an important role for IFNγ in driving tissue injury (5, 6, 9, 10, 13). Key candidates for production of IFNγ include the innate immune NK and NKT cells, but also include CD8 T lymphocytes as adaptive immune responses mature. NK, NKT, and CD8 T lymphocytes react to fundamentally distinct ligands, microbe-associated molecules, or other signals (14–16). TLR2-activation implies a role for A. phagocytophilum lipoproteins as a ligand, and induction of the inflammasome via NLRC4 relates to endogenous host cell eicosanoid production following infection. However, the specific A. phagocytophilum ligands that drive inflammation and disease are not known (4, 17). Regardless, these observations secure an inflammatory basis for A. phagocytophilum-induced septic or toxic shock-like manifestations and imply that severity has its pathophysiologic basis in MAS and hemophagocytic syndrome (HPS) (11, 18).

MAS and HPS are related disorders that have either a genetic basis or an infectious trigger. Both are cytokine-driven diseases characterized by progressive fever, shock, organ failure, pancytopenia, liver dysfunction, and coagulopathy, and usually attributed to excessive IFNγ production (19, 20). Genetic forms of HPS result from mutations of genes encoding proteins involved in signaling perforin or granzyme delivery for cytolysis of target cells resulting in impaired cytotoxic lymphocyte (CTL) function, often among NK cells. Similarly, infection-associated HPS is characterized by defects in CTLs, either by NK cell lymphopenia, or NK cell defects in perforin delivery, although HPS has been observed in humans and animal models with defects in CD8 T cells as well (21). The explanation for the relentless progression with HPS and MAS is that the antigen-presenting cell (APC)-cytotoxic cell synapse through TCR–MHC class I interaction results in activation of the CTL and production of IL-12, IL-18, IL-15, and IL-2, resulting in lymphoproliferation and IFNγ generation (19, 20). IFNγ activates macrophage effector production (nitric oxide, reactive oxygen species, TNFα, phagocytosis). However, the inability of CTLs to deliver perforin to the APC presenting a cognate ligand frees the cascade from regulation, exacerbating disease due to unremitting cytokine stimulation (22).

Recent studies provide evidence that the signaling pathways generating the key functions for this response are distinct, providing a framework for understanding the dichotomy of hypercytokinemia without cytotoxicity (20, 23). To better understand the nature of MAS/HPS induced by A. phagocytophilum infection, we studied in vivo and in vitro responses of NK, NKT, and CD8 T lymphocytes from infected animals to determine if their interactions with A. phagocytophilum-loaded APCs results in delivery of cytotoxic cargo dissociated from intracellular production of IFNγ.

MATERIALS AND METHODS

In Vitro Cell Line and A. phagocytophilum Culture

The promyelocytic leukemia HL-60 cell line (ATCC CCL-240) was used as a host for A. phagocytophilum growth. HL-60 cells were grown in RPMI 1640 medium (Invitrogen, USA) containing 5–10% FBS in a humidified incubator at 37°C with 5% CO2. Cell density was kept <5 × 105 cells/mL by diluting with fresh medium every 3 days.

Animals and Immunophenotyping

Naïve C57BL/6 mice at 6–8 weeks of age (Jackson Labs, Bar Harbor, ME, USA) were inoculated IP with 106 A. phagocytophilum Webster strain-infected HL-60 cells. CD1d−/− animals on a C57BL/6 background used in the studies of NK cells were kind gifts from Albert Bendelac (University of Chicago) and Luc Van Kaer (Vanderbilt University). Mock-infected animals were inoculated with uninfected HL-60 cells. This inoculation reproducibly generates infection by days 2–4 and up to day 14, and IFNγ production peaks between days 4 and 10 p.i. To generate immune mice for CD8 T-cell experiments, mice were treated on day 14 with doxycycline (5 mg/kg PO q12h) for 7 days followed by 7 days with no treatment to allow drug clearance; on day 28, splenocytes were harvested and tested by PCR to exclude infection (24). Mice were euthanized following CO2 exposure. All animal studies were reviewed and approved by the Johns Hopkins University Institutional Animal Care and Use committee. All mice were housed and cared for following the “Guide for the Care and Use of Laboratory Animals” (25).

Ex Vivo Experiments to Identify Cytotoxic CTL Activation

C57BL/6 mice were inoculated i.p. with A. phagocytophilum-infected HL-60 cells or mock-infected by uninfected HL-60 cells as described above. For evaluation of in vivo activation of cytotoxicity for CD8 T lymphocytes and NKT cells, splenocytes were harvested at 4 h, and days 4, 7, 10, and 14 p.i., and processed for flow cytometry. Spleens from individual mice were minced to obtain single-cell suspensions, washed and erythrocytes lysed in a hypotonic salt solution, and then resuspended in RPMI 1640 medium with 10% FBS and 1× penicillin/streptomycin. Single-cell suspensions were stained for 20 min on ice using antibodies to CD107a (BD Biosciences) and (i) for CD8 CTLs using anti-CD3ε (BD Biosciences) and R-PE-conjugated anti-CD8a (Ly-2) (BD Biosciences), or (ii) for NKT cells using α-galactosylceramide (αGC)-loaded CD1d:Ig dimers (Mouse DimerX, BD Biosciences). All studies also used isotype-matched control antibodies (BD Biosciences). The stained cells were washed twice with phosphate-buffered saline containing 0.5% bovine serum albumin (Sigma, St. Louis, MO, USA) and 0.02% NaN3, washed again, and fixed. Cells were examined by multicolor flow cytometry comparing the proportion of splenocytes expressing each marker among infected and uninfected animals. Data were analyzed with FlowJo software (Tree Star, Ashland, OR, USA), and gates and fluorescent cutoffs were set based on isotype-matched control antibodies. Stained cells were initially gated to identify lymphocyte populations which were then quantified by flow cytometry per quadrant for 2 by 2 fluorescent cell markers.

Cell Preparations for In Vitro Determination of CTL Cytotoxicity by CD107a Expression

For these experiments, donor mice were used as source of splenic CD8 T, NKT, or NK lymphocytes; immune CD8 splenic T lymphocytes were harvested from immune animals prepared as described above and prepared as single-cell suspensions (26). Splenocytes were also obtained as sources of dendritic cells (DCs) and APCs, including from C57BL/6 and CD1d−/− mice as appropriate. DCs (Miltenyi Mouse DC Isolation, Auburn, CA, USA) or APCs from C57BL/6 mouse spleens (27) were loaded with viable cell-free A. phagocytophilum for 24–48 h; cell-free bacteria were removed by centrifugation and washing. Splenocytes that included unfractionated CTLs from naïve and immune animals were added to 96-well plates with A. phagocytophilum-loaded (or mock-loaded) DCs in effector: target ratios from 0.1:1 to 5:1 and anti-CD107a-FITC or isotype control antibodies (BD Biosciences) for 24–48 h. After multicolor flow cytometry to identify CD3+/CD8+, CD49b+ (in CD1d−/− animals to preclude NKT cell responses), or CD3+/Vα14+ lymphocytes that also express the cytotoxicity marker CD107a, groups were compared to controls to demonstrate intact CTL functions.

Positive controls included concanavalin A (ConA), phorbol-12-myristate-13-acetate (PMA; CD8 T and NKT lymphocytes), α-galactosylceramide (αGalCer; NKT lymphocytes), or N-α-Palmitoyl-S-[2,3-bis(palmitoyloxy)-(2RS)-propyl]-L-cysteine (Pam3Cys; NK cells); PMA/ionomycin were included in assays as positive control for intracellular IFNγ production, and negative controls received diluent vehicle only. For NKT analyses, controls included mock-loaded and αGalCer-loaded DCs, as well as stimulation by PMA/ionomycin. For NK cell analyses, controls included mock-loaded DCs, the TLR2 agonist Pam3Cys, and PMA/ionomycin. Splenocyte cultures from naïve or immune animals were incubated with DCs for 1 h at 37°C, and then received brefeldin A to facilitate intracellular IFNγ detection. Cells were washed, saponin permeabilized, and stained with fluorescent anti-IFNγ, anti-CD3, anti-CD8, anti-CD49b (pan-NK cell marker), anti-Vα14 (NKT cell marker) or isotype-matched control antibodies, washed again, and fixed. The cells of interest were identified by multicolor flow cytometry, as previously described (8, 26). Expression of CD107a and intracellular IFNγ were examined and reported as a percentage of total cells analyzed for the subset examined (CD3+/CD8+, CD3+/Vα14+, CD3−/CD49b+). This allowed simultaneous evaluation of three cytotoxic cell subsets and their independent expression of cytokines and activation for cytotoxicity. Experiments were conducted in at least triplicate, and final data were also pooled for more detailed examination.

Statistical Analysis

Comparisons were performed across all groups within each CTL experiment. Expression of CD107a or IFNγ was examined and if not normally distributed, results were ranked (using percent rank) and examined by two-tailed Mann–Whitney tests with an α-value of 0.05. Results were analyzed individually in at least three repeated experiments for each condition, and the final ranked results were pooled for an overall statistical analysis using the same methods. Results reported reflect the relative cytotoxicity (CD107a expression) and intracellular IFNγ production comparing responses of CTLs to A. phagocytophilum-loaded or mock-loaded DCs. Results were considered significant if the p-value was less than 0.05.

RESULTS

A. phagocytophilum Infection Suppresses CD8 T Lymphocyte and NKT Lymphocyte Cytotoxicity In Vivo

We used expression of CD107a as a surrogate measure of degranulation and cytotoxicity after exposure to APCs presenting appropriate peptides or NKT-target glycolipids. When splenocytes were gated to identify the proportions of CD3+/CD8+ T lymphocytes also expressing CD107a, there was an increase from days 0 to 14 for both infected and mock-infected mice. For each of days 0–10, expression of CD107a on CD3+/CD8+ T cells from uninfected HL-60 cell (mock) controls was higher than that observed for cells from infected animals, although the results were not significant. However, on day 14 p.i., the increase in cytotoxicity (CD107a expression) among cells from mock-infected animals was more exaggerated but not significantly higher (p = 0.056, Mann–Whitney test) than observed among cells from infected animals (Figure 1A). Similarly, CD107a expression on NKT cells was generally unchanged among infected animals over the 14-day experiment, whereas control mice who received uninfected HL-60 cells, a xenogeneic cell line anticipated to stimulate cytotoxic responses, demonstrated a slow increase in CD8 and NK T lymphocyte cytotoxicity (CD107a expression) as early as day 7 p.i., peaking at day 14 at the experiment’s conclusion by contrast, demonstrating significant suppression of responses in cells from infected animals at days 10 and 14 (p = 0.048 and 0.049, respectively; Mann–Whitney test) (Figure 1B).
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FIGURE 1 | At 10 days or later p.i., in vivo splenic CD8 and NKT cytotoxic lymphocyte CD107a expression is lower after infection by A. phagocytophilum in HL-60 cells compared to mock infection by uninfected HL-60 cells. (A) Splenic CD8 T lymphocytes from mock-infected (uninfected HL-60 cells) animals displayed mobilized cytotoxic responses as measured by surface CD107a expression at higher levels than with A. phagocytophilum-infected HL-60 at 14 days p.i. (B) Splenic NKT cells from infected animals demonstrate similar lack of significant cytotoxicity as measured by expression of CD107a compared to animals mock infected (uninfected HL-60 cells) at days 10 and 14 p.i. Individual points represent values from individual animals; box and whisker plots show median, first and second quartiles, and maximum and minimum values for each group. p Values are displayed comparing groups on individual days. Aph, Anaplasma phagocytophilum.



In Vitro Suppression of CTL Expression of CD107a With Stimulation by A. phagocytophilum-Loaded DCs

Because the in vivo experiments suggested suppression of CTL responses by A. phagocytophilum infection, splenocytes, as sources of NK, NKT, and CD8 T lymphocytes from immune or naïve animals, were exposed to DCs preloaded with A. phagocytophilum (Figure 2). Compared to responses generated with exposure to mock-loaded DCs, CD3+/CD8+ splenic lymphocytes from immune animals stimulated by A. phagocytophilum-loaded DCs did not generate additional CD107a expression (Figure 2A), but demonstrated a suppressed response as compared to immune splenic CD3+/CD8+ lymphocytes exposed to ConA-stimulation (p < 0.001). CD107a expression to ionomycin was variable, but this treatment is established to render NK cells hyporesponsive (28). Thus, the CD3+/CD8+ immune lymphocytes retained functional capacity to degranulate but were suppressed in the presence of A. phagocytophilum-loaded DCs.
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FIGURE 2 | CD8 immune T, NKT, and NK lymphocytes are suppressed from cytotoxicity (CD107a expression) when exposed to A. phagocytophilum-loaded dendritic cells (DCs). (A) Splenic CD8 T lymphocytes from immune animals are suppressed from expressing CD107a to a level observed with mock-loaded DCs, and significantly lower than when cells were stimulated by ConA. (B) As above, splenic NKT cells are unable to generate CD107a as a cytotoxic reporter when stimulated by A. phagocytophilum-loaded DCs more than mock stimulation, despite effective cytotoxic responses observed to control stimulus αGalCer-loaded DCs. (C) NK cells are suppressed from expression of CD107a under the same circumstances, except for the use of the control stimulus Pam3Cys, a TLR2 agonist. DC-only, mock-loaded DCs; DC-Aph, A. phagocytophilum-loaded DCs; ConA, concanavalin A; αGC, α-galactosylceramide; PMA/IONO, phorbol-12-myristate-13-acetate/ionomycin C; Pam3Cys, N-α-Palmitoyl-S-[2,3-bis(palmitoyloxy)-(2RS)-propyl]-L-cysteine. Variable results are shown for the use of PMA/ionomycin in generated cytotoxic responses. Responses are measured as the proportion of each gated cell population expressing CD107a divided by the total number of the gated cell population. Because the values were not normally distributed, the proportions were ranked by percentage and tested using Mann–Whitney tests for non-parametric significance, with a two-sided α = 0.05. p Values are shown compared to DC-Aph for each condition. Aph, Anaplasma phagocytophilum.



Similarly, splenocytes from naïve mice and from CD1d−/− mice were used to assess cytotoxicity responses to A. phagocytophilum-loaded DCs in NKT (Figure 2B) and NK (Figure 2C) cells, respectively. For both NKT and NK cells among the splenocyte populations, cytotoxicity responses (CD107a expression) were significantly higher than negative control mock-loaded DCs for positive controls [αGalCer-loaded DCs (p < 0.001) or Pam3Cys (p = 0.003)]. By contrast, compared to the cytotoxicity responses of NKT and NK cells when exposed to positive control stimulants, exposure to A. phagocytophilum-loaded DCs suppressed cytotoxicity to levels not different than negative control mock-loaded DCs.

Intracellular IFNγ Production Is Impaired in Splenic CTLs

Given that A. phagocytophilum-loaded DCs suppressed cytotoxicity responses as measured by CD107a expression on splenic CTLs, we next examined whether these cells also were suppressed for the production of IFNγ, by examining the intracellular production of this key macrophage-activating cytokine (Figure 3). Surprisingly, A. phagocytophilum-immune CD8 T lymphocyte (Figure 3A), NKT cell (Figure 3B), and NK cell (Figure 3C) expression of IFNγ from splenocytes was suppressed when exposed to A. phagocytophilum-loaded DCs as compared with stimulation by PMA/ionomycin (CD8 T cells, NKT cells, and NK cells all p<0.001), ConA [immune (p = 0.012) and naïve CD8 T cells (p = 0.413)], and αGalCer-loaded DCs [NKT cells (p = 0.004)]. Pam3Cys proved to be a poor stimulant for IFNγ production in NK cells. Of note, immune CD8 T lymphocytes exposed to A. phagocytophilum-loaded DCs did not stimulate IFNγ production more than either mock-loaded DCs or naïve CD8 T lymphocytes exposed to A. phagocytophilum-loaded DCs, and neither NK nor NKT cells generated more IFNγ when exposed to A. phagocytophilum-loaded DCs (wild type or CD1d−/− for NK cells) than for mock-loaded DCs. In summary, immune CD8 T, NKT, nor NK lymphocytes were unable to elicit IFNγ intracellular production when exposed to A. phagocytophilum-loaded DCs, despite the ready capacity of these cells to produce IFNγ with positive control stimulants.
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FIGURE 3 | Suppression of intracellular IFNγ production after stimulation of splenic cytotoxic lymphocytes (CTLs) by A. phagocytophilum-loaded dendritic cells (DCs). Intracellular production of IFNγ was measured as described in Figure 2 and in the Section “Materials and Methods.” Immune CD8 T (A), NKT (B), and NK (C) lymphocytes were suppressed from A. phagocytophilum-induced IFNγ expression as compared with positive control stimuli PMA/Ionomycin (all CTLs; A–C), ConA (CD8 T lymphocytes; A), and αGalCer (NKT lymphocytes; B). P values are generated from ranked data (as described in the Section “Materials and Methods” and Figure 2) and are displayed over each variable compared to the cells exposed to A. phagocytophilum-loaded DCs (DC-Aph). Aph, Anaplasma phagocytophilum.



DISCUSSION

Obligate intracellular bacteria such as A. phagocytophilum use their host cells as part of an extended environment and have evolved a capacity to interact with and manipulate host cells to improve microbial fitness, sometimes at the cost of damage to the host in the form of disease (18, 29, 30). Studies of A. phagocytophilum, therefore, focus on two important aspects of the unique bacterium, how it survives and propagates within the key host defense cell, the neutrophil, and how it causes disease, which increasingly is documented to involve inflammatory and immune induction (18, 31–33). Much has been studied regarding mechanisms by which the immune response resolves A. phagocytophilum infection, largely predicated on the development of CD4 T lymphocyte responses (5, 34). During investigations of immune pathways involved in resolving infection, it was discovered that although many innate and adaptive immune pathways are activated, few impact microbial burden (5). Of great interest was the discrepancy between bacterial load and inflammatory tissue injury or disease manifestations in humans and animal models (9, 10). It has increasingly become clear that infection of the neutrophil likely contributes to disease by induction of proinflammatory responses and lack of antimicrobial killing (18, 33), but that key protective mechanisms are initiated via macrophages and other APCs that do not sustain infection, but contribute to the proinflammatory disease process and severity of infection (17, 35–37). In fact, aspects of granulocytic anaplasmosis in humans and animals mimic MASs and HPSs (10–12). We sought to discern whether A. phagocytophilum induces MAS or HPS driven by defective CTL delivery of perforin and granzyme while promoting hypercytokinemia primarily focused on IFNγ to further activate macrophages. Thus, we designed in vivo pilot studies and in vitro studies to examine the roles of immune CD8 T lymphocytes, NK cells, and NKT lymphocytes to interrogate both cytotoxicity responses and promotion of IFNγ production.

The findings from this investigation support the concept of impaired cytotoxicity of innate and adaptive immune CTLs that are, thus, unable to exert homeostatic control of APCs following antigen processing and MHC class I expression to these CTLs. While IFNγ is readily detected during in vivo infections, the relative lack of its expression in CTLs after exposure to APCs that should otherwise present microbial targets for activation suggests that it originates from other sources and that the functional defect could instead reside within the APC. While these data do not support the classical paradigm toward development of MAS (19), the ongoing production of IFNγ by other cells coupled with the lack of effective feedback cytotoxicity by classical CTLs would be equivalent.

Anaplasma phagocytophilum can stimulate proinflammatory responses in macrophages in vitro through TLR2, presumably via a lipoprotein (4, 38). However, the recognition that intracellular pathogens are also sensed and controlled via intracellular pattern recognition receptors has triggered a line of investigations into nucleotide-binding domain and leucine-rich repeat containing proteins (NLRs) (37, 39). In fact, recent studies showed that A. phagocytophilum activates the inflammasome in macrophages by a novel process that involves NLRC4 and production of endogenous eicosanoids (17). Moreover, studies of inflammasome activation by this and other obligate intracellular bacteria that lack classical pathogen-associated molecular patterns (e.g., type III secretion system components or cell wall products) are now just being initiated.

Anaplasma phagocytophilum does not productively infect macrophages or presumably other APCs that could be involved in CTL engagement and activation of cytotoxicity (40). Therefore, how could its presence in APCs lead to dysfunctional recognition by immune CD8 T cells, NKT cells, and NK cells? The bacterium’s lifestyle is obligatory intracellular, and it likely stimulates APCs in delivery of secreted effector proteins or molecules via type IV secretion or other methods to translocate such products into the cell’s cytosol for MHC class I processing (41). By contrast, its ability to engage surfaces of myeloid and monocytic cells suggests effective endocytosis but ineffective remodeling of the newly formed vacuole for prolonged survival within monocyte-differentiated cells (32). It is likely that these vacuoles fuse with the degradative complexes that precede antigen processing and presentation, typically the domain of MHC class II presentation. Given the lack of the ability to generate effective cytotoxicity across three major CTL types (CD8, NKT, and NK cells) suggest a defect in processing for MHC class I presentation within APCs. Permutations for the MHC class I processing route could occur at delivery into or with proteasome degradation within the cytosol, delivery through transporter associated with antigen processing protein into the endoplasmic reticulum, proteolytic processing within the endoplasmic reticulum, loading of cargo onto MHC class I molecules, or delivery of the loaded MHC class I to the cell surface. While there are potential interactions that could be experimentally tested (32, 42, 43), little data currently exist to support most of these potential points of subversion.

Could A. phagocytophilum products derived via the processing for presentation by APCs impact its ability to present and activate CTLs? Among annotated NLRs, recent studies performed implicate NLRC5 as the key regulator of MHC class I gene expression (44–46). Regulation of NLRC5 expression is unclear, but likely linked in part to stimulation by type I and II interferons (47), Poly I:C (a mimic of double stranded RNA) (48), and possibly by bacterial porins, of which A. phagocytophilum expresses large quantities (49). Is it plausible that A. phagocytophilum impairs MHC class I expression via NLRC5, resulting in the observed failure to activate cytotoxicity and IFNγ generation in A. phagocytophilum-specific responses? We recently completed RNAseq transcriptional profiling of A. phagocytophilum infection in ATRA-differentiated HL-60 promyelocytic leukemia cells and examined splice variant transcripts (unpublished data). Although the studies were conducted in a cell differentiated toward myeloid maturity, within the transcriptome were identified 17 distinct alternative isoforms of NLRC5, all but one which were not differentially regulated by the infection; however, one nonsense-mediated decay isoform, NLRC5-010, was expressed at least ninefold greater with infection. Nonsense-mediated decay forms are now recognized as regulators of transcription in cell differentiation, in response to stress, and in development of disease (50). We suggest that additional studies to investigate whether this isoform transcript could affect NLRC5 and MHC class I expression should be conducted.

The results of this study will drive future investigations into the cellular and molecular mechanisms for the CTL functional dissociation of MASs. These data also provide another avenue to explore acquired or infectious MASs unrelated to this pathogen through the conduct of in vivo cytotoxicity studies. Such investigations should confirm in vitro studies and illustrate which cells possess in vivo cytotoxicity, and whether impaired cytotoxicity leads to an enhanced proinflammatory phenotype which would recapitulate MAS and HPS disease states, and whether approaches directed at MHC class I expression might be fruitful avenues for control of disease manifestations.
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β-glucan, the most abundant fungal cell wall polysaccharide, has gained much attention from the scientific community in the last few decades for its fascinating but not yet fully understood immunobiology. Study of this molecule has been motivated by its importance as a pathogen-associated molecular pattern upon fungal infection as well as by its promising clinical utility as biological response modifier for the treatment of cancer and infectious diseases. Its immune effect is attributed to the ability to bind to different receptors expressed on the cell surface of phagocytic and cytotoxic innate immune cells, including monocytes, macrophages, neutrophils, and natural killer cells. The characteristics of the immune responses generated depend on the cell types and receptors involved. Size and biochemical composition of β-glucans isolated from different sources affect their immunomodulatory properties. The variety of studies using crude extracts of fungal cell wall rather than purified β-glucans renders data difficult to interpret. A better understanding of the mechanisms of purified fungal β-glucan recognition, downstream signaling pathways, and subsequent immune regulation activated, is, therefore, essential not only to develop new antifungal therapy but also to evaluate β-glucan as a putative anti-infective and antitumor mediator. Here, we briefly review the complexity of interactions between fungal β-glucans and mononuclear phagocytes during fungal infections. Furthermore, we discuss and present available studies suggesting how different fungal β-glucans exhibit antitumor and antimicrobial activities by modulating the biologic responses of mononuclear phagocytes, which make them potential candidates as therapeutic agents.

Keywords: fungal, β-glucan, mononuclear, phagocyte, health, disease

INTRODUCTION

β-glucans are naturally occurring glucose polymers that are present in abundance in plants, bacteria, and fungi. For centuries, traditional Chinese medicine uses fungi for healing and currently, interests have focused on polysaccharides that are a crucial component of fungi cell walls (1). Within the multitude of polysaccharides present, β-glucans are a key reason fungi are used in cosmetics, as food additives, or as medicinal purposes (2); they have also shown beneficial effects in the outcome of various diseases (3). β-glucans, share a common structure consisting of a backbone of β(1,3)-linked β-D-glucopyranosyl units. However, they can strongly differ by their length and branching structure. Fungal β-glucans, that represent the most abundant polysaccharides found in the cell wall of fungi, are mainly characterized by the presence of β(1,6)-linked branches coming off of the β(1,3) backbone. The structural diversity also depends on the fungal source (4). For example, β-glucans of mushrooms have short β(1,6)-linked branches whereas those of yeast have β(1,6)-side branches with additional β(1,3) regions (5). Of note, these structural differences may influence the immunogenic properties of β-glucans and many studies have suggested that a higher degree of structural complexity is associated with enhanced β-glucans-induced antimicrobial and anticancer activities (6).

β-glucans as the most abundant fungal cell wall polysaccharide in human fungal pathogens, is also a key pathogen-associated molecular pattern (PAMP) that is detected upon fungal infection to trigger the host immune responses in vertebrates and invertebrates (7). Different membrane-bound immune receptors can recognize β-glucans and receptor binding is also dependent on the structure and nature of the β-glucan (8). In fact, the cellular responses induced by mushroom or yeast β-glucans depend on their specific interactions with several cell surface receptors (PRRs), as scavenger receptors, lactosylceramide (LacCer), complement receptor 3 (CR3; CD11b/CD18), and dectin-1. Although the binding of β-glucan to LacCer (9) or scavenger receptors (10) on the cell surface of leukocytes has been described, the biological mechanisms that can result from these interactions and the effects on the immune responses are still lacking and need further investigations.

Complement receptor 3 is a heterodimeric transmembrane glycoprotein consisting of CD11b noncovalently associated with CD18 and mainly expressed on neutrophils, monocytes, and natural killer (NK) cells. Besides its first reported role in triggering phagocytosis and degranulation in response to yeast iC3b-opsonized yeast (11, 12), CR3 also has a β-glucans-specific binding site that map to a lectin-site C-terminal of the I-domain of the CD11b (13). β-glucan binding to the lectin site of the CR3 on phagocytes and NK cells primes the receptor to enhance the cytotoxicity against iC3b-opsonized target cells, including tumors, that are otherwise resistant to CR3-dependent cytotoxicity (14, 15). Recently, much attention has been focused on dectin-1, predominantly expressed on the cell surface of monocyte, macrophages, neutrophils, and dendritic cells (DCs), which has emerged as the primary β-glucan receptor (16–18). Interestingly, however, there has been some controversy about the relative importance of the various β-glucan receptors, and their activity seems to be tightly dependent on the cell context. In fact, while neutrophil modulation by β-glucan is predominantly CR3-dependent, dectin-1 is the most important β-glucan receptor on macrophages (19, 20).

Dectin-1 is a type II transmembrane protein characterized by the presence of an extracellular C-type lectin-like domain, a stalk, a transmembrane region, and an intracellular region with an immunoreceptor tyrosine-based activation motif (ITAM)-like motif containing a single tyrosine residue (21, 22). Binding of β-glucan to dectin-1 induces the phosphorylation of the hemi-ITAM, phosphorylation of Syk, and activation of the CARD9/Bcl10/MALT-1 (caspase recruitment domain/B cell CLL-lymphoma 10/mucosa associated lymphoid tissue lymphoma translocation gene 1) signaling complex, which in turn leads to the activation of the downstream signaling pathway (23). Moreover, Dectin-1 can also induce signaling via Raf-1 in a Syk-independent fashion as well as through the PI3K/Akt pathway (24, 25). As a consequence of these signaling activations, dectin-1 triggers phagocytosis, ROS generation, microbial killing, and cytokine production. Of note, β-glucan/dectin-1 interaction per se is sufficient to induce the phagocytosis and production of ROS. In contrast, the production of inflammatory cytokines seems to be dependent on the cooperation between dectin-1 and toll-like receptors (TLRs) (26–28).

The high structural variability, low purity, and the ability to bind to different receptors are probably the main limitations of current β-glucan research. Differences in the molecular weight, degree of branching, triple helical conformation, and solubility may affect the binding affinity of β-glucan to each receptor leading to activation of multiple and variable signaling pathways. A systematic investigation of the receptor binding, the signaling pathway, and the activated immune responses induced by pure β-glucans with known structure is, therefore, needed to better understand the fungal pathogenesis but also to effectively apply the use of the β-glucan for the treatment of cancer and infectious diseases.

The objectives of this review are to present the different functions triggered by mononuclear phagocytes upon an encounter with β-glucans covering the mechanisms of recognition and the importance of β-glucans structural diversity, as well as the interaction of the β-glucan with the host during an infection. We will also explore the effects of fungal β-glucan treatment on cancer and infectious diseases and finally discussed the recently described innate immune memory of monocytes associated with β-glucans training.

β-GLUCAN-MEDIATED INTERACTIONS OF FUNGAL PATHOGENS WITH MONONUCLEAR PHAGOCYTES

A diverse group of fungi is known to be pathogenic for humans, including Candida spp., Cryptococcus neoformans, Aspergillus fumigatus, and Histoplasma capsulatum. Fungal pathogenic organisms can cause diseases varying from mild infections of the skin and cutaneous tissues to severe invasive infections when tissue homeostasis is compromised. Of note, the prevalence of fungal infections registered a dramatic increase during the last decades due to a variety of factors, including AIDS epidemic and the use of immunosuppressive treatments in cancer and transplanted patients (29). An intact immune system is, therefore, essential to control fungal infections, and mononuclear phagocytes play a pivotal role in host defense against fungal invasion (30).

Since the discovery of specific PRRs for β-glucan on the cell surface of phagocytes (i.e., CR3 and dectin-1), this abundant cell wall polysaccharide has drawn increasingly more attention as a key PAMP in the host immune recognition of pathogenic fungi. However, some fungal species have developed surface structures to evade such immune control mechanism. For example, H. capsulatum can mask the recognition of the immunogenic β-(1,3)-glucan by phagocytic receptors through a less immunogenic outer layer of α-(1,3)-glucan (31). Similarly, C. neoformans hides their surface immunogenic molecules, including β-(1,3)-glucan, behind a polysaccharide capsule thus inhibiting phagocytosis and cytokine production by macrophages (32). Pathogenicity of dimorphic fungi, such as the yeast Candida albicans, is known to be linked to their capacity to adapt and switch back and forth between the filamentous and yeast growth. Interestingly, β-glucan, which is normally masked by the mannan layer of the yeast cell wall, becomes exposed at the budding scar, but not during the filamentous growth. Thus, the process of the budding growth has been suggested as the target for dectin-1 recognition by macrophages (33). Moreover, β-glucan structure and activity differ between C. albicans yeast and hyphae (34). Interestingly, dectin-1, in contrast to other PRRs, discriminates between soluble and particulate β-glucans (35). Phagocytosis and cytokine production by macrophages are only induced when dectin-1 is bound to particulate β-glucan or live fungi through the formation of a “phagocytic synapse” and the exclusion of regulatory phosphatases (35). This process represents a unique mechanism to discriminate PAMPs associated with a microbial surface.

Recognition of the fungal PAMPs by phagocytes and the subsequent engulfment of the pathogen via phagocytosis represent the first steps to control fungal infections [as reviewed in Ref. (36)]. A series of signaling events are required to mediate phagocytosis when dectin-1 binds to the β-glucan-rich fungal cell wall. As mentioned above, clustering of dectin-1 with the concomitant exclusion of CD148 and CD45 phosphatases are essential steps to induce hemi-ITAM phosphorylation and recruitment of Syk kinase (35). However, the requirement of Syk in the phagocytic process is controversial, and its role is probably cell type dependent. In fact, the inactivation of Syk does not impair the phagocytosis of β-glucan-containing particles in genetically or pharmacologically inactivated macrophages (28, 37). On the opposite, Syk knockdown DCs are unable to phagocytose zymosan particles (38). Moreover, dectin-1 translocation to β-glucan-containing phagosomes and the subsequent Syk activation allow the acidification and maturation of C. albicans and β-glucan-containing phagosomes in macrophages (39). β-glucan binding to dectin-1 is, therefore, not only important to trigger phagocytosis but also to allow the lysosomal fusion and acidification of the phagocytic compartment. It is likely that other molecules can mediate a dectin-1-dependent phagocytosis through related or independent pathways besides the hemi-ITAM-mediated Syk activation. For instance, Vav1 and PI3K are required for dectin-1/β-glucan-dependent phagocytosis in microglial cells (25). Similarly, PI3K and the RhoGTPase inhibitors significantly reduce the internalization of zymosan particles in RAW2643.7 cells expressing dectin-1 (28).

Recognition of β-glucan by Dectin-1 triggers autophagy through an LC3-associated phagocytosis and directs LC3 recruitment to phagosomes containing fungi (40). Importantly, this mechanism regulates the subsequent immunological response. The association of LC3 to the β-glucan-containing phagosomes increases MHC II recruitment to phagosomes and presentation of fungal-derived antigens to CD4 T cells by DCs (41).

Besides the phagocytosis and the acidification of macrophage phagosome, the production of oxidative molecules is another important mechanism in killing fungal pathogens. β-glucan/Dectin-1 interaction followed by Syk activation is crucial for the generation of ROS in mononuclear phagocytes (37, 42, 43). However, whether dectin-1-mediated oxidative burst is a universal key mechanism in controlling fungal killing remains to be elucidated. As such, dectin-1 activation and ROS production in macrophages are essential for killing of Pneumocystis carinii but not C. albicans, suggesting that the mechanism is only required for immune responses to some fungal infection (44). Interestingly, form and structure of β-glucan impact on the type of oxidative burst triggered in human monocytes. More precisely, particulate and phagocytizable β-glucan activates the NADPH-dependent reaction via dectin-1 while immobilized and non-phagocytizable one triggers the reaction in a CR3-dependent fashion (45). Moreover, ROS production can affect the antifungal immune responses by regulating a multiplicity of other mechanisms, such as autophagy and inflammasome activation (46).

Although it is well known that purified β-glucan is able to activate phagocytosis and production of ROS, its ability to induce cytokine production is still debated. Production of inflammatory mediators by fungi or crude β-glucan preparation (i.e., zymosan) is mediated by a collaboration between dectin-1 and TLRs. For example, production of TNF-α and IL-12 in macrophages and DCs upon stimulation with β-glucan-containing particles is due to a synergism between dectin-1 and TLR2 (27). When the zymosan is hot alkali-treated to remove its TLR-stimulating properties, the particles are still internalized and induce dectin-1 activation and ROS production. On the opposite, the depleted zymosan fails to induce cytokine production, suggesting that dectin-1/β-glucan signaling is not enough per se to trigger a robust release of inflammatory cytokines (27). Similarly, the production of TNF-α in response to zymosan or live fungi requires activation of dectin-1 as well as TLR2 and Myd88 (26). In addition, TNF-α production is strongly decreased in dectin-1-knockout macrophages treated with C. albicans or zymosan (43). Therefore, high inflammatory signature of mononuclear phagocytes induced by β-glucan seems to be linked to a multiple receptor activation, but dectin-1 remains a crucial component in this network. Intriguingly, β-glucan binding to dectin-1 only, strongly induces the release of inflammatory molecules by mononuclear phagocytes when phagocytosis is impaired by actin polymerization inhibitors (47–49). Therefore, phagocytosis of β-glucan is also involved in the modulation of dectin-1 signaling and the weak mediated inflammatory response (47–49).

Many efforts have been recently made to examine the role of fungi and β-glucan in inflammasome activation and subsequent production of IL-1β. NLRP3 inflammasome plays a crucial role in regulating antifungal immune responses and host survival. Mice with impaired NLRP3 present increased fungal burden and decreased survival to C. albicans, A. fumigatus, or C. neoformans infections (50–53). β-glucan and fungi trigger the induction and processing of IL-1β in mouse DCs via dectin-1 and through the activation of a non-canonical caspase-8 inflammasome (54). The inflammasome is a multiprotein complex that regulates the processing and release of IL-1β and IL-18 but also triggers pyroptosis, a form of cell death of the infected cell that is distinct from classical apoptosis or necrosis and represents an efficient effector mechanism to protect the host from infection (55). C. albicans causes macrophage cell death by pyroptosis (56) and mutant of C. albicans that is defective in triggering pyroptosis has reduced β-glucan exposure in hyphae (57). However, to date, there are no convincing evidences that β-glucan itself can trigger pyroptosis directly.

EFFECTS OF FUNGAL β-GLUCAN TREATMENT ON INFECTIOUS DISEASES AND CANCER: INVOLVEMENT OF THE MONOCYTE–MACROPHAGE AXIS

β-glucans are the key reason fungi are used in pharmacology and thought to positively impact cancer and infection evolution (3). In vivo, intramuscular administration of PGG-glucan, a highly purified soluble β-glucan isolated from Saccharomyces cerevisiae, results in an overall reduction in mortality and increase in absolute circulating numbers monocyte count in rats after a challenge with antibiotic-resistant Staphylococcus aureus (58). Monocytes isolated from untreated and β-glucan-treated mice show a different magnitude of cytokine response when stimulated ex vivo with either endotoxins or enterotoxins. Monocytes isolated from β-glucan-treated mice release a lower amount of pro-inflammatory cytokines involved in the pathogenesis of sepsis (i.e., TNF-α and IL-6) upon toxic stimulation, compared to cells isolated from control mice, suggesting a mechanism by which β-glucan treatment may reduce the host mortality during septicemia (59). Moreover, protection of glucan-treated mice from Escherichia coli-induced experimental peritonitis and bacteremia is due, in part, to an enhanced macrophage phagocytic function induced by the glucan (60). Lentinan, a (1,6)-branched (1,3)-β-glucan isolated from Japanese mushroom Lentinus edodes reduces Mycobacterium tuberculosis infection in mice and rats infected intraperitoneally and intranasally, respectively. Mouse peritoneal or rat alveolar macrophages show an increased acid phosphatase activity, free radicals production, and killing activity against M. tuberculosis (61, 62). In addition, in vitro stimulation of murine macrophages with Lentinan selectively attenuate AIM2 and non-canonical inflammasome activation. Accordingly, mice treated with Lentinan show a significant decrease in peritoneal IL-1β secretion after Listeria monocytogenes (AIM2 inflammasome trigger)-induced peritonitis (63). Lentinan administration also alleviates endotoxemic lethality of LPS-treated mice by inhibition of non-canonical inflammasome activation (63).

β-glucan has also been reported to have multiple antitumor properties and its effect may depend on the modulation of macrophage activity. The antitumor activity of GRN, a (1,6)-branched (1,3)-β-glucan obtained from mycelia of Grifola frondosa, is reduced when macrophage function are impaired with carrageean, suggesting a key role of macrophages in the antitumor-mediated mechanism (64). Peritoneal macrophages isolated from intraperitoneally lentinan-treated mice have a higher in vitro antitumor cytotoxic activity against murine or human target cells (65). Oral administration of L. edodes and G. frondosa counteract the inhibition of the chemotactic activity of macrophages induced by the carcinogen BBN (N-butyl-N-butanolnitrosoamine) (66). Blockage and inhibition in mice of dectin-1 expression on macrophages with mAbs, decrease the antitumor activity of SPG, a (1,6)-branched (1,3)-β-glucan from S. commune (67). Moreover, intravenous administration in mice of β-glucan isolated from S. cerevisiae strain reduces the colon 26-M3.1 carcinoma cell growth and increases the survival time of the tumor-bearing mice. These effects are associated with a higher production of pro-inflammatory cytokines and tumoricidal activity of peritoneal macrophages as well as an increased NK cell cytotoxicity (68). Orally administered β-glucan can enhance the tumoricidal activity of phagocytes toward iC3b-opsonized cancer cells. Schematically, the orally administered particulate yeast β-glucan is internalized by gastrointestinal macrophages and shuttles to the bone marrow where the glucan is degraded and released as a smaller size β-glucan fragments that are taken up by granulocytes via the CR3 receptor. The granulocytes with β-glucan-primed CR3 then kill iC3b/mAbs-coated tumor cells (69). Importantly, oral administration of β-glucan isolated either from mushrooms or yeast has the capacity to phenotypically convert the immunosuppressive M2 or tumor-associated macrophages into inflammatory M1 macrophages. In addition, the M2-to-M1 switch induced by β-glucan treatment leads to a reduced tumor burden (70, 71).

β-glucans also have potent hematopoietic activities by enhancing the production of hematopoietic factors, bone marrow recovery, as well as stem cell homing and engraftment. The hematopoiesis-stimulating properties of β-glucans are summarized in detail in the review by Hofer and Pospisil (72). Mice injected intraperitoneally with yeast β-glucan present macrophages with an altered morphology, increase in phosphatase activity as well as increased NO and superoxide production. These effects are especially observed when the animals are treated with β-glucan with a higher level of structural complexity in terms of molecular weight and degree of (1,6)-linkages (73). In addition, polysaccharides purified from the mycelium of Ganoderma lucidum (GL-PS), a medical mushroom commonly used in China, can impact immune cell proliferation and DCs maturation (74). GL-PS induces a proliferative response in human leukemia cell lines but also facilitates the maturation of DCs derived from THP1 monocytic leukemia cell line (75).

While animal studies seem promising, evidences for a human clinical application of the β-glucan are currently limited and does not fully support their recommendation. Most of the available clinical trials come from Eastern Countries and focused on the potential application of mushrooms in cancer therapy. A prospective clinical trial in patients with advanced breast cancer shows that administration of 10 mg capsules of soluble β-glucan from S. cerevisiae induces the proliferation and activation of peripheral blood monocytes with no clinical side effects (76). However, whether this can be clinically beneficial remains undisclosed. By contrast, the antimicrobial effect of β-glucan has been poorly investigated by clinical trials and results remain controversial. A phase I and II trials show that treatment with PGG-glucan reduces infection rates in high-risk surgery patients. However, while PGG-glucan administration lead to a reduction of serious infections and death, an increased incidence of adverse events is observed in patients receiving β-glucan treatment and phase III trial was terminated (77–79).

β-GLUCAN IMPRINTING OF MONONUCLEAR IMMUNE CELLS

As described above, direct administration of fungal β-glucans may positively impact the outcome of a number of infectious diseases. Interestingly, past few years of research have enlightened a protective phenomenon triggered by the pre-administration of β-glucans, a mechanism mediated by monocytes and coined trained immunity (80). The observation that fungi could trigger a protective innate immune memory was first made upon the inoculation of non-germinating attenuated strains of the opportunistic human fungal pathogen C. albicans. Inoculation with this strain not only protects the mice against a virulent C. albicans but also against bacteria (81). The protection is independent of T lymphocytes, as observed in athymic mice (82), but dependent on macrophages (81) and pro-inflammatory cytokines (83). Macrophages are highly plastic cells and the innate immune system presents some adaptive properties (84, 85). The protection mediated is not restrained to avirulent fungal strains. Mice defective in adaptive T and B lymphocytes can be protected against re-infection with C. albicans in a monocyte-dependent manner and using a virulent strain of fungi (86). These recent works shed light on the mechanisms behind the innate immune protection mediated. Within C. albicans, the β-glucan cell wall component of the yeast induces a functional reprogramming of monocytes leading to enhanced inflammatory responses in vivo in mice and ex vivo in humans (86). The β-glucan receptor dectin-1, as well as to a lesser extent the CR3 receptor, are mediating the signal and the non-canonical Raf-1 pathway, but not Syk pathway, are key components in the heightened immune status triggered in monocytes. Whole-genome transcriptional and epigenetic analyses have clearly demonstrated that in the process of β-glucans-induced training, many inflammatory genes are downregulated and others are not modified or even upregulated (87). β-glucans imprint the innate immune memory in monocytes through stable changes in histone methylation and acetylation, of promoters and enhancers (86, 87). More specifically, initial activation of gene transcription by the first β-glucans encounter is accompanied by the acquisition of specific chromatin marks, which are for some maintained even after the elimination of the stimulus. This enhanced epigenetic status of the mononuclear phagocytes, illustrated for example by the persistence of H3K4me1, characterizing “latent enhancers,” results in a stronger response to secondary stimuli upon a non-specific (non-fungal-related) secondary challenge. Pathway analysis of the different cluster of genes identified in the whole-genome transcriptional and epigenetic analyses highlight important immunological (cAMP-PKA activation) and metabolic (aerobic glycolysis) pathways (87, 88). These pathways play crucial roles in the induction and maintenance of trained immunity (87, 88). As such, β-glucans trained monocytes present a shift from oxidative phosphorylation toward glycolysis through an Akt/mTOR/HIF-1α-dependent pathway, a phenomenon reminiscent of the Warburg effect in cancer (88). Whether and how this shift influences epigenetic processes in trained immunity needs to be further investigated. However, glycolysis, glutaminolysis, and the cholesterol synthesis pathway are imperative for the induction of trained immunity by β-glucan in monocytes (89). Actually, fumarate accumulation through glutaminolysis integrates immune and metabolic circuits to induce monocyte epigenetic reprogramming by inhibiting KDM5 histone demethylases and fumarate itself induced an epigenetic program that mimics β-glucan-induced trained immunity (89).

Studies in patients and healthy volunteers have also helped understanding some of the crucial inflammatory effects required in trained immunity induced by β-glucan on monocytes. The immunological networks activated in trained monocytes depend on STAT1 activation, and defects in trained immunity have been reported in patients with chronic mucocutaneous candidiasis due to STAT1 mutations (90). Finally, individuals with autophagy defects are unable to mount a full and potent trained immunity (91).

To our knowledge, only one trial has investigated the potential of β-glucan training effect in human circulating monocytes function (92). Oral β-glucan is inexpensive and well-tolerated and, therefore, thought to potentially represent a promising immunostimulatory compound for human use. In the randomized open-label intervention pilot-study, 15 healthy male volunteers absorbed a daily dose of 1,000 mg of β-glucan at once for 7 days (92). However, β-glucan is barely detectable in serum of volunteers at all time-points and neither cytokine production nor microbicidal activity of leukocytes are affected by orally administered β-glucan. The present study does not support the use of oral β-glucan to enhance innate immune responses in humans but does not preclude the use of a higher dosage of β-glucan to reach detectable level in the blood (92).

Regarding trained immunity in monocytes, it is important to consider the life span of these cells. Monocytes are cells with a short half-life in circulation, with studies suggesting it to be up to 1 day (93). Considering a long-lasting effect of the innate immune memory might, however, still be a valid hypothesis as orally administered β-glucans are taken up by macrophages and transported to some hematopoietic niches (69). Moreover, β-glucan administration to mice-induces expansion of hematopeitic progenitors in the bone marrow which is associated with cell metabolism and results in a beneficial response to chemotherapy-induced myelosuppression or secondary LPS challenge (94). Rather than a direct β-glucan contact with progenitors, modulation of hematopoietic progenitors is mediated by the immune mediators environment (IL-1, GM-CSF) (94).

CONCLUSION

Several experimental evidences have demonstrated a crucial role for β-glucan in the host–pathogen interaction during infections. Moreover, considerable efforts have been made to understand the cellular and molecular mechanisms of action of β-glucan in fungal pathogenesis as well as how it promotes a phagocytic-mediated immune response. Similarly, administration of fungal β-glucan is well known to stimulate the immune system and boost resistance to various infectious diseases and cancers, highlighting the multifaceted role of this molecule (Figure 1). However, although many in vivo studies have shown a beneficial effect of the β-glucans isolated from different sources, a comprehensive investigation of the mechanism of action is still lacking. In addition, the absence of detailed methodology on experimentation, β-glucan molecules source and purity reached render interpretation of the various results very complex. As such, discrepancies observed in the different studies are mainly related to the choice of purified components being used. In addition, unfortunately only few human studies are available and most of them have not been followed up with success. Hence, the possibility for clinical application of β-glucan should be considered with caution and will require further investigation. Future studies need to deeply characterize how β-glucans with different structure and molecular weight interact with each receptor and which specific signaling pathways are triggered. Moreover, providing details on the procedure and composition of the carbohydrate molecule under investigation remains crucial. An understanding should be made in the near future to use a common standardized β-glucan molecule with described biochemical properties. With such a common control, we might endeavor a rational use of this promising molecule in the future as an adjuvant or therapeutic agent.
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FIGURE 1 | Model presenting the different consequences of β-glucan recognition by mononuclear phagocytes in the context of antitumoral activities, fungal infection recognitions, or trained immunity. DCs, dendritic cells; M2, alternative macrophages; TAM, tumor-associated macrophages; M1, classical macrophages.
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Blood stream infections can be caused by several pathogens such as viruses, fungi and bacteria and can cause severe clinical complications including sepsis. Delivery of appropriate and quick treatment is mandatory. However, it requires a rapid identification of the invading pathogen. The current gold standard for pathogen identification relies on blood cultures and these methods require a long time to gain the needed diagnosis. The use of in situ experiments attempts to identify pathogen specific immune responses but these often lead to heterogeneous biomarkers due to the high variability in methods and materials used. Using gene expression profiles for machine learning is a developing approach to discriminate between types of infection, but also shows a high degree of inconsistency. To produce consistent gene signatures, capable of discriminating fungal from bacterial infection, we have employed Support Vector Machines (SVMs) based on Mixed Integer Linear Programming (MILP). Combining classifiers by joint optimization constraining them to the same set of discriminating features increased the consistency of our biomarker list independently of leukocyte-type or experimental setup. Our gene signature showed an enrichment of genes of the lysosome pathway which was not uncovered by the use of independent classifiers. Moreover, our results suggest that the lysosome genes are specifically induced in monocytes. Real time qPCR of the identified lysosome-related genes confirmed the distinct gene expression increase in monocytes during fungal infections. Concluding, our combined classifier approach presented increased consistency and was able to “unmask” signaling pathways of less-present immune cells in the used datasets.

Keywords: classification, feature selection, gene expression, machine learning, SVM

INTRODUCTION

A central goal of gene expression profiling studies is to identify key features that allow differentiation between specific clinical conditions of the patients of the corresponding samples (Ng et al., 2005). Several computational approaches have been developed to generate gene signatures with diagnostic potential: regression analyses, classification using decision trees, Random Forests and Support Vector Machines (SVMs) (Saeys et al., 2007). Especially the latter is a powerful method in the discovery-based approach (linking differential expression to a disease state) in the field of diagnostic biomarkers (Golub et al., 1999; Brown et al., 2000; Furey et al., 2000; Noble, 2004; Lee, 2007). One of the greatest advantages of SVMs is their implicit optimization for generalization by maximizing the separating hyperplane (McDermott et al., 2012; Batuwita and Palade, 2013). In the case of gene biomarker discovery for pathogen discrimination, the SVM can be employed to find the distinctive gene expression pattern that distinguishes best the type of infection (Brown et al., 2000). However, the generated gene signatures from independent studies usually do not present a high degree of consistency even if the same discrimination problem was addressed. We previously showed that combining classifiers using a Mixed Integer Linear Programming (MILP) improved consistency of gene signatures even if generated from quite diverse settings (Saraiva et al., 2016). The gene signature produced by Saraiva et al. accurately discriminated infected from non-infected samples with an average accuracy of 92% and was proposed as a generic host immune response toward infections due to the heterogeneity of the expression datasets in terms of immune cell stimulation. Gene set enrichment analysis revealed that two pathways were significantly enriched (Toll-like and Nod-like receptor signaling; Saraiva et al., 2016).

Whilst knowing if an individual is infected or not, it is essential to determine the type of the infection for the administration of the accurate therapy in the least amount of time (Bloos and Reinhart, 2014). Discriminating between fungal and bacterial infections is of vital importance, especially in the context of systemic infection. The current “gold standard” for pathogen identification relies on blood cultures which require several days for a result (Kirn and Weinstein, 2013).

In this study, we followed up on our previous investigations. The human immune system is complex and composed of many players. The innate immunity is the first line of defense against pathogens in the body. The ability to mount an adequate and effective innate immune response relies on the efficient and proper activation of, but not exclusively, both neutrophils and monocytes. Monocytes not only fight infections but can also differentiate into other immune cells such as macrophages and dendritic cells (DCs) which, in turn, are capable of phagocytic activity and provide the necessary stimulus to the adaptive immune system cells (Shi and Pamer, 2011; Lauvau et al., 2015). Monocytes express most of the pattern recognition receptors (PRRs) involved in fungal (Netea et al., 2008) and bacterial infections (Hessle et al., 2005), and studies have shown that the type of infection influences monocyte differentiation and, consequently, trigger different signaling cascades (Shi and Pamer, 2011). Monocytes take a pivotal role in the early pathogen recognition during candidiasis (Netea et al., 2008; Klassert et al., 2014; Ngo et al., 2014) and have been suggested to be the most effective type of innate immune cells in the killing of C. albicans (Netea et al., 2008).

Considering the ratio of the different immune cells we hypothesized that the effect on specific pathways of a less abundant type of immune cells could be “masked” by the overwhelming effect of more numerous leukocytes such as neutrophils or lymphocytes. Studies have shown that the expression of several genes is immune cell type-specific (Wong et al., 2011; Allantaz et al., 2012; Gardinassi et al., 2016; Petryszak et al., 2016). Other studies have also shown that gene overexpression can activate distinct molecular pathways depending on the cell population (Liu et al., 2015; Didonna et al., 2016). Cell-type specific gene expression studies have also shown that the relative proportion of each leukocyte type invariably has an impact on the global gene expression profile (Palmer et al., 2006). In the same study, the set of genes with the highest relative expression in lymphoid cells presented the lowest relative expression in whole blood (e.g., CD3G, LEF1, TCF7, CD3D, MAL, and CD2). In our study, we employed the combined classifier approach we develop earlier (Saraiva et al., 2016) on datasets of similar leukocyte compositions and aimed to determine if these similarities also present specific signaling pathways not uncovered by the generic approach on the immune response in our previous study.

METHODS

Dataset Assembly

The normalized gene expression data from two datasets (accession numbers: GSE42606 and GSE69723) was obtained via Gene Expression Omnibus (GEO) (www.ncbi.nlm.nih.gov/geo/) from the National Center for Biotechnology Information (NCBI) database. RNA-Seq data was retrieved from NCBI's Sequence Read Archive (SRA). A study performed by Klassert et al. (Klassert et al., 2017; Riege et al., 2017), and hereon identified as “Klassert,” generated RNA-Seq data (accession number SRP076532) which consisted of healthy human blood-derived monocytes stimulated with heat-killed Aspergillus fumigatus AF293, Candida albicans SC5314 yeast (both at a Multiplicity of infection (MOI) of 1), Escherichia coli serotype O18:K1:H7 (MOI of 10) or left untreated (control). Cells were stimulated for 3 and 6 h after which their RNA was extracted. On the raw reads a sequence quality analysis was performed using FastQC version 0.10.1 and a read trimming to 150 bp was performed using FASTX Toolkit 0.0.14 and adapter trimming using cutadapt version 1.3. Reads were mapped onto the reference genome GRCh38/hg38 from the UCSC server and counted for each gene across all samples using HTSeq-count. The read number per gene, total read number per sample and gene length was then used to calculate the Reads Per Kilobase of transcript per Million mapped reads (RPKM) values across all genes and samples. Genes with RPKM values of 0 across all samples were removed. Smeekens and co-workers (Smeekens et al., 2013) performed a study in which peripheral blood mononuclear cells (PBMCs), isolated from blood of healthy human donors, were stimulated with heat-killed C. albicans UC820 (1 × 106/mL), Mycobacterium tuberculosis (10 ng/mL) and LPS derived from E. coli (10 ng/mL). Cells grown in Roswell Park Memorial Institute Medium (RPMI) culture medium were used as controls (accession number GSE42606). Samples were taken at 4 and 24 h after infection. In this dataset, only the 4-h time point was considered for our studies since we were investigating the innate immune response in the acute phase. For future reference, this dataset will be identified as “Smeekens.” Transcriptomic data generated by Saraiva et al. (2016), and hereby identified as “Saraiva,” was generated by challenging healthy human blood-derived PBMCs with either heat-killed C. albicans MYA-3573 yeast (MOI of 2) or LPS derived from E. coli 0111:B4 (10 ηg/mL) (InvivoGen). Four samples were extracted 4 h post-infection. RNA was extracted using RNAEasy Kit Qiagen and quantity and quality of the total RNA was analyzed using a Nanodrop ND-1000 spectrophotometer (Thermo Fischer Scientific, USA) and a Tape Station 2200 (Agilent Technologies, USA). Lastly, transcriptional data of human blood isolated monocytes challenged with A. fumigatus conidia (MOI of 2) and LPS (10 ng/mL) was downloaded from the European Molecular Biology Laboratory (EMBL) ArrayExpress database (E-MEXP-1103) (http://www.ebi.ac.uk/arrayexpress/experiments/E-MEXP-1103/) and is hereby identified as “Mattingsdal.” A total of 5 and 6 samples were extracted 6 h post-challenge (A. fumigatus and LPS, respectively).

Data Preprocessing

Each dataset was controlled if prior normalization had been executed on the expression data. In the absence of normalization, the following was performed: RNA-Seq data was log2 transformed and a 1% quantile added onto all values, whilst microarray data was normalized by employing the functions “lumiN” and method “vsn” of the “lumi” R package (Du et al., 2008). Elimination of possible duplicate gene entries was carried out by use of the “avereps” function in the “limma” R package (Ritchie et al., 2015), which calculates the mean expression values for duplicate entries. Finally, z-scores were calculated for each gene. The gene list, to be used for feature selection and classification, consisted of the intersection of the gene lists from all datasets and amounted to 1,567 genes.

Classification

In each dataset, the samples were grouped into either fungal (class 1) or bacterial (class 2). The number of samples in each dataset for each analysis is shown in Table 1. For classification and feature selection, we employed Support Vector Machines (SVMs) implemented with Mixed Integer Linear Programming as previously described (Saraiva et al., 2016) and with the same parameters (number of cross-validations (runs) and number of features (genes) to be selected in each cross-validation) as explained in the following (full implementation procedure in the Text S1). This process was done for both single and combined classifiers to compare both approaches. Briefly, during each cross-validation, SVMs were constrained to n = 30 features (genes) and they selected these with which they best discriminated between fungal and bacterial infected samples on the training data. Two thirds of the samples were randomly selected for training whilst one third was used for testing. This procedure was repeated 100 times. To remove the possible imbalance between classes, a stratified approach was employed in which the maximum number of samples to be used in each class was determined by the class with the least number of samples.


Table 1. Number of samples in each dataset divided into fungal and bacterial class.
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To remove less frequently selected genes, further filtering of the gene lists was performed. Genes not selected in at least 20 runs (out of 100) in each classifier (both single and combined) were removed. The resulting gene lists were then merged into their respective group (either single or combined approach). Ascertaining the functional overview of the refined gene lists was achieved by performing literature analysis as well as using the functional annotation tools of the Database for Annotation, Visualization and Integrated Discovery (DAVID, version 6.7, https://david.ncifcrf.gov/home.jsp (Huang da et al., 2009) using Homo sapiens background. The full workflow is depicted in Figure S1.

Differential Gene Expression Analysis

In each dataset we calculated differentially expressed genes using Student's t-tests with multiple testing correction (Benjamini-Hochberg method, Benjamini and Hochberg, 1995). Genes were regarded as differentially expressed if their adjusted p-value was below 0.05. Intersection of differentially expressed genes was performed for all datasets and according to leukocyte composition (all datasets, PBMC specific and monocyte specific). Gene set enrichment analysis, for each list, was carried out as stated above.

EXPERIMENTAL VALIDATION

Monocyte Isolation

Buffy coats of healthy male donors for cell isolation were kindly provided by Dagmar Barz in anonymized form (Institute of Transfusional Medicine of the Jena University Hospital). Human monocytes were isolated from 50 ml buffy coats of four healthy male donors as previously described (Müller et al., 2017). Briefly, ficoll-density gradient centrifugation was used to isolate first peripheral blood mononuclear cells (PBMCs). After restoring the osmolarity of the cells with 0.45% NaCl, remaining erythrocytes were lysed using a hypotonic buffer. Where needed, 5 × 106 PBMCs were seeded in 6-well plates (VWR International, Germany) and allowed to equilibrate for 1 h at 37°C 5% CO2. From the remaining PBMCs, monocytes were then isolated using quadro-MACS (Miltenyi Biotec, UK) by labeling the non-monocytic cells with a cocktail of Biotin-conjugated antibodies and Anti-Biotin Microbeads (Monocyte Isolation Kit II, Miltenyi Biotec, UK). Cell viability of >98% was assayed by Trypan blue staining. Monocyte concentration was adjusted to 2.5 × 106 cells/ml in RPMI 1640 GlutaMAX medium (Gibco, UK) supplemented with 10% fetal bovine serum (FBS, Biochrom, Germany) and 1% Penicillin/Streptomycin (Thermo Fisher Scientific, USA), 5 × 106 cells were seeded in 6-well plates (VWR International, Germany) and allowed to equilibrate for 1 h at 37°C 5% CO2.

Preparation of Fungi and Bacteria

Overnight culture from Escherichia coli (isolate 018:K1:H7) in LB medium was washed twice in PBS and resuspended in 1 ml RPMI 1640 GlutaMAX medium (Gibco, UK) supplemented with 10% FBS (Biochrom, Germany) at a concentration of 5 × 108 cfu/ml. Aspergillus fumigatus (AF293) was grown in Aspergillus Minimal Medium (AMM) Agar-plates for 6 days at 30°C. Conidiospores were harvested by rinsing the plates with sterile 0.05% Tween-20 (Sigma-Aldrich, Germany) and filtered through 70- and 30-μm pre-separation filters (Miltenyi Biotec, UK) to get rid of mycelium traces. Spores were washed twice in PBS and cell-concentration was adjusted to 107 conidia/ml in RPMI 1640 GlutaMAX medium supplemented with 10% FBS. Conidia were then incubated at 37°C under shaking for 7 h until cells turned to germ tubes. Germlings were centrifuged and resuspended at 1 × 108 cells/ml in RPMI 1640 GlutaMAX medium supplemented with 10% FBS. Overnight culture of Candida albicans (SC5314) in YPD medium was washed twice in PBS and cell concentration was adjusted to 5 × 107 cfu/ml in RPMI 1640 GlutaMAX medium supplemented with 10% FBS.

Monocyte Stimulation Assay

Pathogens were all heat-killed by incubation at 65°C for 30 min before infection. Monocytes were stimulated with heat-killed pathogens at a pathogen:host ratio of 10:1 for bacteria, 1:1 for A. fumigatus germ tubes and C. albicans yeasts. In addition, cells were stimulated with pathogen-derived cell wall components: LPS (50 ng/ml) and zymosan (1 μg/ml). After 3 h incubation at 37°C and 5% CO2, monocytes were lysed for RNA isolation. To analyse the expression level of the genes of interest, total RNA was extracted from 5 × 106 Monocytes using the Qiagen RNeasy mini kit (Qiagen, Germany). Residual genomic DNA was removed by on-column incubation with DNaseI (Qiagen, Germany). A NanoDrop D-1000 Spectrophotometer (Thermo-Fisher Scientific, USA) was then used to assess the amount and quality of the isolated RNA samples. Complementary DNA (cDNA) was synthesized from 1.5 μg of RNA using the High Capacity cDNA Reverse Transcription Kit (Applied Biosystems, UK) following manufacturer's instructions. To detect the expression of the genes by PCR, specific primers for each target were designed using the online Primer-BLAST tool of the NCBI (http://www.ncbi.nlm.nih.gov/tools/primer-blast/). Possible secondary structures at the primer binding sites were taken into account by characterizing the nucleotide sequence of the regions of interest using the Mfold algorithm (Zuker, 2003). The sequences of all primers used for amplification are listed in Table S1. For quantification of the relative expression of each gene, we used a CAS-1200 pipetting robot (Qiagen) to set up the qPCR-reactions and a Corbett Rotor-Gene 6000 (Qiagen) as Real-Time qPCR apparatus. Each sample was analyzed in a total reaction volume of 20 μl containing 10 μl of 2 × SensiMix SYBR Master Mix (Bioline, UK) and 0.2 μM of each primer. The cycling conditions included an initial step of 95°C for 10 min followed by 40 cycles of 95°C for 15 s, 60°C for 20 s and 72°C for 20 s. For each experiment, an RT-negative sample was included as a control. Melting curve analysis and primer efficiency was used to confirm the specificity of the qPCR reactions. The relative expression of the target genes was analyzed using the Pfaffl method (Pfaffl et al., 2004; Rieu and Powers, 2009). To determine significant differences in the mRNA expression between different experimental conditions, the relative quantity (RQ) for each sample was calculated using the formula 1/ECt, where E is the efficiency and Ct the threshold cycle. The RQ was then normalized to the housekeeping gene peptidylprolyl isomerase B (PPIB). The stability of the housekeeping gene was assessed using the BestKeeper algorithm (Pfaffl et al., 2004). The normalized RQ (NRQ) values were log2-transformed for further statistical analysis with GraphPad PRISM v7.02. Statistical analysis was performed using repeated measures one way ANOVA and Bonferroni correction.

RESULTS

Classification was performed on each individual dataset (“Klassert,” “Smeekens,” “Saraiva,” and “Mattingsdal”) using 100 randomly assigned training sets within a cross-validation scheme. A list of 30 genes was generated in each classification run which best discriminated samples infected with fungal from bacterial pathogens. Consistency of the gene signature was determined by calculating the pairwise overlap (POL) between cross-validations of each classifier. Briefly, the gene list (n = 30) of each cross-validation of one dataset was intersected with the gene list of each cross-validation of another, different dataset. This was done for each pair of single classifiers. To obtain better consistency (as we observed in our initial study identifying biomarkers for infection irrespective of the kind of infection, see Saraiva et al., 2016), we also combined classifiers of two datasets (e.g., Smeekens with Klassert) constrained to use the same feature selection. We intersected the 100 cross-validations between single classifiers, between single and combined classifiers and between only combined classifiers. An illustrative example of this procedure is depicted in Figure S2. The averaged POL of the 100 generated gene lists of single vs. single, single vs. combined and combined vs. combined classifiers returned values of 0.78 (1σ = 0.41), 1.09 (1σ = 0.48), and 1.64 (1σ = 0.49), respectively. The POL of combined vs. single already showed an increase in almost 40% when compared to single vs. single, increasing to more than 100% when calculating the POLs between combined classifiers.

Next, we aimed at determining which pathways were significantly enriched in both the single and combined classifier gene lists. In each classifier (single and combined approach), the genes not selected in at least 20% of the total number of runs (k = 100) were excluded from further analysis. A total of 175 and 164 genes, for single and combined classifiers, respectively, remained (Table S2). The enriched pathways of single and combined gene signatures are shown in Tables 2, 3, respectively. Interestingly, one enriched gene set of the combined classifier gene list was not present in that of the single classifier—Lysosome (KEGG pathway). Next, independent from the classifier results, for each dataset, differentially expressed genes in fungal vs. bacterial infected samples was calculated. The intersection of the differentially expressed genes across all datasets resulted in a list of 13 genes (ST3GAL5, HMOX1, LGALS9, GLA, HAVCR2, TBC1D9, ACADVL, BCAR3, RHOU, MGAT2, CCL23, RGS1, and SPRY2) and no enriched gene sets. Intersection of differentially expressed genes was performed not only for all datasets but now also based on the type of the immune cells to shape out the origin of these differences in gene expression.


Table 2. Enriched gene sets of the single classifier approach.
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Table 3. Enriched gene sets of the combined classifier approach.
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As stated before, monocytes are vital players in the control of infection, by both promoting inflammation and differentiating into other immune cells. The processes that they influence, however, can be distinct to those of other more abundant immune cells such as lymphocytes and the expressed genes of monocytes may hence be “masked.” To elucidate this masking phenomenon, we calculated the differentially expressed genes of the datasets of the PBMCs (datasets Saraiva, Smeekens), and of the monocytes (Klassert, Mattingsdal) separately. Intersecting differentially expressed genes, both up and down regulated, of the datasets encompassing solely monocytes resulted in 720 genes, whilst the intersection of datasets comprised of PBMCs resulted in a list of 57 genes. The enriched gene sets, for PBMC-specific and monocyte-specific differentially expressed genes are shown in Table 4. The enriched gene sets in all groups suggested that genes coding for the lysosome were specifically induced by monocytes during a fungal challenge. To note, the combined classifier-originated gene list also showed an enrichment of genes coding for the lysosome (lysosome gene set in the following). Additionally, we intersected the differentially expressed and up-regulated genes (in fungal vs. bacterial) from the monocyte datasets (Klassert and Mattingsdal) and performed gene set enrichment tests. Only two pathways were significantly enriched—the lysosome and Toll-like receptor signaling (P = 3.2E-4 and 0.015, respectively). We believe that this strengthens our initial finding that cell type specific gene expression is still captured when combining classifiers, without the requirement of performing a cell type specific analysis beforehand. Performing gene set enrichment tests on differentially expressed genes from cell type specific datasets produced the same results.


Table 4. Enriched gene sets of PBMC-specific and monocyte-specific differentially expressed genes in fungal vs. bacterial infection (both up and down regulated).
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Gene set enrichment was also performed on the gene list that resulted in the intersection of differentially expressed and up regulated genes considering only the datasets of stimulated PBMCs, and comprised of Jak-STAT signaling, cytokine-cytokine receptor interaction and toll-like receptor signaling (Table S3).

In summary, we identified a few, well selected, distinct gene sets being enriched in differentially expressed genes discriminating fungal from bacterial infection, and when elucidating gene sets specifically expressed in monocytes by our combined classifier approach and a monocyte specific analysis, the lysosome gene set came out to be highly enriched in discriminative genes. Hence, in the following, we focused on the lysosomal gene set.

Experimental Validation

We reproduced the experimental settings of the studies herein considered focussing on monocytes, and stimulated human monocytes with the respective pathogens. The validation of the expression profiles observed for monocytes in the RNA-Seq data was performed using quantitative RT-PCR. For this purpose, we first tested the stability of the housekeeping gene used (PPIB). Using the algorithm BestKeeper (Pfaffl et al., 2004), the expression stability (std dev ± CP) and coefficient of variation (CV) for the housekeeping gene was calculated for monocytes. On this basis, PPIB was proved as a highly stable housekeeping gene for relative expression analyses (std dev ± CP = 0.35; CP = 1.95 %).

Lysosome-Related Genes

Based on the results obtained using our combined classifier approach, 4 lysosome-related genes were selected for validation by real time RT-qPCR analysis. These were the genes encoding for Galactosidase A (GLA), Scavenger receptor class B member 2 (SCARB2), Niemann-Pick disease, type C1 (NPC1) and the CD164 molecule (CD164). The real-time RT-qPCR plots are shown in Figure 1 (The complete table of the RT-qPCR mean expression values across conditions and corresponding p-values are shown in Table S4). Almost all genes showed a significant increase in their expression when the fungi-stimulated group was compared to either the unstimulated controls and/or to the bacteria-challenged samples. GLA was significantly up-regulated by both fungal pathogens when compared to control and to E. coli-stimulated monocytes. SCARB2 was up-regulated in a highly significant manner in C. albicans-stimulated monocytes when compared to E. coli-challenged monocytes. SCARB2 also showed a significant increase in expression when compared to controls and A. fumigatus-challenged monocytes. In E. coli stimulated monocytes, SCARB2 was significantly down-regulated when compared to controls. NPC1 showed a significant increase in its expression in A. fumigatus-stimulated monocytes when compared to all other challenges. C. albicans-stimulated monocytes also showed significant increase of NPC1 expression when compared to controls. Lastly, CD164 was significantly up-regulated in both fungi when compared to E. coli and controls. In summary, we could validate the expression of the selected genes to be either specifically or significantly more up-regulated in monocytes stimulated by fungal pathogens when compared to monocytes stimulated by bacterial pathogens confirming them as potential biomarkers for fungal vs. bacterial induced systemic infection.
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FIGURE 1. Relative mRNA expression of GLA, SCARB2, CD164, and NPC1 after stimulation with Candida albicans (C.a.), Aspergillus fumigatus (Asp.) and Escherichia coli (E. coli). Data were obtained from four independent experiments, each performed with cells from different donors. Results are presented as mean ± SE of the fold change relative to the control (unstimulated cells) according to (Pfaffl et al., 2004). (Please see also: Rieu and Powers, 2009. Real-Time Quantitative RT-PCR: Design, Calculations, and Statistics. The Plant Cell; Vol. 21: 1031–1033. Shown is also the statistical significance after repeated measures One-Way ANOVA after multiple testing correction (Bonferroni) (***p < 0.001; **p < 0.01; *p < 0.05).



The fungi-specific pattern observed for lysosome-related genes in monocytes was less evident in PBMCs, as confirmed by an additional set of experiments in which monocytes and PBMCs from the same donors were stimulated in parallel with C. albicans, A. fumigatus, and E. coli (Figure S3). These results are in accordance with the microarray and RNA-Seq readouts from the different datasets analyzed (Monocytes vs PBMCs), and might explain why the lysosome-pathway was significantly enriched only in the monocyte datasets.

Lysosome-Unrelated Genes

Our approach identified additional genes that showed a differential pattern in leukocytes upon fungal vs. bacterial infection but unrelated to the lysosome. These included the BAG family molecular chaperone regulator 3 (BAG3), the fatty acid binding protein 5 (FABP5), the peroxisome proliferator-activated receptor gamma (PPARG), the heme oxygenase 1 (HMOX1) and the C-C chemokine receptor type 1 (CCR1). Real-time qPCR of these genes showed a significant (P ≤ 0.05) increased expression in fungal stimulated monocytes when compared to all other stimuli. Except for BAG3, all other genes were downregulated after E. coli stimulation, reaching statistical significance for two of the genes (HMOX1 and CCR1) (Figure S4).

DISCUSSION

Accurate identification of key features that allow for differentiation between specific clinical conditions represents an important challenge with diagnostic potential for the clinical daily practice. As shown in our previous study (Saraiva et al., 2016), the consistency of differential gene signatures increases substantially after combining classifiers when compared to single classifiers. The application of the combined classifier approach limits the impact of many variables that exist when comparing datasets such as the pathogen strain, laboratory settings, time of sample extraction and stimulated cell-type (e.g., PBMCs or whole blood), amongst others. This is particularly important when trying to generate a generic gene signature capable of discriminating infections irrespective of the immune cell type. In the present work, we validated our method on specific populations of immune cells, and demonstrated its ability to identify cell-specific signatures that were masked in mixed populations if using classifiers without combining the datasets. As observed in our results, combining classifiers for discrimination between fungal and bacterial infections in different leukocyte-compositions, such as PBMCs and monocytes, generated a gene signature enriched for several immune signaling pathways, among which the lysosome gene set was observed which turned out to be specific for monocytes. This was ascertained by the comparison of the enriched signaling pathways of differentially expressed genes in cultures of monocytes against PBMCs, both challenged with fungal and bacterial pathogens. We validated our results experimentally employing qPCR, analyzing a set of lysosome-related genes that were either selected by the combined classifier or uniquely differentially expressed in the monocyte challenged datasets. As shown, all the lysosome-related genes (GLA, SCARB2, NPC1, and CD164) exhibited a significant increase in their expression after fungal challenge when compared to bacterial stimulation, indicating a fungal-specific response by monocytes (Figure 1). Similar results were also obtained for other, non-lysosome related genes that were part of the fungal-specific signature and also these genes could be validated by qPCR (Figure S4). These genes included BAG3, PPARG, FABP5, HMOX1, and CCR1.

Functional Relevance of the Differentially Expressed Lysosome-Related Genes

α-Galactosidase A (GLA) is a glycoside hydrolase enzyme encoded by the GLA gene. This enzyme hydrolyses the terminal α-galactosyl moieties (especially the α-1,6 linkage) of glycoproteins and glycolipids. Specifically, GLA is a lyososmal enzyme that degrades globotriaosylceramide (Gb3) to lactosylceramide, preventing its accumulation in this compartment (Darmoise et al., 2010). Deficiency of this enzyme (GLA) and accumulation of the glycolipid Gb3 in the lysosome of peripheral blood mononuclear cells (PBMCs) has been shown to contribute to diverse physiopathological alterations such as the continuous pro-oxidative and pro-inflammatory state of these cells (De Francesco et al., 2013). Moreover, a pro-inflammatory role of Gb3 could be demonstrated in that study, which was directly mediated by the TLR4-pro-inflammatory signaling pathway (De Francesco et al., 2013). Candida albicans yeast, among other fungi, binds to TLR4 that recognizes short linear O-bound mannan structures present in the fungal cell wall (Netea et al., 2008). Besides this, the GLA product lactosylceramide has been reported to be very abundant on plasma membranes of phagocytes, being involved in the phagocytosis, chemotaxis, and superoxide generation during fungal infection (Jimenez-Lucho et al., 1990; Iwabuchi et al., 2015). Our results show that C. albicans and A. fumigatus induce a significantly higher expression of the GLA gene than E. coli, suggesting the importance of this enzyme in monocytes during fungal infection. Among all the lysosome-related genes analyzed in this study, GLA showed the strongest up-regulation upon pathogen-challenge, particularly during fungal stimulation (24-fold for C. albicans and 14-fold for A. fumigatus). It might be speculated that GLA avoids the accumulation of the glycolipid Gb3 in the lysosome as an anti-inflammatory and protective mechanism in monocytes, which might be of special importance during fungal clearance. Moreover, the conversion of Gb3 to lactosylceramide, as a membrane microdomain of immune cells, may increase the phagocytosis and clearance of the fungi.

Scavenger receptor class B member 2 (SCARB2) is a gene whose encoded protein, the lysosomal integral membrane protein type-2 (LIMP-2/SCARB2), has been shown to be essential for the normal biogenesis and maintenance of lysosomes and endosomes (Gonzalez et al., 2014). As a lysosomal membrane protein, SCARB2 has been reported to act as an entry receptor for Enterovirus 71 (EV71) leading to its internalization to the lysosome (Yamayoshi et al., 2014). Other scavenger receptors, such as CD36 and SCARF1 (human homologs of the murine C03F11.3 and CED-1, respectively), have been shown to bind C. neoformans and C. albicans via ß-glucan structures, providing protection against these fungal pathogens in a mice model (Croze et al., 1989). Not much is known about the function of SCARB2 during fungal induced immune responses, but our results suggest that this scavenger receptor, like other similar members of this protein family, may play an important role in fungal recognition and internalization to the lysosome. Moreover, we analyzed whether the most common fungal and bacterial cell wall components (the fungal ß-glucan and the bacterial lipopolysaccharide, respectively) could explain the differential regulation of this gene by the different pathogens. E. coli-derived LPS resembled the downregulation of SCARB2 already observed after stimulation with E. coli cells. In contrast, the fungal ß-glucan component seems to have no effect on the regulation of this gene (Figure S5). From these results we could conclude that the bacterial liposaccharide seems to be responsible for the downregulation of SCARB2. In turn, the absence of regulation of this gene in the presence of zymosan, a representative of ß-glucan, suggests that other specific fungal epitopes might induce the expression of this gene during fungal infection, especially during C. albicans infection. In this study, other genes encoding lysosomal transmembrane proteins, CD164 and NPC1, were analyzed. Croze et al. reported CD164 encoding sialomucin protein (Endolyn-78) to be involved in the maturation of the endosomal-lysosomal compartment (Croze et al., 1989), while the Niemann-Pick disease type C1 (NPC1) protein encoded by the NPC1 gene mediates intracellular cholesterol and sphingolipids trafficking into the late endosome and lysosome (Alam et al., 2012). NPC1 is located in late endosomes and lysosomes and its encoded protein might promote the creation and/or movement of these compartments to and from the cell periphery (Ko et al., 2001). In our study, we have shown the up-regulation of CD164 and NPC1in human monocytes specifically after fungal challenge, which again suggests the importance of biogenesis and functionality of the lysosome for fungal clearance in monocytes.

Functional Relevance of Differentially Expressed Non-lysosome-Related Genes

Most of the genes further analyzed in this study associated to the proper biosynthesis and functionality of the lysosome during fungal infection. In addition, other mechanisms, such as immune cells recruitment, phagocytosis and nutrient metabolism, are also known to be crucial for a successful fungal killing and clearance by the phagocytes. Thus, other genes identified in this study to be fungal-challenge specific are involved in those pathways and might play an important role during fungal infection. For instance, BAG3 encodes the BAG family molecular chaperone regulator 3 (BAG3) protein which regulates macroautophagy for degradation of polyubiquitinated proteins (Gamerdinger et al., 2009). The peroxisome proliferator-activated receptor gamma (PPARG) is a gene expressed in macrophages and its encoding a protein that plays a central role in regulating fatty acid storage and glucose metabolism (Tyagi et al., 2011). Fatty Acid Binding Protein 5 (FABP5) is a protein encoded by FABP5 gene and plays a role in the uptake of fatty acids, transport phenomena and fatty acid metabolism (Moore et al., 2015). The HMOX1 gene, encoding heme oxygenase-1 (HO-1), has been shown to be required for immune cell protection against systemic infections (Silva-Gomes et al., 2013). Primarily, HO-1 degrades heme into biliverdin and carbon monoxide (CO). CO has shown different effects, it supports anti-inflammatory cytokine expression (Piantadosi et al., 2011) but may in turn increase the virulence of the infection (Navarathna and Roberts, 2010). The C-C Chemokine Receptor 1 (CCR1), encoded by the CCR1 gene, has been shown to be widely expressed in immune cells and it was associated with the maintenance of chemokine gradients during infection (Lionakis et al., 2012).

In summary, by integrating our combined classifier approach with distinct differential gene expression analysis across well selected, different studies investigating diverse species of pathogens, we could identify genes that are up-regulated in monocytes during fungal infection, much more or exclusively in comparison to a bacterial infection. Once fungi are phagocytosed, monocytes display transcriptional and translational reprogramming, adapting their physiology and killing mechanisms to fungal-derived stressors. In our study, we show the up-regulation of fungi-specific genes, which seem to be important in the fungal-derived reprogramming. Moreover, the application of the combined classifier approach made it possible, for the first time, to identify lysosome-related gene expression as a monocyte-specific footprint of fungal infections. Determining whether loss of the candidate genes have any functional impact on infection is also of great importance. siRNA-mediated knock-down experiments, combined with pathogen-challenge should be performed in the future. The multiple readouts with possible effects on phagocytosis, killing, cytokine production and metabolism would represent an attractive target for follow-up studies.
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Despite the growing knowledge with regard to the immunomodulatory properties of host defense peptides, their impact on macrophage differentiation and on its associated microbicidal functions is still poorly understood. Here, we demonstrated that the P17, a new cationic antimicrobial peptide from ant venom, induces an alternative phenotype of human monocyte-derived macrophages (h-MDMs). This phenotype is characterized by a C-type lectin receptors (CLRs) signature composed of mannose receptor (MR) and Dectin-1 expression. Concomitantly, this activation is associated to an inflammatory profile characterized by reactive oxygen species (ROS), interleukin (IL)-1β, and TNF-α release. P17-activated h-MDMs exhibit an improved capacity to recognize and to engulf Candida albicans through the overexpression both of MR and Dectin-1. This upregulation requires arachidonic acid (AA) mobilization and the activation of peroxisome proliferator-activated receptor gamma (PPARγ) nuclear receptor through the leukotriene B4 (LTB4) production. AA/LTB4/PPARγ/Dectin-1-MR signaling pathway is crucial for P17-mediated anti-fungal activity of h-MDMs, as indicated by the fact that the activation of this axis by P17 triggered ROS production and inflammasome-dependent IL-1β release. Moreover, we showed that the increased anti-fungal immune response of h-MDMs by P17 was dependent on intracellular calcium mobilization triggered by the interaction of P17 with pertussis toxin-sensitive G-protein-coupled receptors on h-MDMs. Finally, we also demonstrated that P17-treated mice infected with C. albicans develop less severe gastrointestinal infection related to a higher efficiency of their macrophages to engulf Candida, to produce ROS and IL-1β and to kill the yeasts. Altogether, these results identify P17 as an original activator of the fungicidal response of macrophages that acts upstream PPARγ/CLRs axis and offer new immunomodulatory therapeutic perspectives in the field of infectious diseases.
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INTRODUCTION

Antimicrobial peptides (AMPs), also called host defense peptides (HDPs), are small molecules produced by all living forms including bacteria, insects, plants and vertebrates. These peptides are especially found in skin and intestine; thus, they constitute the first line of organism immune defense (1). Although HDPs can be cationic or anionic, most of them are cationic molecules with an amphipatic structure (2).

Unlike antibiotics, cationic HDPs have a microbicidal activity against a broad spectrum of pathogens including bacteria, yeast, and viruses. They exercise their direct antimicrobial effect essentially by interacting with negatively charged membranes of target cells inducing membrane destabilization and cell death (1, 3, 4). These HDPs can also inhibit intracellular pathways critical for pathogen survival (5–7). Beside their microbicidal activity, most of cationic HDPs exhibit modulatory functions on immune cells. HDPs are produced by and act on several cell types including innate and adaptive immune cells (8–10). Their functions are multiples and depend on their structure, the microenvironment, and the target cell. In humans, the two main classes of HDPs are cathelicidins and defensins (11, 12). LL-37, the only member of the human cathelicidin AMP family, is well known to modulate innate and adaptive immune responses. Regarding adaptive immune response, this peptide induces T lymphocytes chemotaxis and regulates the activation of antigen-presenting cells and Th1 polarization of T cells (13). This AMP can also contribute to innate immune response by controlling the activation of monocytes, macrophages, and dendritic cells (13). Indeed, it was previously described that LL-37 regulates cytokine and chemokine genes expression and protein secretion in human monocytes and macrophages (14–16). Moreover, this AMP promotes directly microbicidal activities of monocytes, macrophages, and neutrophils by increasing pathogen phagocytosis and reactive oxygen species (ROS) release (14, 15, 17–19). This human cathelicidin is also involved in immune cells apoptosis, angiogenesis, and wound-healing regulation (20–24). Similar to LL-37, immunomodulatory effects on innate immunity were also described for defensins and several HDPs found in insect venom (25, 26). Usually, their effects on immune cells are mediated through G-protein-coupled receptors (GPCRs). Among the HDP-activated GPCRs, the N-formylmethionine-leucyl-phenylalanine receptors 1 and 2 (FPR1 and FPR2) and the chemokine receptors are the most involved (27–30).

Our laboratory has previously isolated two original HDPs from ant venom of Tetramorium bicarinatum (31). These peptides, named P16 (Bicarinalin) and P17, are cationic, C-terminal amidated, and adopt an α-helix conformation. In this previous study, the authors demonstrated a potent and broad antibacterial activity for the Bicarinalin (31). Although no microbicidal activity for P17 was demonstrated, this HDP could be a good candidate to modulate immune response because of its structural properties and its low toxicity on human cells.

Despite the growing knowledge with regard to the immunomodulatory properties of HDPs, little is known about how they control macrophage differentiation and its associated microbicidal functions. Emerging evidence indicates that the state of macrophage polarization plays a critical role in the host susceptibility against infections. The following two programs broadly classify polarized macrophages: classical (M1) and alternative (M2) (32, 33). The M1 program arises from type 1 inflammatory conditions (e.g., IFNγ) and is characterized by elevated levels of opsonic receptors. M1 macrophages highly produce pro-inflammatory effector molecules, such as reactive oxygen and nitrogen species, and pro-inflammatory cytokines [interleukin (IL)-1β, TNF-α, IL-6, and IL-12]. These macrophages contribute to inflammation and microbial killing. M2 alternative macrophages are characterized by abundant levels of the anti-inflammatory cytokine IL-10 and non-opsonic receptors, such as C-type lectin receptors (CLRs) and scavenger receptors. These alternative-activated macrophages can also efficiently participate to pathogen clearance through CLR-mediated recognition and phagocytosis (34–36).

Among the CLRs, Dectin-1 and mannose receptor (MR) of the phagocytic system have been described to be essential in anti-fungal functions of macrophages (34, 35, 37–42).

After binding of β-glucans and mannans, the major cell wall components of Candida albicans, these CLRs act in a cooperative manner to activate syk-p47phox axis essential to ROS production and inflammasome-dependent signaling pathways for IL-1β release (35, 36, 43). Thus, the induction of these two CLRs at the surface of macrophages is critical for the fungicidal response.

The balance of macrophage differentiation toward an alternative phenotype, known to highly express MR and Dectin-1, is controlled by the nuclear receptor peroxisome proliferator-activated receptor gamma (PPARγ) activation (34, 35, 43). Among PPARγ ligands, lipids from the metabolism of arachidonic acid (AA) through the COX-1/COX-2 cyclooxygenases and 5- and 12/15-lipoxygenases (LOX), are considered to be critical for PPARγ endogenous activation (37, 44, 45). We have previously demonstrated that PPARγ activation in macrophages promotes the transcription of Dectin-1 and MR and its associated anti-fungal functions (34, 43, 46). Although the processes leading to PPARγ activation, such as AA release and its subsequent metabolic conversion, are important aspects of macrophage alternative polarization and CLR-dependent anti-fungal defense, the impact of HDPs on this signaling is not yet elucidated.

In the present study, we demonstrated that P17 promotes alternative activation of the human monocyte-derived macrophages (h-MDMs) characterized simultaneously by a CLRs signature composed of MR and Dectin-1 and a pro-inflammatory profile. Interestingly, this HDP also improves the recognition and the phagocytosis of C. albicans by h-MDMs through the overexpression of MR and Dectin-1. This upregulation requires AA release and the activation of PPARγ through the leukotriene B4 (LTB4) production. The activation of AA/LTB4/PPARγ/Dectin-1-MR axis by P17 triggers ROS production and inflammasome-dependent IL-1β release critical in the fungicidal activity of P17-activated h-MDMs. Finally, we validated the efficiency of P17 to eliminate C. albicans in vivo. Indeed, P17-treated mice infected with C. albicans develop less severe gastrointestinal infection related to a higher ability of their macrophages to engulf Candida, to produce ROS, IL-1β, and to kill C. albicans as compared to untreated mice. Altogether, these results identify P17 as an original activator of the fungicidal response of macrophages and support that this novel HDP may constitute promising compound to restrain fungal infections.

MATERIALS AND METHODS

P17 AMP

The sequence of the P17 peptide (LFKEILEKIKAKL-NH2) was characterized by de novo sequencing using mass spectrometry and Edman degradation (31). P17 peptide and its randomly designed C-terminal amidated scrambled counterpart (KIKEEKFLLKLI-NH2) were synthesized on a Liberty microwave assisted automated peptide synthesizer (CEM, Saclay, France) at a purity grade higher than 99% as previously described (31, 47). The authenticity and the molecular identity of the synthetic peptides were controlled by MALDI-TOF-MS.

Preparation of h-MDMs

Human peripheral blood mononuclear cells were isolated from the blood of healthy volunteers by a density gradient centrifugation method on Lymphoprep (Abcys). Monocytes were isolated from mononuclear cells by adherence to plastic for 2 h in special macrophage serum-free medium (SFM; Life Technologies) with L-glutamine at 37°C in a humidified atmosphere containing 5% CO2. Non-adherent cells were removed by washing with Hanks’ balanced salt solution (HBSS) (Gibco, Invitrogen), and the remaining adherent cells (>85% monocytes) were incubated in SFM medium. The h-MDMs were obtained after 24 h of culture in SFM medium. Adherent h-MDMs were pre-incubated 30 min or not before the addition of P17 (200 µg/ml) with GW9662 (1 nM; Santa Cruz Biotechnology), MAFP (20 µM; Calbiochem), MK-886 (10 µM; Calbiochem), N-acetyl-cysteine (10 mM; Sigma), or Z-Vad-FMK (ZVAD) (50 µM; Calbiochem) for 30 min.

C. albicans Strains

The strain of C. albicans used throughout these experiments was isolated from a blood culture of a patient in the Toulouse-Rangueil University Hospital (98/26135). The isolate was identified as C. albicans based on common laboratory criteria and cultured on Sabouraud dextrose agar (SDA; Biorad, Hercules, CA, USA) plates containing gentamicin and chloramphenicol. C. albicans was maintained by transfers on SDA plates. Growth from an 18- to 24-h SDA culture of C. albicans was suspended in sterile saline buffer (HBSS; Life Technologies). In all experiments, the h-MDMs were challenged with blastospores.

Killing Assay

Human monocyte-derived macrophages were treated with P17 (200 µg/ml) for 24 h and were allowed to interact for 40 min at 37°C with C. albicans blastospores (at a ratio of 0.3 yeast per macrophage) as previously described (36, 40). Unbound yeasts were removed by four washes with medium. h-MDMs were then incubated at 37°C for 4 h. After incubation, the medium was removed and cells were lysed. The CFU of C. albicans were quantified after plating on Sabouraud plates for 24–48 h at 37°C.

In some experiments, monocyte-derived macrophages were incubated with 1 µg per well of MR siRNA (Santa Cruz Biotechnology sc-45360) and/or Dectin-1 siRNA (Santa Cruz Biotechnology sc-63276) for 6 h into siRNA transfection medium (siRNA reagent system, Santa Cruz Biotechnology sc-45064) according to the manufacturer’s instructions before the addition of P17.

Binding and Phagocytosis Assay

Human monocyte-derived macrophages were treated with P17 (200 µg/ml) for 24 h and were then challenged with GFP-labeled yeasts at a ratio of 6 blastospores per macrophage. In some experiments, the monocyte-derived macrophages were incubated at 4°C for 20 min with 500 µg/ml of mannans and/or laminarins before the addition of the yeasts. The binding was performed at 4°C and the phagocytosis was initiated at 37°C. The number of C. albicans bound or engulfed by macrophages was determined by fluorescence quantification using the Envision fluorimetry-based approach (Perkin Elmer).

Assay for ROS Production

Human monocyte-derived macrophages were treated with P17 (200 µg/ml) for 24 h and ROS production was measured by chemiluminescence in the presence of 5-amino-2,3-dihydro-1,4-phthalazinedione (luminol; Sigma) using a thermostatically (37°C) controlled luminometer (Envision; Perkin Elmer). The generation of chemiluminescence was monitored continuously for 1 h and 30 min after challenge or not with C. albicans blastospores (yeast-to-macrophage ratio: 3:1). Statistical analysis was performed using the area under the curve expressed in counts × seconds.

ELISA Cytokine Titration

Human monocyte-derived macrophages were treated with P17 (200 µg/ml) for 24 h and challenged with C. albicans blastospores at a ratio of 3 yeasts per macrophage for 8 h. The release of TNF-α, IL-1β, IL-12, and IL-10 in the cell supernatants was determined with a commercially available OptiEIA kit (BD Biosciences) according to the manufacturer’s instructions.

Western Blot Analysis

Human monocyte-derived macrophages were treated with P17 (200 µg/ml) for 24 h and challenged for 8 h with C. albicans blastospores at a ratio of 3 yeasts per macrophage. h-MDMs were lysed with RIPA buffer (Sigma) and protein extracts were separated in SDS-PAGE as previously described (37). After protein transfer, membranes were incubated overnight at 4°C with a rabbit anti-phosphorylated p47phox (Assay biotechnology, A1171; 1/260), a rabbit anti-caspase-1 (Biovision, 3019-100; 1/100), or a goat anti-GAPDH antibody (Cell Signaling, #5174; 1/1,000) and then for 1 h at room temperature with a peroxidase conjugated secondary antibody. Membranes were washed, and proteins of interest were visualized with WesternBright™ ECL (Advansta) or the SuperSignal West Pico Chemiluminescent Substrate (ThermoScientific) for the GAPDH. Images have been cropped for presentation.

Flow Cytometry

Human monocyte-derived macrophages were treated with P17 (200 µg/ml) for 24 h and then incubated with ice-cold PBS and gently scraped. Collected cells were centrifuged at 1,500 rpm for 10 min, and the cell pellet was suspended in PBS medium supplemented with 1% fetal calf serum (FCS). Surface expressed MR, Dectin-1, DC-SIGN, CD16, or CD36 was detected, respectively, using PerCP-Dectin-1 monoclonal antibody (mAb; R&D FAB1859C-100, 1/40), PE-DC-SIGN (mAb; BD Biosciences 551 265, 1/20), FITC-CD16 (mAb; PNIM 0814, 1/20), or APC-CD36 monoclonal antibodies (mAb; BD Biociences 550 956, 1/40). To evaluate the MR surface expression, we have used MR-specific ligand conjugated with FITC (Sigma A7790, 1 mg/ml, 1/100). All staining were performed on PBS−/− 1% FCS medium. A population of 10,000 cells was analyzed for each data point. All analyses were carried out in a Becton Dickinson FACScalibur using the FACSDiva version 6.2 software.

Reverse Transcription and Real-time PCR

Human monocyte-derived macrophages were treated with P17 (200 µg/ml) and/or LTB4 (100 nM; Cayman Chemical Company) for 8 h.

The mRNA preparation was made using the EZ-10 Spin Column Total RNA Minipreps Super Kit (Bio Basic) using the manufacturer’s protocol. Synthesis of cDNA was performed according to the manufacturer’s recommendations (Thermo electron). RT-qPCR was performed on a LightCycler 480 system using LightCycler SYBR Green I Master (Roche Diagnostics). The primers (Eurogentec) were designed with the software Primer 3. GAPDH mRNA was used as the invariant control. Serially diluted samples of pooled cDNA were used as external standards in each run for the quantification. Primer sequences are listed in Table 1.

TABLE 1 | Human primer sequences used in qPCR analysis.
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AA Mobilization and EIA Lipid Quantification

Human monocyte-derived macrophages were pre-labeled with [3H]AA. Briefly, h-MDMs (5 × 105 per well in 48-well plates) were cultured for 18 h at 37°C in the presence of P17 (200 µg/ml) and 1 μCi/ml [3H]AA. The culture medium was then removed and pre-labeled macrophages were washed three times with 0.5 ml SFM. The cells were challenged with C. albicans blastospores at a ratio of 3 yeasts per macrophage for 2 h. The [3H]AA metabolites released into the culture medium were quantified by measurement of the radioactivity by beta liquid scintillation counting using a 1217 Wallac Rackbeta LKB 1217, as previously described (37).

Determination of Intracellular Calcium Concentration

Intracellular calcium concentration was measured using the fluorescent probe Fluo 3-AM (Molecular Probe). Briefly, h-MDMs (1.5 × 105) were incubated with 11.5 × 10−6 M Fluo 3-AM for 30 min at 37°C. The time course of the intracytosolic Ca2+ level was recorded every 0.5 s for a total period of 3 min after the addition of P17 (200 µg/ml). In desensitization experiments, a second injection of bacterial N-formylmethionine-leucyl-phenylalanine peptide (fMLP) or P17 was performed at the end of fluorescence record and the time course of the intracytosolic Ca2+ level was recorded for supplemental 3 min. In some experiments, h-MDMs were pre-incubated with U73122 (2 µM) or with calcium-free HBSS for 10 min before the addition of P17. Fluorescence was quantified using the Envision fluorimetry-based approach (Perkin Elmer).

In Vivo Experiment

Male mice aged 12 weeks on C57BL/6 background were used for in vivo experiments. Mice were bred and handled by the protocols approved by the Conseil Scientifique du Centre de Formation et de Recherche Experimental Medico Chirurgical and the ethics board of the Midi-Pyrénées ethic committee for animal experimentation (Approval no B3155503). All cages were changed twice weekly, and all manipulations of the animals were carried out in a laminal blow hood under aseptic conditions. The photoperiod was adjusted to 12 h light and 12 h dark. C57BL/6 mice were purchased from Janvier (France).

The gastrointestinal infection (GI) with the C. albicans was established by oral infection with 50 × 106 C. albicans per mouse. To establish esophageal and GI candidiasis in mice, we performed intra-esophageal infection with 5 × 107 viable cells of C. albicans in sterile saline solution. No antibiotic or immunosuppressive treatment was used to facilitate mucosal infection by C. albicans of the oral cavity and GI tract.

Mice were treated intraperitoneally with P17 (10 µg per mouse) 1 day before the day of the infection with C. albicans and then every 2 days (four injections). Control groups received saline solution. Therapeutic studies were performed on separate groups of six mice infected with C. albicans treated or not with P17.

The body weight of each mouse was recorded daily, and the condition of each mouse was assessed twice daily. Feces were collected on days 4 and 5 post-infections. At day 6 post-infection, all mice were euthanized using CO2 asphyxia and the cecum and colon were aseptically removed to evaluate C. albicans colonization. To quantify the number of viable C. albicans in cecum, colon, and feces, each tissue sample removed was mechanically homogenized in 1 ml of saline with 100 U of penicillin/ml and 100 µg of streptomycin/ml. Serial dilutions of homogenate were plated onto SDA for quantitative determination of the number of C. albicans in the tissue samples. Plates were incubated at 37°C for 1–2 days and the number of colonies was counted.

After euthanasia, resident peritoneal cells were harvested by washing the peritoneal cavity with 5 ml of sterile 199 medium with Hanks’ salts as previously described (6). Collected cells were centrifuged at 400 × g for 8 min, and the cell pellet was suspended in SFM optimized for macrophage culture (Invitrogen Life Technologies). Cells were allowed to adhere for 2 h at 37 C and 5% CO2. Non-adherent cells were then removed by washing with HBSS. The macrophage monolayers were used to investigate their capacity to bind, to engulf and to kill C. albicans, and to produce ROS and IL-1β in response to yeast challenge.

Statistical Analysis

For each experiment, the data were subjected to one-way analysis of variance followed by the means multiple comparison method of Bonferroni–Dunnett. p < 0.05 was considered as the level of statistical significance.

RESULTS

P17 Promotes Alternative Activation of h-MDMs Characterized by an Inflammatory Signature

In order to assess the impact of P17 in h-MDMs differentiation, we evaluated the expression of specific markers of classical and alternative activation in P17-treated h-MDMs. Overall, P17-treated h-MDMs displayed a downregulation of membrane receptors characteristics of classical M1 polarization, such as CD11b (Itgam), CD16 (Fcgr3), and CD32 (Fcgr2), which was mirrored by an upregulation of MR (Mrc1), Dectin-1 (Clec7a), DC-SIGN (Cd209), and CD36 (Cd36) alternative activation markers (Figure 1A). This finding was further supported by the reciprocal increase of anti-inflammatory IL-10 (Il10), IL-1 receptor antagonist (Il1ra), TGFβ (Tgfb1), CCL-17 (Ccl17), and CCR2 (Ccr2) and reduction of IL-12 (Il12) and CCL-2 (Ccl2) mRNA expression. Moreover, consistent with increased mRNA encoding alternative M2 activation markers, protein levels of MR, Dectin-1, and IL-10 were significantly increased (Figures 1B,C). The acquisition of this alternative phenotype upon P17 activation is reinforced by the strong decrease of IL-12 protein level (Figure 1C). We observed unaffected protein amounts for DC-SIGN, CD16, and CD36 (Figure 1B).
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FIGURE 1 | P17 mediates an alternative phenotype of human monocyte-derived macrophages (h-MDMs) characterized by C-type lectin receptor (CLR) and inflammatory signatures. (A) Gene expression analysis of markers of classical and alternative polarization in h-MDMs treated or not with P17. The results were represented in fold induction relative to the untreated h-MDMs control. (B) Mannose receptor (MR), Dectin-1, DC-SIGN, CD16, and CD36 protein expressions in h-MDMs treated or not with P17. Graphs represent geomean fluorescence quantification for the indicated proteins. (C) TNF-α, interleukin (IL)-1β, IL-12, and IL-10 release by h-MDMs treated or not with P17 after challenge with Candida albicans. (D) Immunoblot analysis of caspase-1 p20 fragment cleavage in h-MDMs treated or not with P17 after C. albicans challenge. Band intensity was quantified using the ImageJ software and was represented as the ratio between the band intensities of p20 and of pro-caspase-1. (E) Reactive oxygen species production by h-MDMs treated or not with P17 after challenge with C. albicans. (F) Gene expression of P47phox in h-MDMs treated or not with P17. The results were represented in fold induction relative to the untreated h-MDMs control. (G) Phosphorylated p47phox immunoblot after C. albicans challenge in h-MDMs treated or not with P17. Band intensity was quantified using the ImageJ software and was represented as the ratio between the band intensities of phosphorylated p47phox and of P47phox. Results correspond to mean ± SEM of triplicates. Data are representative of three independent experiments. *p < 0.05, **p < 0.01 compared to the respective untreated control.



Surprisingly, the increase in alternative markers in P17-treated h-MDMs was accompanied by an inflammatory signature, as demonstrated by an augmentation in the mRNA level of the pro-inflammatory cytokines IL-1β (Il1b), TNF-α (Tnfα), and IL-6 (Il6). Consistently, the production of IL-1β and TNF-α was also induced in P17-treated h-MDMs (Figure 1C). In line with increased IL-1β production in P17-treated h-MDMs, the processing of pro-caspase-1 into its p20 subunit, which is a hallmark of caspase-1 activation, was significantly increased in P17-treated h-MDMs, demonstrating that the caspase-1-induced IL-1β release is activated by P17 (Figure 1D).

To further explore the pro-inflammatory impact of P17 on h-MDMs, we next assessed ROS production by P17-treated h-MDMs. We demonstrated that ROS release was strongly increased in P17-treated h-MDMs (Figure 1E). In line, the mRNA level and the amount of phosphorylated p47phox, a cytosolic subunit of the NADPH oxidase complex whose activation is essential to ROS release, were significantly increased in h-MDMs activated by P17 (Figures 1F,G).

Taken together, these results indicated that P17 induces an alternative phenotype characterized simultaneously by a CLRs signature composed of MR and Dectin-1 and a pro-inflammatory profile.

P17 Induces MR and Dectin-1 Expression on h-MDMs through PPARγ Activation Dependent on LTB4 Production

The nuclear receptor PPARγ is a key component of the signaling pathway leading to alternative activation of macrophages and directly controls the expression of CLRs (34–36). To identify how P17 may have an impact on MR and Dectin-1 overexpression, we evaluated whether P17 can regulate PPARγ activation. The mRNA levels of PPARγ (Pparg) and of its target gene SRB1 (Scarb1) were significantly increased in P17-treated h-MDMs, suggesting that P17 improved PPARγ activation.

To further explore whether P17-induced PPARγ activation was involved in MR and Dectin-1 overexpression, we evaluated the gene expression of these two CLRs in the presence of GW9662, a selective PPARγ antagonist. The treatment of P17-activated h-MDMs with GW9662 inhibited Mrc1 and Clec7a gene overexpressions, demonstrating that PPARγ is critically required for P17-induced Dectin-1 and MR expression on human h-MDMs (Figure 2A).
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FIGURE 2 | P17 promotes C-type lectin receptor (CLR) expression on human monocyte-derived macrophages (h-MDMs) through leukotriene B4 (LTB4)-mediated peroxisome proliferator-activated receptor gamma (PPARγ) activation. (A) Gene expression analysis of PPARγ, SRB1, mannose receptor (MR), and Dectin-1 in h-MDMs treated or not with P17, in the presence of a selective PPARγ antagonist GW9662. The results were represented in fold induction relative to the untreated h-MDMs control. (B) Gene expression analysis of arachidonic acid metabolic enzymes in h-MDMs treated or not with P17. The results were represented in fold induction relative to the untreated h-MDMs control. (C) [3H]AA mobilization in membrane phospholipids of h-MDMs treated or not with P17. (D) LTB4 production by h-MDMs treated or not with P17. (E) Gene expression analysis of MR and Dectin-1 in h-MDMs treated or not with P17, in the presence of MAFP, a specific cPLA2 inhibitor, and MK-886, a FLAP inhibitor, which prevents 5-LOX activation. The results were represented in fold induction relative to the untreated h-MDMs control. (F) Gene expression analysis of MR, Dectin-1, SRB1, and CD36 in h-MDMs treated or not with P17, in the presence of MAFP and/or LTB4. The results were represented in fold induction relative to the untreated h-MDMs control. Results correspond to mean ± SEM of triplicates. Data are representative of three independent experiments. *p < 0.05, **p < 0.01 compared to the respective untreated control.



Peroxisome proliferator-activated receptor gamma is activated by endogenous ligands derived from AA (34, 35, 43, 48). The COX-1/2 cyclooxygenase, 5- and 12/15-LOX are considered to be critical for the conversion of AA into endogenous PPARγ ligands. To assess whether P17 can coordinate PPARγ ligand availability, we evaluated the gene expression of enzymes involved in both COX and LOX signaling pathways. The mRNA levels of cPLA2 (Pla2g4a), enzyme needed for AA release from membrane phospholipids, 5-LOX (Alox5), FLAP (5-LOX activating enzyme) (Alox5ap), and LTA4 hydrolase (Lta4h), critical for LTB4 synthesis, were strongly increased in P17-treated h-MDM (Figure 2B). Moreover, the mRNA levels of COX-2 (Ptgs2), PGES (Ptges), and 15-LOX (Alox15) were not differentially expressed in untreated and P17-treated h-MDMs, supporting that P17 had no incidence on COX-2 and 12/15-LOX signaling pathways.

Then, we determined whether these effects on gene expression also translate into changes in ligand availability. Consistent with cPLA2 gene overexpression, the mobilization of AA was induced in P17-treated h-MDMs (Figure 2C). Furthermore, in line with LTA4 hydrolase expression in P17-treated h-MDMs, we observed strong increase of LTB4 release (Figure 2D). These data suggest that the generation of LTB4 metabolites by h-MDMs upon P17 treatment is dependent both on AA mobilization and metabolism.

To confirm that P17 positively regulates MR and Dectin-1 expressions through the AA metabolism, we determined Mrc1 and Clec7a gene expression in the presence of MAFP, a specific cPLA2 inhibitor, and MK-886, a FLAP inhibitor, which prevents 5-LOX activation. The increase of MR and Dectin-1 mRNA levels in P17-treated h-MDMs was completely lost in the presence of MAFP and MK-886 (Figure 2E), further supporting that P17 controls MR and Dectin-1 expressions through AA metabolism.

Peroxisome proliferator-activated receptor gamma activity, as determinate by the induction of MR-, Dectin-1- and SRB1-specific PPARγ target genes, was increased similarly with P17 and LTB4 (Figure 2F). Furthermore, the addition of both P17 and LTB4 did not showed any additive effect, suggesting that P17 regulates MR and Dectin-1 surface expression by controlling PPARγ activation through the LTB4 production. Interestingly, the inhibition of P17-induced PPARγ target genes expression by MAFP was restored by the addition of LTB4, clearly establishing that P17-mediated PPARγ activation through LTB4 synthesis. Overall these data showed that P17 induces alternative activation of h-MDMs characterized by Dectin-1 and MR expressions through LTB4-mediated PPARγ activation.

P17 Improves Fungicidal Properties of h-MDM through AA/LTB4/PPARγ/MR-Dectin-1 Signaling

Previous works from our laboratory established the importance of alternative activation in the fungicidal functions of macrophages (34, 35, 43). On the basis of the current findings demonstrating an effect for P17 on alternative polarization, we next investigated whether P17-treated h-MDMs could have an impact on the C. albicans clearance. P17 did not exhibit an effective anti-fungal activity against C. albicans relative to the conventional amphotericin B anti-fungal agent. Furthermore, the association of P17 with amphotericin B did not improve the AMB anti-fungal activity, supporting that this peptide could not be used as a direct anti-fungal agent (Figure S1A in Supplementary Material). After P17 treatment, h-MDMs showed a robust increase in their ability to kill C. albicans, demonstrating that P17 promotes macrophage-intrinsic anti-fungal activity and supporting the use of P17 as a promising immunomodulatory compound to restrain fungal infections (Figure 3A). Consistent with our observation, P17-treated h-MDMs were more efficient to bind and to engulf C. albicans (Figures 3B,C). Interestingly, the induction of ROS production by P17 is essential in in vitro fungicidal activity of P17-activated h-MDMs, since the use of antioxidant N-acetyl cysteine (NAC) totally abolished the fungicidal effect of P17-treated h-MDMs against C. albicans (Figure 3D).
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FIGURE 3 | P17 improves anti-fungal properties of human monocyte-derived macrophages (h-MDMs) through AA/LTB4/peroxisome proliferator-activated receptor gamma (PPARγ)/Dectin-1-MR signaling pathway. (A) Killing assay of h-MDMs treated or not with P17 incubated with Candida albicans. Binding (B) and phagocytosis (C) of C. albicans by h-MDMs treated or not with P17. (D) Killing assay of h-MDMs treated or not with P17 incubated with C. albicans in presence of antioxidant N-acetyl cysteine (NAC). (E) Interleukin (IL)-1β release by h-MDMs treated or not with P17 after C. albicans challenge in presence of antioxidant N-acetyl cysteine (NAC). The results were represented in fold induction relative to the respective untreated h-MDMs control. (F) Reactive oxygen species (ROS) production by h-MDMs treated or not with P17 after C. albicans challenge in presence of caspases inhibitor ZVAD. The results were represented in fold induction relative to the respective untreated h-MDMs control. (G) Killing assay of h-MDMs treated or not with P17 incubated with C. albicans in presence of a selective PPARγ antagonist (GW9662), a specific inhibitor of arachidonic acid (AA) mobilization (MAFP), or of an inhibitor of 5-LOX activation (MK-886). ROS (H) and IL-1β (I) production by h-MDMs treated or not with P17 after C. albicans challenge in presence of a selective PPARγ antagonist (GW9662), a specific inhibitor of AA mobilization (MAFP), or of an inhibitor of 5-LOX activation (MK-886). The results were represented in fold induction relative to the respective untreated h-MDMs control. (J) Immunoblot analysis of caspase-1 p20 fragment cleavage in h-MDMs treated or not with P17 after C. albicans challenge in presence of a specific inhibitor of AA mobilization (MAFP) or of 5-LOX activation inhibitor (MK-886). Band intensity was quantified with Image J software and was represented as the ratio between the band intensities of p20 and of pro-caspase-1. (K) Killing assay of h-MDMs silenced for Dectin-1 and/or mannose receptor (MR) treated or not with P17 after C. albicans challenge. (L) Binding of C. albicans by h-MDMs treated or not with P17 in presence of mannan and/or laminarin. The results were represented in fold induction relative to the respective untreated h-MDMs control. (M) ROS production by h-MDMs silenced for Dectin-1 and MR treated or not with P17 after C. albicans challenge. The results were represented in fold induction relative to the respective untreated h-MDMs control. Results correspond to mean ± SEM of triplicates. Data are representative of three independent experiments. *p < 0.05, **p < 0.01 compared to the respective untreated control.



Then, we examined whether ROS production, which act as a common cellular signal upstream of the inflammasome activation (49), was responsible for IL-1β induction by P17 in response to Candida. While the antioxidant NAC suppressed Candida-induced IL-1β secretion by P17-activated h-MDMs, the inhibition of caspase activation by the addition of ZVAD did not change ROS production by P17-activated h-MDMs after Candida challenge (Figures 3E,F). Therefore, these results showed that in response to Candida, ROS production occurred upstream of the caspase-1-induced IL-1β production.

To determine whether P17-mediated PPARγ activation dependently on LTB4 synthesis was involved in fungicidal activity of P17-treated h-MDMs, we evaluated their ability to kill C. albicans in the presence of a selective PPARγ antagonist GW9662, a specific inhibitor of AA mobilization MAFP, or an inhibitor of 5-LOX activation MK-886. The increased capacity of P17-treated h-MDMs to kill C. albicans was totally inhibited in presence of GW9662, MAFP, and MK-886 (Figure 3G). Consistent with these findings, the addition of these inhibitors abolished P17-mediated ROS, IL-1β release, and caspase-1 activation of h-MDMs in response to C. albicans (Figures 3H–J).

To explore whether the increased expression of Dectin-1 and MR on P17-treated h-MDMs has any functional consequence in C. albicans elimination, we assessed the ability of P17-treated h-MDMs deficient for Dectin-1 and/or MR to kill the yeast. The gene silencing for Dectin-1 and/or MR in P17-treated h-MDMs resulted in the abolition of the ability of these cells to kill more efficiently C. albicans (Figure 3K). In terms of recognition of C. albicans, the pre-treatment of P17-activated h-MDMs with soluble MR and Dectin-1-blocking agents (mannan and/or laminarin, respectively) abrogated the increased capacity for P17-treated h-MDMs to interact with the yeast (Figure 3L). Moreover, this pre-treatment totally abolished the induction of ROS production after C. albicans challenge (Figure 3M).

Taken together, these data provided evidence that MR and dectin-1 are critical in fungicidal properties of h-MDMs mediated by P17 and support the importance of AA/LTB4/PPARγ/Dectin-1-MR axis in the strengthening of anti-fungal functions of h-MDMs by this HDP.

The Interaction between P17 and GPCR Controls Anti-Fungal Properties of h-MDM via the Induction of Intracellular Calcium Mobilization

Several studies demonstrated that HDPs induce intracellular calcium mobilization in immune cells (50–53). On this basis, we evaluated cytosolic calcium concentration in P17-activated h-MDMs. P17 treatment induced a significant augmentation of intracellular calcium concentration in h-MDMs, indicating that this HDP triggers intracellular calcium signal (Figure 4A). In order to determine the source of this calcium release, we assessed calcium mobilization in calcium-deprived medium to inhibit extracellular calcium influx (HBSS) and in the presence of U73122, an inhibitor of the intracellular pools calcium release. Interestingly, calcium mobilization was abolished both in presence of HBSS and U73122 (Figure 4A), suggesting that the P17-increase intracellular calcium concentration in h-MDMs was dependent on extracellular calcium influx and intracellular calcium stores mobilization.
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FIGURE 4 | P17 controls anti-fungal properties of human monocyte-derived macrophages (h-MDMs) via the induction of intracellular calcium mobilization dependent on pertussis toxin (PTX)-sensitive G-protein-coupled receptor interaction. Intracellular calcium concentration in h-MDMs treated or not with P17 using fluorescent probe Fluo 3-AM. (A) Calcium concentration in h-MDMs treated or not with P17 in the presence of calcium-deprived medium [Hank’s balanced salt solution (HBSS-)] and an inhibitor of the intracellular pools calcium release (U73122). (B) Calcium concentration in h-MDM treated or not with P17 in the presence of PTX. (C) Calcium concentration in h-MDMs treated or not with P17 after desensitization of N-formylmethionine-leucyl-phenylalanine peptide receptors. (D) Killing assay of h-MDMs treated or not with P17 incubated with Candida albicans in the presence of calcium chelator (BAPTA-AM). Reactive oxygen species (E) and interleukin-1β (F) release by h-MDMs treated or not with P17 in the presence of calcium chelator (BAPTA-AM) after C. albicans challenge. The results were represented in fold induction relative to the respective untreated h-MDMs control. Results correspond to mean ± SEM of triplicates. Data are representative of three independent experiments. *p < 0.05, **p < 0.01 compared to the respective untreated control.



Most of the HDPs immunomodulatory functions are mediated through GPCRs (27–29, 51). In order to evaluate the involvement of these receptors in the activation of h-MDMs mediated by P17, we used pertussis toxin (PTX), known to inhibit some GPCRs. PTX treatment totally inhibited the mobilization of calcium in P17-activated h-MDMs (Figure 4B), suggesting that P17 activity on h-MDMs was mediated by PTX-sensitive GPCR interaction. Interestingly, although PTX-sensitive fMLP receptors 1 and 2 (FPR1 and FPR2) are the main GPCRs involved in the modulation of immune response by HDPs, we demonstrated here that the desensitization of these receptors by the addition of fMLP did not affect P17-induced calcium mobilization (Figure 4C).

To investigate the role of P17-induced calcium mobilization in the fungicidal properties of P17-treated h-MDMs, we evaluated their capacity to kill the yeasts in the presence of an intracellular calcium chelator BAPTA-AM. The increase of ability to kill C. albicans of P17-activated h-MDMs was completely lost in the presence of BAPTA-AM (Figure 4D). These findings were consistent with the lack of induction of ROS and IL-1β production in BAPTA-AM pretreated h-MDMs activated with P17 (Figures 4E,F), further supporting that the intracellular mobilization of calcium is essential in fungicidal properties of P17-treated h-MDMs. Altogether, these data highlight that P17 modulates anti-fungal immune response of h-MDMs through PTX-sensitive GPCR-triggered intracellular calcium mobilization.

In Vivo P17 Treatment Induces Fungicidal Properties of Macrophages Hence Improving the Regression of Gastrointestinal Candidiasis

On the basis of the current findings demonstrating the microbicidal activity of P17-treated h-MDM against C. albicans, we next explored whether the P17 treatment could have an impact on the in vivo candidiasis outcome. In this context, we evaluated the fungal burden in the intestinal tract and the macrophage microbicidal functions in a murine experimental model of gastrointestinal candidiasis. P17-treated mice (P17) infected with C. albicans developed less severe gastrointestinal infection than untreated mice (NaCl), as demonstrated by lesser weight loss and by reduced fungal burden as reflected by a decreased number of CFU in the colon, cecum, and feces of mice treated with P17 (Figures 5A,B).
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FIGURE 5 | P17 treatment of mice improves macrophage-intrinsic anti-fungal activities and restrains gastrointestinal fungal infection. (A) Body weight of untreated or P17-treated mice during Candida albicans gastrointestinal infection. (B) C. albicans GI colonization in cecum and colon of untreated or P17-treated mice determined on day 6 post-infection. C. albicans GI colonization in feces of untreated or P17-treated mice determined on days 4 and 5 post-infection. (C) Killing assay of peritoneal macrophages from untreated or P17-treated infected mice. Binding (D) and Phagocytosis (E) of C. albicans by peritoneal macrophages from untreated or P17-treated infected mice. Reactive oxygen species (ROS) (F) and interleukin (IL)-1β and IL-12 (G) production upon Candida challenge of peritoneal macrophages from untreated or P17-treated infected mice. Results correspond to mean ± SEM of triplicates. Data are representative of at least two independent experiments (n = 6 per group). *p < 0.05, **p < 0.01 compared to the respective untreated control.



To investigate whether the effect of P17 on decreased Candida gastrointestinal colonization can be correlated to its impact on fungicidal functions of macrophages, we evaluated the capacity of macrophages from P17-treated mice to kill yeasts in vitro. Compared to macrophages from untreated mice, macrophages from P17-treated mice showed an increase in their ability to kill C. albicans (Figure 5C). Consistent with our observation, macrophages from P17-treated mice were more efficient in engulfing C. albicans and producing ROS and IL-1β (Figures 5D–G). Moreover, IL-12 release was similar in macrophages from untreated and P17-treated mice, demonstrating that P17 in vivo administration did not impact on IL-12 macrophage production (Figure 5G).

Taken together, these data provide in vivo evidence that P17 improves macrophage-intrinsic anti-fungal activity and support that P17 may constitute promising compound to restrain gastrointestinal fungal infection.

DISCUSSION

Although the majority of HDPs are currently known to exert antimicrobial activities against a broad spectrum of pathogenic microorganisms, they also can modulate the functions of immune cells (8). Among the two major groups of HDPs in humans, cathelicidins, and defensins, the LL-37 cathelicidin is the major AMP described for its immunomodulatory properties. Indeed, the LL-37 controls in several cells, particularly in human monocytes and murine macrophages, the transcription and the secretion of pro-inflammatory cytokines and chemokines (14–16, 18). Thus, the LL-37 participates to the immune cell differentiation, activation and chemotaxis (13, 54). Altogether these properties confer to LL-37 a strong microbicidal activity through its involvement in the control of inflammatory and anti-infectious signaling in macrophages. These immunomodulatory functions on human and murine cells are also described for HDPs from arthropods, such as apidaecin, bee venom AMP, and venom peptides 7.2 and 7.8, parabutoporin and opistoporin, isolated from scorpion venom (25, 26, 55). Our team has recently isolated a new short HDP from T. bicarinatum ant venom, called P17. Previous results demonstrated that this HDP shares common structural properties with LL-37. Indeed, structural studies of P17 revealed that this ant HDP, composed of 13 amino acids, is cationic, amphipatic, amidated in C-terminal position, and adopts an alpha helix conformation (31).

Here, we reported that the P17 influences phenotypic differentiation of h-MDMs toward an alternative phenotype characterized by a CLRs signature composed of MR and Dectin-1. Consistent with the key role of MR and Dectin-1 in yeast recognition, phagocytosis and clearance (35, 38, 56, 57), we demonstrated that the P17 increases the ability of h-MDMs to eliminate C. albicans. The involvement of MR and Dectin-1 in the P17-mediated anti-fungal activity of h-MDMs was further evidenced by the loss of Candida elimination in h-MDMs silenced for MR or Dectin-1. In line, the pre-treatment of P17-activated h-MDMs with soluble MR or Dectin-1 blocking agents, also severely compromised their capacity to bind and to kill C. albicans. Consistent with the cooperative role of MR and Dectin-1 in the induction of macrophage anti-fungal signaling pathways (34, 35, 37), we demonstrated that both MR and Dectin-1 are involved in the recognition of this yeast and in its subsequent elimination by P17-activated h-MDMs. Consistently, we showed that P17-activated h-MDMs is able to clear Leishmania infantum (Figures S1B,C in Supplementary Material), a parasite known to interact with macrophages through MR and Dectin-1 (36). These results reveal that the immunomodulatory activity of P17 presents a broader spectrum, as long as the pathogen expresses on its surface carbohydrates recognized by MR or Dectin-1.

This study also provided the mechanistic insight into the transcriptional control of MR and Dectin-1 by P17 in h-MDMs. On the basis of the established role of PPARγ in the alternative activation and in the control of CLRs expression (34, 58), these findings identify PPARγ as a critical component in the signaling cascade that drives P17-mediated MR and Dectin-1 overexpression.

In addition to the transcriptional increase of MR and Dectin-1 in h-MDM by P17 treatment, we demonstrated that this HDP positively regulates the transcription of cPLA2, enzyme needed for AA release from membrane phospholipids, of 5-LOX, FLAP, and LTA4 hydrolase, critical for LTB4 synthesis. Consistent with this observation, the mobilization of AA and the generation of LTB4 by h-MDMs upon P17 treatment are strongly increased. Interestingly, the impairment of LTB4 production by a specific inhibitor of 5-LOX activation, completely abolishes the induction of MR and Dectin-1 mediated by P17, suggesting that P17 controls MR and Dectin-1 expressions through the LTB4 release. Moreover, the fact that P17 increases MR-, Dectin-1-, and SRB1-specific PPARγ target genes, similar to LTB4, and that the addition of both P17 and LTB4 did not show any additive effect on these gene inductions supports that P17 regulates MR and Dectin-1 surface expressions by controlling PPARγ activation through the LTB4 production. This is reinforced by the finding showing that the inhibition of P17-induced MR, Dectin-1, and SRB1 PPARγ target gene expressions by MAFP, a specific inhibitor of AA release, was restored by the addition of LTB4. In agreement with the identification of LTB4 as PPARγ agonist in P17-mediated CLRs induction, numerous endogenous PPARγ ligands derived from the metabolism of AA are described (34, 35, 43, 48).

A significant contribution of this study was the identification of a novel signaling pathway triggered by an HDP involved in the antimicrobial response of macrophages. Indeed, the h-MDMs treated with PPARγ-specific antagonist, or with inhibitors of LTB4 synthesis, or silenced for MR or Dectin-1 failed to increase the killing of C. albicans in response to P17, establishing LTB4/PPARγ/Dectin-1-MR axis as crucial in the acquisition of anti-fungal properties of P17-treated h-MDMs.

Because ROS and pro-inflammatory cytokines are essentials Candida-killing components (35, 37, 39, 59, 60), we evaluated ROS and IL-1β release of h-MDMs upon P17 treatment and we investigated the signaling pathways involved in their production. Remarkably, the alternative phenotype of P17-treated h-MDMs is accompanied by an inflammatory signature characterized by IL-1β and ROS productions. In line, previous studies have highlighted the capacity of HDPs to simultaneously promote pro-inflammatory response while protecting host organism against exacerbated inflammatory response (18, 25, 26, 61–64). Consistent with the increased IL-1β production in P17-treated h-MDMs, the processing of pro-caspase-1 into its p20 subunit, which is a hallmark of caspase-1 activation (65), is augmented in P17-treated h-MDMs. Moreover, the involvement of P17 in ROS production is supported by large amounts of phosphorylated p47phox, a cytosolic subunit of the NADPH oxidase complex whose activation is essential to ROS release (66), in h-MDMs activated by P17. We also established that this LTB4/PPARγ/Dectin-1-MR signaling drives ROS release in P17-treated h-MDMs, since the addition of GW9662, MAFP, and MK-886 or the pre-treatment of P17-activated h-MDMs with soluble MR- and Dectin-1-blocking agents abolishes P17-mediated ROS production by h-MDMs in response to C. albicans. This is supported by previous reports identifying Syk-dependent ROS production via Dectin-1 and MR receptors in fungal infection (67). Furthermore, we provided evidence for the major contribution of ROS production in IL-1β secretion by P17-activated h-MDMs in response to Candida. Consistent with these results, ROS production activates IL-1β processing via caspase-1-dependent activity (49). Thus, we identified both MR and Dectin-1 as extracellular sensors for Candida recognition by P17-activated h-MDMs and the subsequent activation of the pro-IL-1β synthesis and ROS production. These oxidant agents are essential in inflammasome-dependent IL-1β processing and hence in IL-1β production by P17-activated h-MDMs in response to Candida challenge. This is best supported by the fact that the induction of the Nlrp3 inflammasome complex activation is subjected to several events, such as the efflux of cellular potassium, the phagocytosis of particles, the generation of ROS, cathepsin B activation, and/or the vacuolar acidification (68–71).

Although we demonstrated with certitude that AA/LTB4/PPARγ/CLRs/ROS-IL-1β signaling pathway is involved in the anti-fungal activity of P17-activated h-MDMs, we also showed that P17 increases significantly the mRNA level of LL-37 (data not shown), the only human cathelicidin-related AMP known to promote a pro-inflammatory response (15, 16). Thus, LL-37, in addition to ROS and IL-1β, could be an important component of the anti-fungal activity of P17-activated macrophages. Interestingly, several studies show that PPARγ agonists promote the induction of cationic AMP expression (72). These observations support that the AA/LTB4/PPARγ axis triggered by P17 could also be involved in the production of LL-37.

One main implication of our study was the validation in vivo of the ability of P17 to modulate fungicidal activity of macrophages on a murine model of gastrointestinal candidiasis. The P17 treatment rendered the mice less susceptible to gastrointestinal C. albicans infection by promoting macrophage-intrinsic anti-fungal activity. These data reveal the P17 as an effective immunomodulatory agent for anti-fungal functions of macrophages.

Finally, this study identified that the interaction between P17 and GPCR is crucial in the induction of anti-fungal properties of h-MDMs by P17. Consistently, most HDPs control immune cells responses in a GPCR-dependent manner, mainly through fMLP receptors, such as FPR1 and FPR2 (27–29, 51). Although we demonstrated that P17 did not interact with fMLP receptors, this HDP engages PTX-sensitive GPCR, which is currently under identification. Moreover, in agreement with the involvement of calcium release in immunomodulatory activity triggered by many HDPs (50–53, 73), P17 modulates anti-fungal immune response of h-MDMs through PTX-sensitive GPCR-triggered intracellular calcium mobilization. As calcium signaling is an essential factor of cPLA2 activation in monocytes and macrophages (74, 75), P17 could promote LTB4/PPARγ/Dectin-1-MR signaling pathway through the activation of cPLA2 and the subsequent AA release.

Taken together, all these data highlighted the immunomodulatory activity of P17 on h-MDMs differentiation and their associated anti-fungal response. The identification of molecular mechanisms triggered by P17 responsible of increased microbicidal response of h-MDMs against C. albicans revealed the importance of the AA/LTB4/PPARγ/Dectin-1-MR axis (Figure 6). Confronted to the emergence of many resistances to the usual anti-infectious agents, P17 could constitute a promising compound to fight against fungal infections. Thus, this work offers new therapeutic perspectives and supports the use of PAMs as immunomodulatory compounds to restrain infectious diseases.
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FIGURE 6 | Schematic illustration of the immunomodulatory activity of P17 on human macrophages. The identification of molecular mechanisms triggered by P17 reveals that this peptide modulates anti-fungal immune response of human monocyte-derived macrophages (h-MDMs) through pertussis toxin (PTX)-sensitive G-protein-coupled receptor (GPCR)-triggered intracellular calcium mobilization. The increased calcium mobilization in P17-activated h-MDMs is essential in cPLA2 activation and the subsequent arachidonic acid (AA) release. This AA mobilization and the promotion of AA metabolization to leukotriene B4 (LTB4) upon P17 treatment are responsible of the peroxisome proliferator-activated receptor gamma (PPARγ)-dependent mannose receptor and Dectin-1 overexpression. The activation of AA/leukotriene B4 (LTB4)/PPARγ/Dectin-1–mannose receptor axis by P17 triggers reactive oxygen species (ROS) production and inflammasome-dependent interleukin (IL)-1β release critical in fungicidal activity of P17-activated h-MDMs.
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Macrophages provide front line defense against infections. The study of macrophage–microbe interplay is thus crucial for understanding pathogenesis and infection control. Zebrafish (Danio rerio) larvae provide a unique platform to study macrophage–microbe interactions in vivo, from the level of the single cell to the whole organism. Studies using zebrafish allow non-invasive, real-time visualization of macrophage recruitment and phagocytosis. Furthermore, the chemical and genetic tractability of zebrafish has been central to decipher the complex role of macrophages during infection. Here, we discuss the latest developments using zebrafish models of bacterial and fungal infection. We also review novel aspects of macrophage biology revealed by zebrafish, which can potentiate development of new therapeutic strategies for humans.
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INTRODUCTION

Macrophages are a major component of the innate immune system, responding efficiently to tissue damage and infection (1, 2). During infection, macrophages have diverse roles including phagocytosis of foreign bodies, release of cytotoxic factors, and coordination of the inflammatory response via the secretion of chemokines and cytokines (3, 4). Phagocytosis can involve the recognition of pathogen- and damage-associated molecular patterns (PAMPs and DAMPs, respectively) through pattern recognition receptors (PRRs) on the macrophage surface (5, 6). Further, the complement system can mark pathogens for phagocytosis by opsonization (7). Once internalized, the pathogen resides inside a vacuole known as a phagosome (8). Subsequent phagosome maturation involves acidification of the lumen, which leads to lysosomal fusion and degradation of the internalized microbe (9). Pathogen restriction is enhanced by the nutrient-limiting ability of the phagolysosome and the input of antimicrobial agents into the lumen, such as reactive oxygen/nitrogen species (ROS/RNS) (10). Although the majority of microbes succumb to the microbicidal environment within the phagolysosome, some pathogens (including Mycobacterium tuberculosis and Salmonella Typhimurium) can survive and replicate within this harsh environment (11, 12). In contrast, some bacterial pathogens (including Listeria monocytogenes and Shigella flexneri) have mechanisms to escape from the phagosome and proliferate in the cytosol (13).

Mechanisms of cell-autonomous immunity are crucial for protection of the host cell cytosol (14). Autophagy is an evolutionarily conserved process of intracellular degradation, recognized as an important defense mechanism against intracellular pathogens (15). Targeting of bacterial pathogens by the autophagy machinery is often mediated by ubiquitination, a posttranslational modification (16, 17). In this case, ubiquitinated substrates (such as bacterial components or damaged membrane) are recognized by autophagy receptors, including p62 and NDP52, which direct formation of the autophagic membrane around the targeted pathogen (18–20). Autophagy-related (ATG) proteins also direct immunity-related GTPases (IRGs) and guanylate-binding proteins (GBPs) to pathogens (21). IRGs and GBPs belong to a family of GTPases that confer host cell resistance during infection by pathogens (22–24). IRGs cooperate with GBPs to target non-self vacuoles, trafficking nicotinamide adenine dinucleotide phosphate (NADPH) oxidase, ATG proteins, and inflammasome complex assembly for host defense (25–27). Intracellular pathogens are also detected via nucleotide-binding oligomerization domain-like receptors (NLRs), a class of PRRs that reside in the cytosol (28). An important example is NLRP3, which acts as a scaffold protein for inflammasome assembly, leading to caspase-1 activation and maturation of pro-inflammatory cytokines interleukin-1β (IL-1β) and IL-18 (29, 30). These cytokines enhance the immune response and induce pathways leading to pyroptosis, a highly inflammatory type of programmed cell death (31).

A variety of different animal models have made important contributions to the study of macrophage-microbe interplay in vivo. Originally used for studying development, the zebrafish has many similarities with higher vertebrates (including mammals), which has led to their use for studying infection and immunity (32, 33). During the first 4 weeks of development, zebrafish lack adaptive immunity and rely on the innate immune response for host defense (34). This, together with ex utero development of embryos, necessitates the rapid development of innate immune cells, progenitors of which can be observed as early as 20 h postfertilization (hpf). Although the precise sites of development and maturation differ between zebrafish and human phagocytes, zebrafish macrophages retain close morphological and functional similarities with their mammalian counterparts (35). Primitive macrophages, originally identified by Philippe Herbomel and colleagues, use phagocytosis to control infection by Escherichia coli and Bacillus subtilis (36). Optical accessibility during early life stages make zebrafish larvae highly suited for non-invasive live microscopy. Studies on the zebrafish immune system identified macrophage-specific genes (including mpeg1 and csf1ra), discoveries that enabled the development of specific reporter lines (37, 38). By using transgenic lines that fluorescently label distinct leukocyte populations, studies have identified key roles for macrophages during infection control in vivo (6). Furthermore, the sequenced zebrafish genome and the ability to manipulate the immune system through chemical or genetic means (including morpholino oligonucleotides for transient depletion, or CRISPR/Cas9 for genome engineering) make the zebrafish a unique and powerful tool for studying host–pathogen interactions at the molecular, cellular, and whole-animal level (39–41).

In this review, we discuss novel aspects of host–pathogen interactions that have been recently revealed using bacterial (mycobacteria, Gram-positive, Gram-negative) and fungal zebrafish infection models, highlighting key roles for macrophages in host defense against a variety of important pathogens.

ZEBRAFISH MACROPHAGE–BACTERIA INTERACTIONS IN VIVO

Mycobacterium marinum is a natural pathogen of zebrafish, closely related to the causative agent of human tuberculosis (M. tuberculosis). Pioneering studies have shown that M. marinum infection leads to the aggregation of macrophages into granuloma-like structures that both contain and promote bacterial dissemination (Figure 1A) (42, 43). These structures are initiated by the ESX-1 secretion system, which induces expression of matrix metalloproteinase-9 in epithelial cells to recruit macrophages for bacterial phagocytosis (44, 45). Tissue-resident macrophages first responding to infection are microbicidal. Therefore, to create a replication niche, M. marinum induces chemokine (C-C motif) ligand 2 (CCL2) expression and recruits uninfected monocytes via the surface lipid phenolic glycolipid (PGL) (46). Moreover, M. marinum possess cell surface-associated phthiocerol dimycoceroserate lipids, which impede PAMP–TLR interactions and prevent the microbicidal response in newly recruited monocytes (47). Consistent with a protective niche, the granuloma supports bacterial growth, alteration of granuloma structure through disruption of E-cadherin increases immune cell accessibility, and reduces bacterial burden (48). Work has shown that macrophage deficiency leads to accelerated necrosis of the granuloma and increased susceptibility to infection (45). A balanced inflammatory response is crucial to prevent necrosis of the granuloma, as both low and high levels of tumor necrosis factor (TNF) can lead to increased bacterial replication (49). Supporting this, a forward genetic screen performed in zebrafish revealed that mutation of the lta4h locus (encoding leukotriene A4 hydrolase) can modulate production of anti- and pro-inflammatory lipid mediators and susceptibility to mycobacterial infection (50). Angiogenesis has also been implicated in granuloma expansion and bacterial dissemination via a mechanism that requires hypoxia-induced vascular endothelial growth factor expression and C-X-C chemokine receptor type 4 (CXCR4) signaling (51, 52). Collectively, these studies highlight a complex role for macrophages in granuloma formation and in host defense against mycobacteria.


[image: image1]

FIGURE 1 | Zebrafish macrophage-microbe interactions in vivo. (A) Differential interference contrast (left) and fluorescent microscopy (right) image of macrophage aggregation to Mycobacterium marinum in the tail of wild-type AB larvae. Asterisk (*) indicates an infected macrophage at the aggregate; arrows indicate infected macrophages near the aggregate. m, melanocyte; s, striated muscle; scale bar 25 µm. Image adapted from Ref. (42). (B) Electron microscopy images of the caudal hematopoietic tissue of wild-type AB larvae injected intravenously with Listeria monocytogenes 3 h postinfection (hpi). Listeria in a macrophage cytosol (arrowheads; top image), and Listeria in a macrophage phagosome (bottom image). Scale bar 1 µm. Images adapted from Ref. (53). (C) Confocal time-lapse images of Tg(mpeg1:G/U:nfsb-mCherry) larva (red macrophages) infected with Shigella flexneri (green) by caudal vein injection, first frame at 20 min postinjection (mpi). White arrow depicts GFP-Shigella phagocytosed by a red macrophage, with a loss of red fluorescence at frame 01:56 indicating macrophage cell death. Maximum intensity projection of six planes every 2 µm, scale bar 10 µm. Images adapted from Ref. (54). (D) High content imaging of Tg(fms:Gal4.VP16)il86; Tg(UAS:nfsb.mCherry)il49 larvae harboring macrophages (middle) injected with Cryptococcus neoformans (top) into the yolk sac circulation valley; bottom panel showing a merged image of both macrophages (magenta) and C. neoformans (green). Maximum intensity projection of images obtained 2hpi. Images adapted from Ref. (55). (E) Hindbrain ventricle injection of viable (top row) or non-viable (bottom row) Mucor circinelloides spores (cyan) in Tg(mpeg1:G/U:nfsb-mCherry/mpx:GFP) larvae harboring red macrophages imaged at 10 h 45 min and 1 h 5 min, respectively. Asterisks (*) indicate spores inside macrophages (red). Z-stack of 15 sections every 7.3 µm; scale bar 20 µm. Images adapted from Ref. (56). All adapted images were used with the appropriate permissions from the copyright holders of this work.



Infection by Mycobacterium leprae, an ancient pathogen that causes leprosy, is restricted to humans and nine-banded armadillos (Dasypus novemcinctus) (57). M. leprae infection causes demyelination of peripheral nerves and axonal damage, which can lead to symptoms such as muscle weakness and numbness. Remarkably, new work has shown that zebrafish can be used to study M. leprae pathogenesis in vivo (58). Although M. leprae replication is not observed in zebrafish due to its long doubling time of 12–15 days, the macrophage response to bacteria is comparable to that observed during M. marinum infection. In the case of M. leprae, PGL-1 is responsible for mediating structural changes in myelin by inducing macrophage RNS production, which subsequently causes mitochondrial swelling, demyelination, and axonal damage.

Listeria monocytogenes, a Gram-positive foodborne pathogen, can cause listeriosis and meningitis in immunocompromised individuals, and spontaneous abortions during pregnancy (59, 60). Inside macrophages, L. monocytogenes can escape from the phagosome and proliferate in the cytosol (Figure 1B) (61). Bacterial escape from the phagosome to the cytosol is linked to expression of listeriolysin O (LLO), a pore-forming toxin that targets the phagosomal membrane (62). ActA, another major virulence factor of Listeria, enables actin tail polymerization and autophagy escape (59, 63, 64). In agreement with studies performed in vitro using tissue culture cells, virulence of Listeria in zebrafish is dependent on LLO and ActA (53). More recent work using zebrafish has shown that bacterial dissemination (via necrosis of infected macrophages and release of bacterial-containing blebs) is LLO-dependent (65). To counteract this, Gp96 (an endoplasmic reticulum chaperone) can protect the integrity of the host cell plasma membrane against pore-forming toxins. In a separate study, zebrafish infection with a Listeria strain ectopically expressing flagellin (called Lm-pyro) was shown to activate the inflammasome in macrophage and reduce infection (66). These results highlight the inflammasome as crucial for protection against Listeria.

Staphylococcus aureus is an opportunistic pathogen, which latently resides in one-third of humans. Invasive surgery or lesions can increase the risk of infection, and considering the emergence of antibiotic-resistant strains, S. aureus is recognized as a major human threat. While systemic S. aureus infections are controlled, zebrafish are susceptible to yolk sac infection (i.e., a site inaccessible to leukocytes), underscoring the importance of leukocytes for infection control (67). Experiments performed using larvae depleted of myeloid cells demonstrate a role for macrophages in restriction of S. aureus proliferation in the blood (67). Interestingly, the incomplete clearance of bacteria by leukocytes can result in an “immunological bottleneck,” viewed to select for persisting bacterial populations (68). The zebrafish can, therefore, be used to discover mechanisms used by S. aureus to evade destruction within leukocytes.

Colonization of humans by Burkholderia cenocepacia has severe consequences in cystic fibrosis (CF) patients and other immunocompromised individuals. Originally viewed to form a biofilm in CF patients, studies using clinical samples have shown that B. cenocepacia can reside in alveolar macrophages (69). More recently, a zebrafish infection model demonstrated that macrophages are crucial for B. cenocepacia replication (70). Consistent with this, depletion of macrophages from larvae restricts bacterial replication (71). During infection, macrophages express IL-1β and recruit uninfected cells to form cellular aggregates (70, 71). Paradoxically, the depletion of IL-1β (using morpholino oligonucleotide) during B. cenocepacia infection results in decreased survival, yet, inhibition of IL-1β signaling (using the IL-1 receptor antagonist anakinra) results in increased survival (71). Together, these experiments suggest the precise role of IL-1β during B. cenocepacia infection, and its manipulation for therapy, is complex.

Salmonella is a well-studied Gram-negative pathogen responsible for gastroenteritis, enteric fever, and bacteremia. Investigation of S. Typhimurium has made important contributions to macrophage biology (6, 11). During zebrafish infection, S. Typhimurium can replicate within macrophages and also extracellularly within the vasculature (72). A subpopulation of intracellular bacteria is lysed by mitochondrial-derived ROS produced by macrophages via a pathway dependent on immunoresponsive gene 1 (IRG1) (73). In addition, macrophages are responsible for the “fine-tuning” of the immune response to S. Typhimurium via secretion of granulocyte-colony stimulating factor (G-CSF), which in turn stimulates the transcription factor C/ebpβ and enhances neutrophil production by emergency granulopoiesis (74).

Shigella is a Gram-negative enteroinvasive pathogen classified by the WHO as a global threat due to its development of antibiotic resistance (75–77). Among the species of Shigella, S. flexneri is best recognized as a paradigm for studying macrophage cell death (78). In agreement with studies performed in vitro, S. flexneri can induce cell death in zebrafish macrophages in vivo (Figure 1C) (54). Despite this, macrophage-depleted transgenic zebrafish present increased mortality during infection (79). These results suggest that macrophages play an important role in the initial collection of injected bacteria, prior to the elimination of bacteria and cellular debris by neutrophils. The increasing risk of multidrug-resistant bacteria has driven the need for treatments that do not strictly rely on antibiotics. Injection of Shigella-infected zebrafish with predatory bacteria Bdellovibrio bacteriovorus revealed a synergy between predator–prey interactions with the host immune system to restrict multidrug-resistant infection (80). In this case, the reduction of Shigella burden by Bdellovibrio is beneficial for infection control by zebrafish leukocytes.

ZEBRAFISH MACROPHAGE–FUNGUS INTERACTIONS IN VIVO

Invasive fungal infections are a growing problem, causing significant morbidity and mortality in organ transplant patients. Immunosuppression using calcineurin inhibitors is a common strategy for the prevention of organ transplant rejection and increases the risk of infection by Aspergillus fumigatus (81). Alveolar macrophages and inflammatory monocytes in the murine lung have been described as critical for early antifungal immunity during Aspergillus infection (82). Real-time visualization using a zebrafish infection model revealed the inability of neutrophils to phagocytose fungal spores, and suggested macrophages as crucial for host defense against A. fumigatus (83, 84). In mouse models of A. fumigatus infection, treatment with calcineurin inhibitor FK506 leads to increased mortality (85). Consistent with this, studies using zebrafish infection showed a role for calcineurin in protection against Aspergillus (86). In this case, calcineurin activation leads to dephosphorylation of nuclear factor of activated T cells (NFAT), and FK506 treatment impairs neutrophil recruitment because of reduced TNF-α production by macrophages (86). A separate study revealed FK506 inhibits the calcineurin-dependent lateral transfer of A. fumigatus from necroptotic to naïve macrophages, allowing fungal escape and unrestricted growth (87). Collectively, these studies highlight the indispensable role of calcineurin in macrophages for Aspergillus control in vivo.

Candida albicans is an opportunistic fungal pathogen, which primarily affects immunocompromised individuals. Zebrafish infection models have been used to identify C. albicans virulence factors and indicate an important role for the filamentous (hyphal) form of C. albicans in pathogenesis (88–90). Strikingly, real-time microscopy of C. albicans infection showed the extrusion of hyphae from the zebrafish hindbrain (88). Fungal dissemination is observed by 24 h postinfection (hpi), followed by lethality resulting from uncontrolled hyphal growth (89). Here, macrophages can restrict germination (but not replication), and fungal killing by macrophages and neutrophils is a rare occurrence (89). Zebrafish infection has also demonstrated a new role for NADPH oxidase in controlling hyphal growth, helping to recruit macrophages through ROS and preventing germination (89, 91).

Another opportunistic fungal pathogen, Cryptococcus neoformans can be fatal in immunocompromised individuals and is responsible for over 600,000 deaths globally per annum (92). Although highly informative, mammalian and non-vertebrate infection models have limitations in visualizing fungus-leukocyte dynamics and the translatability to higher vertebrate models, respectively. Live imaging of zebrafish during Cryptococcus infection revealed macrophages are required for pathogen control (Figure 1D) (55, 93). In agreement with this, macrophage depletion prior to infection leads to uncontrolled fungal replication and increased zebrafish mortality (55, 93). Macrophage-depletion postinfection also leads to increased fungal burden (55). The Cryptococcus capsule is made of polysaccharides contributing immunosuppressive functions, including the inhibition of phagocytosis. Consistent with this, capsule enlargement that occurs during infection of zebrafish can prevent phagocytosis, resulting in fungal proliferation and zebrafish mortality (55). By tracking individual macrophages over time, the first in vivo observation of vomocytosis (the controlled non-lytic expulsion of pathogens from phagocytes) was captured (55). The precise role of vomocytosis in host defense is not yet known.

Mucor circinelloides is an emerging fungal pathogen in which the incidence of infection is increasingly associated with aging populations (94). M. circinelloides causes mucormycosis, a disease with a wide range of symptoms including fever and gastrointestinal bleeding (95). Treatment of mucormycosis in humans remains costly and unsuccessful, and fatalities are often linked to corticosteroid treatment and immune defects (96, 97). In agreement with this, immunosuppression by corticosteroid treatment results in increased zebrafish mortality (56). Moreover, macrophage-depleted zebrafish succumb to infection, highlighting a key role for macrophages in M. circinelloides control. Remarkably, macrophages accumulate around viable spores in a manner similar to the granuloma structures described for M. marinum infection (Figure 1E) (56). While the role of macrophage clusters during M. circinelloides infection is not fully known, the zebrafish infection model can provide a novel platform to study macrophage–fungal interplay during mucormycosis.

DISCUSSION

Here, we describe recent mechanistic insights into the macrophage response to intracellular pathogens as revealed by zebrafish infection (Table 1). Although macrophage recruitment and phagocytosis is typically observed in response to infection, this is not always followed by pathogen restriction. Zebrafish infection has shown that, in some cases, macrophages can promote pathogenesis by shielding the pathogen from immune control or by providing a replicative niche. The zebrafish is a relatively new model for the study of human infectious disease. Therefore, a limitation of the system includes the lack of tools currently available, such as zebrafish antibodies and cell lines, which can impede in-depth mechanistic studies. On the other hand, the rapid development of transgenic zebrafish lines with fluorescently tagged proteins/cells, in combination with genome-editing technologies, compensate for these limitations. Considering advancements in RNAseq and high-resolution microscopy, we can expect that zebrafish infection will continue to illuminate fundamental aspects of host–pathogen interactions at the molecular, cellular, and whole animal level. The hope is that studying macrophage–microbe interactions in vivo using the zebrafish model can deliver therapeutic impact in humans.

TABLE 1 | The macrophage response/role during zebrafish infection.
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Enhanced susceptibility to bacterial infection in the days following an acute virus infection such as flu is a major clinical problem. Mouse models have provided major advances in understanding viral-bacterial superinfections, yet interactions of the anti-viral and anti-bacterial responses remain elusive. Here, we have exploited the transparency of zebrafish to study how viral infections can pave the way for bacterial co-infections. We have set up a zebrafish model of sequential viral and bacterial infection, using sublethal doses of Sindbis virus and Shigella flexneri bacteria. This virus induces a strong type I interferons (IFN) response, while the bacterium induces a strong IL1β and TNFα-mediated inflammatory response. We found that virus-infected zebrafish larvae showed an increased susceptibility to bacterial infection. This resulted in the death with concomitant higher bacterial burden of the co-infected fish compared to the ones infected with bacteria only. By contrast, infecting with bacteria first and virus second did not lead to increased mortality or microbial burden. By high-resolution live imaging, we showed that neutrophil survival was impaired in Sindbis-then-Shigella co-infected fish. The two types of cytokine responses were strongly induced in co-infected fish. In addition to type I IFN, expression of the anti-inflammatory cytokine IL10 was induced by viral infection before bacterial superinfection. Collectively, these observations suggest the zebrafish larva as a useful animal model to address mechanisms underlying increased bacterial susceptibility upon viral infection.
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INTRODUCTION

Despite steady progress in their diagnosis and treatment, viral and bacterial diseases continue to spread across the world and are causing a huge societal burden in terms of health and economical costs. Frequently, viruses and bacteria infect the same host, resulting in more severe illness compared to single infections. The best example is influenza-associated bacterial pneumonia, where bacterial superinfections have been documented as the major cause of death in major influenza pandemics but also during seasonal influenza epidemics (1, 2). Staphylococcus aureus, Streptococcus pneumoniae, and other bacteria commonly found even in healthy people have been identified to be associated in co-infections with influenza virus, causing severe and lethal pneumonias in influenza virus-infected people. Other common viruses (e.g., rhinoviruses, enteroviruses, or rotaviruses) have been also associated in co-infection and have been reported causing increased susceptibility to a variety of bacteria (3). In general, polymicrobial infections result in a synergy among the various microbes, increasing the susceptibility and interfering with the immune response (4). To our knowledge, the only well-documented cases of increased resistance of the host to a second microbe, after a first infection with another microbe, occur after usage of vaccinal strains resulting in “trained immunity” (5).

Mammalian animal models are extensively used to address the mechanisms of increased bacterial susceptibility upon viral infection, using mostly influenza virus and bacteria found to be associated with co-infection during influenza episodes in humans (6). It has been shown that viruses could damage lung epithelium, favoring bacterial attachment and invasion (7, 8). However, immune interference is generally believed to be a more important factor than tissue damage (9). Several possible immunological mechanisms have been studied. Anti-bacterial and anti-viral innate immune responses are different as they involve the induction of largely distinct cytokines and signaling pathways, which could interfere with each other (10). Clear impact on myeloid cell recruitment or survival has been reported, but sometimes with conflicting results (11–15). Perturbed cytokine and chemokine induction (16, 17), as well as impaired bacterial killing (18, 19), have also been reported. Third, the crucial role of type I interferons (IFN) in modulating these aspects of antibacterial immunity has been demonstrated using IFNAR knockout mice models, that have been shown more resistant to bacterial superinfection (11, 12). However, modeling the anti-viral immune response by injecting recombinant IFNs has also shown that IFN alone does not fully recapitulate the increased bacterial susceptibility upon viral infection (16). Thus, although mouse models have provided major advances in understanding viral–bacterial superinfections, the mechanisms of this hyper-susceptibility remain an intense area of investigation.

The zebrafish (Danio rerio) has become a valuable non-mammalian vertebrate model to study infectious diseases. The zebrafish larva is an excellent system for live imaging, being transparent, small, and easy to anesthetize. With the availability of transgenic lines harboring fluorescent leukocytes coupled with diverse tools to manipulate immune cells and pathways, it offers the unique opportunity to study the immune response and leukocyte behavior in vivo upon infection in an entire vertebrate organism. As a vertebrate, it shares immune cell types and pathways with mammals, and it has been successfully used to study host-pathogen interactions using a variety of microbes causing disease in humans, including bacteria, fungi, and viruses (20–22).

Sindbis virus (SINV), the prototype species of the Alphavirus genus (positive strand RNA virus), is widely used as an experimental model in mice and can infect a broad range of vertebrates and insect cells (23). We recently established an infection model of this enveloped, single-stranded positive RNA virus in zebrafish (24). SINV infection in zebrafish is highly similar to that caused by its relative chikungunya virus (CHIKV) (25); both viruses replicate rapidly during the first day, then the viral burden stabilizes, correlating with the induction of a strong type I IFN response. Virus-infected cells visualized thanks to a GFP reporter in the virus genome, and present in many organs, then disappear progressively from most of the body, although infection persists longer in the central nervous system. CHIKV infection in zebrafish larvae causes an increase of the number of neutrophils, which are a major source of type I IFN. While zebrafish larvae normally survive CHIKV infection, lethality ensues after IFN receptors knockdown (25).

Shigella flexneri (hereafter simply designated as Shigella) are human-adapted Gram negative bacteria, close relatives of Escherichia coli that have gained the ability to invade the colonic mucosa, causing inflammation and diarrhea (26). We have previously established that Shigella is pathogenic for zebrafish larvae. We have shown that zebrafish survival is dose-dependent upon Shigella injection, where sublethal doses are cleared within 48 h post infection, and lethal doses causing the death of the infected larvae with concomitant high bacterial burden. Although both macrophages and neutrophil engulf the injected Shigella, we have highlighted a scavenger role for neutrophils in eliminating infected macrophages and non-immune cell types that have failed to control Shigella infection, thus playing a crucial role in anti-Shigella defense. However, both macrophages and neutrophils undergo cell death in larvae injected with high lethal Shigella inocula, and leukocyte depletion is associated with bacteremia preceding the death of the larvae (27).

The aim of this work was to test whether the zebrafish larva could be used to model viral-bacterial co-infections in vivo. Here, we have set up a zebrafish model of sequential viral and bacterial infection, using sublethal doses of SINV and Shigella. We have shown that larvae infected with SINV first display an increased susceptibility to Shigella infection, associated with death of the co-infected fish and increased bacterial burden. By contrast, larvae infected with Shigella first and SINV second do not show any difference in survival and pathogens dissemination compared to single viral and bacterial infection. We also observed that neutrophils, key players in anti Shigella defense, were severely depleted upon SINV + Shigella co-infection. By high-resolution live imaging, we documented the death of bacteria-engulfing neutrophils. We also measured the induction of the main cytokines genes. Co-infection did not blunt expression of typical antibacterial cytokines (il1b and tnfa); however, both type I IFN and the anti-inflammatory cytokine il10 were induced by the viral infection prior to bacterial superinfection, suggesting a contribution to the observed phenotype.

These observations highlight the zebrafish model to study how viral infections can pave the way for bacterial co-infections. Moreover, this model could offer the opportunity to screen, in a live organism, libraries of anti-microbial, or immuno-modulating compounds.

MATERIALS AND METHODS

Ethic Statement

Animal experiments were performed according to European Union guidelines for handling of laboratory animals (http://ec.europa.eu/environment/chemicals/lab_animals/home_en.htm) and were approved by the Institut Pasteur Animal Care and Use Committee.

Zebrafish Care and Maintenance

Wild-type AB fish, initially obtained from the Zebrafish International Resource Center (Eugene, OR, USA) and Tg(mpx:GFP)i114 (28), were raised in our facility. Eggs were obtained by marble-induced spawning, bleached according to standard protocols, and then kept in Petri dishes containing Volvic source water and, from 24 hours post fertilization (hpf) onward 0.003% 1-phenyl-2-thiourea (PTU) (Sigma-Aldrich) was added to prevent pigmentation. Embryos were reared at 28°C or 24°C according to the desired speed of development; infected larvae were always kept at 28°C. All timings in the text refer to the developmental stage at the reference temperature of 28.5°C (29). Larvae were anesthetized with 200 μg/ml tricaine (Sigma-Aldrich) during the injection procedure as well as during in vivo imaging.

Viruses

Sindbis viruses were produced on BHK cells [originally obtained from American Type Culture Collection (ATCC), #CC-L10], according to Ref. (30). Two SINV-GFP strains were used, both based on the hybrid TE12 strain backbone. SINV-3′GFP, the strain previously tested in zebrafish in Ref. (24), harbors a 3′ genomic insertion of the eGFP gene under the control of a second subgenomic promoter (31). The SINV-eGFP/2A harbors a self-cleavable eGFP inserted between the capsid and pE2 regions, based on (32). Briefly, the pTE-3′2 J GFP4-10 plasmid, which encodes for the SINV-3′GFP genome, was first modified to replace the region downstream of the structural genes (including the second subgenomic promoter and eGFP) with the 3′UTR from the AR339 strain. This region was amplified by PCR using pTR339-mCherry2A (Sun et al., 2014) as a template with primers SINV-E1-end-F (GACTAGCACACGAAGATGAc) and SINvec_Xho-R (AATTCCCCTCGAGGAATTCC), while PTE-3′2 J GFP4-10 was digested by ApaI and XhoI; purified fragments were then reassembled using In-Fusion® HD Cloning Kit Clontech/Takara (#639650), and after transformation in E. coli, plasmid pTE3′2J-3′UTR-339 was obtained. The eGFP-2A fragment, and some flanking regions (identical in TE12 and AR339 SINV strains) was then amplified by PCR from pTR339-EGFP2A using primers SINV-C-pml-F (GGTAATGAAACCTCTGcacg) and SIN-E3-stu-R (ATTGAGCAGGGTATCGTagg), and was then subcloned into pTE3′2J-3′UTR339 digested by PmlI and Stu I enzyme. This yielded the pTE3′2J-eGFP2A-3′UTR339, which was verified by sequencing and then used to produce the SINV-eGFP2A virus.

Virus Titration

Virus titer from concentrated BHK supernatants was measured on Vero-E6 cells (ATCC #CRL-1586) as described in Ref. (24). In addition, the infectivity of the virus in zebrafish cells was also measured by microinjection of serially diluted virus suspensions in the cell mass of dome stage AB zebrafish embryos), followed by observation of GFP expression one day later; the two methods yielded consistent titers.

Bacteria

Bacterial strains used in this study were wild-type invasive of Shigella flexneri serotype 5a M90T expressing DsRed (33). Shigella were plated from −80°C glycerol stock onto a Congo Red tryptic casein soy agar plate; a virulent clone was cultured overnight in trypticase soy complemented with ampicillin (50 μg/ml), and then diluted 80× in fresh trypticase soy, and cultured until A600nm = 0.6. The bacterial exponential subculture was centrifuged at 1,000 × g for 5 min and the pellet washed with PBS and centrifuged at 1,000 × g for 5 min. The pellet was reconstituted with 60 μl of PBS for inoculation.

Zebrafish Infections

Titered viral suspensions were stored at −80°C as 10 μl aliquots, and one aliquot was used per experiment. The volume of injected suspension was deduced from the diameter of the drop obtained after mock microinjection, as described in Ref. (34); typically, ~3 nl of a 2.107 PFU/ml suspension was injected intravenously (iv) for a 60 PFU inoculum. Bacteria were recovered by centrifugation, washed, resuspended at the desired concentration in PBS. 72 or 96 hpf anesthetized zebrafish larvae were microinjected iv with 0.5–2 nl of bacterial suspension as described previously (27). Local bacterial infections were performed by injecting subcutaneously 0.5–1 nl of bacterial suspension to 96 hpf zebrafish larvae as previously described (35). The exact inoculum was checked a posteriori by injection in a water drop and plating onto LB agar. Infected larvae were transferred into individual wells (containing 1 ml of Volvic water + 0.003% PTU in 24-well culture plates), incubated at 28°C and regularly observed under a stereomicroscope.

Morpholino Injections

Morpholino antisense oligonucleotides (Gene Tools) were injected at the one to two cells stage as described (32). crfb1 splice morpholino (2 ng, CGCCAAGATCATACCTGTAAAGTAA) was injected together with crfb2 splice morpholino (2 ng, CTATGAATCCTCACCTAGGGTAAAC), knocking down all type I IFN receptors (23). Control morphants were injected with 4 ng control morpholino, with no known target (GAAAGCATGGCATCTGGATCATCGA).

Measurement of Bacterial Burden

At the indicated times, animals were anesthetized, rinsed, and collected in 150 μl of sterile water. The animals were lysed and homogenized with a polypropylene piston (ten up-and-down sequences). Four serial 10-fold dilutions of the homogenates were plated onto LB agar, and CFU were enumerated after 24 h of incubation at 37°C; only colonies with the appropriate morphology and color were scored.

Live Imaging, Image Processing, and Analysis

Quantification of total neutrophils numbers on living transgenic reporter larvae was performed upon viral and bacterial infections as we previously described (27). Briefly, bright field, DsRed, and GFP images of whole living anesthetized larvae were taken using a Leica Macrofluo™ Z16 APOA (zoom 16:1) equipped with a Leica PlanApo 2.0X lens, and a Photometrics® CoolSNAP™ HQ2 camera. Images were captured using the Metavue software version 7.5.6.0 (MDS Analytical Technologies). Using these settings, it was possible to discriminate between the GFP from the SINV-GFP infected cells (diffuse and weak) and the GFP signal from neutrophils (concentrated and bright). After capture of images, larvae were washed and transferred in a new 24-well plate filled with 1 ml of fresh water in each well, incubated at 28°C and imaged again under the same conditions the day after.

Then pictures were analyzed and neutrophils (mpx:GFP + bright cells) were manually counted using the ImageJ software version 10.2 (developed by the National Institute of Health). Counts shown in Figures 3B and 4B are numbers of neutrophils per image.

High resolution confocal live imaging of infected larvae was performed as previously described (27, 35, 36). Briefly, the injected larvae were positioned in 35 mm glass-bottom dishes (Inagaki-Iwaki) and immobilized in the dish with a 1% low-melting-point agarose and then covered with 2 ml Volvic water containing tricaine. Confocal microscopy was performed at 23–26°C. A Leica SP8 confocal microscope equipped with two PMT and Hybrid detector, a 20X oil immersion objective (HC PL APO CS2 20X/0.75) and a X–Y motorized stage was used to live image SINV + Shigella co-infected and Shigella only infected larvae (represented in Figure 4C; Video S1 in Supplementary Material). To simultaneously acquire SINV + Shigella and Shigella infected larvae, the “mark and find” mode of acquisition was applied. A Leica SPE inverted microscope and a 40 × oil immersion objective (ACS APO 40 × 1.15 UV) was also used to live image SINV + Shigella co-infected larvae represented in Figure 4F and Video S2 in Supplementary Material. The 4D files generated by the time-lapse acquisitions were processed, cropped, analyzed, and annotated using the LAS-AF Leica software. Acquired Z-stacks were projected using maximum intensity projection and exported as AVI files. Frames were captured from the AVI files and handled with Photoshop software to mount figures. AVI files were also cropped and annotated with ImageJ software, then compressed and converted into QuickTime movies with the QuickTime Pro software. Neutrophils were manually counted and tracked over time from maximum intensity projection movies of infected larvae.

Cytokine Expression, Viral and Bacterial Burden Measurement by qRT-PCR

RNA was extracted from individual larvae using RNeasy® Mini Kit (Qiagen). cDNA was obtained using M-MLV H- reverse-transcriptase (Promega) with a dT17 primer or a random nonamer (for host and bacterial transcripts, respectively). Quantitative PCR was then performed on an ABI7300 thermocycler (Applied Biosystems) using Takyon™ ROX SYBR® 2× MasterMix (Eurogentec) in a final volume of 25 μl. The following pairs of primers were used:

ef1a (housekeeping gene used for normalization): GCTGATCGTTGGAGTCAACA and ACAGACTTGACCTCAGTGGT

ifnphi1 (secreted isoform): TGAGAACTCAAATGTGGACCT and GTCCTCCACCTTTGACTTGT

il1b: GAGACAGACGGTGCTGTTTA and GTAAGACGGCACTGAATCCA

il10: CATAACATAAACAGTCCCTATG and GTACCTCTTGCATTTCACCA

tnfa: TTCACGCTCCATAAGACCCA and CAGAGTTGTATCCACCTGTTA

mmp9: AACCACCGCAGACTATGACAAGGA and GTGCTTCATTGCTGTTCCCGTCAA

E1-SINV: GACAACATGCAATGCAGAATG and CTAGTCAGCATCATGCTGCA

il22: TGCAGAATCACTGTAAACACGA and CTCCCCGATTGCTTTGTTAC

cxcl8a: GTCGCTGCATTGAAACAGAAAGCC and CTTAACCCATGGAGCAGAGGGG

il23a: CTGAAAGTGCTTAAGGAATCGG and GAGAAGGAGTAGAGTCTTTCCAC

ifng1r: ACCAGCTGAATTCTAAGCCAA and TTTTCGCCTTGACTGAGTGAA

dram1: CCTGGTTATCTGGTCATCGA and CATGAATCCAAACACACAGCT

DsRed: CAAGGAGTTCATGCGCTTC and TACATCCGCTCGGTGGA

Statistical Analysis

Normal distributions were always analyzed with the Kolmogorov–Smirnov and the Shapiro–Wilk tests. To evaluate difference between means of normally distributed data (for neutrophil numbers and bacterial burdens) (Figures 2D, 3B, 4B, 4D and 4F; Figures S2C,D in Supplementary Material), an analysis of variance followed by Bonferroni’s multiple comparison tests was used. For bacterial burdens (CFU counts), values were Log10 transformed. For cytokines expression and some bacterial burdens (Figures 2C and 5; Figures S3–S5 in Supplementary Material), non-Gaussian data were analyzed with the Kruskal–Wallis test followed by Dunn’s multiple comparison test. P < 0.05 was considered statistically significant (symbols: ***P < 0.001; **P < 0.01; *P < 0.05). Survival data were plotted using the Kaplan–Meier estimator and log-rank (Mantel–Cox) tests were performed to assess differences between groups. Statistical analyses were performed using GraphPad Prism® software.

RESULTS

Establishing Zebrafish as a Model for Viral Bacterial Co-Infections

To test whether the zebrafish larva could be a valuable model to address mechanisms of viral and bacterial co-infection in vivo, we decided to combine our well-characterized SINV and Shigella zebrafish infection models (Figure 1).
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FIGURE 1 | Modeling viral-bacterial co-infection in zebrafish. Scheme of the experimental set up of viral bacterial co-infection using zebrafish. A 72 hpf zebrafish larva is shown. Microbes are injected in the bloodstream [intravenously (iv)] via the dorsal aorta (red line) or the ventral vein (blue line). Subcutaneous injections of the bacteria (sc) are performed over a somite, in the caudal region of the larva. Sindbis virus (SINV) and Shigella flexneri bacteria (Shigella) are sequentially injected in the bloodstream (iv) of zebrafish larvae at 72 and 96 hpf. Both SINV + Shigella and Shigella + SINV sequential co-infections are tested. Non-injected fish and fish injected with SINV or Shigella alone are used as a control. Single SINV or Shigella injections are performed at 72 or 96 hpf depending on the sequential co-infection tested. Survival, viral replication, bacterial burden, neutrophil behavior and expression of antiviral and antibacterial related genes are monitored over time as represented (dotted black line).



We used SINV-GFP viruses derived from the TE12 strain, which is moderately virulent in zebrafish (24). Unlike the strain used in our previous study (SINV-3′GFP), which bears an eGFP sequence in the 3′ region of the region preceded by an additional subgenomic promoter (31), the SINV-GFP2A virus bears an eGFP gene inserted in the structural ORF with a self-cleaving 2 A linker, thus being less prone to GFP loss upon replication (32). Both viruses led to a comparable amount of GFP signal in infected cells. Injecting 50–100 PFU of either virus into the bloodstream of 72 hpf zebrafish larvae results in infection of various cell types, easily observed thanks to the GFP gene inserted in the viral genome. The infection, however, remains sublethal, as viral burden quickly stabilizes after one day of rapid viral replication (24). However, upon type I IFN receptor knockdown, SINV infection is lethal (Figure S1 in Supplementary Material), showing that type IFN I plays a key protective role against SINV, similar to what has been described for the closely related CHIKV (25).

The M90T strain of Shigella causes a dose-dependent disease after inoculation to 72 hpf zebrafish larvae. An inoculum of up to 2,000 CFU is non-lethal and bacteria will be cleared in ~3 days, with phagocytes, and particularly neutrophils, playing a crucial role, while higher doses result in unbridled bacterial proliferation associated with macrophage and neutrophil depletion (27).

We combined SINV-GFP with Shigella-DsRed, allowing us to simultaneously monitor the dissemination of the two microbes. In the design of the sequential co-infection of zebrafish with virus and bacteria, we decided to inject one pathogen at 72 hpf, and the other 24 h later, when a robust response to the first one is established. We tested both SINV + Shigella or Shigella + SINV co-infection; single injections were used as controls. The scheme of the experimental set-up we designed is represented in Figure 1.

Increased Susceptibility to Co-Infection Is Only Observed When Virus Is Injected First

We tested the outcome of a sublethal (~60 PFU) SINV-GFP2A inoculation at 72 hpf followed by a sublethal (~2,000 CFU) Shigella-DsRed injection at 96 hpf (SINV + Shigella, Figure 2A), as well as the opposite combination, namely injecting Shigella at 72 hpf, followed the SINV injection at 96 hpf (Shigella + SINV, Figure 2B). We then assessed the survival of the infected fish at 28°C by regular observation using a stereomicroscope. As expected with these sublethal doses, single injections of bacteria or virus, performed at either 72 or 96 hpf, did not result in mortality; upon termination of the experiment at 144 hpf, these animals did not display any overt signs of disease. Shigella + SINV co-infection did not result in significant mortality (Figure 2B). In striking contrast, when Shigella was injected after SINV, we recorded the death of about 50% of the co-infected fish within 2 days (Figure 2A). This result was reproducibly observed in three independent experiments and was also observed with the SINV-3′GFP strain (Figure S2 in Supplementary Material).
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FIGURE 2 | Increased susceptibility to co-infection is only observed when virus is injected first. Zebrafish larvae were sequentially injected in the bloodstream with Sindbis virus (SINV) and Shigella at 72 and 96 hpf and larvae injected with SINV or Shigella alone were used as a control as depicted in Figure 1. Survival, bacterial burden, and viral replication were evaluated over time in SINV + Shigella (A,C,E) and in Shigella + SINV (B,D,E) sequentially infected larvae settings. (A,C,E) Data pooled from three independent experiments; (B,D,E) data from one experiment; see also Figures S2A,B in Supplementary Material. Survival curves of zebrafish larvae injected with SINV + Shigella (A) (blue curve) or with Shigella + SINV (B) (cyan curve) and incubated at 28°C. For both sequential co-infection settings, fish injected with Shigella (red curves) or with SINV (green curves) alone at the appropriate time point, and non-injected fish (black curves) were used as controls. n = 72 (A) or 24 (B) fish for each condition. (C,D) Bacterial burden quantification by enumerating live bacteria in homogenates from individual larvae sequentially co-infected with SINV + Shigella (C) (blue symbols) or Shigella + SINV (D) (cyan symbols) or with Shigella alone (red symbols) measured by plating onto LB immediately after Shigella injection and 24 h post Shigella injection. n = 15 (C) or 5 (D) larvae for each condition. (E,F). Viral replication measured by RT-qPCR from individual infected larvae in SINV-Shigella (E) (blue curve) or Shigella-SINV (F) (cyan curve) sequentially co-infected fish, or SINV (green curves). n = 15 (E) or 5 (F) larvae for each condition. (G) Representative images of virus (SINV-GFP) and bacteria (Shigella-DsRed) dissemination, determined by live imaging using a fluorescence stereomicroscope, of zebrafish larvae infected with SINV-GFP alone at 72 hpf, or with Shigella DsRed alone at 96 hpf, or sequentially co-infected with SINV-GFP first and Shigella-DsRed 1 day later. Non-infected larvae (CTRL) are also shown. The same infected larvae were live imaged 4 and 24 h post Shigella injection. Overlay of GFP and DsRed fluorescence is shown, except in SINV panels, where only GFP fluorescence was recorded.



We then assessed pathogen burden in co-infected larvae. Viable bacteria were quantified by plating serial dilution of homogenates of euthanized fish onto bacterial culture dishes over time. As shown in Figures 2C,D, survival of Shigella-infected larvae (either single-infected or Shigella + SINV sequentially infected) was associated with clearance of bacteria over time. In contrast, in larvae inoculated with SINV first followed by Shigella injection (SINV + Shigella), Shigella numbers dramatically increased during the first 24 h post Shigella injection in about half the larvae (Figure 2C). This fraction, consistent with the 50% survival rate observed previously (Figure 2A), suggested that these larvae were unable to restrict Shigella proliferation and succumbed to the bacterial infection. By contrast, when we measured SINV transcripts by qRT-PCR, we found that SINV replication was essentially unaffected by either previous or subsequent Shigella co-infection (Figures 2E,F).

In addition, we observed the co-infected fish under the fluorescence stereomicroscope to assess the distribution of virus-infected cells and of bacteria, revealed by green and red fluorescence, respectively. This immediately confirmed that SINV + Shigella-infected larvae displayed bacterial, but not viral, overgrowth (Figure 2G). By contrast, imaging of the reciprocally co-infected larvae did not suggest any interference of the two infections (not shown). In double- or single-infected larvae, SINV distribution patterns were similar, with frequent infection of the large yolk cell, and of many cells in the jaw, of muscle fibers close to the injection zone in the tail, with subsequent propagation to the spinal cord and/or the brain, as previously described (24). In all Shigella-infected animals, 4 h after Shigella injection (100 hpf), the fluorescent bacteria were visible as specks mostly localized in the caudal hematopoietic tissue as well as in the vein over the yolk, consistent with rapid capture of bacteria by blood-exposed phagocytes which are abundant in these areas (35), and as previously described (27). However, 1 day later, the infection course was radically different between the Shigella-only and the SINV + Shigella-infected animals. At this time point, larvae that received Shigella only had almost all cleared the infection, showing few foci of Shigella mainly located near the injection point in the caudal part of the larvae. In contrast, half of the SINV + Shigella-infected larvae showed an uncontrolled Shigella proliferation, with dissemination in the bloodstream (bacteremia) and in the tissues near the site of injection. By daily observation of individual co-infected larvae under the fluorescent microscope to monitor bacterial dissemination, we observed that SINV + Shigella co-infected larvae that had controlled the bacterial proliferation at 120 hpf as suggested by the decreased level of bacterial fluorescence (e.g., 24 h post Shigella inoculation) usually survived; by contrast, SINV + Shigella co-infected larvae that exhibited high level of bacterial fluorescence at 120 hpf, usually were unable to control Shigella proliferation and died between 120 and 144 hpf (e.g., 24 and 48 h post Shigella inoculation). (n = 24 larvae scored for each condition; 100% survival for control and single infected larvae; 54% survival of SINV + Shigella co-infected larvae, 6/24 died at 120 hpf and 7/24 died at 144 hpf. All dead larvae were full of fluorescent bacteria.) This implies a critical time window early after Shigella inoculation.

Collectively, these observations show that SINV-infected zebrafish have an increased susceptibility to subsequent Shigella co-infection, establishing the zebrafish as a suitable model for the study of virus-induced hyper-susceptibility to bacterial superinfection.

Impaired Neutrophil Counts Upon Shigella Injection in SINV Infected Fish

In mammals, professional phagocytes play key roles in containing Shigella infection, especially neutrophils that efficiently kill the bacteria they engulf (37), while macrophages (but not monocytes) actually get invaded (38). Similarly, in zebrafish larvae, we have previously shown that professional phagocytes contain the bacteria immediately upon the injection; furthermore, if Shigella may persist and replicate inside macrophages, neutrophils that have engulfed similar amounts of bacteria efficiently kill them. Neutrophils play an essential scavenging role by immediately engulfing debris and bacteria released by dying infected macrophages on non-immune cells, thus preventing bacterial dissemination (27). Considering this crucial role of neutrophils, we addressed their status in our SINV + Shigella co-infection model.

First, we assessed the population of neutrophils at the whole body-level, using reporter transgenic zebrafish larvae harboring green neutrophils Tg(mpx:GFP)i114 (28), referred herein as mpx:GFP. While SINV-infected cells also expressed GFP, the fluorescence of individual mpx:GFP+ neutrophils was much stronger, the only exception being some dense clusters of SINV-infected cells in the brain, an organ which is devoid of neutrophils. Therefore, the identity of neutrophils under the fluorescence microscope was unambiguous (Figure 3A). We counted neutrophils from images of SINV + Shigella infected larvae, which we compared with uninfected larvae and larvae inoculated with SINV only at 72 hpf or Shigella only at 96 dpf (Figure 3B). Images were taken at 100 and 120 hpf, corresponding to 4 and 24 h after Shigella inoculation, respectively. As expected, in Shigella only infected larvae, neutrophil numbers did not change significantly, consistently with neutrophil quantification following sublethal Shigella inoculation at 72 hpf (27). Interesting, in SINV only infected animals, a significant increase of neutrophils was observed at 120 hpf, similarly to what had been described previously with CHIKV infection (25). Strikingly, neutrophil numbers decreased in SINV + Shigella co-infected larvae as soon as 4 h after Shigella infection (p < 0.05), and this reduction was even more pronounced the following day (p < 0.001).
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FIGURE 3 | Impaired neutrophil counts upon Shigella injection in Sindbis virus (SINV) infected fish. (A) mpx:GFP zebrafish larvae (green neutrophils) were sequentially injected intravenously with sublethal doses of SINV-GFP at 72 hpf and the day after with sublethal doses of Shigella-DsRed. As a control, similar doses of SINV-GFP only and Shigella DsRed only were injected in the blood of 72 and 96 hpf mpx:GFP larvae, respectively. The infected larvae were then imaged with a wild field fluorescent microscope over time at 100 hpf (4 h post Shigella injection) and at 120 hpf (24 h post Shigella injection) to monitor the impact of the co-infection on the neutrophil population at the level of the entire organism. Note that it was possible to discriminate under the microscope the GFP label of the SINV-GFP infected cells (diffuse and less bright) from the GFP label of the mpx:GFP neutrophils (brighter). The neutrophil numbers appeared to be decreased in SINV-Shigella co-infected larvae. Overlay of green (SINV and neutrophils) and red (Shigella) fluorescence from single or co-infected fish is shown. (B) Neutrophil counts in uninfected (CTRL, black symbols) or upon sublethal SINV-GFP (green symbols), Shigella-DsRed (red symbols) injection or sequential SINV + Shigella (blue symbol) injection. Neutrophils were counted from images taken on live infected larvae using ImageJ software, and plotted as specified in Section “Materials and Methods.” Mean ± SEM are also shown (horizontal bars). Data plotted are from two pooled independent experiments (n = 7 larvae scored for each condition).



Collectively, these observations show that a significant fraction of neutrophils undergo cell death in vivo when Shigella infection is preceded by SINV infection.

Impaired Neutrophil Recruitment and Survival in SINV + Local Shigella Co-Infection

To better observe the fate of neutrophils during SINV + Shigella co-infection, we replaced the bloodstream inoculation of Shigella by a subcutaneous inoculation in mid-trunk. The bacterial infection is thus essentially limited to the flat, thin space between the epidermis and 2 or 3 chevron-shaped somites, allowing detailed time-lapse imaging of phagocyte recruitment and of cell–cell and cell–bacteria interactions by confocal fluorescence microscopy (35).

We thus addressed the impact of SINV + Shigella co-infection on the ability of neutrophils to sense, migrate, and be recruited toward a local Shigella inoculum. We injected a sub lethal GFP-SINV inoculum in the bloodstream of 72 hpf mpx:GFP larvae, and the day after we injected about 2 × 103 Shigella-DsRed subcutaneously (a sublethal dose also by this route; not shown); as a control, we injected the same Shigella inoculum in previously uninfected fish (Figure 4). We first quantified neutrophil recruitment to the bacteria at 100 and 120 hpf, corresponding to 4 and 24 h post Shigella injection, using a wide field fluorescent microscope (Figures 4A,B). As expected, many neutrophils were already recruited by 4 h post Shigella injection, with co-localization of green and red fluorescence suggesting that neutrophils had started to engulf bacteria. The recruited neutrophils were still there 24 h post Shigella injection, and their numbers slightly increased, presumably due to bacterial invasion and proliferation in muscle fibers that die sporadically, releasing live bacteria quickly engulfed by neutrophils as we previously showed (27). Although recruitment occurred in both single- and co-infected larvae, the local neutrophil population was significantly decreased in the co-infected larvae at both time points (Figure 4B), indicating that the previous viral infection resulted in deficient recruitment and/or survival of neutrophils to the bacterial site.
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FIGURE 4 | Impaired neutrophil recruitment and survival in Sindbis virus (SINV)- > local Shigella co-infection. (A) 72 hpf mpx:GFP larvae were sequentially injected with SINV-GFP in the bloodstream then subcutaneously with Shigella-DsRed one day later (96 hpf). As control, mpx:GFP larvae were injected subcutaneously with Shigella only at 96 hpf. The infected larvae were imaged with a fluorescent stereomicroscope over time at 100 hpf (4 h post Shigella infection) and at 120 hpf (24 h post Shigella infection), to monitor neutrophil recruitment to the locally injected bacteria. Overlay of green (SINV and neutrophil) and red (Shigella) fluorescence is shown. The white box indicates the region chosen to count the recruited neutrophils. (B) Neutrophil recruitment quantification upon sublethal Shigella-DsRed (red symbol) injection or sequential SINV + Shigella (blue symbols) injection. Neutrophils were counted from images taken on live infected larvae [white box delimitated the region chosen to count the recruited neutrophils in (A)] using ImageJ software, and plotted as specified in Section “Materials and Methods.” Data are from one experiment (n = 12 larvae scored for each condition). Mean ± SEM are also shown (horizontal bars). (C) Frames extracted from maximum intensity projection of in vivo time-lapse confocal imaging sessions of 96 hpf mpx:GFP larvae injected subcutaneously with Shigella-DsRed alone (top panel) or of SINV + Shigella co-infected larvae that had been injected one day before with SINV-GFP in the bloodstream (at 72 hpf) (bottom panel). Overlay of green (SINV and neutrophils) and red (Shigella) fluorescence of the caudal area of the larvae is shown. Time indicated on the frames is upon subcutaneously Shigella injection. See also Video S1 in Supplementary Material. Scale bar: 50 μm. (D) Neutrophil recruitment quantification upon subcutaneous Shigella-DsRed (red symbol) injection or sequential bloodstream SINV-GFP injection followed the day after by subcutaneous Shigella-DsRed (blue symbols) injection. Neutrophils were manually counted at 30 min, 2 and 3 h post Shigella injection from maximum intensity projections frames of confocal acquisitions of live infected larvae (to count the recruited neutrophils the region taken into consideration is shown in (B) and plotted as specified in Section “Materials and Methods.” Data plotted are from n = 4 to 5 larvae scored for each condition. Mean ± SEM are also shown (horizontal bars). (E) Frames extracted from maximum intensity projection of confocal acquisition of SINV + Shigella mpx:GFP co-infected larvae. SINV-GFP was injected in the bloodstream at 72 hpf and Shigella-DsRed was subcutaneously injected the day after, at 96 hpf. The acquisition of the infected larvae was started about 30 min after Shigella injection. Three dying Shigella engulfing neutrophils are shown (annotated as 1, 2, and 3 on the frames). Overlay of green (SINV and neutrophils) and red (Shigella) fluorescence of the caudal area of the larvae is shown. Time indicated on the frames is upon subcutaneously Shigella injection. See also Video S2 in Supplementary Material. Scale bar: 20 μm. (F) Dying neutrophils quantitation upon subcutaneous Shigella-DsRed (red symbol) injection or sequential bloodstream SINV-GFP injection followed the day after by subcutaneous Shigella-DsRed (blue symbols) injection. Dying neutrophils were manually tracked and quantified from maximum intensity projections of confocal acquisitions and plotted as specified in Section “Materials and Methods.” Data plotted are from n = 4 Shigella-infected larvae and n = 6 SINV + Shigella-infected larvae scored. Mean ± SEM are also shown (horizontal bars).



To analyze the Shigella–neutrophil interactions in more detail, we recorded neutrophil behavior by live imaging at high resolution using a confocal microscope, documenting the early steps of neutrophil recruitment, between 30 min and 3 h post subcutaneous Shigella injection (Figure 4C; Video S1 in Supplementary Material). At the beginning of the acquisition, we found neutrophils already recruited to the bacteria, in comparable numbers in SINV + Shigella and Shigella-only injected animals. As expected, the number of recruited neutrophils progressively increased in Shigella-only injected larvae. However, the scenario was very different in the SINV + Shigella-injected animals, where the number on neutrophils did not increase, thus becoming significantly lower than in controls from 2 h post Shigella injection (Figure 4D).

Closer examination of the time-lapse movies revealed that these recruited neutrophils could undergo cell death upon Shigella engulfment in SINV + Shigella-injected animals (Figure 4E; Video S2 in Supplementary Material), something not previously observed in Shigella-only infected larvae. We thus quantified the number of neutrophils dying upon having engulfed the bacteria from 30 min to 4 h post Shigella injection by manually tracking neutrophils on live imaging acquisitions. This quantification confirmed that a significant number of Shigella-containing neutrophils died in co-infected fish, while none did in Shigella-only infected controls (Figure 4F; Videos S1 and S2 in Supplementary Material).

Collectively, these observations demonstrate that neutrophil anti-bacterial functions are perturbed in SINV + Shigella co-infected animals: neutrophil recruitment toward the bacteria is impaired, and phagocytosing neutrophils undergo cell death. Overall, they strongly suggest that the viral response initiated upon SINV injection interferes with the bacterial response initiated upon Shigella injection, resulting in uncontrolled Shigella proliferation and dissemination in co-infected fish.

Immune Gene Modulation Upon SINV + Shigella Co-Infection

Finally, we measured cytokine gene expression by qRT-PCR in SINV + Shigella and corresponding single-infected fish. We first measured ifnphi1 and il1b, two signature cytokines of anti-viral and anti-bacterial responses, respectively. As expected, a strong and sustained type I IFN response was detected in SINV-only infected fish, while Shigella only did not induce any detectable IFN induction (Figure 5A). IFN expression in co-infected fish was strictly similar to that of SINV-only infected fish, consistent with the fact that SINV burden is not affected by bacterial superinfection (Figures 2E,F). Reciprocally, a strong il1b response was rapidly induced in Shigella-only infected fish; SINV induced its expression much more slowly. However, while this response was transient in Shigella-only infected larvae, it was sustained in SINV + Shigella co-infected animal (Figure 5B). Of note, in Shigella + SINV co-infections, ifnphi1 and il1b induction corresponded to the addition of those induced by single infections, again fitting with the absence of interference of the two responses when the two pathogens were administrated in that order (Figures S4A,B in Supplementary Material).
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FIGURE 5 | Cytokine gene modulation upon Sindbis virus (SINV) + Shigella co-infection. (A–D) Cytokine (ifnphi1, il1b, tnfa, il10) induction was measured from individual zebrafish larvae sequentially co-injected with SINV + Shigella (blue) or from individual zebrafish larvae injected with SINV alone (green) or with Shigella alone (red), and non-injected fish as control (CTRL, black curves). Data plotted are from three independent experiments pooled (n = 15 larvae for each condition); individual values are shown and curves correspond to the means. Statistical analysis is shown as a table under each graph.



This increased expression of il1b in SINV + Shigella co-infections is mostly seen in late (24 h) but not early (6 h) time after Shigella injection, paralleling the increased bacterial burden of these animals (Figure 2C), making it unclear whether it is a cause or a consequence of higher bacterial loads. Since deficiency of neutrophil function is already observed a few hours after Shigella injection (Figures 3 and 4), we tested the expression of several other candidate genes at 6 h post Shigella injection (Figure S3 in Supplementary Material). Genes typically associated with bacterial, but not viral infection, such as il8 (cxcl8a), tnfa, il22, were indeed not induced by SINV alone but were induced by Shigella, while mmp9 was also induced by SINV, as previously observed with CHIKV (39). For other genes tested, no obvious interaction was revealed, as expression in dually infected fish was comparable to that of SINV or Shigella single-infected fish. Interestingly, the anti-inflammatory cytokine il10 was induced by SINV only at this time point (6 h post Shigella injection). Thus, from these observations, we decided to measure the kinetics of induction of tnfa and il10 over time comparing SINV or Shigella single injected fish to SINV + Shigella co-infected fish (Figures 5C,D). The induction of tnfa paralleled the induction of il1b, as expected (5 C). Strikingly, we found that il10 was strongly induced by SINV only by 96 hpf, just before Shigella injection, and remained high over time in both SINV and SINV + Shigella co-injected fish (Figure 5D). We measured the induction of these genes in Shigella + SINV co-infected fish, showing no obvious interference between the antiviral and antibacterial induced genes when Shigella was injected first (Figures S4C,D in Supplementary Material). We also measured the kinetics of SINV dependent-mmp9 (encoding for Matrix metalloproteinase 9) induction upon SINV + Shigella or Shigella + SINV co-infections, showing that mmp9 was strongly induced only when SINV was injected before Shigella, again suggesting an interference between the antiviral and the antibacterial induced genes only when virus is injected first (Figures S5A,B in Supplementary Material). We also tested possible correlation of cytokine expression and bacterial burden (asses by qRT-PCR) at 120 hpf, to see if differences could be observed between controller and no-controllers SINV + Shigella co-infected fish. As reported on Figure S6 in Supplementary Material, no obvious correlation between bacterial burden and cytokine expression was observed, except for il1b, which is correlated with burden in co-infected but not in Shigella-only infected fish.

Overall, these observations suggest that, in addition to type I IFN, the SINV-dependent il10 induction measured in SINV + Shigella co-infected fish, given the anti-inflammatory properties of this cytokine, could participate in the increased susceptibility to bacterial infection with the concomitant death and uncontrolled bacterial proliferation observed in SINV + Shigella co-infected fish.

DISCUSSION

Hyper-susceptibility to secondary bacterial infection following acute viral infections is a major clinical issue, for which animal models are indispensable to understand the underlying mechanisms and test therapeutic and prophylactic approaches (6). In that respect, mouse models have yielded remarkable insights, yet alternative models could also provide complementary information and valuable tools. The optically and genetically tractable swimming zebrafish larva constitutes a particularly attractive system. Here, using two infection models previously developed by our team with SINV (24) and Shigella (27), we describe the first instance of virus-induced bacterial hyper-susceptibility in zebrafish, and show that this susceptibility is associated with virus-induced defects in neutrophil function. Of note, another polymicrobial infection model, combining yeast and bacteria, has also been recently described in zebrafish (40).

To our knowledge, SINV and Shigella are not associated in co-infections in humans. This possibility is not excluded, since SINV infection has been largely neglected in humans, as it is considered to be mild (41). Interestingly, an outbreak of influenza virus H1N1 and Shigella flexneri co-infection was reported in a precarious and overcrowded gold miner camp in the tropical forest of French Guiana (42).

We do not think that the increased susceptibility to bacterial infection we observed in zebrafish larva upon SINV infection is specific to Shigella flexneri. We consider our model as a tool to address the possible interference of well-defined canonical anti-viral and anti-bacterial responses in vivo, beyond the specificities of SINV and Shigella. Other virus–bacterium combinations will be tested in zebrafish in the future to test this hypothesis.

This zebrafish viral–bacterial co-infection model offers great practical advantages. First, the timeframe of the experiments is quite short: less than a week from crossing breeding adults to final results. Second, microbe injections are performed at 72 and 96 hpf, late enough for the innate immune system of the larva to be operative, and yet early enough for use of many transient genetic manipulation approaches such as morpholino-mediated knockdown. Finally, the transparency, small size, and easy anesthesia of the zebrafish larva makes it quite easy to monitor the extant and spread of infections over time, and the combination of two different reporter fluorescent SINV and Shigella strains allow simultaneous observation of virus-infected cells and of bacteria dissemination. SINV and Shigella are both BSL2 pathogens, with many well-established genetic tools, and many other fluorescent colors are available beyond the GFP and DsRed used in this report. Thus, the various fluorescent zebrafish lines available, reporting immune cells or cytokine responses (25, 43, 44), can be combined in diverse ways with the fluorescent microbes, allowing the monitoring of the orchestration of the innate immune response and microbe-immune cell interactions in real time at the scale of the entire organism.

Timing is a key parameter when superinfection models are considered. In murine influenza-based models, hyper-susceptibility to bacteria is observed if 7 days elapse between the two infections, but not with a 3-day delay (16). In the zebrafish larva co-infection model described here, a 24-h time lapse between the two microbes was sufficient to detect a robust hyper-susceptibility to bacteria in virus infected animals. It would be worthwhile to more precisely determine the hyper-susceptibility time window in the zebrafish co-infection model in the future, by testing a range of delays, including simultaneous inoculation. Dosage of either microbe, predictably, is another key parameter, and we had to perform many tests (Table S1 in Supplementary Material) before finding the experimental conditions reported here.

Interestingly, while we found that virus-infected larvae were hyper-susceptible to bacteria, infecting with bacteria first and virus later did not result in increased mortality. Although one should certainly not derive any general conclusion from this observation, this appears remarkably similar to what has been observed in mouse models (45), and perhaps in humans as well, as hyper-susceptibility to viruses is not a notorious issue in bacteria-infected patients. The origin of this asymmetry would be worth investigating.

What are the molecular mechanisms that underlying the hypersensitivity we report here? Are they similar to those described in mice? Clearly, this will be our next line of investigation. The role of the type I IFN response, well-established in mouse, would be the first to address. Unfortunately, knocking down type I IFN receptor chains in zebrafish larvae results in death from the SINV dose used here (Figure S1 in Supplementary Material), requiring alternative approaches, such as injection of recombinant zebrafish type I IFNs, which will require extensive tests of IFN subtype, dosage, and timing.

Quite possibly, only one or a few of the hundreds of genes—mostly IFN-stimulated genes (ISGs)—induced by SINV infection could underlie the phenotype. In this context, it has been recently reported in a mouse model of influenza virus and Streptococcus pneumoniae co-infection, that the IFN-inducible methyltransferase Setdb2 mediates virus-induced susceptibility to bacterial infection, perturbing neutrophil functions by repressing the expression of genes encoding neutrophil attractant mediators like CXCL1 and other genes that are targets of the transcription factor NF-kB. Thus, Setdb2 could mediate the regulation of type I IFN and NF-kB pathways cross talk and could represent one of the mechanisms involved in virus induced susceptibility to bacterial superinfections (46). IFNs may even modify the phenotype of neutrophils independent of ISG induction, as recently shown for type III IFN and reactive oxygen species production (47).

We have shown that il10 is induced upon SINV infection, and that its level remains high when Shigella is injected. Because of its known anti-inflammatory properties, IL-10 could be responsible of the increased bacterial susceptibility of viral infected fish, by impairing phagocyte anti-bacterial functions. In this context, it has been shown that IL-10 impairs neutrophil recruitment to infected tissues in a neonatal mouse model of bacterial sepsis, and that perturbing IL10 induction resulted in the rescue of efficient neutrophil recruitment, bacterial clearance, and increased survival (48). Moreover, IL-10 expression prior to bacterial infection was shown to inhibit neutrophil recruitment, resulting in insufficient bacterial clearance and increased mortality in a mouse model of pneumonia (49). IL10 is thus an obvious candidate to test in our co-infection model.

We addressed the possible role of neutrophils in the hypersusceptibility phenotype and found that in co-infected animals, neutrophils frequently died after having engulfed bacteria. We cannot exclude that the death of other cell types also contribute to the phenotype, the most likely candidates being macrophages. However, as we have previously documented that, unlike neutrophils, some Shigella-infected macrophages already undergo cell death upon low dose Shigella infection (2,000 CFU, used in this study) (27), and therefore, we decided to focus on neutrophil behavior only. Interestingly, while found that even though viral infection increases the total neutrophil population (Figure 3), it also makes these cells less able to cope with bacteria. Intriguingly, in zebrafish, neutrophils themselves can be an important source of type I IFN (25), suggesting differentiation into virus-targeted cells to the detriment of their antibacterial function. IFN-dependent polarization of neutrophils into distinct “N1” and “N2” phenotypes has been proposed as an important mechanism in tumor rejection (50). In this context, our SINV-Shigella co infection model will allow to address if type I IFN-producing neutrophils are still able to sense, migrate to and engulf bacteria, or if they are a specialized neutrophil subset that have lost their antibacterial functions.

Expression of pro-inflammatory cytokine genes such as il1b and tnfa is rapidly induced by many bacterial infections, and Shigella is no exception (Figure 5; Figure S4 in Supplementary Material). These transcripts are more strongly upregulated in SINV + Shigella compared to Shigella only infected fish. These cytokines normally contribute to antibacterial defense, and this higher expression may be just a consequence of the higher bacterial burden of these animals, without leading to the hypersusceptibility phenotype. However, a causal (deleterious) role cannot be ruled out, perhaps linked to pyroptosis-mediated demise of myeloid cells. Pyroptosis of macrophages has been observed in zebrafish larvae infected with SVCV virus (51); however, the situation is quite different here as (i) unlike SINV, SVCV is a very poor IFN inducer (52) and (ii) unlike SVCV, SINV does not infect macrophages (24). A more detailed study of what cells express these cytokines during the co-infection using appropriate reporters (43, 44), and if they undergo inflammasome oligomerization (53), should illuminate this issue. To note, using a zebrafish model of local Shigella infection to perturb the cytoskeletal septins proteins expression, we recently reported deregulated inflammatory response and neutropenia and showed that too much IL1β-dependent inflammation resulted in the increased susceptibility of neutrophils to Shigella infection, with concomitant death of the engulfing neutrophils (36). It will be interesting to check if Anakinra, a IL1β receptor antagonist, that we have shown to rescue neutrophil death and host survival upon Shigella infection in septin depleted fish in this model (36), could also be able to rescue neutrophil functions and host survival in the SINV-Shigella co infection model we described here.

Although we still do not know if the mechanisms that lead to increased bacterial susceptibility upon a viral infection are shared by fish and mammals, the evolutionary conservation of this phenomenon is in itself remarkable. Since it is obviously counter-adaptive in some situations, one may infer that the immune modulation induced by the antiviral response provides a significant fitness advantage overall. This situation fits with the general concept of “immunity by equilibrium” (54), even if the aforementioned asymmetry of the virus-then-bacteria and bacteria-then-virus situations remain to be explained.

In conclusion, we describe here a new model of sequential infection of zebrafish larva with a virus (SINV) and a bacterium (Shigella), that uncovers the conservation of the virus-induced hyper-susceptibility to bacterial superinfection in this host. This opens up numerous avenues to unravel the mechanisms at play in this phenomenon. Importantly, the diminutive zebrafish larva, small enough to fit in microtitration plates, is highly suited to pharmacological screening (55). This system should therefore provide a valuable pre-clinical tool to test new candidate drugs to alleviate secondary bacterial superinfections—therapeutics that would restore the host immune system would be more desirable than current approaches, undermined by mounting antibiotics resistance.
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FIGURE S1 | Dependence on type I interferons (IFN) response for survival to Sindbis virus (SINV) infection. Zebrafish embryos were injected with CRFB1 and CRFB2-specific morpholinos at the 1-cell stage to generate larvae deficient in type I IFN receptors, or with control morpholinos. At 72 hpf, they were infected with ~60 PFU of SINV-GFP2A (n = 8–10 per group), and survival was then assessed by daily observation.

FIGURE S2 | Sindbis virus (SINV)-GFP-3′UTR also causes susceptibility to co-infection when injected first. Same experiment and readout than for Figure 2, except that SINV-GFP-3′UTR was used instead of SINV-GFP2A. Two independent experiments pooled. (A,B) Survival curves; n = 48 fish for each condition. (C,D) Bacterial burden quantification; n = 8–10 larvae for each condition.

FIGURE S3 | qRT-PCR analysis of cytokine and inflammatory mediators induction, 6 h post Shigella injection. Gene expression was measured from individual zebrafish larvae sequentially co-injected with Sindbis virus (SINV) + Shigella (blue bars) or from individual zebrafish larvae injected with SINV alone (green bars) or with Shigella alone (red bars), and non-injected fish (CTRL, black bars) as control at 102 hpf (corresponding to 6 h post Shigella injection). N = 5 larvae per condition; note that these data were included among the values plotted on Figure 5.

FIGURE S4 | Cytokine expression upon Shigella + Sindbis virus (SINV) co-infection. Same settings and readout as for Figure 5, except that Shigella was injected first and SINV second (co-infected fish, cyan symbols). n = 5 larvae for each condition in total.

FIGURE S5 | Kinetics of mmp9 induction upon Sindbis virus (SINV) + Shigella and Shigella + SINV co-infection. (A,B) mmp9 induction was measured from individual zebrafish larvae sequentially co-injected with SINV-Shigella (blue curves) or Shigella-SINV (cyan curves), or from individual zebrafish larvae injected with SINV alone (green curves) or with Shigella alone (red curves), and non-injected fish (CTRL, black curves) as control.

FIGURE S6 | Possible correlation of cytokine expression levels and bacterial burden in Sindbis virus (SINV) + Shigella co-infected larvae. (A–D) Cytokine (ifnphi1, il1b, tnfa, il10) induction and bacterial content (DsRed) was measured from individual zebrafish larvae sequentially co-injected with SINV + Shigella (blue) or from individual zebrafish larvae injected with Shigella alone (red). Cytokine induction was correlated with bacterial content for each larva. Data plotted are from 3 independent experiments pooled (n = 15 larvae for each condition, same larvae showed in Figure 5); individual values are shown.

VIDEO S1 | (Related to Figure 4C) Impaired neutrophil recruitment upon Sindbis virus (SINV)-local Shigella co-infection. Mpx:GFP larvae were injected in the bloodstream with SINV-GFP at 72 hpf and subcutaneously with Shigella-DsRed at 96 hpf (panel on the right of the movie), or subcutaneously with Shigella-DsRed only at 96 hpf as a control (panel on the left of the movie), and live imaged in the trunk region (where the bacteria were injected) every 2 min from 30 mpi (t = 0 on the movie) to 3 h post infection (t = 2 h 33 on the movie) simultaneously by confocal fluorescence microscopy. Immediately after the starting of the acquisition, some neutrophils (GFP + bright cells) had already recruited to the bacteria in both conditions. In Shigella-only infected larvae (left), more neutrophils were progressively recruited to the bacteria (DsRed+), engulfing them quickly, and accumulating at the site of injection without any sign of cell death. In sequentially SINV + Shigella-injected larve (right), neutrophils poorly accumulated at the site of infection, and some underwent cell death upon engulfing bacteria. Note that SINV-GFP (GFP + diffuse signal) had replicated and invaded the muscle fibers of the trunk region. Maximum intensity projection is shown. Scale bar: 50 μm.

VIDEO S2 | (Related to Figure 4E) Impaired neutrophil survival upon Sindbis virus (SINV) + Shigella co-infection. A 72 hpf mpx:GFP larva was injected in the bloodstream with SINV-GFP and at 96 hpf subcutaneously with Shigella-DsRed, and live imaged immediately upon Shigella injection, every 1′30″ from 30 mpi (t = 0 on the movie) to 3 h 39 pi (t = 3 h 09 on the movie). Six engulfing neutrophils (GFP + bright cells, indicated by arrows on the movie) were manually tracked over time. Note the SINV-GFP infected cells (diffuse GFP signal, muscle fibers, and mesenchyme in the left bottom corner of the field). Injection site, maximum intensity projection. Scale bar: 20 μm.
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The soil-dwelling social amoeba Dictyostelium discoideum feeds on bacteria. Each meal is a potential infection because some bacteria have evolved mechanisms to resist predation. To survive such a hostile environment, D. discoideum has in turn evolved efficient antimicrobial responses that are intertwined with phagocytosis and autophagy, its nutrient acquisition pathways. The core machinery and antimicrobial functions of these pathways are conserved in the mononuclear phagocytes of mammals, which mediate the initial, innate-immune response to infection. In this review, we discuss the advantages and relevance of D. discoideum as a model phagocyte to study cell-autonomous defenses. We cover the antimicrobial functions of phagocytosis and autophagy and describe the processes that create a microbicidal phagosome: acidification and delivery of lytic enzymes, generation of reactive oxygen species, and the regulation of Zn2+, Cu2+, and Fe2+ availability. High concentrations of metals poison microbes while metal sequestration inhibits their metabolic activity. We also describe microbial interference with these defenses and highlight observations made first in D. discoideum. Finally, we discuss galectins, TNF receptor-associated factors, tripartite motif-containing proteins, and signal transducers and activators of transcription, microbial restriction factors initially characterized in mammalian phagocytes that have either homologs or functional analogs in D. discoideum.
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INTRODUCTION

The mononuclear phagocyte system (MPS), comprising monocytes, macrophages, and dendritic cells, is the first line of defense against infection. MPS cells monitor blood and tissue for the presence of microbes and respond to conserved molecules produced by and/or to damage caused by potential pathogens. These signals trigger innate-immune pathways that activate cell-autonomous defense mechanisms and secretion of intercellular signals that orchestrate inflammatory and subsequent adaptive immune responses.

Cell-autonomous defense mechanisms, which exist in MPS cells and also non-immune cells, provide a rapid antimicrobial response and evolved from the predator–prey relationship among the ancestors of current eukaryotes and prokaryotes (1, 2). In MPS cells, cell-autonomous defenses include phagocytosis and autophagy, processes that originated in ancient eukaryotes for nutrient acquisition and reallocation. Indeed, the basic components of these pathways are conserved in immune cells of all metazoa and in bacterivorous and fungivorous single-celled eukaryotes such as amoebae. Microbial mechanisms to subvert cell-autonomous defenses predate metazoa and likely originated as resistance to predation by single-celled eukaryotes. Given this evolutionary context, amoebae are relevant surrogate phagocytes for the study of the conserved innate-immune responses of MPS cells and of microbial mechanisms to resist killing. Although the infection of amoebae cannot completely recapitulate the complexities of host–pathogen interactions in metazoa, the innate defenses of MPS cells establish the critical initial immune response to microbes, and MPS cells are often the physical interface of host and intracellular pathogens. Valuable insight can thus be gained by studying the interactions between microbes and amoebae that rely solely on cell-autonomous defenses for survival.

In this review, we focus on the use of the soil dwelling, social amoeba Dictyostelium discoideum as a model phagocyte to study the interactions between intracellular pathogens and cell-autonomous defense mechanisms of MPS cells. We cover phagocytosis with an emphasis on phagosome maturation and the mechanisms used to create an antimicrobial environment within the phagosome. These mechanisms include the delivery of lytic enzymes, the generation of reactive oxygen species (ROS), and the manipulation of the concentrations of divalent metals to either poison microbes or inhibit their metabolic activity. We describe autophagy as a defense pathway that responds when phagocytosis is insufficient to eliminate infection. We also highlight microbial interference with these defense responses first elucidated using D. discoideum. Finally, we discuss microbial restriction factors, initially characterized in MPS cells, that have either sequence homologs or potentially functional analogs in D. discoideum. Determining their contribution to cell-autonomous defense mechanisms in this amoeba will further strengthen its usefulness as a model for host–pathogen interactions.

PREDATION RESISTANCE, VIRULENCE, AND CELL-AUTONOMOUS DEFENSES

Given the complex interactions between pathogenic microorganisms and their metazoan hosts, it is difficult to pinpoint the origins of microbial virulence. How would a naïve bacterium encountering an elaborate immune response for the first time persist long enough to evolve mechanisms to counteract antimicrobial defenses? On the host side, why are such extensive immune responses in place? When did it all begin? An emerging concept in host–pathogen interactions is that microbial virulence evolved from selective forces in the environment such as the pressure to resist predation by amoebae and other protozoa (3–6).

In addition to competing for nutrients and adapting to variations in environmental conditions such as temperature and moisture, successful microbes avoid being a meal for predatory protozoa. These resistance mechanisms include avoidance of phagocytosis, e.g., masking of the microbial surface and biofilm formation, avoidance of digestion, e.g., inhibition of phagosome maturation, escape from the phagosome, the killing of the predator by toxin secretion pre- or post-phagocytosis, and the use of specialized secretion systems (3). On the predator side, the advent of resistance in turn selected for more robust strategies to kill bacteria and/or counteract this resistance. This ancient fight for survival among single-celled species with short generation times and large population sizes provided the context for the evolution of virulence and cell-autonomous defenses. As metazoa evolved and gained complexity, these defenses were conserved and also expanded (7, 8). Concurrently, some microbes evolved mechanisms not just to avoid killing but to survive inside hosts and exploit them for resources.

The coevolution of host and microbes beginning at the single-celled stage provides a plausible explanation for the conservation of cell-autonomous defenses. It is important to remember that single-celled eukaryotic predators continued to evolve and that successful cell-autonomous defense strategies are present in extant species such as D. discoideum. Bacteria must therefore contend with similar defense mechanisms in macrophages and amoebae; consequently, predation selects for bacterial survival strategies that are likely to resist killing by MPS cells (9–12). Another consequence of this conservation is that amoebae can select for and act as reservoirs of microbes that can infect humans, including Mycobacterium species, Legionella pneumophila, and Vibrio cholera (13–15). This evolutionary history makes amoebae ideal, relevant model phagocytes to study host–pathogen interactions (16–19).

Dictyostelium discoideum

Dictyostelium discoideum belongs to the Amoebozoa phylum, which diverged from the Opisthokonts, the phylum to which the animals belong, after sharing a common ancestor with plants. During its growth phase, the amoeba replicates by binary fission and employs phagocytosis to kill and extract nutrients from bacteria in the soil. Upon nutrient depletion, starvation induces amoebae to undergo a developmental cycle in which approximately 100,000 cells aggregate by chemotaxing toward cyclic AMP, differentiate into multiple cell types, and transition through several multicellular stages to ultimately produce the fruiting body that comprises a spore-containing sorus resting upon a stalk of dead cells (Figure 1) (20–22). Depending on environmental conditions, the early multicellular stage continues to develop in place or transitions to a motile slug that migrates away from ammonia and toward heat, light, and oxygen before fruiting body culmination (20–25). When development is initiated underground these cues guide the slug to the soil surface, where spore dispersion is more likely.
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FIGURE 1 | The Dictyostelium discoideum life cycle includes multicellular stages. (A) During the growth phase of development, amoeboid cells feed on bacteria and replicate by binary fission. The development cycle is initiated upon resource depletion, and aggregation occurs when starving cells secrete cyclic AMP to recruit additional cells (B). The aggregating cells organize to form the mound stage enclosed within an extracellular matrix composed of cellulose and mucopolysaccharide (26) (C) and continue to develop into the standing slug (D). Depending on its environment, the standing slug either falls over to become a migrating slug that moves toward heat and light (E) or proceeds directly to the culmination stages (F) that ultimately produce the fruiting body, which consists of a spore-containing structure, the sorus, held aloft by a stalk of dead cells (G). Spores are released from the sorus and germinate into growing cells (H). Under optimal conditions, the developmental cycle takes around 24 h. If the slug forms underground, it migrates toward the surface to maximize spore dissemination. To protect itself from infection during migration, the slug possesses a rudimentary immune system comprising phagocytic sentinel cells. These cells move throughout the slug, take up bacteria and toxins, and are shed along with extracellular matrix as the slug moves (E). In response to bacteria, sentinel cells release extracellular traps, derived from mitochondrial DNA, via an unknown mechanism involving NADPH oxidase (NOX)-generated reactive oxygen species (ROS) and TirA, a soluble protein containing a toll/interleukin 1 receptor domain (I).



Due to its multicellular cycle, D. discoideum, referred to as a social amoeba, is used as a model to study aspects of development including intercellular signaling (27) [reviewed in Ref. (22)], quorum sensing (28), cell–cell recognition (29), cell fate determination (30), tissue patterning (31), and even societal concepts such as cooperativity and altruism (32). It is also an established model for basic cell biological processes, including phagocytosis (33), macropinocytosis (34), chemotaxis (35), autophagy (36), and oxygen sensing (37), and the functions of proteins implicated in human diseases including Alzheimer’s and Parkinson’s (38–41). Indeed, this amoeba has proven to be a versatile model organism and is gaining traction as an attractive alternative to animal models (42, 43).

Dictyostelium discoideum has been used as a host cell for L. pneumophila (44–47), Mycobacterium species (48–51), V. cholera (17), Francisella noatunensis (52, 53), Pseudomonas aeruginosa (16), Salmonella enterica (54), and other intracellular pathogens (55). Moreover, its genome encodes numerous homologs of proteins and protein domains involved in sensing and responding to microbes by macrophages (5) (http://dictybase.org). The conservation of macropinocytosis, chemotaxis, phagocytosis, and autophagy pathways in D. discoideum make it a model MPS cell. Here we focus on phagocytosis and autophagy within the context of cell-autonomous defenses. Macropinocytosis and chemotaxis are beyond the scope of this review and have been covered extensively elsewhere [for reviews on chemotaxis (56, 57); for reviews on macropinocytosis (58, 59)].

From a practical standpoint, its amenability to experimentation also makes D. discoideum an ideal model organism. It is easily cultivatable and can be grown axenically in liquid media, which enables analysis of mutant strains defective for growth on bacteria. Cultures can be readily scaled up for biochemical and cell biological techniques (43) as well as high-throughput genetic and drug discovery screens (60–62). It is also well suited for microscopy including live-cell imaging (63). An extensive molecular genetic toolkit has been developed for the generation of mutants and ectopic gene expression (64). The haploid genome of multiple strains and closely related species have been sequenced (65–68), and numerous RNAseq and transcriptomic analyses have been performed (69, 70). The community’s online resource, dictyBase, provides a central location to access sequence data, techniques, and available mutants and plasmids (71) (http://dictybase.org). Relevant its use as a model phagocyte, there are established protocols for infecting D. discoideum with various bacterial pathogens (63, 72, 73) and for monitoring and quantifying autophagy (74).

PHAGOCYTOSIS

Phagocytosis is the process that allows engulfment of particles larger than 200 nm and is used by MPS cells to ingest and kill pathogens as well as to activate the adaptive immune response through antigen presentation. The phagocytosis maturation pathway is highly conserved between MPS cells and D. discoideum, which uses the process for feeding (8). In a simplified view, the particle to ingest is recognized by surface receptors, and this interaction triggers a signaling cascade that stimulates polymerization of actin to deform the membrane around the particle. After closure of the phagocytic cup, the newly formed phagosome undergoes maturation, a series of steps necessary to render the phagosome a highly acidic, degradative and oxidative compartment (Figure 2). Many pathogens, such as L. pneumophila, S. enterica, and Mycobacterium spp., have evolved ways to escape the phagosome or subvert its maturation to replicate within the host cell. In this section, we will briefly summarize the phagocytosis maturation steps in D. discoideum and how this model phagocyte has been used to extend our knowledge of several infectious diseases. It should be noted that studies using D. discoideum as a model phagocyte have mainly been performed with axenic laboratory strains. These strains are able to grow in the absence of bacteria due to a null mutation in the gene encoding the Ras-regulating neurofibromin, which results in enlarged macropinosomes that facilitate uptake of sufficient nutrients from liquid media to support growth and also enables the mutants to phagocytose larger particles than wild-type strains (75). Effects of this mutation on phagosome maturation have not been reported.
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FIGURE 2 | Non-pathogenic and pathogenic bacteria follow different fates in Dictyostelium discoideum. D. discoideum takes up bacteria by phagocytosis. Non-pathogenic food bacteria follow the normal phagosomal maturation pathway, whereby the phagosome acquires several components, including the vacuolar ATPase (V-ATPase), lysosomal enzymes, the NADPH oxidase (NOX) complex, and several metal transporters to create a microbicidal compartment that digests and kills bacteria. Intracellular pathogens, however, are able to manipulate the maturation program, by preventing the phagosome from becoming bactericidal, thus ensuring proliferation in a “friendly” compartment. In addition, certain pathogens can eventually escape the compartment. In this case, they can either be recaptured by autophagy, or exit the host cell by exocytosis, or by lytic or non-lytic processes.



Particle Recognition and Phagocytosis Initiation

Innate-immune cells can recognize several pathogen-associated molecular patterns (PAMPs) secreted or present at the bacterial cell wall via specific pathogen recognition receptors (PRRs). In mammals, these include toll-like receptors (TLRs), integrins, scavenger receptors, and C-type lectins (76). TLRs monitor the cell surface and endocytic compartments and activate cell-autonomous defenses upon detection of PAMPs, while lectins, scavenger receptors, and integrins function as phagocytic receptors that bind to particles and are able to trigger uptake even in non-phagocytic cells (76). TLRs contain ligand-binding leucine-rich repeats (LRRs) in the luminal/extracellular domains and a toll/interleukin 1 receptor (TIR) domain in the cytoplasmic tail that mediates protein–protein interactions. D. discoideum does not have TLRs, but two cytosolic proteins with TIR domains, TirA and TirB, have been identified. Depletion of TirA inhibits growth on a laboratory strain of Klebsiella used as a food bacterium, but not in media (77). How TirA is involved in sensing and/or induction of phagocytic uptake remains to be studied. The D. discoideum genome encodes >150 LRR-containing proteins, but whether they function as PRRs remains to be determined (5).

In D. discoideum, only a few phagocytic receptors have been molecularly identified so far (5). The most studied are the integrin-like Sib (similar to integrin-β) family of proteins, comprising five members (SibA-E). Like human integrins, they contain a von Willebrand factor type A and a glycine-rich transmembrane domain and can interact with the actin-binding protein talin (78). Two members of the family, SibA and SibC, are directly involved in adhesion to substrate and to particles (78). Phg1a, a member of the TM9 family, and SadA were previously identified as phagocytic receptors (79, 80); however, recent findings show that these two proteins are instead involved in regulating surface levels of SibA (81).

Lectins and scavenger receptors might also function as phagocytic receptors in D. discoideum. Three homologs of scavenger receptor class B proteins in mammals, LmpA, LmpB, and LmpC, are present in D. discoideum. LmpB is found on lipid rafts at the plasma membrane and in early phagocytic compartments and may function as a phagocytic receptor (82–84). It is thought that D. discoideum also possesses lectin-like receptors, as it was shown to be able to bind specifically to certain sugar derivatives (85, 86).

A well-studied chemoattractant and phagocytosis stimulator for D. discoideum is folate, a metabolite secreted by certain bacteria. Recently, Pan and colleagues identified fAR1, a G-protein coupled receptor for folic acid involved in signaling and initiation of uptake but not binding of bacteria (87). Presumably, the cytoskeletal rearrangements downstream of fAR1 that facilitate chemotaxis can also initiate phagocytosis when a burst of fAR1 activation occurs around a bacterium that is a concentrated source of folate. D. discoideum sensing of bacterial capsule independent of folate has also been described but not further characterized (88).

Actin Dynamics and Phosphatidylinositol Phosphates (PIPs)

After binding of ligands to their receptors, heterotrimeric G proteins are involved in downstream signaling to initiate phagocytosis through F-actin rearrangements. In D. discoideum, the G4αGβγ complex has been proposed to be activated by the fAR1 folate receptor, was shown to be implicated in particle uptake, and is therefore the most likely candidate involved in signaling from the phagocytic receptors to drive actin polymerization (87, 89). F-actin rearrangements occur at the uptake site to drive formation of pseudopods and the phagocytic cup. F-actin polymerization at the uptake site is driven by the Arp2/3 complex, an actin nucleation factor, and its activator, the SCAR/WAVE complex, in both macrophages and D. discoideum (90, 91). In addition, several other actin-binding proteins, such as profilins, cofilins, and Abp1, are present during the formation of the phagocytic cup [(92, 93), for a more detailed review on the phagocytic process in D. discoideum, see Ref. (94)]. Regulation of actin dynamics and subsequent trafficking events by Rho GTPases is also conserved in D. discoideum, with Rac1 homologs (RacA, B, C, and G) thought to be the main regulators of phagocytic uptake. Notably, Rac1 is involved in FcγR-mediated phagocytosis in macrophages [for a comprehensive review on Rho signaling, see Ref. (95)].

Phosphatidylinositol phosphates are important players during phagocytic uptake and maturation because they provide an identity to each compartment. PIP dynamics are well conserved between macrophages and D. discoideum. Briefly, phosphatidylinositol (4,5)-bisphosphate PI(4,5)P2 is the predominant PIP of the plasma membrane and is involved in recruiting and activating actin-binding proteins and nucleation-promoting factors. After receptor engagement, PI(4,5)P2 is phosphorylated into PI(3,4,5,)P3 by phosphatidylinositol 3-kinase and hydrolyzed into diacylglycerol and inositol (1,4,5)-trisphosphate, second messengers involved in calcium release and activation of further signaling cascades, by the phospholipase C kinase. Decrease of PI(4,5)P2 around the uptake site is necessary to then allow actin disassembly and closure of the phagocytic cup. In addition, closure of the phagocytic cup requires Dd5P4, the D. discoideum homolog of the phosphatase OCRL, which dephosphorylates PI(3,4,5)P3 into PI(3,4)P2 (96–98). Extensive recycling of plasma membrane components, including adhesion molecules, is a common feature shared by D. discoideum and macrophages in the early phases of phagosome formation, and in both organisms this step is regulated by the WASH complex, an Arp2/3 activator (99–101).

Phagosome Maturation

After closure of the phagocytic cup, the ingested particle is found in a closed compartment termed the phagosome. Extensive proteomic analyses as well as more recent live microscopy experiments have demonstrated the extraordinary plasticity of this organelle and the high degree of conservation of the phagosome maturation pathway between mammals and D. discoideum (8, 84). Phagosome maturation is a well-orchestrated series of events, which ensures killing and digestion of ingested bacteria (Figure 3). In a simplified view, Rab GTPases, notably Rab5 and Rab7, act as the masterminds of phagosome maturation by sequentially recruiting effectors involved in the various maturation steps [for an extensive review, see Ref. (102)]. In macrophages, Rab5 and its effectors are responsible for docking and fusion of endocytic compartments with the nascent phagosome and for acquisition of early phagosomal markers (103, 104). Subsequently, Rab7 ensures fusion with late-endosomal/lysosomal compartments and thus delivery of the lysosomal digestive content into the phagosome (104, 105). Rab GTPases are highly conserved at the protein sequence level between mammals and D. discoideum; indeed, this amoeba has homologs of most mammalian Rab GTPases that have been reported to be associated with phagosomes (102). D. discoideum Rab7 is recruited as early as 1–3 min after phagosome closure and regulates delivery of lysosomal proteins (106, 107). The localization and function of D. discoideum Rab5 have not been reported.
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FIGURE 3 | Phagosome maturation in Dictyostelium discoideum. Bacteria are recognized and sensed by various phagocytic and/or signaling receptors. This triggers signaling cascades that allow actin polymerization and deformation of the membrane to engulf the particle. After closure of the phagosome, bacteria are enclosed in an early phagosome, which gradually loses its actin coat and is characterized by the presence of Rab5. As early as 1 min after uptake, Rab7 is recruited to the phagosome, enabling fusion with lysosomes. Meanwhile, phagocytic receptors and plasma membrane proteins are recycled to the cell surface through actin polymerization induced by the WASH complex through Arp2/3 activation. The proton pump vacuolar ATPase (V-ATPase) is also acquired early in the maturation, ensuring rapid decrease of the luminal pH. Lysosomal enzymes, comprising proteases, are acquired in subsequent waves of delivery and function at low pH to degrade bacterial components. After about 40 min, the V-ATPase and lysosomal enzymes are recycled by the WASH complex in separate waves of recycling. Finally, non-digested bacterial remnants are expelled by exocytosis.



Recruited within minutes to the phagosome, the H+-vacuolar ATPase (V-ATPase) is the main agent of acidification and pumps protons inside the phagosome thanks to ATP hydrolysis (108). By creating a proton gradient, the V-ATPase is a crucial complex not only for the killing and digestion of bacteria but also for the progression of the maturation program. Notably, the proton gradient is necessary for proper delivery and activity of lysosomal enzymes, as well as for the function of ion transporters, involved in poisoning by or deprivation of metals (detailed below). The V-ATPase has been shown to be delivered by fusion with lysosomal vesicles or tubules in D. discoideum and macrophages, respectively (108–110). Rapid acidification of the compartment ensues, with the lowest pH reached between 10 and 30 min after phagosome formation, depending on the measuring method (93, 111). In contrast to macrophages, whose phagosomes were reported to reach a pH of 4.5–5, D. discoideum phagosomes are more acidic, with a pH as low as 3.5–4 (111–113).

Although unprocessed antigens have been shown to be regurgitated from late-endosomal compartments in dendritic cells to allow antigen uptake by other MPS cells (114, 115), in general, the acidic phagosome of MPS cells is thought of as a dead-end for ingested bacteria. In contrast, the acidic D. discoideum phagosome matures into a postlysosome. The V-ATPase and lysosomal enzymes were shown to be retrieved in several subsequent waves of recycling mediated by the WASH complex, which drives local actin polymerization (116, 117). The WASH complex is a nucleation-promoting factor necessary for the activation of the Arp2/3 complex and actin polymerization in both mammals and D. discoideum (99, 100, 117). During retrieval of the V-ATPase, the phagosome reaches its neutral pH, and progressively acquires the postlysosomal markers vacuolin A and B, homologs of the mammalian lipid raft-associated flotillins (118–120). The postlysosome is also characterized by the presence of an actin coat and the actin-binding protein coronin (118). This compartment then fuses with the plasma membrane in a mechanism akin to exocytosis to expel its non-digested materials. Interestingly, this process is reminiscent of exocytosis of secretory lysosomes in mammalian cytotoxic cells of the immune system (121). In mammals, lysosomes were shown to fuse with the plasma membrane upon increase of cytosolic Ca2+ concentration. In D. discoideum, Ca2+ was also shown to be involved in exocytosis, with mucolipin, a Ca2+ transporter, involved in regulating this process. Mucolipin is thought to pump Ca2+ inside postlysosomes, thereby inhibiting fusion with the plasma membrane by decreasing local Ca2+ concentration (122).

Microbial Manipulation of D. discoideum Phagocytosis

Certain intracellular bacterial pathogens are known for subverting phagosome maturation to prevent the formation of an unfriendly bactericidal compartment and to enable replication within the host cell. L. pneumophila, a Gram-negative bacterium that causes Legionnaire’s disease, is able to arrest early phagosomal maturation. In fact, the V-ATPase and other early endocytic markers are not delivered to the Legionella-containing vacuole (LCV) in either D. discoideum or macrophages (123). The endoplasmic reticulum (ER) is recruited in proximity to and fuses with the LCV, which becomes enriched in ER markers such as calnexin and calreticulin. This enrichment of ER markers is a consequence of a major strategy used by L. pneumophila to proliferate inside the host cell, which is termed identity theft and consists of changing the identity of its compartment to resemble the ER by recruiting different GTPases and PIPs (124, 125). For example, thanks to several bacterial effectors secreted through its type 4 secretion system, this pathogen is able to change the PIP composition of the phagosome by notably acquiring PI(4)P, a PIP normally associated with the trans-Golgi, ER, and plasma membrane (47). Other proteins involved in PIP dynamics and phagosome maturation, such as phosphatidylinositol 3-kinase and Dd5P4 have been shown to restrict L. pneumophila growth in D. discoideum (45, 46). D. discoideum has been used successfully to isolate and characterize the proteome of LCVs (44, 126). These studies have highlighted the importance of ER/Golgi small GTPases, such as Arf1 and Rab1, in gradually modifying the identity of the LCV. Rab8, a trans-Golgi-associated Rab GTPase, has also been detected at the LCV membrane and been shown to play a role in the association of SidC, a bacterial effector that mediates ER recruitment (44). Interestingly, Hoffmann and colleagues compared the LCV proteomes purified from murine macrophages and D. discoideum and uncovered that, if only considering proteins with conserved roles in these two organisms, about 50% of LCV-associated proteins were found in both organisms (126). These include the aforementioned Arf1, Rab8, and Rab1, as well as proteins involved in lipid metabolism, suggesting that L. pneumophila uses similar mechanisms to replicate in D. discoideum and macrophages and further corroborating the case that D. discoideum is an excellent model to study L. pneumophila infection.

Like Legionella pneumophila, albeit with completely different strategies, Mycobacterium spp. manipulate the phagosome maturation pathway. In fact, Mycobacterium tuberculosis, the causative agent of tuberculosis, and Mycobacterium marinum, a closely related mycobacterium that infects frogs and fish, prevent acquisition of the V-ATPase in macrophages (127). This was confirmed in D. discoideum, where it was shown that M. marinum is able to prevent accumulation of the V-ATPase and of cathepsin D (48). Recently, it was proposed that the WASH complex plays a role in preventing association of the V-ATPase with the mycobacteria-containing vacuole (MCV) by inducing polymerization of actin around the MCV, which probably prevents fusion with acidic vesicles. This mechanism was first studied in D. discoideum, but further confirmed in human macrophages with both M. tuberculosis and M. marinum (128). Of note, the mechanism of escape of cytosolic M. marinum from the host cell, termed ejection, and of cell-to-cell spreading has been well characterized and studied using D. discoideum as a host model [(49); reviewed in Ref. (129, 130)]. Interestingly, D. discoideum has also been extensively used as a model phagocyte to screen for new mycobacterial virulence factors (131–134).

MICROBICIDAL PHAGOSOME

Dictyostelium discoideum and macrophages employ conserved strategies to kill bacteria. As discussed previously, the V-ATPase has a central role in phagosome acidification; however, a low pH is not sufficient per se to kill bacteria. In fact, the phagosome acquires a series of proteases, hydrolases, lysozymes, and antimicrobial peptides necessary to breakdown several bacterial components or disrupt membrane integrity. Moreover, microbes can be poisoned and killed by transport of certain metals or by the production of ROS inside the compartment. Furthermore, metals can be pumped out of the phagosome to prevent bacterial growth. These bacterial-control strategies will be described in this section.

Lysozymes and Lysosomal Enzymes

Lysozymes, glycosidases that digest the peptidoglycan layer present in the cell wall of bacteria, belong to the Aly family in D. discoideum (135). Upregulation of lysozyme expression differs depending on the bacteria used as food. D. discoideum grown on Gram-positive bacteria upregulate AlyA, AlyB, AlyC, and AlyD whereas growth on Gram-negative bacteria leads to an increase in AlyL expression (136).

Lysosomal enzymes comprise several classes of enzymes involved in hydrolysis of sugar groups, such as mannosidases, or peptide bonds, such as proteases, and have been involved extensively in resistance to certain pathogens as well as bacterial killing in MPS cells. For instance, cysteine and serine cathepsins have been implicated in resistance to and killing of Staphylococcus aureus in neutrophils and macrophages (137, 138). More recently, M. tuberculosis was shown to downregulate expression and inhibit activity of cysteine proteases in macrophages, thus ensuring its replication (139). Cathepsin D, an aspartic protease, was also involved in resistance to Listeria monocytogenes, an intracellular food-borne pathogen (140).

Two main classes of lysosomal enzymes, bearing different posttranslational modifications, have been characterized in D. discoideum. The first class includes α-mannosidase, β-glucosidase, and cathepsins and is modified with mannose-6-phosphomethyldiester and/or mannose-6-sulfate, also known as common antigen-1 (141, 142). The second class of enzymes contains an N-acetylglucosamine-1-phosphate and comprises cysteine proteases (143). These different classes of enzymes reside in different vesicles at the steady state level and are recruited to phagosomes in a sequential manner, with first a wave of cysteine proteases followed by enzymes bearing the mannose-6-sulfate modification (84, 144).

Although lysosomal enzymes appear to be involved in bacterial killing in D. discoideum as in macrophages, direct evidence is lacking. Deletion of the cathepsin D gene is not sufficient to abolish growth on the food bacterium Klebsiella (142). Several D. discoideum mutants impaired in lysosomal enzyme trafficking and/or activity have been characterized including strains lacking WshA, a subunit of the WASH complex involved in lysosomal enzyme recycling (117), LvsB, a protein involved in restricting heterotypic fusion of early endosomes with postlysosomal compartments (145), and TM9 protein A, which is involved in the sorting of glycosidases, cathepsins, and lysozymes (146). Interestingly, these mutants exhibit growth defects specific to certain subsets of bacterial species (117, 145–148). These data suggest that different classes of lysosomal enzymes might play redundant roles, that they are not the sole killing strategy employed by D. discoideum, and that specific mechanisms may be used depending on the encountered bacteria.

Reactive Oxygen Species

Reactive oxygen species are key components of cell-autonomous defenses of MPS cells and function as antimicrobial effectors (149) as well as signaling molecules that regulate NF-κB (150, 151), autophagy (152), cytokine secretion (153), inflammasome activation (154), and apoptosis (155). ROS are implicated in the regulation of pH within phagosomes and the production of antigenic peptides in dendritic cells (156–158). ROS have also been implicated in the regulation of cytoskeleton dynamics and chemotaxis (159, 160). The major source of ROS in MPS cells is the NADPH oxidase (NOX) 2. Depending on its localization, NOX2 generates superoxide by transferring an electron from cytosolic NADPH to O2 in either the extracellular space or the lumen of the phagosome. Subsequent reactions convert superoxide into additional ROS. Superoxide dismutase catalyzes its conversion to hydrogen peroxide, which in turn reacts with Fe2+ in the Fenton reaction to generate hydroxyl radicals or with Cl− to produce hypochlorous acid via myeloperoxidase (161–163).

NOX2 is a heterodimer comprising the transmembrane proteins gp91phox/Nox2, the catalytic subunit, and p22phox, the regulatory subunit. NOX2 activation occurs downstream of extracellular receptors including integrins and Fc receptors and is coupled with phagocytosis. Activation requires three additional subunits, p67phox/neutrophil cytosol factor (Ncf) 2, p40phox/Ncf4, and p47phox/Ncf1, which form a ternary complex in the cytosol that is recruited to membrane-localized NOX2 by the small GTPases Rac1 and 2 (161–163). Mutations in NOX2 subunits cause chronic granulomatous disease (CGD), a condition that makes patients susceptible to recurring bacterial and fungal infections and demonstrates the importance of the NOX2-generated oxidative burst in the immune response (164, 165). Mitochondrial ROS production activated downstream of TLR signaling also contributes to antimicrobial mechanisms (166, 167).

Because ROS can damage host and microbe alike, ROS production and localization are tightly regulated, and MPS cells express ROS detoxifying enzymes such as superoxide dismutases (SODs), catalases, and peroxiredoxins to prevent self-damage. Microbes that persist inside the phagosome have mechanisms to minimize oxidative stress. These include expression of robust systems to maintain internal redox homeostasis (168), secretion of SODs and catalases to detoxify their compartment (149, 169), and deployment of effectors that inhibit NOX2 activation and/or delivery to the phagosome (170–173).

The D. discoideum genome encodes three catalytic NOX subunits: NoxA and NoxB, which are homologs of gp91phox/Nox2, and NoxC, which is a homolog of Nox5 (174–176). It also encodes one homolog of p22phox, CybA, and NcfA, a homolog of the cytosolic activating factor p67phox/Ncf2 (174, 175). RNAseq data indicate that NoxA, CybA, and NcfA are expressed during growth while NoxB and NoxC are mainly expressed during development (69, 174). However, long-term growth on Klebsiella can cause upregulation of NoxB in growing cells (136). Interestingly, D. discoideum expresses multiple SOD and catalase homologs (177–179) and exhibits a high resistance to oxidative stress (180), which suggests that it encounters internally and/or externally generated ROS regularly.

Whether ROS contribute to cell-autonomous defenses during the growth phase of D. discoideum is not clear. Mutants lacking noxA or both noxA and noxB exhibit no growth or killing defects when grown on Klebsiella (148, 174). This lack of a defect might be a consequence of redundant killing mechanisms or of challenge with a bacterium that is easily killed. Intriguingly, a D. discoideum mutant lacking the Xpf nuclease, a component of DNA damage repair machinery, accumulates more mutations when grown on a range of bacteria including Klebsiella than when grown axenically in media (181). One possible explanation is that Xpf is required to repair DNA damaged by ROS generated in response to bacteria.

Excessive ROS production in growing cells due to a deletion of a surface-localized SOD causes defects in chemotaxis and cell motility via sustained Ras activation (182, 183). The authors hypothesize that the chemotaxis defect prevents the inclusion of the cell in the multicellular stage and thus prevents propagation of the potentially mutagenized genome. It is tempting to speculate that excessive ROS production in response to a resistant microbe causes the same effect and inhibits the inclusion of an infected cell in the multicellular stages. Although the context is different, this “self-sacrifice” might be analogous to ROS-induced apoptosis of infected macrophages (155, 184).

Reactive oxygen species have functions during development. Extracellular ROS scavengers inhibit aggregation (185), and mutations in the individual NOX subunit genes, noxA, noxB, noxC, or cybA, or in the development stage-specific catalase gene, catB, cause defects in fruiting body formation when developed under axenic conditions (174, 186). These results indicate a signaling role for ROS. When developed after feeding on bacteria, a noxABC− triple mutant exhibits increased bacterial contamination of fruiting bodies compared with wild type (187). Thus, ROS also have an immunity function.

One possible cause of the immunity defect in the noxABC− mutant is the abrogation of DNA extracellular trap (ET) formation (Figure 1). The slug stage can persist for multiple days, during which it migrates through a dangerous melange of infectious bacteria and fungi that could decrease and/or prevent spore production. Phagocytic flux is limited in non-feeding developed cells (188). Protection from infection and intoxication appears to be mediated in part by a subpopulation of cells (<1%) that retain the capacity for phagocytosis (77). These so-called sentinel cells (S cells) are motile within the slug and phagocytose bacteria and toxins until they are eventually shed. Compared with the other cell types in slugs, S cells are enriched for tirA mRNA, and S cells from tirA− mutants have a decreased capacity to kill bacteria (77). In response to bacteria or LPS, S cells secrete mitochondrially derived ETs via a mechanism that requires both TirA and NOX-generated ROS, and increased contamination of fruiting bodies correlates with decreased ET production (187). Binding of the TLR2 TIR domain with Nox2 during M. tuberculosis infection of macrophages has been reported (189). How NOX and TirA fit into the pathway and whether they interact awaits further examination, as do the questions of whether S cells kill intracellular bacteria and, if so, whether TirA and NOX are involved. ET formation during the growth phase of the D. discoideum life cycle has not been observed.

First discovered in neutrophils and named neutrophil extracellular traps (NETs), ETs have been observed in numerous immune cell types including macrophages (190–193). ETs comprise antimicrobial peptides, proteases, and signaling molecules bound to a meshwork of DNA released from the nucleus or mitochondria [(190); reviewed in Ref. (194)]. The mechanisms by which ETs kill extracellular bacteria and/or prevent their dissemination are not well understood. Neutrophils from CGD patients fail to generate NETs (195), although NOX-independent mechanisms have also been described (196–199), some of which utilize ROS from mitochondria (200). ET production by S cells further illustrates the conservation of cell-autonomous defense mechanisms in D. discoideum, a precursor to the specialized phagocytes of the vertebrate immune system (201).

Divalent Metals

Maintaining the concentration of divalent trace metals such as iron, manganese, zinc, and copper is essential for every living organism to preserve metabolism and cell growth. Metalloproteins with trace metals as cofactors play a role in many important cellular functions such as signaling, respiration, transcription, translation, and cell division. Tight regulation of divalent metals is necessary: low levels of iron and manganese have detrimental metabolic effects, whereas zinc and copper are toxic at high concentrations.

For intracellular bacterial pathogens, trace metals are an important micronutrient resource with a role in many metabolic processes and are, as a consequence, essential for intracellular growth. Host cells such as macrophages have developed strategies to control growth of intracellular bacteria by sequestering metals such as iron and manganese (i.e., metal deprivation or nutritional immunity) or by pumping toxic metals inside the pathogen-containing compartment [i.e., metal poisoning; reviewed in Ref. (202–204)]. Bacteria have established ways to counteract metal deprivation or poisoning by expressing siderophores (i.e., small molecules with high affinity for the relevant metal) and uptake systems or by upregulating efflux systems such as P-type ATPases (203).

Consequently, the phagosomal concentration of essential trace metals varies during phagocytosis and infection with bacterial pathogens. Wagner et al. elegantly measured the metal concentration in the phagosome upon macrophage activation with inflammatory cytokines and upon infection with M. tuberculosis or Mycobacterium avium [(205); reviewed in Ref. (206)]. At 1-h post infection (hpi), the early phagosome was shown to be enriched in sulfur and chloride and depleted of calcium and potassium. At a later stage (24 hpi), the MCV harbored zinc, iron, and calcium at high concentrations. In addition, activation of infected macrophages with cytokines leads to a large increase in zinc and copper and a depletion of iron and chloride (205). Importantly, the metal concentration in the phagosome is very likely coupled to the proton gradient. Acidification of the phagosome is achieved by the combined actions of the V-ATPase and the Hv1 H+-channel (207). To counter-balance the electrogenic H+-gradient across the phagosomal membrane, Cl− is imported into the phagosome by transporters of the CFTR (208) and CLC family [(209); reviewed in Ref. (210)], respectively [reviewed in Ref. (206)]. Lysosomal acidification is also facilitated by the efflux of cations (211).

Metal Poisoning

Zinc serves as a cofactor for more than 3,000 metalloproteins and is consequently the second most abundant trace element after iron. Zinc is redox neutral and has many roles in various biological processes as structural, catalytic and signaling component [reviewed in Ref. (212)]. It is essential for macrophage antimicrobial functions and controls among other processes monocyte chemotaxis, phagocytosis, and cytokine production [reviewed in Ref. (204)]. Intracellular zinc homeostasis is tightly regulated. 50% of zinc is present in the cytoplasm, whereas 30–40% can be found inside the nucleus and 10% is bound to membranes [reviewed in Ref. (212)]. To keep the cytosolic concentration of free zinc low (i.e., in the low nanomolar range), it is either bound to metalloproteins or metallothioneins or sequestered into membrane-bound organelles. Zinc is transported through biological membranes by various zinc transport proteins that are classified as zinc transporters (ZnTs, also cation diffusion facilitators) or Zrt-, Irt-related proteins (ZIPs) [reviewed in Ref. (212)]. Whereas ZnTs mediate the zinc transport from the cytosol to either organelles or the extracellular space, the ZIP family mediates transport into the cytosol from the extracellular space or organelles [reviewed in Ref. (212)]. Besides ZnT and ZIP transporters, various other proteins have been shown to mediate zinc transport, such as calcium channels (213), mucolipin-1 in interaction with TMEM163 (214), and members of the NRAMP family [reviewed in Ref. (215)].

Eleven putative zinc transporters have been previously identified in D. discoideum and categorized by functional analogy to mammalian zinc transporters into different subgroups (216). Three of the 11 were classified as members of a “ZIP subfamily” and 4 as members of an “LZT-like subfamily” (216). These two subfamilies correspond to the combined ZIP I and ZIP II subfamilies and the LIV-1 subfamily of mammalian ZIPs, respectively (212). Importantly, the members of the LZT-like family were named ZntA–ZntD even though they were classified as ZIP transporters, and four potential ZnT transporter homologs encoded in the D. discoideum genome were grouped by the authors as the “Cation efflux subfamily” (216).

To demonstrate that the proteins initially named ZntA–ZntD belong to the ZIP family of zinc transporters and are not ZnTs, we generated two simplified phylogenetic trees comparing the sequences of various D. discoideum zinc transport proteins with zinc transporters of other taxonomic groups such as amoebozoa, fungi, plantae, and metazoa. These taxonomic groups were chosen based on previously published phylogenetic studies (176, 217). According to our phylogenetic tree of ZIP transporters (Figure 4) an unequivocal classification of the seven D. discoideum ZIP-like proteins (Zpl) into ZIP I, ZIP II, and LIV-1 subgroups by analogy to the human classification, as was done previously (216), is not possible. Three of the seven ZIP transporters are more similar to each other and cluster in one group (ZplA–C) that is more related to the ZIP transporters of fungi and ZIP II transporters of mammals. The three proteins ZplD–ZplF are more similar to proteins of Amoebozoa, Stramenopiles, and Plantae. ZplG is more related to the human ZIP I subfamily.
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FIGURE 4 | Phylogenetic tree of the Zrt-, Irt-related protein (ZIP) family. The sequence of human ZIP7 was used to search for zinc transporters of the ZIP family among non-redundant sequences in selected organisms using NCBI PSI-BLAST. A score of 2 × 10−5 was used as a threshold. Sequences were aligned with the software AliView [(218); http://ormbunkar.se/aliview/] and curated manually, to remove divergent N- and C-terminus. Trees were built using MAFFT and the E-INS-i strategy (219).



Similarly, our phylogenetic tree of ZnT transporters clearly shows that the four proposed D. discoideum zinc transporters identified based on their homology to ZnTs indeed belong to this family (Figure 5). Consequently, we propose renaming the various transporters as outlined in Table 1 according to their respective family names (Zpl or ZnT). The D. discoideum proteins ZntC and ZntD are likely homologs of the human proteins ZNT6 and ZNT7, which are located in the early secretory pathway and contribute to the activation of zinc-containing enzymes (220). Whereas ZntA does not have a close mammalian homolog, the closest human relatives of ZntB are the early endosomal protein ZNT10 and the plasma membrane protein ZNT1 (212).
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FIGURE 5 | Phylogenetic tree of the ZnT family. The sequence of human ZNT4 was used to search for zinc transporters of the ZnT family among non-redundant sequences in selected organisms using NCBI PSI-BLAST. A score of 2 × 10−5 was used as a threshold. Sequences were aligned with the software AliView [(218); http://ormbunkar.se/aliview/] and curated manually, to remove divergent N- and C-terminus. Trees were built using MAFFT and the E-INS-i strategy (219).



TABLE 1 | Proposed nomenclature of zinc transporters in Dictyostelium discoideum.
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At the host–pathogen interface, zinc deprivation (221) or zinc poisoning are strategies of mammalian professional phagocytes to restrict intracellular bacteria growth. Both processes are probably highly dependent on zinc transporter proteins (222, 223) During M. tuberculosis infection, it was proposed that free zinc is released from metallothioneins via the oxidative burst that is induced upon infection and, consequently, zinc poisoning was proposed as “a new chapter in the host–microbe arms race” (224). The contributions of zinc transporters to cell-autonomous defenses of macrophages and D. discoideum await elucidation.

In contrast to zinc, copper is redox active and cycles under physiological conditions between the two oxidative states Cu+ (i.e., cuprous) and Cu2+ (i.e., cupric). Consequently, copper serves as an ideal cofactor for electron transfer and redox reactions such as respiration and detoxification of free radicals [reviewed in Ref. (225)]. Proteins involved in copper uptake, sequestration, and trafficking regulate copper homeostasis in eukaryotic cells [reviewed in Ref. (226)]. Copper uptake into the cytosol is mediated by the copper permease CTR1 [reviewed in Ref. (227)]. Similar to zinc, copper belongs to the so-called “death metals” and is toxic at high concentrations. Therefore, by analogy to zinc, low copper concentrations in the cytosol are maintained by metallothioneins. Directly after its uptake, chaperones such as ATOX1, CCS, and COX17 are involved in copper trafficking inside the cytoplasm (228).

Copper is imported into the trans-Golgi network by the action of two P-type ATPases: ATP7A and ATP7B. ATP7A is also located at the plasma membrane, where it mediates copper efflux from the cytosol to the extracellular space, and at the phagosomal membrane, where it imports copper from the cytosol into the phagosomal lumen [reviewed in Ref. (226, 228)].

Copper has many antimicrobial properties. Its ability to switch between two oxidation states supports the production of hydroxyl radicals via the Fenton- and the Haber–Weiss reactions [reviewed in Ref. (229)]. In addition, copper is able to disrupt the structure of proteins, and Cu2+ might be able to disrupt Fe–S clusters. In macrophages, copper transport proteins such as ATP7A that mediate Cu2+ import into the phagosome are induced upon infection and stimulation with inflammatory cytokines (230). Bacteria have evolved strategies to overcome high copper concentrations. For instance, a multi-copper oxidase is required for copper resistance of M. tuberculosis, probably by oxidizing toxic Cu2+ in the periplasm (231).

The D. discoideum genome encodes one Ctr-type copper permease (i.e., p80) that, by analogy to mammalian cells, should mediate copper uptake into the cytosol, and three putative copper-translocating P-type ATPases that were annotated as atp1 (DDB_G0273675), atp2, the ortholog of ATP7A (DDB_G0284141), and atp3 (DDB_G0269590) (232, 233). ATP1 was induced upon incubation of D. discoideum with copper salts, leading to the conclusion that ATP1 is responsible for copper tolerance in D. discoideum (233). Expression of ATP7A and ATP3 was increased upon bacteria ingestion and decreased when bacteria and copper salts were added together, arguing for a possible role in copper trafficking during phagocytosis and killing of bacteria. The increased expression of p80 only upon incubation with bacteria suggests that copper is needed for bacterial killing (233).

Nutritional Immunity

In contrary to metal poisoning, nutritional immunity does not kill the bacteria but restricts its intracellular growth. During infection, pathogens need to acquire essential nutrients from the host such as amino acids, lipids, sugars, and, importantly, transition metals. Thus, to restrict their availability to the pathogen, these metals are depleted from the phagosome. The best studied metals that are sequestered by the host are iron and manganese (206, 234–236).

Nutritional immunity of transition metals is controlled in part by the Natural Resistance-Associated Macrophage Protein (i.e., NRAMP) family of divalent-metal transmembrane transporters (237–239). The NRAMP family is widely represented from bacteria to mammals (240, 241), as well as in plants (242) and yeast (243). The family members play an important role in intracellular metal-ion homeostasis and are able to transport a broad range of transition metals (215, 244).

In mammals, two NRAMP members have been identified: NRAMP1 [(SLC11A1) (237)] and NRAMP2 [(SLC11A2, DMT1, or DCT1) (241)]. Between these proteins, 63% of residues are identical and 15% are highly conservative substitutions, and they share very similar secondary structures with hydrophobic cores of 10 transmembrane segments (245). Regarding divalent-metal affinity, NRAMP1 has a clear preference for Mn2+, Fe2+, and Co2+ (246), whereas NRAMP2 transports those three metals and also Zn2+, Cd2+, Cu2+, Ni2+, and Pb2+ (241). NRAMP1 expression is restricted to late endocytic compartments (i.e., endo-lysosomes) of professional phagocytes such as macrophages and neutrophils (247). NRAMP2 is ubiquitously expressed in all mammalian cells and is located at the plasma membrane (248). In addition, NRAMP2 was observed at the apical membrane of enterocytes as well in recycling endosomes (249). Mutations in nramp2 lead to severe microcytic anemia related to an iron absorption deficiency (250, 251). Both NRAMP1 and NRAMP2 might be involved in neurodegenerative diseases such as Parkinson’s (252, 253). NRAMP1 contributes to the resistance to intracellular bacterial infection. Indeed, depletion of NRAMP1 leads to an increased susceptibility of mice to several intracellular pathogens such as Mycobacterium species, Leishmania donovani, and Salmonella species (237, 254–259) by impairing phagosomal acidification and reducing fusion with the lysosomes (260). In human, nramp1 polymorphic variants are associated with susceptibility to tuberculosis (261, 262) or leprosy (263).

Although it is accepted that NRAMPs depend on a V-ATPase-generated proton gradient to drive metal transport (264), the direction of metal transport at the phagosomal membrane remains controversial. Whether NRAMP1 is an antiporter or a symporter and whether NRAMP1 imports or depletes metals from the phagosome are unclear. On the one hand, some authors suggest that NRAMP1 acts as an antiporter of protons and delivers cation metals into the phagosome, contributing to the generation and accumulation of toxic free radicals involved in bacteria killing (265–268). On the other hand, the hypothesis that NRAMP1 operates as a symporter of protons to efflux metals from the phagosome to the cytosol is better supported by the literature and is consistent with the function of its paralog NRAMP2. This is in line with the current hypothesis of nutritional immunity in which pathogen access to metals is restricted (246, 269). These two different scenarios are nicely described in previous reviews (215, 244, 270).

The D. discoideum genome encodes two NRAMP proteins called NRAMP1 (DDB_G0276973) and NRAMPB (DDB_G0275815, formerly NRAMP2). NRAMP1 is an archetypical NRAMP protein, orthologous to NRAMP1 in mammals, whereas NRAMPB is not the ortholog of NRAMP2 in mammals but rather is more closely related to the prototypical NRAMP from bacteria (271). Both transporters are in different subcellular compartments; however, they both co-localize with the V-ATPase. NRAMP1 localizes to macropinosomes and phagosomes with the V-ATPase, and NRAMP1 also localizes to the Golgi region (272). NRAMPB is exclusively found in the membrane of the contractile vacuole (CV) (273), which is enriched for the V-ATPase (108, 274) but has a neutral pH. Single nramp1 or B null mutants exhibit slower growth than wild type under conditions of iron depletion while a double nramp1 and B mutant, but not single mutants, is more resistant than wild type to iron overload (273). These results suggest that NRAMPB and NRAMP1 act non-redundantly to regulate iron homeostasis and that the CV serves as a transient storage compartment for metal cations (Figure 6). During infection, an nramp1 mutant strain is more permissive for intracellular growth of Mycobacterium species and L. pneumophila (272), and nrampB null or nramp1 and B double null mutants are more permissive for L. pneumophila growth (effects of nrampB deletion on the growth of Mycobacterium species have not been reported) (273). Moreover, L. pneumophila inhibits the recruitment of the V-ATPase, which attenuates the antimicrobial effects of NRAMP1 by preventing its proton-driven iron transport activity (46). A recent study demonstrates that, in addition to having an impact on phagosomal iron concentration, both NRAMP1 and NRAMPB influence the translocation efficiency of F. noatunensis from the bacteria-containing compartment into the cytosol, possibly due to alterations in phagosome maturation (53). This new insight into NRAMP function is in line with the results obtained for M. tuberculosis infection in macrophages, in which nramp1 deletion induced a higher level of escape from its vacuole (275).
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FIGURE 6 | “Nutritional immunity” and homeostasis of transitional metals orchestrated by NRAMP transporters in Dictyostelium discoideum. NRAMP1 is localized at macropinosomes, phagosomes, and the Golgi network whereas NRAMPB is exclusively found in the membrane of the contractile vacuole. Both co-localize with the vacuolar ATPase (V-ATPase), but only NRAMP1 is dependent on the H+-gradient to efflux metals from the phagosome to the cytosol to restrict metal availability to the pathogen in the process referred to as “nutritional immunity.” NRAMPB, together with NRAMP1, contributes to iron homeostasis and regulates osmolarity inside the cell independent of the H+-gradient. Although the literature supports it as similar to the symporter NRAMP1, its role as symporter or antiporter still remains to be clearly defined.



As described earlier, the directionality of the metal transport mediated by NRAMP1 is still poorly understood. Studies in D. discoideum suggest transport into the cytosol. In assays with purified phagosomes, iron export was NRAMP1- and ATP dependent (272). This observation is consistent with NRAMP1 acting as a symporter that uses a V-ATPase-generated proton gradient to transport iron out of the phagosome. Using the iron-chelating fluorochrome calcein, it was shown that NRAMP1 mediates iron efflux from macropinosomes in vivo (271). In addition, to obtain better insight into the ion selectivity of NRAMP1, the authors used Xenopus oocytes expressing NRAMP1, NRAMPB, or rat DMT1/NRAMP2 (used as an internal control). Interestingly, it was shown that NRAMP1 and DMT1 are able to transport Fe2+ and Mn2+ but not Fe3+ or Cu2+ in an electrogenic and proton-dependent manner, whereas NRAMPB transports only Fe2+, and this in a non-electrogenic manner independently from protons (271) (Figure 6).

AUTOPHAGY

As described earlier, phagocytosis is the major mechanism by which D. discoideum digests intracellular bacteria with the purpose of nutrient acquisition. However, pathogenic microbes have evolved mechanisms to escape degradation within phagosomes (276). In D. discoideum, as in other eukaryotic phagocytes, bacterial escape from the phagosome triggers a more stringent catabolic pathway named autophagy, which serves as an additional defense mechanism for the infected amoeba [a comprehensive review on autophagy in D. discoideum can be found in Ref. (277)]. The autophagic process by which intracellular pathogens and/or their damaged phagosomes are specifically recognized and digested is termed xenophagy.

The autophagy pathway consists of the formation, upon induction by various stresses such as oxidation, nutrient starvation, or microbial infection, of a double-membrane cisterna, the phagophore, at multiple sites on the ER (36). During xenophagy, the membranes of the phagophore expand around the cytosolic bacterium and/or its damaged compartment to finally engulf them in a closed vacuole called the autophagosome, which, upon fusion with lysosomes, forms an acidic and degradative compartment, the autolysosome, where bacterium and membranes are digested (Figure 7). Many of the proteins involved in the process of autophagosome formation (for instance, proteins forming part of the TORC1, the ULK/Atg1 and the phosphatidylinositol 3-kinase complexes) are conserved between mammalian cells and D. discoideum (278). Interestingly, certain autophagy proteins conserved in both humans and D. discoideum are actually absent in Saccharomyces cerevisiae, making their study in this amoeba a perfect complement to those already performed in yeasts (279).
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FIGURE 7 | Pathogenic bacteria are captured and digested by xenophagy. The autophagic machinery of Dictyostelium discoideum recognizes and captures cytosolic bacteria and/or their damaged phagosomes in autophagosomes, where they are digested upon fusion with lysosomes.



Specific receptor proteins are in charge of recruiting the phagophore membranes to the bacterial cargos or the remnants of the bacteria-containing compartment, which are tagged with ubiquitin for degradation. These receptors contain a ubiquitin-binding domain, which recognizes the ubiquitinated material, and an LC3-interacting region, which binds the phagophore membrane through interaction with LC3/Atg8, the main autophagosomal marker (280). In D. discoideum, the only selective autophagy receptor identified so far is p62/SQSTM1 (278), which has been shown to recognize the intracellular pathogens F. noatunensis and M. marinum (51, 52, 130). In addition, the mRNA levels of p62/sqstm1 increase upon infection of D. discoideum with both bacterial pathogens, which, in the case of M. marinum, has been demonstrated to be dependent on the membrane damage caused by the bacterium. However, M. marinum avoids its xenophagic killing by presumably blocking lysosomal fusion (51), a mechanism of intracellular mycobacterial survival that was previously proposed to occur in human dendritic cells during infection with M. tuberculosis (281). Other bacteria known to be captured and digested by xenophagy in this amoeba are S. enterica and S. aureus (54, 282).

In addition to pathogenic bacteria, D. discoideum xenophagy also fights against various S. cerevisiae strains (283). Mutant amoebae lacking the autophagy proteins Atg5, Atg6, Atg7, or Atg8 have a decreased capability of preying on this fungus. However, in atg1- amoebae, which cannot produce autophagosomes, S. cerevisiae, Candida albicans, and Candida glabrata are surprisingly killed more efficiently. Koller and collaborators suggest, among other hypotheses, that the autophagic machinery might be used by these yeasts to escape D. discoideum in a non-lytic manner, as already shown for M. marinum. During ejection from the D. discoideum cytosol, the wound generated by the egress of this bacterium through the plasma membrane is sealed with phagophores (130). One might speculate that the yeasts could egress from D. discoideum by autophagosome exocytosis, a process already shown to occur in this amoeba during secretion of the spore differentiation factor 2 precursor AcbA (284). During this unconventional exocytosis, yeasts would be engulfed by autophagic membranes, which would then fuse with multivesicular endosomes before fusing with the plasma membrane to release the yeast. Amoebae lacking Atg1 might be unable to exocytose the yeast efficiently, thus trapping them and facilitating their death. Further investigations are required to validate this hypothesis.

CONSERVED MICROBIAL RESTRICTION FACTORS: LESSONS FROM MPS CELLS

Studies conducted in MPS cells have identified numerous factors that are involved in the successful restriction of intracellular pathogens. Among these proteins are the glycan-binding galectins, TNF receptor-associated factors (TRAFs), and tripartite motif-containing proteins (TRIMs), which are E3 ubiquitin ligases, the guanylate-binding proteins (GBPs), a family of cytokine-induced large GTPases, and finally the signal transducers and activators of transcription (STAT) proteins. D. discoideum expresses a family of lectins, the discoidins, that might function analogously to galectins. Its genome also encodes homologs of TRAFs, TRIMs, GBPs, and STATs. Based on their counterparts in MPS cells, the D. discoideum versions of these restriction factors are likely to have immune functions (Figure 8).
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FIGURE 8 | Working model of TNF receptor-associated factor (TRAF), tripartite motif-containing protein (TRIM), guanylate-binding protein (GBP), and signal transducers and activators of transcription (STAT) proteins in Dictyostelium discoideum. Lessons learned from studies in macrophages allow us to envision a model according to which, upon bacterium uptake by D. discoideum, pathogen-associated molecular patterns (PAMPs), or danger-associated molecular patterns, shared by a broad range of microbes, are detected by membrane or cytosolic receptors. The perception of pathogens leads to the activation of transcription factors from the STAT family, which are translocated to the nucleus, where they bind the promoters of innate-immunity-related target genes encoding galectins, GBPs, NADPH oxidases, SQSTM1, TRIMs, and NDP52. In addition, membrane damage of the pathogen-containing vacuole (PCV) exposes pathogens to the cytosol and permits their decoration with K63-linked polyubiquitin chains deposited by members of the TRAF E3-ligase family. The K63-linked polyubiquitination chains serve as a cue for recruitment of the autophagy machinery via autophagy cargo receptors, for instance, SQSTM1 (p62 in D. discoideum). Moreover, K63 ubiquitin-tagged membranes also promote the recruitment of GBP oligomers to the pathogen surface and/or PCV membrane, which facilitates bacteria killing and clearance. Furthermore, members of the TRIM E3-ligase family are able to detect and bind directly to the invading pathogen and mediate its degradation by autophagy. The aforementioned factors are likely to function in an interrelated manner in human macrophages, and it remains to be explored whether the D. discoideum versions are involved in its cell-autonomous defenses.



Discoidins

The galectins compose a family of 15 mammalian lectins with affinity for β-galactoside sugars that share a characteristic carbohydrate recognition domain (285). They have been classified into three groups according to their overall structure: the “prototype,” the “tandem-repeat,” and the “chimera-type.” Galectins are present in the cytosol (286) and nucleus (287) of cells but are also secreted extracellularly via an unconventional secretion mechanism that has remained elusive for decades (288). Galectins play a role in multiple biological processes, including angiogenesis (289), tumor growth (289), and inflammation (290), due to their ubiquitous localization as well as the high diversity of self and non-self glycoconjugates that they recognize [for a review, see Ref. (291)]. Importantly, extracellular lectins bind to the complex glycocalyx coat at the cell surface, which enables the formation of specific microdomains known as the galectin lattice (292). The galectin lattice restricts the mobility of glycoconjugates in the plasma membrane and has important functions in signaling and endocytosis (293). Some galectins recognize the surface of various pathogens (294–297) and have been proposed to have a direct antibacterial effect (298, 299). These interactions involve galectin binding to specific bacterial species or clades according to the carbohydrates displayed on their cell wall or capsules. In addition to their roles in the extracellular milieu, galectins have recently emerged as general innate-immune factors against a wide range of intracellular infections. This newly described function appears not to involve the binding of cytosolic galectins directly to the surface of intracellular pathogens but rather to result from the recognition of self glycans present on the luminal leaflet of pathogen-containing vacuoles. These glycans become accessible to the cytosolic lectins when membrane damage occurs, as shown during infection with S. enterica, L. pneumophila, and Yersinia pseudotuberculosis (300, 301). This process leads to the recruitment of the autophagy machinery (300) or of GBPs (301) to the compartment.

Although D. discoideum lacks galectin homologs, discoidins share molecular and biological characteristics with galectins. They form a family of four β-galactoside-binding and β-N-acetylgalactosamine-binding lectins with two carbohydrate binding domains (302, 303), and recent genome analyses identified three potential discoidin-like proteins in D. discoideum (http://dictybase.org). Discoidins are expressed throughout the D. discoideum life cycle (69, 70). They are highly abundant in the cytosol and are also secreted despite their lack of a signal peptide (304). Early reports suggested a possible role in self-recognition during the multicellular cycle of D. discoideum (305), but it was later observed that mutants with much reduced expression of discoidins (1–2% of wild type) were able to form apparently normal fruiting bodies (306). In addition, subsequent studies were unable to confirm surface localization of discoidins (307, 308). Consequently, the role of discoidins in self-recognition and adhesion during D. discoideum development has remained controversial for several decades. Whether discoidins bind bacteria and/or have a role in cell-autonomous defenses similar to that of galectins is currently under investigation.

Ubiquitination

The significance of ubiquitination in the regulation of various aspects of mammalian immunity has been increasingly recognized in recent years. Ubiquitination is an omnipresent posttranslational modification in which the 76-amino acid ubiquitin is covalently linked to lysine (K) residues of substrate proteins. The stepwise enzymatic cascade of ubiquitination involves following three proteins: ubiquitin-activating enzyme (E1), ubiquitin-conjugating enzyme (E2), and ubiquitin ligase (E3). Their activity results in the attachment of one ubiquitin to the substrate protein linked by an isopeptide bond between the ubiquitin C-terminus and the NH2 group of the substrate K residue. This is referred to as monoubiquitination. Repeated ubiquitination leads to the generation of a polyubiquitin chain, known also as polyubiquitination. Ubiquitin contains seven K residues (K6, K11, K27, K29, K33, K48, and K63). Typically, the attachment of K48-linked polyubiquitin chains to substrate proteins serves as a signal for their degradation by the proteasome. However, the other linkages and the C- or N-terminal linear linkage of ubiquitin moieties play roles in almost all aspects of plant and animal biology, such as growth, development, stress responses, and immunity. In mammals, K63-linked polyubiquitination has been associated with a broad range of immunity-related processes and particularly the activation of the NF-κB pathway, xenophagy and apoptosis (309). D. discoideum has 13 genes encoding ubiquitin, and the TRAFs and TRIMs responsible for K63-linked polyubiquitination are conserved from D. discoideum to mammals.

TNF Receptor-Associated Factors

TNF receptor-associated factors are a family of proteins primarily involved in the regulation of inflammation, antiviral responses, and apoptosis (309, 310). Currently, seven TRAF proteins have been characterized in humans: TRAF1–7. Typically, the TRAF proteins comprise an N-terminal RING domain that mediates the interaction between an E2 ligase and the substrate, followed by a zinc-finger domain, which may play a role in DNA, RNA, protein, and/or lipid binding, and a C-terminal TRAF homology (MATH) domain. The TRAF/MATH domain has an N-terminal TRAF region that mediates homo- and hetero-oligomerization between TRAF members and a C-terminal region that is important for interactions with receptors and adaptor proteins (310).

TNF receptor-associated factor 6, perhaps the most ancient mammalian TRAF, is a RING-type E3-ligase that ubiquitinates via the K63-linkage (311–313). It is required for mTORC1 translocation to the lysosome, and TRAF6-catalyzed K63 polyubiquitination modulates mTORC1 amino acid sensing capacity (314). Moreover, in macrophages, TRAF6 is responsible for the decoration of pathogens and pathogen-containing vacuoles with polyubiquitin chains, which serve as a cue for GBP recruitment and as a recognition signal for the autophagy cargo receptor p62 (313, 315).

BLAST analyses predict that TRAF-like proteins are also present in several social amoeba species. More than 40 TRAF-like proteins in D. discoideum are predicted, of which 16 contain the RING, zinc-finger and TRAF domains present in mammalian TRAF2, TRAF3, TRAF5, and TRAF6 (Figure 9; Table 2). Despite the fact that human and D. discoideum TRAF proteins show significant similarities with respect to their major domains, their evolutionary divergence precludes ortholog assignment. Determining whether D. discoideum TRAFs regulate nutrient sensing and/or ubiquitinate pathogens will expand our understanding of their roles in infection.
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FIGURE 9 | Theoretical phylogenetic relations of TNF receptor-associated factor (TRAF) proteins. The sequence of human TRAF6 was used to search for TRAF homologs among the non-redundant sequences in selected organisms using NCBI PSI-BLAST. A score of 2 × 10−5 was used as a threshold. Similarities of the selected sequences were determined using BLOSUM62 matrix and E-INS-i strategy (219). Sequences were manually curated using AliView software [(218); http://ormbunkar.se/aliview/], and the resulting final alignment was used to generate a neighbor joining phylogenetic tree (NJ, bootstrap 1,000×).



TABLE 2 | Pairwise comparisons of the human TNF receptor-associated factor (TRAF) 6, tripartite motif-containing protein (TRIM) 37, guanylate-binding protein (GBP) 3, and signal transducers and activators of transcription (STAT) 2 with their putative Dictyostelium discoideum homologs.
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Tripartite Motif-Containing Proteins

The TRIM superfamily is remarkably conserved among metazoans and, perhaps as a result of an expansion during vertebrate evolution, is represented by more than 80 members in humans. TRIMs typically comprise an N-terminal RING domain, a B-box domain containing several zinc-binding motifs, a coiled-coil domain, and a considerably diverse C-terminal domain important for substrate binding (316).

Tripartite motif-containing proteins are important for many aspects of immunity resistance to pathogens. Recent studies in mouse macrophages demonstrate that various TRIM proteins are induced upon infection with influenza virus or activation of TLRs in a type-I-interferon (IFN)-dependent manner (317, 318). TRIMs are involved in restriction of HIV replication and activation of NF-κB downstream of TLRs (318). Moreover, they play a dual role as receptors and regulators of autophagy. As regulators, TRIMs serve as platforms for the assembly of the core autophagy initiators ULK1 (Atg1 in yeast and D. discoideum) and Beclin1 (Atg6 in yeast and D. discoideum) (319). In macrophages, autophagy cargo receptors recognize and bind K63-linked polyubiquitin chains and galectins, which serve as “eat-me” signals and mediate the binding of the cargo to phagophore-conjugated LC3. As receptors, TRIMs are able to recognize endogenous and exogenous (e.g., bacteria) cargo intended for autoloysosomes via binding of their diverse C-terminal domains to the cargo in a ubiquitin-independent manner and mediate delivery to the phagophore by also binding LC3 (320, 321).

Tripartite motif-containing protein homologs are found in multiple social amoeba species, and a single TRIM has been identified in D. discoideum, DdTRIM, which is an ortholog of human TRIM37 (Figure 10; Table 2) (http://dictybase.org). According to an accumulating amount of evidence, human TRIMs are emerging as critical regulators of cell-autonomous defenses. Particularly, human TRIM37 has been shown to restrict HIV-1 replication (322). At present, the role of DdTRIM remains unknown, and the presence of a single member of the TRIM superfamily early in evolution makes D. discoideum an interesting model to explore the primordial role of TRIM proteins before their expansion.
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FIGURE 10 | Theoretical phylogenetic relations of tripartite motif-containing protein (TRIM) proteins. The sequence of human TRIM37 was used to search for TRIM homologs among the non-redundant sequences in selected organisms using NCBI PSI-BLAST. A score of 2 × 10−5 was used as a threshold. Similarities of the selected sequences were determined using BLOSUM62 matrix and E-INS-i strategy (219). Sequences were manually curated using AliView software [(218); http://ormbunkar.se/aliview/], and the resulting final alignment was used to generate a neighbor joining phylogenetic tree (NJ, bootstrap 1,000×). TRIM39 was used as an outgroup.



Guanylate-Binding Proteins

The GBP proteins are IFN-gamma-inducible, immunity-related GTPases. Generally, the GBP proteins comprise a globular N-terminal domain and a C-terminal alpha-helical baculovirus inhibitor of apoptosis repeat (BIR) domain. Both the globular N-terminal domain, which confers GTPase activity, and the C-terminal BIR domain mediate protein–protein and protein–lipid interactions and contribute to nucleotide-dependent homotypic and heterotypic GBP protein assembly (323). In addition, BIR domains have been reported to act as caspase regulators and mediators of homotypic interactions (324). GTP binding to the GTPase activity domain allows dimer formation, and its hydrolysis enables conformational changes resulting in GBP tetramer formation. In vertebrates, the GBPs proteins have been linked to a multitude of innate immunity-related responses such as inflammasome activation and xenophagy (325). Essential for their function is their ability to oligomerize and to bind target endomembranes (323, 326, 327). In mouse macrophages, GBP2 recruitment to Chlamydia trachomatis- and Toxoplasma gondii-containing vacuoles correlates with their host-mediated lysis, underlying the importance of these large GTPases in the successful immune response against intracellular invaders (313, 328).

Multiple social amoeba species have homologs of GBPs, and a single GBP homolog has been identified in D. discoideum, DdGBP (Figure 11; Table 2). Its role remains to be elucidated. As a single GBP representative, it may allow a better understanding of the primordial and conserved role that GBPs play in MPS cells.
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FIGURE 11 | Theoretical phylogenetic relations of guanylate-binding proteins (GBPs). The sequences of human GBPs were used to search for GBP homologs among the non-redundant sequences in selected organisms using NCBI PSI-BLAST. A score of 2 × 10−5 was used as a threshold. Similarities of the selected sequences were determined using BLOSUM62 matrix and E-INS-i strategy (219). Sequences were manually curated using AliView software [(218); http://ormbunkar.se/aliview/], and the resulting final alignment was used to generate a neighbor joining phylogenetic tree (NJ, bootstrap 1,000×).



Signal Transducers and Activators of Transcription

In humans, there are seven STATs, which have a unique N-terminus important for nuclear translocation and protein–protein interactions. This region is followed by a coiled-coil domain involved in nuclear export and regulation of tyrosine phosphorylation, a DNA-binding domain that mediates the recognition of sequences related to TTCN3–4GAA in the promoters of responsive genes, and an Src-homology (SH2) domain, which allows for specific recognition and docking to phosphotyrosines on cytokine receptors, Janus kinases (JAKs), and other STAT molecules. The C-terminus contains a divergent transactivator domain, which mediates STAT transcription factor transactivation via various cofactors (329).

Signal transducers and activators of transcription proteins are activated mainly by cytokines and growth factors. Binding of these signaling molecules to their receptors triggers receptor dimerization, allowing transphosphorylation and activation of receptor-associated JAKs. The JAKs also phosphorylate the cytoplasmic tails of the receptors, which promotes recruitment of the STAT proteins through their SH2 domain. The subsequent tyrosine phosphorylation of STATs results in the formation of homodimers and/or heterodimers and nuclear translocation, whereupon they bind to the promoter regions and initiate transcription of various immunity-related genes such as galectins, GBPs, NOXs, SQSTM1, TRIMs, and NDP52 (330). As part of their functional cycle, STATs shuttle between the cytosol and the nucleus (329). Mammalian STAT proteins act in a tissue-specific manner to regulate growth and development, various immunity-related processes, and cellular stress responses (331, 332). Gain- or loss-of-function mutations in components of the JAK–STAT signaling pathway have been associated with a broad range of innate-immune deficiencies and autoimmune diseases (333).

Multiple social amoeba species have STAT homologs, and four D. discoideum homologs of STATs have been identified, DstA, DstB, DstC, and DstD [reviewed in Ref. (334)] (Figure 12; Table 2). These proteins have a predicted SH2 domain (335), and their activity is regulated in part by tyrosine kinases (336, 337) and phosphatases (338, 339). Like mammalian STATs, D. discoideum STATs regulate growth and development in response to extracellular signaling molecules (335, 340–342) and are activated by cellular stresses (339, 343). Whether they also contribute to antimicrobial responses in D. discoideum is unknown, and addressing this question will provide insight into their possible roles in cell-autonomous defenses.
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FIGURE 12 | Theoretical phylogenetic relations of signal transducers and activators of transcription (STAT) family proteins. The sequence of the human STAT3 was used to search for STAT homologs among the non-redundant sequences in selected organisms using NCBI PSI-BLAST. A score of 2 × 10−5 was used as a threshold. Similarities of the selected sequences were determined using BLOSUM62 matrix and E-INS-i strategy (219). Sequences were manually curated using AliView software [(218); http://ormbunkar.se/aliview/], and the resulting final alignment was used to generate a neighbor joining phylogenetic tree (NJ, bootstrap 1,000×).



CONCLUSION AND PERSPECTIVES

Dictyostelium discoideum is a natural predator of bacteria and must contend with the fact that every meal is a potential infection. To survive this situation, it has evolved multiple mechanisms to generate a microbicidal environment within phagosomes and thus, phagocytosis, its means of nutrient acquisition, is simultaneously a major component of its defenses against infection. Autophagy, a pathway of nutrient reallocation, has also been incorporated into its defenses and is activated when microbes disrupt the phagosome and/or escape into the cytosol. Importantly, core components of these pathways are conserved in the specialized phagocytes of metazoans such as MPS cells. Consequently, D. discoideum is a relevant model to study the role of cell-autonomous defenses in the response of MPS cells to infection. Indeed, it has been used successfully to identify bacterial virulence factors and mechanisms by which bacteria interfere with phagosome maturation and autophagy.

Although one might question the need for model organisms in the CRISPR era of genomic editing, the use of D. discoideum has many advantages and is far from over. The generation of unbiased D. discoideum mutant libraries requires fewer financial and technical resources than creating a library of CRISPR-edited macrophages, and cultivation of this amoeba requires no special growth factors or cytokines. Moreover, growing D. discoideum cells respond to and phagocytose microbes without the need for prior activation. High-throughput mutant screens are thus more feasible and more accessible to laboratories with fewer financial resources. Similarly, the functions of individual bacterial or host factors in infection can be more readily and thoroughly assessed in D. discoideum due to its amenability to numerous research techniques. The knowledge gained can then be used to pose specific questions that can be answered by targeted studies in MPS cells. Primary macrophages or dendritic cells are often used to avoid the potential artifacts of immortalized cell lines. The use of D. discoideum, an organism compliant with the 3R initiative to reduce the use of animals (344), minimizes the need to sacrifice mice to procure these cells. Finally, given its lack of adaptive immunity, D. discoideum provides a context to study cell-autonomous defenses independent of other immune responses.

In addition to its importance as a model phagocyte, D. discoideum is also important from an ecological perspective. It is a key component of a complex network of bacteria, fungi, protists, and insects in the soil. The chemical language of this network is a potential source of natural products (345–348). Interactions between D. discoideum and bacteria can be symbiotic (349–351), and, as a reservoir and training ground for amoeba-resistant microbes, it can provide clues to understand and identify emerging pathogens. The structure of fruiting bodies appears to be evolutionarily optimized to be spread by insects (352), and insect-mediated transmission of fruiting bodies containing infectious Bordetella bronchiseptica, a respiratory pathogen of small mammals, has been demonstrated (353).

Many questions regarding interactions between intracellular pathogens and MPS cells remain unanswered, and D. discoideum still has much to teach us. For example, other than detecting disruption of the phagosome membrane, how D. discoideum “knows” it is infected is unknown. It might sense bacteria with PRRs, but, unless the bacteria are in the cytosol, this would not necessarily distinguish food bacteria that are readily killed from pathogenic bacteria. Given that its defense and nutrient pathways are intertwined, one possibility is that D. discoideum senses dysregulation of metabolism due to nutrient deprivation or imbalance. Another possibility is the recognition of DNA damage caused by bacterial toxins or excessive ROS production. Understanding how D. discoideum senses infection will open new avenues to explore in MPS cells. Other studies will continue to reveal the strategies used by microbes to resist being killed in the phagosome or by autophagy, to delineate the contributions of ROS to antimicrobial responses, and to elucidate the complexities of metal poisoning and nutritional immunity. Characterization of the D. discoideum versions of microbial restriction factors discovered in MPS cells will provide insight into their function and further establish the model. The future is bright for this fascinating and versatile amoeba.
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For many decades, human infectious diseases have been studied in immortalized cell lines, isolated primary cells from blood and a range of animal hosts. This research has been of fundamental importance in advancing our understanding of host and pathogen responses but remains limited by the absence of multicellular context and inherent differences in animal immune systems that result in altered immune responses. Recent developments in stem cell biology have led to the in vitro growth of organoids that faithfully recapitulate a variety of human tissues including lung, intestine and brain amongst many others. Organoids are derived from human stem cells and retain the genomic background, cellular organization and functionality of their tissue of origin. Thus they have been widely used to characterize stem cell development, numerous cancers and genetic diseases. We believe organoid technology can be harnessed to study host–pathogen interactions resulting in a more physiologically relevant model that yields more predictive data of human infectious diseases than current systems. Here, we highlight recent work and discuss the potential of human stem cell-derived organoids in studying infectious diseases and immunity.
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INTRODUCTION

Lower respiratory infections, cancers (including those caused by infectious agents), diarrheal diseases and tuberculosis remain among the top 10 causes of death worldwide (WHO, 2017). Of crucial importance in sustaining organismal homeostasis, coordinating defenses against pathogenic attack and orchestrating the innate and adaptive immune responses is the mononuclear phagocyte system (MPS)- a key network of macrophages, dendritic cells and monocytes. The tissue resident macrophages function to clear cell debris, resolve inflammation and modulate immune responses (Davies et al., 2013); antigen-presenting dendritic cells initiate the adaptive immune response and prime the immune system to future attack (Mildner and Jung, 2014); and lastly, circulating monocytes migrate around the body where they can remain as monocytes, differentiate into macrophages in response to stimulatory signals or acquire antigen presenting abilities (Chow et al., 2011). The human MPS is part of the first line of immune defense, however, modeling this complex system in relation to infection, disease and development is difficult and is predominantly performed using three strategies:

(1) Purification of peripheral blood mononuclear cells (PBMC’s) from human blood for short term in vitro culture (with the possibility to differentiate the monocytes to macrophages or dendritic cells); similarly, but in lower numbers, dendritic cells can be purified straight from blood or tissue resident macrophages from certain tissues, e.g., alveolar macrophages from lungs,

(2) Immortalized MPS-like single cell lines of human or animal origin, e.g., the human monocyte-like THP-1 cell line, the murine macrophage-like J774 cell line,

(3) Using animal organisms to study aspects of the system, e.g., non-human primates, zebrafish, mice, humanized mice, cell lineage depleted animals and extrapolating results to humans.

It is key to note that single cell culture and animal models are widely used and have been instrumental in many scientific advancements in fundamental research, drug and vaccine development, infectious, autoimmune and genetic diseases to name a few. Whilst their scientific importance cannot be underestimated, critical questions typically arise relating to the validity of these systems. This is a result of the inherent differences in cellular context (or the lack of it when using primary cells or cell lines), physiology and genetics of different species which influences disease outcome, progression and accurate prediction of human response. The severe effects of such matters become apparent in the fact that pre-clinical animal tests are still failing to predict human pharmacodynamics and toxicity as exemplified by the recent failure of the 2016 phase 1 clinical trial of BIA 10-2474 for neuropathic pain which resulted in the hospitalization of five participants and the death of one (Chaikin, 2017). With an estimated 90% of drugs that pass pre-clinical tests failing in human clinical trials (Mullard, 2016), it is not surprising that the scientific community is increasingly encouraging the development and exploitation of alternative approaches that may offer a more valid way of modeling diseases, disorders and drug interactions (Korch et al., 2011). In addition to the questionable validity of these non-human systems, the guiding principles of the ‘3 R’s of animal research’ have been increasingly implemented in new legislation where animals are being used for research (United States, Canada, United Kingdom, and Europe). The 3 R principles, a set of ethical guidelines first published in Russell and Burch (1959) aim to Replace the use of animals for scientific research, Reduce the number of animals used and Refine techniques to minimize the pain, suffering and distress caused to animals during scientific research. Consequently the need for human in vitro based systems is at a record high. We believe that the future of applied and fundamental research lies in the quickly expanding field of in vitro grown organoids that recapitulate human organs to varying degrees. Organoids bridge the gap between single cell culture and in vivo work, offering ethically obtained functional, multicellular tissue of human origin that provides a more similar in vitro system in which to study multiple components of host–pathogen interactions and drug response.

THE ORGANOID REVOLUTION

Recent advances in stem cell biology have allowed researchers to grow human tissues that resemble organs in vitro. These organoids are stem cell derived, self –organizing, multi-cellular aggregates that closely recapitulate the function, cellular components and architecture of human tissues. Organoids are cultured in 3D (in extracellular matrix) and reflect the cellular heterogeneity and cellular behavior of tissues in vitro. Unlike cell lines, organoids remain genetically stable for long periods (years) and do not show significant increases in the expression of stress-related genes during extended culture (Sato et al., 2009). In addition to their close resemblance to human tissues, organoids are amenable to the same analytical techniques as primary cells/cell lines including fluorescence labeling, live cell imaging, electron microscopy, mass spectrometry (Cristobal et al., 2017) and genetic manipulation including by CRISPR/Cas9 (Matano et al., 2015) making them particularly suitable for scientific research. Typically, organoids are derived from either embryonic or induced pluripotent stem cells (PSC’s) or adult stem cells (ASC’s) resected or biopsied from organs. Both cell types have the unique capacity to self-renew and differentiate- a defining feature of stem cells, and the absence of which in primary cells causes their quick death in vitro (Melton, 2014). Organoids derived from ASC’s are grown from cell suspensions obtained from primary tissue biopsies or resected material that are immediately embedded in an extracellular matrix and grown in the presence of specific growth factors to direct cell differentiation (Figure 1). Organoids that can be cultured from human ASC’s include colon (Sato et al., 2011), intestine (Sato et al., 2009), liver (Huch et al., 2013b), prostate (Karthaus et al., 2014), pancreas (Huch et al., 2013a), fallopian tube (Kessler et al., 2015), stomach (Barker et al., 2010), tongue (Hisha et al., 2013) and endometrium (Turco et al., 2017). Those derived from PSC’s are generally grown from 2D cultures of stem cells that are matured into spheroids, committed to endoderm using Activin A (Takebe et al., 2013) and then cultured in 3D with specific differentiation signals that are dependent on the type of tissue that is ultimately required (Figure 1). Intestinal (Spence et al., 2011), liver (Takebe et al., 2013), lung (Dye et al., 2015), kidney (Takasato et al., 2015), pancreas (Huang et al., 2015), stomach (McCracken et al., 2014), and retinal (Völkner et al., 2016) organoids can all be cultured from PSC’s. PSC-derived organoids that are not derived from endoderm can also be cultured with modifications to the above protocol as exemplified by cerebral (Lancaster et al., 2014), optic-cup (Eiraku et al., 2011) and kidney (Takasato et al., 2015) organoids.


[image: image]

FIGURE 1. ASC- and PSC-derived organoid culture protocols. ASC-derived organoids are grown from healthy or tumourous tissue biopsies. Tissues are processed into a single cell suspension which is directly embedded in an extracellular matrix. Media containing numerous growth factors, which vary dependent on the tissue being grown, is added and regularly changed until organoids have expanded. PSC-derived organoids originate with 2D cultures of PSC’s that are grown into aggregates/spheroids. At this point, they may be embedded in an extracellular matrix and expanded to maturity using a a growth factor rich media that is again, specific to the tissue of interest. The composition and organization of cells within organoids is dictated by the identity of the tissue being grown which in turn affects the overall size and shape of the organoid.



The similarity of some organoids to their tissue of origin is exemplified in elegant research by the Clevers laboratory who first identified the Lgr5+ intestinal stem cell (Barker et al., 2007) and then characterized the signals (epidermal growth factor, Wnt-3, R-spondin and Noggin) required for maintaining these cells in culture and promoting their proliferation and cellular differentiation into intestinal epithelium (Sato and Clevers, 2013). This research established the first ASC-derived organoids, and has formed the basis for the growth cocktails used to culture a variety of different mouse and human tissues including GFP expressing colonic mouse organoids. When GFP+ colon organoids are transplanted into mice treated with colitis-inducing dextran sulfate sodium, intestinal lesions show signs of recovery within 16 days of transplantation. Transplanted organoids were histologically indistinguishable from the surrounding epithelium, fully functional, contained all terminally differentiated cell types and recovered the body weight of diseased mice (Yui et al., 2012).

This pioneering method of tissue culture has thus unlocked an entirely new tool that can be harnessed in scientific research- one that provides a consistent, genetically stable source of multicellular human or animal tissue for experimental use. Additionally, whilst PSC-derived organoids typically recapitulate early stages of cellular proliferation that can be used to study development and foetal infections for example, ASC derived organoids can provide complimentary, adult epithelium to explore mature tissue responses to pathogenic attack or drugs. Thus developmental biologists have already begun to use organoids to study organogenesis (Shyer et al., 2015), lineage specification (Yin et al., 2014), stem cell niche and tissue homeostasis (Barker, 2013). Organoids can also be grown from healthy and tumorous human tissues (Van De Wetering et al., 2015)- in both cases, retaining some, if not most, of the features of the original tissue. Thus cancer biologists are extensively modeling in vitro patient heterogeneity (Weeber et al., 2015), metastatic potential (Nadauld et al., 2014) and drug screening. Due to their genetic and morphological similarities to the organ from which they are derived from, ASC organoids provide a novel approach to study stem cell and tissue transplantation. This feature is a key factor in making organoid-based personalized medicine a reality and which is exemplified by Beekman and colleagues who have applied intestinal organoids grown from cystic fibrosis (CF) patients to screen for drugs. Specifically for those that restore the function of mutant CFTR (an anion channel called CF transmembrane conductance regulator that, when mutated, is responsible for causing CF in approximately 67% of cases worldwide) proteins (Dekkers et al., 2012). Considering the difficulties in predicting patient responses to drugs, and the expense of providing drugs that are ultimately inefficient, the development of this assay is an important step toward facilitating diagnosis, drug development and personalized treatment regimens. This discovery has been successfully translated to the clinical setting (Saini, 2016). It is clear that organoid systems have already begun to be widely and successfully used in a range of clinical and basic research environments and naturally, the infectious diseases community has also taken notice.

ORGANOIDS IN INFECTIOUS DISEASES

Zika virus infection (ZIKV) of humans was first identified in Dick et al. (1952); it is spread by mosquitoes and typically illness is mild with fever-like symptoms for 2–7 days. In 2016, ZIKV was declared a public health emergency by WHO based on epidemiological evidence that there was an association between babies born with neurological complications including microcephaly and ZIKV. At this point, no suitable model existed for studying this pathogen but microcephaly had been successfully modeled in induced PSC-derived cerebral organoids that develop discrete brain regions (Lancaster et al., 2014). ZIKV was modeled in such a system to great success; infection was found to cause neuronal cell death in the early stages of brain development (Garcez et al., 2016), to induce premature differentiation of preferentially infected neural progenitor cells resulting in mitotic defects (Gabriel et al., 2017), and to upregulate the innate immune receptor TLR3 (toll-like receptor 3) which resulted in dysregulation of neurogenesis and cell death (Dang et al., 2016). The organoid model of ZIKV has also been adapted to a large scale platform that can be used for modeling brain development, neurological diseases and drug screening by growing brain region specific organoids in miniaturized spinning bioreactors (Qian et al., 2016) further highlighting the power and success of using organoids for studying development, disease and treatment. Organoids have also proved themselves to be a robust, accurate and reproducible model to study Norovirus (Ettayebi et al., 2016), and clinical strains of Rotavirus (Finkbeiner et al., 2012; Zhu et al., 2017)- two viruses that were difficult to cultivate and study in vitro until organoids became available as a tool.

Bacterial pathogens are also being increasingly studied in organoids. Organoid based studies into Salmonella enterica serovar Typhi virulence provided the first evidence that infection with this bacteria is a causative agent of gallbladder carcinoma (Scanu et al., 2015). S. Typhimurium was found to alter the organoid transcriptome to activate the Akt and MapK kinase pathways which are often found to be elevated in human cancers (Manning and Cantley, 2007; Cseh et al., 2014). Similar features were presented in mouse gallbladder carcinomas and infected gallbladder organoids including loss of cellular polarity and enlarged nuclei. Interestingly, cells dissociated from organoids with previous S. Typhimurium infection were able to expand into new organoids in growth factor-diminished media, unlike those which had not been previously exposed to infection indicating a sustained alteration of host signaling pathways. PSC-derived intestinal organoids are being used to study shigatoxigenic serotypes of Escherichia coli for which no suitable animal models exist (Karve et al., 2017), whilst gastric organoids from ASC’s are being developed as a model in which to study Helicobacter pylori infection (Bartfeld et al., 2015; Schlaermann et al., 2016) – with potential to extend the model to encompass the study of H. pylori associated gastric cancer. Our own laboratory is focused on modeling tuberculosis infection within ASC-derived lung organoids (Figure 2) to continue our research on unraveling the mechanisms behind ESX-1 dependent translocation and its function during infection (van der Wel et al., 2007; Houben et al., 2012).


[image: image]

FIGURE 2. In vitro grown ASC-derived lung organoid. (A) Mature lung organoid in extracellular matrix on day 25 of culture. Scale bar is 10 μm. (B) Electron microscope image of a mature lung organoid following high pressure freezing, freeze substitution, epon embedding and sectioning. Note self-organization of multiple differentiated cells. Both courtesy of Norman Sachs.



Studying interactions between human hosts and their protozoan parasites has been difficult due to a lack of appropriate animal models or due to the difficulty in culturing parasites with obligate human-host specificity. Currently, organoids have been limited to a supportive role to assay the role of tuft cells during infection with the helminth parasite Nippostrongylus brasiliensis (Gerbe et al., 2016). However, this field recognizes the ability of organoid technology in overcoming the experimental bottlenecks described above to model parasitic pathogens such as Cyclospora sp., Cryptosporidium sp. and Giardia sp. (Klotz et al., 2012).

INCREASING THE COMPLEXITY OF ORGANOID SYSTEMS

It is clear that organoids can represent tissue structure and function exceptionally well. Organoid technology is a significant and brilliant advancement in the tools available for scientific research across a wide range of different topics but they remain inherently incomplete- they lack the microenvironment of stroma, vasculature, immune cells and other organ systems that tissues interact with in the body during development and disease. It is also likely that not all developmental stages are currently being represented in a single organoid culture which is particularly relevant if fetal or adult infections are being modeled. Furthermore, certain cell types are not being maintained in organoid cultures due to incorrect signaling resulting in the growth of ‘incomplete’ tissues that compromise the validity of these systems in research.

Organoid culture techniques are thus in a constant state of evolution; culture conditions are constantly being improved to better support multiple cell types and drive proliferation. Current efforts are also guiding the development of designer matrices such as polyethylene glycol hydrogels that are mechanically more stable and whose composition is defined, unlike the inherently variable, animal sourced and traditionally used extracellular matrix (Gjorevski et al., 2016). Better defined culture conditions are more conducive to controlled modifications and will render organoids more accessible in clinical and basic research where reproducibility is important. Efforts are also being made to address the lack of vascularization in organoid cultures to improve nutrient availability, signaling and removal of toxins as would occur naturally in the body thus bringing organoids one step closer toward functional, in vitro grown organs. This is currently being accomplished by transplanting induced PSC-derived organoids grown with stromal populations and connecting the endothelial network to a mouse host (Takebe et al., 2013; Raikwar et al., 2015), however, it remains labor intensive and does not yet translate easily to standard tissue culture facilities.

Most important for studying the MPS in organoids, are advancements relating to co-culturing organoids with cell types that are absent in epithelial structures such as macrophages and dendritic cells. Though currently in its infancy, it is already possible to mix intestinal organoids cultured as normal, with purified cultures of intraepithelial lymphocytes in an extracellular matrix to study their migration against the basal side of the organoids via fluorescent imaging (Nozaki et al., 2016). It is also possible to microinject cells of interest into the lumen of organoids to ensure contact with the apical side if exogenously added cells are unable to migrate through organoid tissue. Such co-cultures are likely to be short term due to the current short life-span of primary purified immune cells but they lead the way toward creating organoid cultures with increased complexity that allow us to study human physiology in vitro at an unprecedented level and in a experimentally controllable environment. Immune cells are often the first point of contact during infection, and their response dictates disease outcome. It is thus important to use organoid systems to their full capacity. Therefore, to accurately model both the MPS and infectious disease, we must be sure to include missing but key cell types, even if they are not naturally present using current methods of organoid culture.

CONCLUDING REMARKS

The beauty of organoids in recapitulating human tissue and function in vitro has been described, and their use in stem cell development, cancer, infectious diseases, drug screening and transplantation demonstrated. As we get better insight into the culture conditions needed to maintain the multiple cell types and microenvironment associated with human tissues, we gain from being able to recapitulate more of human physiology in vitro. This in turn provides an increasingly suitable and better defined model system for modeling the role of MPS and other cells involved in infection, immunity and inflammation. Organoid systems are also exquisitely suitable for adaptation into diagnostic and screening platforms as they offer an excellent source of readily available human tissue that accurately reflects human responses. Whilst organoids are not without their caveats, we believe they will continue to significantly advance scientific attitudes, fundamental, therapeutic and clinical research for decades more.
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Primers Sequences (5-3) Length Reference

(bp)

NDV-l  F: ACTTCGATTGTGCGTTACCAT 188 This study
R: TTCCTCACTCCCGACCTG

NDV-Il F: AGTGATGTGCTCGGACCTTC 121 (53)
Probe: TTCTCTAGCAGTGGGACAGCCTGC
R: CCTGAGGAGAGGCATTTGCTA

p-actin  F: CAGACATCAGGGTGTGATGG 183 (54)
R: TCAGGGGCTACTCTCAGCTC

HMBS  F: GGCGGCTTTGGTGACTCTAG 131 (54)
R: ATCGAACCCTGATTCCCCGT

iNOS  F: GGCAGCAGCGTCTCTATGACTTG 185 (55)
R: GACTTTAGGCTGCCCAGGTTG

IL-1p F: TGGGCATCAAGGGCTACA 244 (56)
R: TCGGGTTGGTTGGTGATG

IL-10 F: GCTGCGCTTCTAGACAGATG 202 (657)
R: TCCCGTTCTCATCCATCTTC

PPAR-y  F: GGGOGATCTTGACAGGAA 175 (58)
R: GOCTCCACAGAGCGAAAC

TLR7  F: AGAGACTGGCTTCCAGGACA 218 (67)
R: CAGCTGAACATACCGGGACT

IFN-«  F: GACATGGCTCCCACACTACC 348 (57)
R: AGGCGCTGTAATCGTTGTCT

IFN-p  F: GCTCACCTCAGCATCAACAA 186 (57)

R: GGGTGTTGAGACGTTTGGAT
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Peyer's patch subset  Antigen sampling Apoptotic cell Cytokine T cell priming IgA production Reference
activity removal production  and polarization induction

Double-negative cDC2  Unknown Unknown [¢] 6} Invivo candidate (38, 39, 89, 90)

(DN cDC2)

CD11b* cDC2 Unknown Unknown IL-6 IL-6 Invivo candidate (38, 39, 89, 90)

CDBur cDC1 Unknown Unknown IL-12 p70 IFNy No (38, 39, 89, 90)

Plasmacytoid DG Unknown Unknown IL-12p70,No  IL-17 Invitro, notinvivo (44, 45, 87, 88)

type | IFN

LysoDC Microspheres, Saimonella,  Folicle-associated IL-6, TNF IFNy, IL-6, TNF Invivo candidate (39, 42, 43, 101)
SIgA-IC epithelium (FAE) cells

TIM4- LysoMac Microspheres, Saimonella,  FAE cells ND No priming In vivo candidate (39,42, 90,
prion, SIgA-IC 101, 131)

TIM4* LysoMac Unknown T cells ND No priming No

Tingible-body Unknown Germinal center Bcells ~ ND ND No

macrophages

(‘)Upon maturation, DN cDC2 may give rise to CD11b* cDC2 and acquire their functional attributes, ie., IL-6 production and T cell polarization for IL-6 production.

Grey background, common dendiitic cel precursor-derived cells; white background, monocyte-derived cells.
SIgA-IC, secretory immunoglobulin A immune complex; ND, not determined.
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PP subset Phenotype® Minimal markers® for LSM of WT mouse=< Renewal rate Reference
DN ¢DC2 CD11¢"MHCII*SIRPa*CD11b-BST2-MerTK-CD8ar CX:CR1-CD101- SED: CD11¢, SIRPa, MerTK/lysozyme. Fast (38, 40)
CD11b* cDC2 CD116"MHCIPSIRPa*CD11b"BST2-MerTK-CD8a CX:CR1-CD101~ IFR: CD11c, SIRPa, MerTK,/lysozyme Fast (38, 40)
CD8x'cDC1 CD116"MHCIICD8«*XCR1+SIRPa- BST2-MerTK-CD11b- CX.CR1-CD101~ IFR: €D11¢, SIRPa Fast (38, 40)
Plasmacytoid DC CD11c"MHCII*SIRPa~BST2"B220MerTK-CD11b-CX:CR1-CD101~ IFR: BST2 Unknown (44, 50), this review
LysoDC CD11¢"MHCII'SIRPa"CD11b"BST2"MerTK‘lysozyme* CX:CR1*CD4- TIM4-F4/80- SED, F: CD11c, MerTK/lysozyme, CD4 Fast (39, 42)
TIM-4- LysoMac CD11c"MHCIPSIRPa’CD 1107 2" BST2"MerTK*lysozyme*CX:CR1CD4-TIM4-F4/80- SED, F: CD11c, MerTK/lysozyme, CD4, TIM-4 Slow (89)

TIM-4* LysoMac CD11¢"MHCIFSIRPahiCD1 10" BST2"MerTK lysozyme* CX:CR1+CD4+TIM4+F4/80- IFR, F: CD11c, MerTK/lysozyme, TIM-4 Slow (39

TBM CD11¢-MHCI-CD11b-SIRP« MerTK*lysozyme* CX:CR1*CD4* TIM4*74/80- GC: MerTK/lysozyme, TIM-4, CD11c Unknown (39, 42)
Main DAV CD116"MHCIPSIRP&*CD11b"MerTK-CD101+CX.CR1-CD8a- DAV: €D11c, CD101 Fast (39, 40)
conventional DC

Main DAV MF CD116"MHCII'SIRP“CD1 1b"MerTK*CX:CR1+F4/80*lysozyme-CD8a CD101 DAV: CD11c, MerTK/F4/80 Slow (39, 40)

Gray background, common dendiiic cell precursor-derived cell; white background, monocyte-derived cells (TBIM may also be derived from embryonic precursors).
*In bold, main distinctive markers of each subset.
“The main ocation is indicated and together with the expression (bold) or not (reguiar) of each marker it alows the discrimination of the given subset by LSM.

“The most effiient surface marker panel to discriminate PP phagocyte subsets by flow cytometry up to now is D116, MHCI, SIRPa, BST2, CD4, Tiki-4, XCR1, CD11b, CD101.
“In Cxecri-GFP (monocyte-derived cell labeing) or Zbib46-GFP (conventional DC labeling) transgenic mice, MerTK or lysozyme staining can be omitted.

LSM, laser scanning microscopy; SED, subepithelial dome; IFF, interfollcuiar region; GC, germinal center; DAV, dome-associated villus; DN cDG2, double-negative cDC2;

TBM, tingible-body macrophages; MF, macrophages; WT, wild type.
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Gene 5-3 sequence
Aoxs Antisonse ACT-GGA AAC-ACG-GCA AMAC
sense TIT.CTC AMA.GTC.GGC-GAA-GT
tgam (CO116) Antisonse TTG-CAT-COA-TCT-CAR-ATC-CA
Sense CTC-COAMG-TGC-TGG-GATTA
Fogrd (CD16) Antisonse TAC-AGC-GTG-CTT.GAG-AAG.GA
Sense GOA-CCTGTACTC-TCC-ACTGT
Fogr2 (C032) Antisonse CCA-AAG-GCT-GTG-GTG-AMA-CT
sense TAC-TCC-00G-CTG-TCA-TTGTT
cas6 Antisonse TGATAG-GTG-CAG-CAR-AGC-AC
sense TGTAAC.CCA-GGA-CGC-TOA-GG
Clcra (Dectn1)  Antissnse  CCAAGC-ATA-GBA-TTC-CCA-AMA
sense AAAAGG-ATC-GTG-TGCTGCATC
Pgs2 (COX-2) Antisonse TGAGCATCTACG-GTFTGCTG
sense TGC-TTG-TCTGGA-ACAACT-GC
Padgia(cPLA2)  Antisnse  GOC-TTG-GTG-AGT-GAFTCA-GCT
Sense AGATIC-AAG-COC-AGC-ATG-AAG
Ca209[DC-SGN)  Antisense  GGG-CAT-GGA-GGC-TCCAC
sense ‘GAACTT-AGAAAG-AGG-CAA ATG GAA
Moxsap FLAP)  Antisanse  ACC-CGC-TOA-AAG-GCA-ATGG.
sense ‘CAC-GAA-AGC-AGG-ACC-CAG-A
Gapah Antisonse AGG-TOG-GAG-TCA-ACG-GATTT
sense ATCTCG-CTC.CTG-GA- GATGG
o Antisonse GAG-COA-ATC-TTC-ATT-GCT-CA
sense AGG-CAG-AGA GGG-AAG-GAG-AG
6 Antisonse TAC-CCC-CAG-GAG- MG ATT-GT
sense TTTTCT-GOC-AGT.GOC-TOFTT
w2 Avtisonse T6G-GTG-GGT-CAG-GTT-TGATG
sense GCC-CAG-CTG.CTG-AGG-AGA-GT
o Antisonse TOC-AAA-ACC-AAA-CCA-CA.GA
sense TCT.CGG-AGATCT-COAAGCAT
e Antisonse TGG-GAATCT-CAG-ATG GGAAG
Sense CTG-TGT-COC-COAGAACTTGT
o1 Antisonse ACT-GAG-GGG-AAG-GGA-CAA-CT
sense TCG-GTA-CCA-GGT-GAG-GGTAG
parer Antisense CCT-CAFTGT-CCA-GTG-TGG-TG.
Sense TCFTCC-GTC-TCG-TCA-GGACT
Liadn Anisense ACT-GCT-TGG-AGG-ACC-AGA-GA
sense ‘GGAAAG-CATTAG-CAG-GCA-AG
M1 MR) Antisonse GGO-GGT-GAC-CTC-ACA-AGT-AT
sense ACG-AAG-CCATTT.GGT-ARA-CG
Prges (PGES) Antisense CATGTG-AGT-CCC-TGT-GATGG
Sense GACTGC-AGC AR GAG-ATC-CA
pparg Antisonso GOT-GTG-CAG-GAG-ATC-ACA-GA
sense GGG-CTC-CAT-ARA-GTC-ACC-AA
Tota Antisonse TOC-TTC-AGA-GAG-COT.CAA-CC.

sense

AGG-COC-CAGTTFGAATTCTT
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Gene ID Gene product Proposed
name
DDB_G0281921  Zt-, Irt-related protein (ZIP) zinc 2plA
transporter protein, zinc/iron permease @IP-ike A)
DDB_GO271672  ZIP zinc transporter protein, zinc/iron 2B
permease
DDB_GO273091  ZIP zinc transporter protein, zinc/iron 2pIC1 and 2
permease (there is a gene duplication in
AX3 and AX4, but not in AX2)
DDB_G0269326  Zinc/iron permease, zinG transporter 2pID
(previously zntD)
DDB_GO286049  Zinc/iron permease, zinG transporter 2plE
(previously zntC)
DDB_G0286345  Zinc/iron permease, zinc transporter 2plF
(previously zntB)
DDB_G0268426  Zinc/iron permease, zinG transporter G
(previously zntA)
DDB_G0283629  Putative zinG transporter, cation 2ntA (zinc
diffusion faciitator (CDF) family protein transporter A
DDB_G0282067  Putative zin transporter, CDF family protein ~ znt8
DDB_G0269332  Putative zin transporter, CDF family protein ~ zntG
DDB_G0291141  Putative zinc transporter, CDF family protein  zntD
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DDB_G0272454
DDB_G0285149
DDB_G0290883
DDB_G0290961
DDB_G0290971
DDB_G0277243
DDB_G0272340
DDB_G0293202
DDB_G0272348
DDB_G0273433
DDB_G0273509
DDB_G0290931
DDB_G0290965
DDB_G0268444
DDB_G0291023
DDB_G0272098
DDB_G0273381

Homo
sapiens

STAT2
STAT2
STAT2
STAT2
GBP3
TRAF6
TRAF6
TRAFE
TRAFG
TRAF6
TRAF6
TRAF6
TRAF6
TRAF6
TRAF6
TRAF6
TRAF6
TRAFE
TRAFE
TRAFE
TRAF6
TRIM37

Bit
score

57.4
774
56.2
716
137
152

79.7
701

759
735
84.7
80.1

720
9238
68.6
68.6
97.0
655
61.6
79.7
70.1

188

e-Value

de-12
4e-12
2e-11
1e-09
3e-38
1e-15
1e-19
2e-16
2e-18
9e-12
1e-20
4e-19
1e-16
1e-15
2e-15
2e-15
2e-15
2e-14
3e-13
2e-10
7e-10
1e-46

Identity
(%)

26
29
25
28
26
22
20
22
21

26
21

21

23
23
23
23
23
25
20
26
22
28

Proposed
name

NA
NA

NA

NA
DdGBP
DATRAFa
DdTRAFb
DATRAFG
DATRAFd
DdTRAFe
DATRAFf
DATRAFg
DATRAFh
DATRAFi
DATRAFj
DATRAFK
DATRAFI
DATRAFmM
DdTRAFN
DATRAFO
DATRAFD
DATRIM

The BLOSUMB2 painwise alignment was performed with NCBI BLASTD sute-2
sequences. This table shows the similarity scores with these D. dliscoideum homologs
and their proposed name.
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Helminth Components Effects Reference
Schistosoma mansoni SEA Interaction with MR (n, m), internalization in denditic cels (DCs) (h) (62,69)
Omega-1 Internalization of Omega-1 by MR in DCs (h) (©4)
SEA MR-dependent expression of suppressor of cytokine signaling-1 and SHP1 on DCs (n) ©5)
Lanal E/S Binding Larval E/S products by MR; reduction INF production, stimulation Th2 responses (m) (66)
Fasciola hepatica €/S products Induction high levels of transforming growth factor  and interleukin (IL)-10 in macrophages (m) ©7)
Tegumental coat Binding to BMDCs (m) ©9)
proteins
Trichuris suis swp Inducing enhanced motilty of monocytes (h) (59)
swp Enhancing IL-10 and reducing CCR2 expression on monocytes (h) (59)
Trichuris muris Binding of BMDM and production of IL-6 (m) (69)
Trichinella spiralis SP L1 larvae Binding to macrophages, stimulation of NO secretion (m) (70)
Ascaris suum High MW SWP Inhibition LPS-induced BMDGs maturation and in vitro T cell profferation (m) 1)

h, human; m, mouse; SEA, soluble egg proteins; SWP soluble worm products; E/S, excretory secretory products; MW, molecular weight.
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Microbe Macrophage response/role Reference
Bacteria Mycobacteria  Mycobacterium marinum  Recuitment, phagocytoss, intracellular niche for bacteria, acoumulation in granuloma-like structures, restriction and promotion of bacterial (42, 45, 47, 48,
dissemination 51,52)
Mycobacterium leprae Recritment, phagocytosis, RNS production causing axonal damage ©8)
Gram-positive  Listeria monocytogenes  Recruitment, phagocytosis, intracytosolic niche for bacteria, restriotion of bacteril dissemination (53, 65, 66)
Staphylococcus aureus  Recritment, phagocytoss, restriction of bacterial proiferation in blood (67.68)
Gram-negative  Burkholderia cenocepacia  Recruitment, phagocytosis, intracelular niche for bacteria, source of inflammatory response (70, 71)
Salmonelia Typhimurium  Recruitment, phagocytosis, intracellular niche for bacteria, IRG1-dependent ROS production, stimulates emergency granulopoiesis by (72-74)
G-CSF secretion
Shigella flexneri Recruitment, phagocytosis, scavenging of bacteria prior to neutrophil control (54, 79, 80)
Fungi Apergills fumigatus Recruitment, phagocytosis, production of TNFa for neutrophil recruitment, lateral transfer of Aspergillus from necroptotic to naive (83, 84, 86, 87)
macrophages
Candida albicans Recruitment, phagocytosis, restriction of spore germination, rare fungal kiling (88, 89, 91)
Cryptococcus neoformans  Recruitment, phagocytosis, expulsion of Cryptococcus by vomocytosis (65, 93)
Mucor circelloides Recruitment, phagocytosis, accumulation around viable spores in granuloma-like structures (56)
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Reference Type of sample  Experimental design Peptide Proteins  Main findings/pathways affected by
labeling affected by - mycobacterial infection
infection
(A) Mass spectrometry (MS) data of total cellular host proteins
Shuetal (2)  Cellarexiact  J774Al treated by Mycobacterium TRAQ/SILAC 166 Immune response, oxdation and reduction, signal
tuberculosis (Mtb) ipid extract transduction, vesicle transport, metabolsm, etc.
Vuetal. 22) Lung tissue Mibinfected patient tissue, negative for ~ Labolee 6 Mtb Identfication of novel Mtb antigens from grantioma
HIV and HBV peptides  lesions, antigen-specifc IFN-y secretion, and
functional CTL responses
Kaewseekhao  Celular extract/  THP-1infected by Mib HG7RV(MOI 1;  Label-free 283 Cell cycle, antimicrobial and infammatory
etal. (20) supernatant 1-6 days) responses, DNA repication, efc.
Lietal. (24) Celluar extract  THP-1 infected by Mib HO7TRWHGTRa o TMT 2% Apoptoss, blood coagulation, and oxidative
beads (MOI 35; 12 ) phosphoryation
Lietal. 25) Collular extract  THP-1 infected by BCG/Mycobacterium  TTRAQ 61 Phagosome maturation and TNF signaing
‘bovis/Mtb HI7Rv (MOI 10; 24 )
(B) S data of cell organelle proteins.
Wangetal. (26)  Cyloplasmand  RAW264.7 infected by Mycobacterium  AACT/SILAC 1,429 Tol-ike receptor 2-inflammatory responses, major
nucleus ‘marinum (MOI 10; 4 h) histocompatibilty complex-| processing and
presentation, and transcriptional factors
Saqubetal.(27) Endoplsmic  THP-1infected by Mib H37RvH7TRa  SILAC 133 Cytosolic Ca* levels, apoptosis, and cholesterol
reticuium (MOI 10: 121) homeostasis.
Dazetal. (26)  Exosome THP-1 infected by MIb HO7Rv (MOI5;  Biotinylated 41 Analysis of the exosome content
24h)
Kumr etal. (29)  Secretome THP-1 infected by Mib HS7RVHOTRa/  TTRAQ wa Analysis of the secretome
BND433/JAL2287 (MO 10; 6-26 h)
Kuoetal.(30)  Celandplasma THP-1 derived DCs treated by heat-kiled Deuterium 115 Aminopeptidase N (ANPEP, CD13)
membrane Mitb powder (10 pg/mi; 3 days)
Longetal (31)  Plasma THP-1 infected by BCG (MOI5: 4 h) SILAC 559 Immune interactions and lipid metabolism
membrane
(C) S data of MCVs and phagosomes
Reoetal.(3?)  Phagosome  BMAAGinfected by Mib HO7RWHG7Rv  Labelfres 322 Phagosome maturation and role of the ERin
ATbPA/BOG (MOI5; 18 1) phagosome biogenesis
Leeetal. (35  Phagosome  THP-1inected by BCGorbeads (MOl SYPRORuby 447 Membrane rafficking and signa transduction
80;3 -5 days)
Shuieta.(39)  Phagosome  RAW264.7 incubated with beads coated  TRAQ 42 Vesicle trafficking, phagosome maturation, and
with Man AM/PILAM/LPS autophagosome
Lietal. (35) Phagosome  BMDM and BMDG infected by Mtb abelree 41 Phagosome maturation and antigen presentation
H37RY (MOI 5 18 h)
Herweg etal. (36) Phagosome  RAW264.7 incubated with Mtb or Labelfee 835 Mitochondria, cytoskeleton, plasma membrane, ER,

trehalose-dimycolate-coated beads for
30min

endosome, and Golgi-associated proteins
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Subset Phenotype Reference
Mouse Human
(spleen) (blood or ascites)

oDC1 MHCHI* CD11c" HLA-DR* CD11c* (4,7,100-103)
Clec9* XCR1*CD8*  Clecd* XCR1* D141+
CD4-CD24CDB4~  CD14- CD16-

cDC2 MHC-P CD11c” HLA-DR* CD11c* 72,102,
CD11b* SRPw CD8-  CD11b* CD1ar CD1c* 103)
CD4* CDB4- CD14-CD16~

pDC CD11c™ SiglecH* HLA-DR* CD123" @ 11,102,
B220* CD303 CD11c- Axl- 104, 105)

cp2-

Mo-DC  MHC-I CD11ct HLA-DR* CD11c* (53,63, 102,
CCR2* CDB4* CD1a* CD1c-CD141- 103,106, 107)

Mo-Mac ~ CDB4* F4/80* HLA-DR: CD16* (53,63, 103,
MERTK* 106, 107)
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Reference  Model Organ PDC  TotalCD11c* cells  Monocytesand ~ cDCi-ike ~ cDC2-like DN
derivatives
89 [er Spleen, peritoneum 2 ~ ? ? ? ?
(©) [erd Lymph nodes ? ~ ? ? ? 2
(84) (o1 Spleen ? ~ ? ? ? ?
(©3) [eTd Lung ? ~ ? ? ? ?
(88) [eTd Lung ~ ? 2 ? N ?
(86) [erd Spleen, lung ? ~ 9 ? ? 7
(©4) CLP Spleen ? ~ ? ~ A x
©1) o Spleen, bone marrow 2 ~ ? ~ ~ x
(89) [erd Spleen ? ~ 2 ~ N V]
©5) [eTd Spleen 2 ~ ? ~ ~ x
LPS injection ? ~ ? x ~ P
P3CSK4 injection ? ~ ? V] ~ y
(96) Escherichia coli infection Spleen ? ~ 2 ~ ~ ~
LPS injection ? ~ ? N ~ N
©7) Yersinia enterocolitica infection ~ Spleen ? ] ’ ? ? 2
(8) LPS injection Spleen ? ? ? ~ x 2
(©9) LPS injection Spleen ? % p ~ ~ 7.

Down or up arrows mean that the cell number is decreased or increased compared to controls, respectively. The cross means that the cell number is not significantly changed
compared to controls. Cell numbers described here were measured within 24 h after injection for endotoxemia models or within a week after infection or surgery for CLP and

systemic infection models. cDC1-like cells correspond to CD8* or CD11b- DCs. cDC2-lke cells correspond to CD11b* or CD4+ DC. GLP, cecal ligation and puncture;
pDC, plasmacytoid dendritic cells; cDC, conventionnal DC; DN, double negative DC for CD4 and CD8 markers; LPS, lipopolysaccharides.
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Rank miRNA

hsa-miR-620c-3p

1
2 hsa-miR-5200.
3 hsa-miR-520e
4 hsa-miR-520d-3p
5 hsa-miR-302c-3p
6 hsa-miR-302a-3p
7 hsa-miR-520a-3p
8 hsa-miR-373-3p
9 hsa-miR-5260-3p
10 hsa-miR-372
11 hsa-miR-3020-3p
12 hsa-miR-302d-3p
13 hsa-miR-302e
14 hsa-miR-93-5p
15 hsa-miR-586
16 hsa-miR-519d
17 hsa-miR-17-5p
18 hsa-miR-5787
19 hsa-miR-378g
20 hsa-miR-200-5p
21 hsa-miR-106a-5p
2 hsa-miR-4674
23 hsa-miR-20a-5p
24 hsa-miR-106b-5p
25 hsa-miR-612
2 hsa-miR-4505
27 hsa-miR-651
28 hsa-miR-620f
29 hsa-miR-3619-5p
30 hsa-miR-939-3p

Based on the miRmap algorithm.
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Biomarkers ~Signature Functions Expressed  Able to Reference
by
FPR1 Formyl peptide receptor 1 Pro-inflammatory, antimicrobial defense Professional Jacobsen
phagocytes etal. (52)
Combination ~ CD64 Monocytes  Discriminate
of CD64, LTF, - Fc gamma receptor la Induce phagocytosis, respiratory burst and antibody- active TB, latent
and RaB33a dependent cell-mediated cytotoxicity in monocytes, B infection, and
macrophages, and granuiocytes healthy status
LTF
Lactoferrin is a transport Modulates the host response by competing with the microbes
molecule with high affinity for iron _ for iron
Rab33a
Member of Ras-associated small  Regulates intracellular trafficking
GTPase family
mCD14 Membrane bound CD14 Pattern recognition receptor for Mycobacterium tuberculosis  Monocytes  Biomarker for active  Druszczynska
receptor receptor—55 kD glycoprotein  components such as LAM and lipoproteins ™ etal. (53)
HMBG1 High mobility group box 1 protein ~ Pro-inflammatory cytokine, serves as DAMP to alert the innate  Monocytes  Biomarker for active  Zeng
also known as Amphoterin immune system by recruiting inflammatory cells during disease ™ etal. (54)
‘condition, acts as an immune adjuvant to trigger the response
of T cels, dendritic cells, and endothelial cels
L26 Member of interleukin-10 Inhibitory effect on anti-mycobacterial actity Monocytes  Susceptible gene  Guerra-Laso
cytokine family for T8 etal. (55)
CD163 Monocyte/macrophage specific  Scavenger receptor Monocytes  Biomarker for T8 Lastrucci
giycoprotein disease progression et al. (27)

and monitor
treatment efficacy
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TARLE 1 | Contiued

PRRs (structure)  Adapters  PAMPs/activators ~ Species Cell types Location
(structure)
NLR NOD-1/NLRCY RICK £-0AP Bacteria DCs, macrophages, and epithelil cells Endosome
(CARD-NBD-LRR)  (CARD),
CARDY
(cARD)
NOD-2/NLAG2 RICK, moP Bacteria DCs, macrophages, and epithelil cells Endosome
(CARDX2-NBD-LRR) CARDY
NALPU/NLAPS ASC(PYD-  MOP Bacteria DCs, macrophages, epithelal cels, and T cels Cytoplasm
(PYD-NBD-LRR)  CARD) RANA Bacteria and viuses
CARDINAL ~ ATP Bacteria
(PYD-FIND) Host
Toxins Bacteria
Uric acid, CPPD,  Host
amyloid-
NALPUNLRPY AsC Anthrax lethal toxin  Bacteria Bone marrow blast cells, epithelal cells, Langerhans cels,  Cytoplasm
(CARD-FIND-NBD- and neurons
LRR-PYD)
IPAF/NLACA Flagelin Bacteria Hematopoietc cels, macrophages, and epithelial cells  Cytoplasm
(CARD-NBD-LRR)
NAPS Flagefin Bacteria Hematopoietc cells, macrophages, and epithelial cels  Cytoplasm
(BIRX3-NBD-LRR)
CLR Dectin-1 lectin-TAM) f-Glucan Fung, bacteria DCs, macrophages, monocytes, neutrophils, B cells, and  Cell surface
NK cels
Mincle (Clecde) MTAM-bearing  TDB and TOM Mycobacteria and fungi - DCs, macrophages, B cels, and neutrophis Cell surface
adaptor
FoRy

Distnct signaling cascades are riggered through PRRS again! pathogen-associaled mojetes.
The PAMPS expressed on array of pathogens are recognized by the PRRS presant on the celss of immune system. The PRRS are located either intracellary or on the surtace of
the cels.

TLR, tol-ike receptor; CLR, C-type lectn receptor; NLR, NOD-Ike receptor; NOD, nucieotide-binding okgomenization domein; RLR, FIG-ike receptor; FIG-1, retinoic acks-

ncucible gene 1; LR, eucine-rich rapeat receptor; TI, toterleuin-1 (L.-1) receptor; MDAS, melanoma diferentatin-associated protein 5; LGP2, laboratory of genetics

and physiology 2: NLC. nucear oligomenization comain proteins sublamiy C: NLRP: NLR famiy pyrin domain; NED, nucleotioe-binding domeins; PYD, pyrin domain; FIND,
function to ind domein; IPAF;IL-1{-converting enzyme protease-activating factor: NAIPS, neuronel apoptos:s inhititory protei 5 BIR, baculovus inhiito of 8poptos:s protein
repeat; ITAM, immunoreceptor tyrosine-based actiation mot; Mincle, macrophage-incucile C-type lectn ecspor; Cecde, C-type lectin domain family 4 member & TIRAP.
TIR-domai-Containing adaptor protein; MyD8, myeloid diflerentiation primary response 88; TRIF, TIR-domain-Containing adapter-nducing iterferon-f; TRAM, TRIF-related
adapter molecule; TAK-1, TGF-{-actiated kinase 1; IPS-1, interferon promoter stimulator1; RICK, RIP-ike interacting CLAR kinase: CARD, caspass recnitment domain; ASC,
apoposis-associated speck-Ike protein containing a CARD; TUCAN, tumor-upregulated CARD-Containing antagonist of caspase-nine; CARDINAL, CARDS, DACAR, NDPP1, and
TUGAN: TDB, trahalosa-6,6-dboshenate; TDW, trehalose-6,6'-cimycolate; CPPD, calcium pyrophosphate dihycirate crystas; LTA, ipoteichoi acid; PGN, peptdoglycan; tGPEmuc,
iypomastigote gyoosylphosphatisyinositol mucins; HA protein, hemagglutini protein; LPS, lpopolysaccharides; E-DAP, o-ghtamy-meso-claminopimelc acia; MDP, muramy
deptide; RSV, respiratory syncyta vius; MMTV. mouse mammeary tumor vius; Mac, myeloid Gencritc cels: cOC, conventional denditc cels; PAMP pathogen-assodited
molecular pattem: PRR, pattem recognition receptor: ATP. adenosine-5'-trighosohate: DC, dendritic call.
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PRRS (structure)  Adapters  PAMPs/activators Species Celltypes. Location

(structure)
TRI-TA2 MDS8  Tracylipopeptides  Bacteria Granuocytes, macrophages, mOCs, monocytes, and Gl surface
(RRTIR) {TIR-DD) and Bools
TIRAP (TIR)
TLR2-TRE MyDBBand  Dacyllpopeptides  Mycoplasma Granulocytes, macrophages, mDCs, monocytes, and  Cell surace
(RRTIR) TIRAP ua Bactera Boots
2Zymosan Fungus
TLR2(ARTR)  MyDBBand  PGN Bactera Granuocytes, macrophages, mDCs, monocytes, mast Gl surface
TRAP Lipoarabinomannan  Mycobacteria cels, and neutrophis
Porins Bacteria (Neisseria)
1GPLmucn Parasites
(Typanosoma)
HA protein Vinuses (Measies vius)
TIRIWARTI)  TRF(TR)  dsANA Viuses 'DCs, macrophages, NK cels, and B cols Endosome
TIR4WARTR) MO, LPS Bacteria DCs. macrophages, 8 cels, monocytes, neutrophis, el surtace
TIRAR TR, Envelope proteins  Viuses (RSV, MMTV)  granulocytes, and reguiatory T cells
TRAM (TIR)
TIRSWARTI)  MDBS  Flagelin Bacteria Monocytes, DCs, mast cels, epthekal cels, mast cells, and Cell surtace
reguiatory T cells
TIRTWARTIR)  MDBS  ssANA ANA viuses 8 cals, DCs, macrophages, monocytes, and reguiatory  Endosome
Toels
WLABLARTR) MBS ssANA FNA viuses. ‘Monocytes, DCs, mast cels, epithekal cels, mast cells, and Endosome.
reguiatory T cells
TIRGWARTR)  MDEB  CPGONA Bactora 'DCs. macrophages, B cells, monocytes, and neutrophils  Endosome.
ONA DONAviuses
Malara hemozoin __ Parastes
TR0 Unknown_ Unknown Unknown B cells, monocytes, neutrophis, and pOCs el surace
MILA-1(RATIR)  MyDBS  Notdetermined  Bacteria ropathogenic. Monocytes, macrophages, and epiheta cels Endosome
bactera)
Profin-lke molecule  Parasies (Toxopiasma
gond)
TR12 MD88  Profiin-ike molecule  Parasites (Toxoplasma  DOs, macrophages, and neurons Unknown
)
TR18 MBS, Bacterial 205 Vi, bacteria Monocytes, macrophages, and DOs Endosome
K rbosomal ANA
(RNA)
G st FNA(5-PPPSSANA,  Viuses €DCs, macrophages, and floroblasts Endosome
(CARDx2-heicase)  (CARD)  short dsANA)
MDAS Ps-1 FANA(poly (G, long  Viuses €DCs. macrophages, and florobasts Endosome
(CARD2-helicase) dSRNA)

LGP2 (helicase) ANA Viruses DCs, macrophages, and fibroblasts. Endosome
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Host cytokine Clinics
TFN-a

Non-EPTB
EPTB
CTRL

AUC (95% CI)

0.81(0.66-0.95)
0.81(0.65-0.98)
0.87 (0.75-0.99)

p-value

0.002
0.0046
0.0002

Sensitivity % (95% Cl) Spe:

51(31-71)
66 (34-90)
60 (40-78)

ity % (95% Cl)

91 (61-99)
93 (69-99)
91 (61-99)
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Gender*: n (%)
Female
Male
Aget : Mean (SD)
Sputum and blood harvested
Specimen harvested: n (%)
Pleural fluid
Lymph nodes
Ascitic flid
Cerebrospinal fluid
Pus
Miliary

EPTB
N=16

10(35.71)

18 (64.29)

32(12.18)
Sputum/blood

1(6.25)
3(18.75)
1(6.25)
743.75)
1(6.25)
3(18.75)

Non-EPTB
N=28

10(35.71)
18 (64.29)
35(15.92)

Sputum/blood

5(17.86)
2(7.14)
10(36.71)
11(39.26)

4(80.77)
9(69,23)
30(7.76)
Sputum/blood

CTRL
N=29

15(51.72)

14 (48.28)

32 (10.62)
blood

*A chi-square test to determine whether the gender distribution was equal in the clinical groups was not statistically significant y2(4, N = 86) = 2.23, p-value < 0.527.
#A one-way ANOVA with multiple comparisons adjusted by the Tukey post-test performed to assess the age diferences amongst the clinical groups was not statistically

significant (p = 0.62).
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Host cytokine
VEGF
Non-EPTB
PTB
CTRL

TABLE 3 | Area-under-the-curve of TFN-a as to distinguish confirmed PTB from the other clinical groups.

Host cytokine

TFN-a
Non-EPTB
EPTB
CTRL

AUC (95% CI) p-value
0.79 (0.65-0.92) 0.0015
0.73 (0.53-0.92) 0.0353
089 (0.80-0.99) <0.0001

AUC (95% CI) p-value
081 (0.66-0.95) 0.002

081(0.65-0.98) 0.0046
0.87 (0.75-0.99) 00002

Sensitivity % (95% Cl)

57 (37-75)
61(31-86)
82 (64-94)

Sensitivity % (95% Cl)

51(31-71)
66 (34-90)
60 (40-78)

Specificity % (95% Cl)

93 (69-99)
93 (69-99)
93 (69-99)

Specificity % (95% Cl)

91 (61-99)
93 (69-99)
91 (61-99)
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Mouse strain/Mtb  Type | IFN perturbation  Mycobacteria Type | IFN Bacterial burden Pathology Reference
susceptible (S) or response
resistant (R)
C578L6 (R) nar1-+- HaTRY Reduced IFN-in  Comparable to WT on days 18and 25pi.  n.d. No mortalty in WT and ffnar~ 4
lung homogenate (day 70p.)
and 25 days pi
a1+~ B1B02171  nd. ‘Comparable to WT on days 24 and 27 p..  ComparabletoWT at  No mortalty in WT and fnar - 73
day 27 pi. (day 50p.)
a1~ Erdman nd. ‘Comparable to WT on days 1. w and 2‘ nd. @)
. n the ngs. Reduced bacteri
Itnart-- Mycobacterium n.d. ltnar ©5)
atiicanum 292 pi. in fnar1~- mice Mnart-- comparedto  p.L., small number of WT mice
GMO41182 WT mice succumbed >200 i
Poly-ICLC (in) twice weekly HA7Rv. (0) Poly-ICLC (a) and (b) increased bacterial burdenin (@) and (b)increased  (b) reduced survival @)
for 28 days, starting (a) 1 day increased b and  lungs. Was prevented in fnar-"~ mice lung pathology
(o) 4 months post mls\:ﬁm fna expression i
lungs of W mice;
equivalent
between poly-ICLC
‘and poly-ICLC+MtD
nt in vius  HG7Rv nd. Sightly elevated lung bacterial burden (@) (@) increased lung (@) impaired survival of mice ©6)
(a) 28 days before or o) 1 >160 days
and 14 days 2 different IVA {2 No it on ung Mib ongays POt Mibinfecton
sublypes) after Mtb infection
B602/F, (R) Purified mouse FNa/p HNB78 nd. Higher bacteral burden inlungs at day 28 n.d. IFNa/p acministration significanty  (69)
(5 days/weeks for 4 weeks) for HNG78 + IFNa/j compared 1o HNB78 impaired survival
post nfection only mice
Anti wwp wws p. HNB78 Lung IFN-a mANA  Equal bacterial burden in lungs nd. Enhanced suvival of anti-FNwp (90
hiord atd28 pi. sightly reated mice
mmng 24hpriorto M(bi ted for ant-
1PN treated mice
129(9) a1+~ HaTRY nd. ©1)
Hnar1~~ mice 21 days p.. a1~ mice n nar?~~ 40 days p..,all fnar1 - mice
mice 21 days pi. survived (d70)
a1+~ HN878 nd. nd. nd. ) survival for ar- (0)
CoC1551 infected with HNB78; inar~~
significantly longer with

cuc1 55| infection compared
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TABLE 1 Continued

Mouse strain/Mtb  Type | IFN perturbation  Mycobacteria Type | IFN Bacterial burden Pathology Survival Reference
susceptible (S) or response
resistant (R)
Inar1-- H37Rv nd. Reduced bacterial burden in lungs Increased lung Equivalent survival ©3)
HNB78 of linar1-"~ mice compared to WT mice  pathology in of lfnar1~~ (129 background)
Csu123 (>25 days p.i) for all Mt strains WT mice infected with  and C57BL/6 WT mice during
CDC1551 HNB78 comparedto  infection with HN878, CDC1551,
Erdman-KO1 H37Rv, CDC1851 or  and Erdman-KO1
Erdman-KO1
C57BUG/129(5)  Imart- Erdman nd. Slightly increased lung bacterial burden at  n.d. nd. (101)
10, 20, and 40 days .. compared to WT
Gomparable bacterial burden at 80 days
pi.
-1~ on inar1=- Ha7Rv nd. nd. nd. I-1r/ifnart- partally rescued ©2)
C57BL6 (5) sunvival of highly susceptible
111~ mice but stil impaired
compared to WT and ffnar1~~;
no difierence between WT and
Inar1-- until day 80 p.i
Iingr1-- on Inart=~ Ha7Rv Sightly elevated  Comparable bacterial burdeninlung and ~ Severe pathology i~ Ifgr/ifnart=" succumbed ©4)
C57BL6 (5) IFN-p protein in lung  MLN in fingr/lfnar1-- and fingr~; both  ingr~ even more approx. 7 days earlier than
homogenate of imgr/ ~higher than WT and ffnar1-'- 25 days p.i,  exacerbated in Ingr-
Inar1-~ compared  no difference between WT and iinar1~~  lingr/ifnar1-"~, both
tolingr- mice higher than WT
25 days pi.
Inart- BTB02-171  nd. Lung bacterial burden in fingr/lfnar1- mice  Severe pathologyin  lfngr/linar-'- succumbed (73)

increased compared to lingr-'~; both higher
than WT and lfnar1~~ 24 and 27 days p.i.,

no difference between WT and fnar1-~

lingr~ even more
exacerbated in
Iingr/ifnar1-'- both
higher than WT and
linar1~

approx. 3 days earlier than
Iingr-"; no mortality in WT and
Inar1-~ (until day 50 p.i)

Iinar1, interferon alpha receptor 1; lingr, interferon gamma receptor; Il-1; interleukin 1 receptor; WT, wild-type; Mtb, M. tuberculosis; IFN, interferon; p.i, postinfection; i.n., intranasal; n.dL., not determined; Poly-ICLC, polyinosinic-

polycytidilic acid and poly-L-lysine double stranded RNA.
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Patients 1 Treatment Outcome Reference
MDR-TB, XDR-TB
Non-tuberculous.
‘mycobacteria
5 patents wihackanced  XOR-TB = cinical ent (10
o cavtary cisease, infctions weeklyfor 12 woeks in combination wih  cultures
extensie chug resistance, a0t T8 chemotherapy
chvoric treatment fare ivo
2/5 not responsive
7 patients non-responswe o MDR-TB = o
e chemotherapy
aer 6 monihs chemotherapy
20 patients, dug-sensitve T8 - 1 (112)
pumonary T8
times weeky for 2 months. in FN-u reated group
11 patents, pumonary MORTB - 13)
T8, isoriazid, and rfampin FN-a hree t
resstance weeky for 8 woeks
48 years o male; previous T8 Diabetes meltus ndraddogeal  (114)
treatment faure
4years
4 patents wih disseminated  Patient A: Complete or (109)
disease; patlents A-Chad  avium complex (MAC), partal FNGR1  for Smonis ater 1 year
early chidnood mycobacteria . signaing
disease onset ortutum cios
Patient A: 22 years old female  Patent B: MAC, Pation B: B-cell
terium abscessus  hymphoma then pegylated IFN-« o mycobacteria
Patient B 19 years o mals  Patient C: Mycobacterium
BOG, MDR M. bovis FN-a2b subcutaneousy thvee imes weeky;alin  decreased
Patient C: 7 years old male  Patient D: M. fortuitu, Lt
vith Bacius Caimette-Guérin  MAC
(BCG) immunization at birh
12 months oid female: MAC Complete IFNGAT (102)
disseminated discase deficency and
complete loss
of functional
response 0
xogenous FN-y
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