

[image: image]




FRONTIERS COPYRIGHT STATEMENT

© Copyright 2007-2013 Frontiers Media SA. All rights reserved.

All content included on this site, such as text, graphics, logos, button icons, images, video/audio clips, downloads, data compilations and software, is the property of or is licensed to Frontiers Media SA (“Frontiers”) or its licensees and/or subcontractors. The copyright in the text of individual articles is the property of their respective authors, subject to a license granted to Frontiers.

The compilation of articles constituting this e-book, as well as all content on this site is the exclusive property of Frontiers. Images and graphics not forming part of user-contributed materials may not be downloaded or copied without permission.

Articles and other user-contributed materials may be downloaded and reproduced subject to any copyright or other notices. No financial payment or reward may be given for any such reproduction except to the author(s) of the article concerned.

As author or other contributor you grant permission to others to reproduce your articles, including any graphics and third-party materials supplied by you, in accordance with the Conditions for Website Use and subject to any copyright notices which you include in connection with your articles and materials.

All copyright, and all rights therein, are protected by national and international copyright laws.

The above represents a summary only. For the full conditions see the Conditions for Authors and the Conditions for Website Use.

Cover image provided by Ibbl sarl, Lausanne CH



ISSN 1664-8714
ISBN 978-2-88919-120-8
DOI 10.3389/978-2-88919-120-8

ABOUT FRONTIERS

Frontiers is more than just an open-access publisher of scholarly articles: it is a pioneering approach to the world of academia, radically improving the way scholarly research is managed. The grand vision of Frontiers is a world where all people have an equal opportunity to seek, share and generate knowledge. Frontiers provides immediate and permanent online open access to all its publications, but this alone is not enough to realize our grand goals.

FRONTIERS JOURNAL SERIES

The Frontiers Journal Series is a multi-tier and interdisciplinary set of open-access, online journals, promising a paradigm shift from the current review, selection and dissemination processes in academic publishing.

All Frontiers journals are driven by researchers for researchers; therefore, they constitute a service to the scholarly community. At the same time, the Frontiers Journal Series operates on a revolutionary invention, the tiered publishing system, initially addressing specific communities of scholars, and gradually climbing up to broader public understanding, thus serving the interests of the lay society, too.

DEDICATION TO QUALITY

Each Frontiers article is a landmark of the highest quality, thanks to genuinely collaborative interactions between authors and review editors, who include some of the world’s best academicians. Research must be certified by peers before entering a stream of knowledge that may eventually reach the public - and shape society; therefore, Frontiers only applies the most rigorous and unbiased reviews.

Frontiers revolutionizes research publishing by freely delivering the most outstanding research, evaluated with no bias from both the academic and social point of view.

By applying the most advanced information technologies, Frontiers is catapulting scholarly publishing into a new generation.

WHAT ARE FRONTIERS RESEARCH TOPICS?

Frontiers Research Topics are very popular trademarks of the Frontiers Journals Series: they are collections of at least ten articles, all centered on a particular subject. With their unique mix of varied contributions from Original Research to Review Articles, Frontiers Research Topics unify the most influential researchers, the latest key findings and historical advances in a hot research area!

Find out more on how to host your own Frontiers Research Topic or contribute to one as an author by contacting the Frontiers Editorial Office: researchtopics@frontiersin.org


Global Host Proteomic Responses to Virus Infection

Topic Editors:

Kevin Coombs, University of Manitoba, Canada

Ben Berkhout, University of Amsterdam, Netherlands

The field of virology has seen explosive growth in the past few decades. A large amount of effort has gone into successfully delineating virus evolution, genetic diversity, immunology, pathogenesis, structure, vaccine development, viral gene expression and genomic replication strategies. In addition, considerable recent work has been focusing on cellular responses to infection as well as how viruses may induce transformation and oncogenesis. Viruses are obligate intracellular parasites and thus absolutely dependent upon host cells. Not surprisingly, they often cause profound changes in cells, including apoptosis, death and signalling, to name a few perturbations. Thus, the molecular signals for how viruses induce pathophysiological alterations in their hosts have been of growing recent interest.

Cellular and organismal responses, such as those induced by virus infection, are invariably mediated by changes in gene and protein expression and modification. Thus, there has been keen interest in understanding how gene and protein expressions and modifications are quantitatively and qualitatively affected by such challenges. From a historical perspective, most early work that examined host protein responses to virus infection employed “biased” approaches, in which investigators targeted a limited number, or only one cellular molecule of interest. Completion of many organisms’ genome sequences has allowed the global “non-biased” simultaneous analysis of the entire repertoire of cellular mRNA species, the transcriptome, by gene micro-arrays. This has provided significant information about how cellular gene expressions are altered by virus-induced perturbations, but has not provided as much information about the encoded proteins. This results for several reasons, including, but not limited to the fact that gene expression levels cannot accurately predict protein expression levels, nor the types and extent of post-translational modifications, many genes encode multiple proteins through splice variants, and protein activity may be affected by a large number of conditions, including phosphorylation.

Recent technological and bioinformatic approaches make it now possible to begin to extend similar global analyses to probe the cellular proteome, the repertoire of the actual effector molecules. One general strategy has been to take advantage of improved separations technologies, as well as greatly improved mass spectrometry resolution, to quantitatively or comparatively measure hundreds or thousands of proteins. Proteins from multiple conditions (i.e., mock-infected and infected) may be differentially labelled by various techniques, such as 2D-DIGE, ICAT, iTRAQ, SILAC, with 18O during peptide preparation, and/or by various other methods, and then compared to measure comparative alterations in the levels of proteins induced by the virus infection. Such analyses have also been extended by using “label-free” methods for more efficient multiplexing applications, and/or by examining specific protein modifications. In addition, concerted efforts to raise antibodies against all cellular proteins have resulted in the development of “antibody arrays,” which are also generally used for quantitative or comparative assays. Finally, while assays, such as the above, are generally limited to delineating the absolute amount of specific proteins, newer technologies have been developed that allow the simultaneous probing of hundreds of proteins’ functions. Assays, such as “Activity Based Protein Profiling”, are designed to probe enzymatic activity, with current focus on broad-spectrum proteases and other enzymatic classes. This Research Topic will provide an overview of many of these methods, as well as numerous specific examples of each approach, and how they are used to better delineate the ways viruses affect cellular responses during infection.


Table of Contents

Quantitative Omics and its Application to Study Virus-Host Interactions—A New Frontier

Ben Berkhout and Kevin M. Coombs

Contribution of MS-Based Proteomics to the Understanding of Herpes Simplex Virus Type 1 Interaction with Host Cells

Enrique Santamaría, Virginia Sánchez-Quiles, Joaquín Fernández-Irigoyen and Fernando Corrales

Deciphering Novel Host-Herpesvirus Interactions by Virion Proteomics

Roger Lippé

Proteomic Analysis of HIV–T Cell Interaction: An Update

Gertjan Kramer, Perry D. Moerland, Rienk E. Jeeninga, Wytze J. Vlietstra, Jeffrey H. Ringrose, Carsten Byrman, Ben Berkhout and Dave Speijer

Activity Based Protein Profiling to Detect Serine Hydrolase Alterations in Virus Infected Cells

Md. Shahiduzzaman and Kevin M. Coombs

Toward System-Level Understanding of Baculovirus–Host Cell Interactions: From Molecular Fundamental Studies to Large-Scale Proteomics Approaches

Francisca Monteiro, Nuno Carinhas, Manuel J. T. Carrondo, Vicente Bernal and Paula M. Alves

Current Approaches on Viral Infection: Proteomics and Functional Validations

Jie Zheng, Boon Huan Tan, Richard Sugrue and Kai Tang

Non-Biased Enrichment Does Not Improve Quantitative Proteomic Delineation of Reovirus T3D-Infected HeLa Cell Protein Alterations

Jieyuan Jiang, Kolawole J. Opanubi and Kevin M. Coombs

Penetrating Insights?

Dave Speijer

Characterization of Staufen1 Ribonucleoproteins by Mass Spectrometry and Biochemical Analyses Reveal the Presence of Diverse Host Proteins Associated with Human Immunodeficiency Virus Type 1

Miroslav P. Milev, Mukunthan Ravichandran, Morgan F. Khan, David C. Schriemer and Andrew J. Mouland

Global Analysis of Viral Infection in an Archaeal Model System

Walid S. Maaty, Joseph D. Steffens, Joshua Heinemann, Alice C. Ortmann, Benjamin D. Reeves, Swapan K. Biswas, Edward A. Dratz, Paul A. Grieco, Mark J. Young and Brian Bothner








	 
	EDITORIAL
published: 05 March 2013
doi: 10.3389/fmicb.2013.00031
	[image: image1]





Quantitative omics and its application to study virus-host interactions—a new frontier

Ben Berkhout1 and Kevin M. Coombs2*

1Department of Medical Microbiology, Laboratory of Experimental Virology, University of Amsterdam, Amsterdam, Netherlands

2Department of Medical Microbiology, Manitoba Centre for Proteomics and Systems Biology, University of Manitoba, Winnipeg, MB, Canada

*Correspondence: kcoombs@cc.umanitoba.ca

Edited by:
 Akio Adachi, The University of Tokushima Graduate School, Japan

Reviewed by:
 Akio Adachi, The University of Tokushima Graduate School, Japan

Work during the past few decades has provided a good understanding of alterations that occur in viruses when they interact with host cells. This is generally possible because of the relative simplicity of virus systems, as compared to the more complex cellular systems. There has also been advancement made in delineating host genomic responses to virus infection because of the availability of gene arrays for diverse organisms. However, work that seeks to equally comprehend host responses to virus infection at the protein level (proteomics) has lagged behind because of technical challenges and the great complexity of the cellular proteome.

This series consists of six review articles, three original research papers and a single commentary that all focus on current research activities in the field of proteomics of virus-infected host cells, all designed to begin to fill these important gaps in our knowledge. The articles span quantitative proteomic analyses of host protein alterations induced upon virus infection of a range of host cells: archaeal, insect, and various animal systems. Several articles present results and reviews of new discovery-based functional assays to assess broad enzymatic groups within these experimental systems to complement the quantitative proteomics assays.

The review article by Enrique Santamaria and co-workers provides an overview of mass spectrometry (MS)-based proteomics and how this method has been useful for delineating some of the interactions between herpes simplex virus type 1 (HSV-1) and the host cells (Santamaria et al., 2012). HSV-1 has a unique and intimate relationship with its host, being capable of inducing either a lytic infection cycle or becoming dormant by establishment of the latent state, from which it can be reactivated at later times. As a relatively large and complex particle, HSV-1 virions would be expected to have myriad interactions with host cells. This article provides a broad overview of many of the strategies being used to elucidate proteomic profiling and interactome networks.

The review article by Lippé also presents work aimed at deciphering interactions between HSV and the host cells (Lippe, 2012). In particular, the focus is on specific host cell proteins that are packaged in virion particles and that may be important for viral replication. There is accumulating evidence that a variety of viruses package specific host cell proteins to modulate subsequent virus replication steps by interacting with components of the host cell or organism.

The review by Kramer and colleagues provides an update on another medically relevant human pathogen, the human immunodeficiency virus type 1 (HIV-1), with an emphasis on interactions between the virus and T cells (Kramer et al., 2012). A variety of current challenges and limitations in peptide and protein identification are highlighted, along with the description of new approaches to more rapidly identify potential targets with improved algorithms and by making use of label-free quantitative methodologies. Several authors within this volume highlight the need to couple these discovery-based methods with follow-up experimental validation, including the confirmation of biological relevance of positive hits via knockdown screens.

The review article by Shahiduzzaman and Coombs explores a relatively new area of proteomics and the application of activity-based protein profiling (ABPP) to study virus-host interactions (Shahiduzzaman and Coombs, 2012). ABPP has been used in several non-viral systems to identify and quantify the levels of different classes of enzymes. Thus, this approach offers a complementary set of analyses to those that examine the overall differential protein quantities. ABPP allows the assessment of relative functional activities of all enzymes within each of various broad classes.

The review by Monteiro and co-workers discusses some of the applications of proteomic analyses of baculoviruses (Monteiro et al., 2012). These viruses infect insects and have become a popular tool for the expression of eukaryotic proteins. Baculoviruses are amongst the more complex viral systems with large genomes. It is argued that the study of these viruses as well as the analysis of virus-host cell interactions is hampered by this complexity and the lack of genomic information on the host side. Nevertheless, advances are being made on several fronts to understand the complex interactions between this virus and the host.

Most of the original research and review articles presented above focus on individual virus-host model systems. The final review article by Zheng and colleagues provides a holistic overview of current approaches being undertaken to better define and functionally validate responses elicited within the host proteome by virus infection (Zheng et al., 2012). This includes a comprehensive overview of most of the quantitative approaches being undertaken and several of the functional validations being employed by the growing number of researchers in these areas.

In the first of three original research papers within this volume, Jiang and colleagues label HeLa cells with either normal isotopic amino acids or heavy forms of arginine and lysine in the SILAC approach (Jiang et al., 2012). They infect non-labeled cells with a mammalian reovirus and compare the identities of proteins detected either without enrichment or after non-selective enrichment with Proteominer™ beads. These authors quantitatively compared host protein alterations and identified several thousand of such modifications by comparing the two situations (± enrichment). The proteins and cellular pathways that were either up- or down-regulated were identified. The authors conclude that enrichment does not provide a deeper mining of the host proteome. An accompanying commentary by Speijer points out some of the inherent assumptions and potential limitations of such a study (Speijer, 2012).

The research article by Milev and co-workers describes characterization of Staufen 1, a host protein that binds double-stranded RNA and that is associated with HIV-derived ribonucleoprotein complexes (Milev et al., 2012). This study uses tandem affinity approaches to identify more than 200 host proteins that interact with this viral complex and defines alterations induced in the complex by Staufen 1. The role of many of the identified host proteins is subsequently validated and the intracellular distribution is also determined. This provides a much more comprehensive picture of these important molecules and their intracellular interactions, which may pave the way toward the development of new therapeutic approaches.

The final article by Maaty and colleagues provides a global analysis of host responses to virus infection in an archaeal system (Maaty et al., 2012). Major potential benefits of this “primitive” experimental system relate to its unique placement in evolution. This study employs a multi-faceted omics set of approaches to delineate the fate of host cell RNA and protein after virus infection, both with respect to quantitative aspects and enzymatic activities. This study greatly advances a previously underappreciated area. Perhaps more importantly, comparison of the protein and functional activities that are altered by archaeal viruses to the quantitative and functional perturbations induced by “higher” animal viruses may eventually provide the evolutionary framework for a better understanding of the virus-host interaction in terms of conserved and divergent host genes and proteins.

In summary, these articles present overviews and ongoing original research in one of the “frontier” areas of virology—a better understanding of the complexity of various host omic responses to virus infection, with some examples of proteomic and functional genomic approaches.
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Like other DNA viruses, herpes simplex virus type 1 (HSV-1) replicates and proliferates in host cells continuously modulating the host molecular environment. Following a sophisticated temporal expression pattern, HSV-1 encodes at least 89 multifunctional proteins that interplay with and modify the host cell proteome. During the last decade, advances in mass spectrometry applications coupled to the development of proteomic separation methods have allowed to partially monitor the impact of HSV-1 infection in human cells. In this review, we discuss the current use of different proteome fractionation strategies to define HSV-1 targets in two major application areas: (i) viral-protein interactomics to decipher viral-protein interactions in host cells and (ii) differential quantitative proteomics to analyze the virally induced changes in the cellular proteome. Moreover, we will also discuss the potential application of high-throughput proteomic approaches to study global proteome dynamics and also post-translational modifications in HSV-1-infected cells that will greatly improve our molecular knowledge of HSV-1 infection.

Keywords: HSV-1, fractionation, labeling, proteomics, mass spectrometry

INTRODUCTION

Herpes simplex virus type 1 (HSV-1) is a large, double stranded DNA virus with a genome of 152 kbp that replicates in the nucleus of the host cells and presents a unique genetic flexibility (Taylor et al., 2002). Its gene expression follows a temporal pattern including three stages: immediate early (IE), early (E), and late (L) genes (Clements et al., 1977). The process of infection begins when the virions bind heparin sulfate moieties present on host cell plasma membrane. Within the first 30 min of infection, the initial attachment triggers a cascade of molecular interactions involving multiple viral and host cell proteins and receptors, leading to penetration of the viral nucleocapsid and tegument proteins into the cytoplasm (Dohner et al., 2006). After penetration, viral capsids and associated tegument proteins interact with dynein and utilize the microtubule network to transit the cytosol to the nuclear envelope, where they dock with nuclear pores and release their genomes into the nucleus. The HSV-1 genome replication starts around 3–4 h post infection (hpi) reaching maximum efficiency between 8 and 16 hpi (Phelan and Barklie Clements, 1997).

A large amount of information is available about the cellular fate of viral proteins and their constitutive functions in infected cells (Taylor et al., 2002). However, little is known about host effectors involved in viral replication and their virally induced functions, a crucial issue to understand the molecular pathogenesis of HSV-1 in human cells. This biological information is critical to boost novel vaccines and treatments for the broad-spectrum of pathological disorders caused by HSV-1 infection (Al-Dujaili et al., 2011; Chisholm and Lopez, 2011;Rozenberg et al., 2011) and also to promote the development of conditionally replicating HSV-1 vectors expressing cellular genes as anticancer therapeutic agents (Argnani et al., 2011; Shen and Nemunaitis, 2006; Nguyen and Blaho, 2007). In spite of the different genomic approaches carried out to understand the molecular alterations induced by HSV-1 infection in different mammalian cells (Mossman et al., 2001; Higaki et al., 2002; Paludan et al., 2002; Taddeo et al., 2002; Ray and Enquist, 2004; Sun et al., 2004; Clement et al., 2008, 2009; Zeier et al., 2009), changes in mRNA abundance do not always correlate to changes at protein level (Tian et al., 2004). Proteomics, therefore, is expected to provide a more extensive and complementary description of the cellular mechanisms altered upon HSV-1 infection. In this review, we focus on various protein fractionation methods coupled to mass spectrometry (MS) previously used to decipher novel HSV-1 targets. The results discussed here anticipate the future impact of high-throughput proteomic applications in the field of HSV-1 biology.

HSV-1 PROTEIN INTERACTOME

In the last few years, LC–MS/MS analyses coupled to diverse purification steps has emerged as a powerful technique to elucidate viral proteins interactions with host proteome. In fact, some immediate-early viral-protein interactomes have been partially characterized (Figure 1). Using immunoprecipitation procedures coupled to MS and validation techniques, Fontaine-Rodriguez et al. (2004) identified eIF3 subunits p47 and p116, eIF4G, and poly A binding protein as cellular interactors of ICP27 viral protein in human epidermoid (Hep-2) cells, suggesting that ICP27 may interfere in viral or host mRNA translation. Using a similar approach, Taylor and Knipe (2004) analyzed the interaction partners of ICP8 in Hep-2 cells identifying over 50 cellular proteins (and also some viral proteins) that coimmunoprecipitate or localize with ICP8 in replication compartments. This potential interactome was involved in different molecular function such as transcription, replication and recombination, chromatin remodeling, and RNA splicing (Taylor and Knipe, 2004). More recently, Lester and Deluca (2011) have isolated the ICP4-containing complexes from HeLa-infected cells using tandem affinity purification (TAP-ICP4) and protein fractionation by 1D gel SDS-PAGE, identifying more than 40 cellular proteins present in theses complexes by LC–MS/MS from which 11 and 4 proteins were components of the transcription factor TFIID and the mediator complex respectively. In this case, proteomic data were functionally validated by immunofluorescence and chromatin immunoprecipitation experiments showing that TFIID and mediator are recruited to viral promoters as a function of ICP4 during infection (Lester and Deluca, 2011). On the other hand, more than 40 binary interactions have been detected between capsid, envelope, and tegument viral proteins using protein–protein interaction yeast two-hybrid system (Bernhard et al., 2005; Vittone et al., 2005; Lee et al., 2008). Different proteome composition of purified mature extracellular viruses has been also characterized by MS-based proteomics technology. The carefully developed workflow used by Loret et al. (2008) allowed the identification of 8 viral capsid proteins, 23 potential tegument proteins, and 13 viral glycoproteins. In this workflow, a multiple reaction monitoring (MRM) approach was used to detect specific viral glycoproteins in mature virion preparations. Interestingly, 49 different host proteins mainly involved in transport, cytoskeleton, and nucleotide binding were also accurately identified. Although it is necessary to functionally validate the presence of these host proteins in the extracellular virion structure, these data clearly demonstrate that HSV-1 tegumentation may be considered as a highly dynamic process.
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Figure 1. Current and future applications of mass spectrometry to HSV-1 infection. Schematic representation of how proteomic technologies have been used to detect and identify HSV-1 targets in protein interactome experiments and also in differential quantitative protein expression studies. Gray boxes refer to alternative unexplored approaches that can be used to obtain more detailed information about the composition of HSV-1 particle (structural virology) and to analyze large-scale proteome perturbations and signaling pathways in host cells upon HSV-1 infection (Global and site specific quantitative glyco- and phosphoproteomics). IP, immunoprecipitation; LC–MS/MS, liquid chromatography coupled to tandem mass spectrometry; TAP, tandem affinity purification; Y2H, yeast two-hybrid system; MRM, multiple reaction monitoring; MS, mass spectrometry; 2-DE, two-dimensional electrophoresis; 2D-DIGE, two-dimensional fluorescence difference gel electrophoresis; TMT, Tandem mass tag isobaric labeling; SILAC, stable isotope labeling with amino acids in cell culture.



PROTEOMIC PROFILING OF HSV-1-INFECTED CELLS

Comparative proteomic strategies have been also used in HSV-1 research to elucidate host proteome modifications during the early stages of HSV-1 infection (Figure 1). One of the most popular methods for protein separation is 2D-electrophoresis (2-DE). Based on two independent biochemical characteristics of proteins, it combines isoelectric focusing, which separates proteins according to their isoelectric point (pI), and SDS-PAGE, which separates them further according to their molecular mass (Westermeier and Gorg, 2011). Using 35S labeling and 2-DE, Greco et al. (2000) demonstrated that although a strong shutoff in protein synthesis is induced in HSV-1 infection, the synthesis of some acidic ribosomal proteins is sustained or even induced early in infection. On the other hand, Antrobus et al. identified more than 100 protein species differentially expressed between non-infected and infected Hep-2 cells at 6 hpi. They used conventional 2-DE for protein separation and MS for protein identification. The host proteins identified in this study participate in a plethora of biological process and some of them were validated by western-blot analysis also in human diploid fibroblast (HF) cells (Antrobus et al., 2009).

Advanced prefractionation strategies in combination with MS, have provided powerful means to enrich and analyze organelle-specific subproteomes, obtaining valuable information that greatly expand our knowledge of the molecular mechanisms altered during HSV-1 infection. With the aim of detecting non-ribosomal proteins associated to the ribosome that may contribute to the HSV-1-induced translational control, Greco et al. extracted basic proteins from the ribosomal fraction from mock-infected and HSV-1-HeLa-infected cells. Using 35S, 2-DE, N-terminal sequencing, and MS, viral proteins such as VP19C and VP26, and host poly(A) binding protein 1 were identified associated to ribosomes with different kinetics upon HSV-1 infection (Greco et al., 2001). More recently, we have used complementary protein and peptide labeling strategies to understand the dynamics of the human hepatoma cell proteome behavior upon HSV-1 infection. To increase the efficiency of proteomic analysis, Santamaría et al. fractionated mock-infected and HuH7-infected cells to obtain cytosolic and microsomal proteomes independently, at different early time points of HSV-1 infection. After validating the efficiency of the enrichment procedure, proteome dynamics was analyzed in both subcellular fractions by two-dimensional fluorescence difference gel electrophoresis (2D-DIGE). This approach is based on direct labeling of lysine groups on proteins with cyanine CyDye DIGE Fluor minimal dyes before isoelectric focusing, enabling the labeling of two to three samples with different dyes and electrophoresis of all the samples on the same 2D gel, minimizing spot pattern variability and the number of gels in an experiment (Tannu and Hemby, 2006). Using this approach, 16 unique deregulated host protein species mainly involved in apoptosis, signal transduction, and endoplasmic reticulum associated degradation pathway were identified in HuH7-infected cells by LC–MS/MS analyses (Santamaria et al., 2009). Interestingly, three of these proteins (FK506-binding protein 4, hnRNPK and eukaryotic translation initiation factor 3 subunit 2) were also deregulated early upon infection in Hep-2 cells (Antrobus et al., 2009). These coincident proteins suggest that cellular mechanisms involved in microtubule dynamics and mRNA processing are common in infected cells with different origin indicating the importance of these targets for HSV-1 infection. Santamaria et al., (2009) demonstrated the activation of mitochondrial apoptotic and different canonical signaling pathways identifying PP2A as a pivotal target that may mediate the transduction of cell death signals and promote cell survival pathway arrest in HuH7 cells. In the near future, it would be interesting to study the specific role of PP2A in different kind of cells infected with other HSV-1 strains to obtain robust conclusions. Moreover, deciphering the potential interactome of PP2A together with phosphoproteome-wide analysis of infected cells would increase our knowledge about the specific role of phosphorylation in HSV-1-infected cells.

Taking into account that HSV-1 replicates in the nucleus of the host cells, Sanchez-Quiles et al. (2011) have combined 2D-DIGE and tandem mass tag isobaric labeling (TMT) techniques to analyze nuclear proteome alterations in HuH7-infected cells. TMT is a liquid-based method that labels samples at the peptide level (Dayon et al., 2008). While DIGE separates only soluble proteins included in a pH range of 3–11 and a determined molecular weight, TMT can identify proteins outside these ranges. Moreover, DIGE is able to detect differential post-translationally modified proteins as well as different isoforms by resolving spots at different pI and molecular weight. However, these isoforms may not be distinguished with TMT approach, since labeling is completed at the peptide level and most peptide sequences are identical among a group of isoforms. In addition, proteins with extreme isoelectric points, large molecular weights, low solubility (hydrophobic proteins) and low copy numbers are poorly represented in 2D-DIGE experiments. The application of two different proteomic strategies was particularly useful in obtaining complementary information, identifying 62 differential components of the nuclear proteome of Huh7 hepatoma cells that may regulate host–virus interaction, cell cycle regulation, and RNA homeostasis upon infection (Sanchez-Quiles et al., 2011). In particular, Lamin A–C, also differentially expressed in Hep-2 infected cells (Antrobus et al., 2009), showed a complex differential isoform pattern upon HSV-1 infection, suggesting regulatory mechanisms based on post-translational modification events. Interestingly, 32 host proteins were enriched in infected nuclei. One of these early up-regulated proteins was protein quaking (QKI), involved in the regulation of mRNA stability, nuclear retention, and RNA transport (Galarneau and Richard, 2005). Using immunofluorescence assays, Sánchez-Quiles et al. have demonstrated that QKI-5 suffers a time-dependent redistribution in infected cells, shuttling from the nucleus to the cytosol upon HSV-1 infection. Interestingly, QKI depletion by knockdown strategy induces a clear delay in viral-protein synthesis, reducing the viral yield in infected cells (Sanchez-Quiles et al., 2011). Although the viral necessity of maintaining high expression levels of QKI during the infection should be demonstrated as a possible global mechanism of HSV-1 interference with host cells, these data suggest that QKI may be a potential target in the development of antiviral therapy.

All differential proteins provided by proteomic studies have undoubtedly extended our knowledge about HSV-1 infection at the molecular level. However, the protein repertoires reported are barely coincident. This variability is likely associated with specific biological properties of the samples analyzed (different cell lines, HSV-1 strains, and time point of infection used) and the heterogeneity of the analytical procedures used (fractionation methods to isolate specific organelles, and the use of gel-based or gel free proteomic workflows). Although differential proteomics has contributed to a better understanding about the specific proteome changes that occur early in infection, additional research is needed to elucidate whether these differentially expressed proteins are cellular targets used for HSV-1 to modulate the host proteome or are part of molecular events orchestrated by the cell to limit viral replication and propagation.

FUTURE DIRECTIONS

Although 2D-electrophoresis has been the technique of choice to monitor changes at protein level in HSV-1-infected cells, this approach presents some inherent disadvantages such as many protein spots are likely comprised of multiple proteins, poor spot resolution at higher pI values, and the difficulty in electrophoresing large and hydrophobic proteins in the first dimension separation. However, the rapid advances in high-resolution MS-based proteomics strategies may facilitate the global analysis of protein interacting partners of HSV-1 virion proteomes (Bailer and Haas, 2009), host protein components in HSV-1-infected secretome (Higa et al., 2008; Deng et al., 2010; Lietzen et al., 2011), and also the detection, identification, and quantitation of thousands of novel HSV-1 targets in host cells to finally obtain an integrative view of proteome modifications during the viral cycle. In the near future, alternative proteomics methods such as SILAC (Ong and Mann, 2006; Harsha et al., 2008) or stable isotope dimethyl labeling (Boersema et al., 2009) will lead to more comprehensive and time-dependent analysis of HSV-1-induced changes in host proteomes. Nowadays, these high-throughput approaches have been established and constantly optimized in order to improve our understanding of phosphorylation events. Large-scale proteomic studies based on SILAC in combination with strong cation exchange (SCX) and titanium dioxide (TiO2) for phosphopeptide enrichment (Macek et al., 2009) would greatly contribute to the study of phosphorylation dynamics in HSV-1-infected cells. Using this shotgun approach, unexpected novel phosphorylation sites could be discovered in HSV-1 proteome, increasing our biological knowledge about the activation/deactivation status of multiple host signaling pathways during the infection. Moreover, the combination of immunoaffinity chromatography and MS-based quantitative MS (Pan et al., 2011), will be a valuable approach to characterize the glycoproteome of HSV-1-infected cells and also to map the specific changes in glycosylation patterns of HSV-1 surface proteins during the viral cycle. Finally, the application of native and ion-mobility MS in the near future (Uetrecht et al., 2011) will provide useful information about viral-protein and protein-complex structure, conformation, stoichiometry of an assembly, binding affinities, and the topology of a viral-protein complex (Uetrecht and Heck 2011) increasing our knowledge on structural HSV-1 biology.
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Over the years, a vast array of information concerning the interactions of viruses with their hosts has been collected. However, recent advances in proteomics and other system biology techniques suggest these interactions are far more complex than anticipated. One particularly interesting and novel aspect is the analysis of cellular proteins incorporated into mature virions. Though sometimes considered purification contaminants in the past, their repeated detection by different laboratories suggests that a number of these proteins are bona fide viral components, some of which likely contribute to the viral life cycles. The present mini review focuses on cellular proteins detected in herpesviruses. It highlights the common cellular functions of these proteins, their potential implications for host–pathogen interactions, discusses technical limitations, the need for complementing methods and probes potential future research avenues.
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INTRODUCTION

Over the last decades, many host–pathogen interactions have been characterized using genetics, biochemical, and microscopy approaches. These discoveries relied on mutants, pharmacological reagents, immunoprecipitations, immunofluorescence, electron microscopy, cell fractionation, and Western blotting to name a few of the methods employed. These approaches provided much precious information but, given the typical focus of these approaches on individual molecules, likely only revealed a small portion of the proteins involved. Other methods such as high throughput two-hybrid and genetic screens, nucleic acid arrays, RNA interference, and proteomics are now proving essential tools to tackle the complexity of these interactions. The main advantages of mass spectrometry, for instance, are that it is a fast, sensitive and potentially a quantitative approach to identify putative novel players, particularly when coupled to efficient purification schemes. Already, proteomics revealed how viruses modulate the expression of host proteins (Rassmann et al., 2006; Sun et al., 2008; Tong et al., 2008; Antrobus et al., 2009; Pastorino et al., 2009; Thanthrige-Don et al., 2009; Zandi et al., 2009; Zhang et al., 2009, 2010; Coombs et al., 2010; Emmott et al., 2010; Lu et al., 2010, 2012; Munday et al., 2010; Bartel et al., 2011; Lietzen et al., 2011; Ramirez-Boo et al., 2011; Chou et al., 2012). A relatively new and interesting field is the characterization of host–pathogen interactions within mature purified virions. As reviewed on several occasions, several studies reported the presence of individual cellular proteins in viral particles (Bernhard et al., 2005; Maxwell and Frappier, 2007; Viswanathan and Fruh, 2007; Friedel and Haas, 2011; Zheng et al., 2011). This includes vaccinia virus (Krauss et al., 2002), influenza virus (Shaw et al., 2008), HIV (Gurer et al., 2002; Cantin et al., 2005; Ott, 2008), vesicular stomatitis virus (Moerdyk-Schauwecker et al., 2009), and several herpesviruses (see below). Though these cellular components have often been considered purification contaminants, the presence of similar proteins in both related and unrelated viruses suggests that some of them may be biologically relevant. The identification of virion-associated host proteins could thus lead to the discovery of novel therapeutic tools against viruses. The present review focuses on their identification and putative roles with respect to the proteomics of herpesviruses.

PROTEOMICS OF HERPESVIRIONS

Thus far, the protein composition of eight different herpesvirions has been studied by mass spectrometry. These studies include the alphaherpesvirinae herpes simplex virus type 1 (HSV-1) and pseudorabies virus (PRV; Loret et al., 2008; Kramer et al., 2011), the betaherpesvirinae human and murine cytomegaloviruses (HCMV and MCMV, respectively; Kattenhorn et al., 2004; Varnum et al., 2004) and the gammaherpesvirinae Kaposi sarcoma herpesvirus (KSHV), gamma herpesvirus 68 (γHV68), Epstein–Barr virus (EBV), and Alcelaphine (Bortz et al., 2003; Johannsen et al., 2004; Bechtel et al., 2005; Zhu et al., 2005; Dry et al., 2008). Interestingly, host proteins were detected in all herpesvirions analyzed so far, as summarized in Table 1. For instance, our laboratory previously reported the protein composition of mature extracellular HSV-1 viral particles and identified as many as 49 cellular proteins (Loret et al., 2008). Similarly, studies focusing on PRV and EBV reported up to 48 and 43 cellular proteins, respectively (Johannsen et al., 2004; Kramer et al., 2011). Meanwhile, Varnum et al. (2004) found as many as 70 different host proteins in extracellular HCMV virions. While fewer cellular proteins were reported for other viral particles, it is clear that herpesviruses can potentially incorporate many proteins from its host. Moreover, of the 173 different proteins detected in herpesvirions, nine protein groups are present in at least four distinct herpesvirions. This includes 14-3-3, actin, annexins, cofilin, translation factors, GAPDH, heat shock proteins, pyruvate kinase M2, and various Rab GTPases. These results indicate that, first of all, it is common for herpesviruses to incorporate cellular proteins into their viral particles and, secondly, that different viruses share similar host proteins. Most excitingly, it also suggests that these host proteins may play common roles throughout the herpesviral family. This defines an interesting and novel set of host–pathogen interactions taking place within the virus itself, rather than the cell.

Table 1. Proteomics studies of herpesviruses associated host proteins.
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It is tempting to speculate that some viruses might have a higher capacity to steal cellular proteins because of their size and symmetry. Herpesviruses are indeed large viruses containing a layer called the tegument between their capsids and envelopes that could accommodate non-viral proteins. Though some host proteins may randomly be incorporated into virions, others may rather be selected to insure the optimal replication of the viruses that carry them.

PUTATIVE FUNCTIONS OF HOST PROTEINS ASSOCIATED WITH HERPESVIRIONS

Bioinformatics databases such as the KEGG, Gene Ontology, or DAVID are useful tools to get an overview of the functional interplay of proteins (Ashburner et al., 2000; Huang Da et al., 2009; Kanehisa et al., 2010). As pointed out by Friedel and Haas (2011), complex statistical tools are available to quantitatively evaluate the implication of proteins in various processes but these are beyond the scope of the present review. Here an analysis of the proteins identified in herpesvirions was instead performed with the Ingenuity Pathways Analysis database (Ingenuity® Systems), which contains all the known physical and functional links among cellular proteins and defines their most significant functions. That analysis indicates that many of the cellular proteins found in herpesvirions normally modulate trafficking, cell proliferation, cell death, cell migration, cell metabolism, or the cytoskeleton (Figure 1, upper pie chart). Though subtle differences between family members are noticeable when looking at individual viruses, similar functions are found (Figure 1, other charts). Immune-related molecules are also important constituents for several viruses, including HSV-1, KSHV, γHV68, Alcelaphine, and MCMV. Altogether, this provides an overall picture whereby herpesviruses, not surprisingly, modulate all of the important aspects of the cell but where each virus might deploy its energies slightly differently. The main surprise is that so many cellular proteins are detected within assembled viral particles, which raises an important question as to their biological significance and mode of action.
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Figure 1. The proteins from Table 1 were analyzed with the Ingenuity database to define their putative functions in the context of an infection. To this end, the protein accession numbers (or GI numbers) were queried from the Ingenuity database. For the purpose of this figure, all known functions associated with these proteins were exported to Microsoft Excel and regrouped. In the top pie chart, the cellular proteins found in all the herpesvirions were analyzed collectively, while the other pie charts depict the host proteins incorporated into each virus. Since each protein can be associated with multiples functions in the database, the results of those analyses are expressed as relative values instead of raw numbers, which consequently exceeds the original number of proteins analyzed. The percentages therefore represent the number of proteins falling into a given category with the total of each pie chart being 100%. A graphical legend of the categories is provided at the bottom right corner of the figure.



IMPLICATIONS OF VIRION-ASSOCIATED HOST PROTEINS FOR HERPESVIRUSES

The overall picture that several important cellular functions might be modulated by the host proteins incorporated into viral particles is intriguing. This clever strategy is consistent with the parasitic nature of all viruses, including herpesviruses, which would presumably gain some replication advantage from stealing cellular modulators rather than coding for them in their own genomes. The most critical question is the benefit for the viruses to incorporate these cellular proteins in their assembled particles, particularly since these proteins also exist in the cells. While this is open to discussion, one possibility is that some of the incorporated cellular proteins may be remnants of the final capsid envelopment process. Alternatively, this may allow the prompt action of some of these proteins immediately upon viral entry. This could jumpstart the expression and/or duplication of the viral genome, as it is the case for the herpesviral VHS, VP16, ICP0, and ICP4 proteins that are present in virions (Lam et al., 1996; Everett, 2000; Halford and Schaffer, 2001; Ellison et al., 2005; Hancock et al., 2006; Loret et al., 2008; Sarma et al., 2008; Loret and Lippe, 2012). Other early potential sites of action are the process of viral entry itself, intracellular capsid transport, import of the viral genome through the nuclear pore or immune modulation, all common steps among herpesviruses. Whatever the case might be, the question remains as to why the cellular pool of these proteins would not suffice. Several options may be considered. First, it may be that the virions incorporate specific isoforms, splice variants or post-translationally modified proteins that could have properties or functions distinct than their cellular counterparts. Second, the incorporation of a host protein from one cell type might permit the infection of a different cell type that does not express such protein. For example, alpha herpesviruses initially infect mucosal cells and could acquire host proteins that are beneficial to infect dormant neuronal cells. Finally, the host proteins might be in complex with viral proteins and it is those complexes that are active to promote the infection. These possibilities are of course speculative at this point and need to be explored.

One aspect where the incorporation of host proteins in mature virions might be beneficial is molecules involved in intracellular trafficking. Work by numerous laboratories demonstrated that the transport machinery used to move cellular proteins is also employed by viruses (Simons and Warren, 1984; Lodish et al., 2000; Sollner, 2004; Greber and Way, 2006; Mercer et al., 2010). This is essential for their proteins and particles to reach their final destination, for example, the site of viral replication, assembly, and/or envelopment. Along with SNARES proteins, Rab and Arf GTPases are master regulators of molecular trafficking throughout the cell (Sollner and Rothman, 1996; Zerial and McBride, 2001; Mizuno-Yamasaki et al., 2012). So far, VAMP3, a SNARE, was identified in PRV virions (Kramer et al., 2011) but it may only be a matter of time until other SNARES are discovered in other members of the herpes family. This is relevant as another SNARE was reported to facilitate the envelopment of MCMV capsids (Cepeda and Fraile-Ramos, 2011). In contrast, a great number of Rab proteins have been identified in herpesvirions, particularly HSV-1 and PRV (Table 1). One stimulating option is that these proteins regulate the displacement of viral capsids in the cell, which could justify their incorporation in the viral particles. As Rab and Arf proteins collectively modulate several intracellular transport steps within the cell, it is anticipated they may be involved in various stages of the infection. For instance, Rab1, which is present in HSV-1 extracellular virions (Loret et al., 2008), and Rab43 were recently demonstrated to modulate the final envelopment of the virus (Zenner et al., 2011). Similarly, Rab6, found in HSV-1 and PRV (Loret et al., 2008; Kramer et al., 2011), is also necessary for the efficient assembly of the related HCMV (Indran and Britt, 2011). It will now be of interest to determine if the virion-associated pool of these GTPases actively participates in the viral life cycle. Interestingly, several Rab proteins have been implicated in autophagosome formation and maturation (Chua et al., 2011). While it is difficult to consider how virion-incorporated Rab proteins play a role at that stage, they might rather be incorporated into the virions as a consequence of their involvement in autophagosome formation and concomitant viral envelopment. Given the vast impact of Rab proteins on the cell, it will be a major challenge to decipher all their roles in the life cycle of herpesviruses, particularly for the pool present in mature virions.

Molecular trafficking is not only dependent on SNARES, Rab, and Arf proteins, it is also intimately linked to the cytoskeleton. It is thus not surprising that herpesviruses devote some of their resources toward regulating this central cellular machinery. For instance, herpesviruses significantly reorganize both cellular and nuclear actin as well as microtubules (Norrild et al., 1986; Avitabile et al., 1995; Sharma-Walia et al., 2004; Simpson-Holley et al., 2005; De Regge et al., 2006; Saksena et al., 2006). They also travel along microtubules during both entry and egress and interact with several cellular molecular motors (Sodeik et al., 1997; Smith et al., 2001; Dohner et al., 2002; Marozin et al., 2004; Lee et al., 2006; Wolfstein et al., 2006; Radtke et al., 2010) as well as cortical and nuclear actin filaments (Forest et al., 2005; Feierbach et al., 2006; Roberts and Baines, 2011). Furthermore, some members incorporate in their viral particles tubulin or actin-related components (Table 1; Wong and Chen, 1998; Grunewald et al., 2003). Actin has been reported to compensate the loss of various viral tegument proteins in PRV (del Rio et al., 2005; Michael et al., 2006) and may thus act as an abundant filling agent, so its significance in herpesviral particles remains enigmatic. Similarly, the relevance of intermediate filament components vimentin and keratins in some herpes virions (Table 1) is difficult to assess given these filaments are not as well characterized as other cytoskeletal elements. It may nevertheless be important for herpesviruses, particularly since they are not all associated with the common skin or hair contaminants often detected in mass spectrometry (Hertel, 2011).

Viruses tend to monopolize for their own purpose their host expression apparatus, including protein translation (Bushell and Sarnow, 2002). For example, the prototypic HSV-1 ICP27 viral protein regulates all aspect of mRNAs including transcription, splicing, nuclear export, and translation for the benefit of the virus (Rice and Knipe, 1988; Sekulovich et al., 1988; Sandri-Goldin and Mendoza, 1992; Smith et al., 1992; Hardwicke and Sandri-Goldin, 1994; Hardy and Sandri-Goldin, 1994; Brown et al., 1995; Soliman et al., 1997; Chen et al., 2002; Lindberg and Kreivi, 2002; Ellison et al., 2005; Larralde et al., 2006; Fontaine-Rodriguez and Knipe, 2008). As these cellular functions are highly regulated, the inclusion of DDX3X, a multifunctional RNA helicase that also regulates transcription, nuclear export, and translation that is used by several viruses (Schroder, 2010, 2011) may be relevant. Its incorporation into mature virions could thus accelerate viral gene expression in the early stages of the infection. Similarly, the presence of translation initiation or elongation factors in virions (Table 1) may also jumpstart gene expression in favor of the viruses.

Interestingly, HSV-1 does not require cells to be in the S-phase and even arrests the cell cycle at the G1/S transition step (Shadan et al., 1994; Song et al., 2000), which partly explains why it can grow in non-dividing neurons. While the precise mechanism of this arrest is unclear, it is known that the viral ICP0 protein and the VP16 cellular partner HCF modulate the cell cycle (Hobbs and DeLuca, 1999; Lomonte and Everett, 1999; Piluso et al., 2002). Moreover, ICP0 interacts with the host cyclin D3 (Kawaguchi et al., 1997). However, it was recently reported that stress, rather than the cell cycle per se, may be a critical feature (Bringhurst and Schaffer, 2006). Clearly, the interaction of herpesviruses with the cell proliferation apparatus is complex and likely involves several host and viral proteins. Identifying novel players that might be incorporated into mature virions may thus be very useful to clarify this process.

An interesting scenario is the possible regulation of apoptosis by host proteins loaded onto viral particles. Apoptosis is regulated both negatively and positively by several viruses (Teodoro and Branton, 1997; Goodkin et al., 2004), presumably to insure their survival at the early stages of the infection but their efficient release later on. Conceptually, the presence of anti-apoptotic proteins in herpes particles might thus provide a mean to quickly evade death upon entry, while the presence of pro-apoptotic proteins on newly assembled/enveloped viral particles may trigger or stimulate their extracellular release. Only further work will resolve this open question.

TECHNICAL LIMITATIONS

Several factors generally contribute to variation among proteomic studies. Hence, the preparation of the samples (e.g., in-gel trypsin digestion versus liquid digestion and chromatography) may lead to the detection of different populations of tryptic peptides. Moreover, the sensitivity of the mass spectrometers and the abundance of the proteins in the samples also impact peptide detection. The relative abundance of a peptide is itself influenced by the complexity of the samples, where some proteins may evade identification. Finally, each protein differs in its properties (ionization, resolution in SDS-PAGE gels), which will be reflected in their detection. This includes SNARES, which are transmembrane proteins resistant to SDS extraction (Yang et al., 1999; Kubista et al., 2004). It is thus likely that some of the proteins in Table 1 are present in more viral particles than reported and that additional proteins are indeed incorporated in herpesvirions. More specific aspects regarding herpesviruses includes the purification schemes employed to enrich the viral particles, which will directly influence the purity of the samples and hence the potential detection of contaminants. One important caveat is that some host proteins may simply stick to the large viral particles. Another one is common contaminants such as some hair/skin associated keratins or as mentioned above actin, which may simply fill the virions. However, even potential contaminants cannot simply be discarded since actin and even some keratins may indeed participate in viral life cycles. Moreover, the relative abundance of all the cellular proteins within the cell is unknown, so it is not possible to rule out potential contaminants on the sole basis of abundance. It is thus critical to orthogonally validate all proteomics hits.

Various tools are available to define the biological relevance of host proteins identified in viral particles, including Western blotting, immuno-electron microscopy or functional screens. One powerful method is RNA interference. However, given the dual presence of the host proteins within the viral particles and the cell itself, this becomes a challenging task. RNA interference also has its own caveats (false positives and negatives). Another common step is the expression of dominant positive or negative mutants. In all cases, one major difficulty is that the host proteins may be essential for the cells and their depletion may lead to cytotoxicity, thus proper controls are needed. In addition, the host proteins might be essential for the virus within the cells but only accessory within the virions. Consequently, depletion of a protein may have limited impact on the virus since complemented by the other pool of that protein in the virus or the cell. Small reduction or stimulation in viral yields may thus result. It such cases, it may be necessary to produce the virus on cells that lack these proteins to see if this makes a difference. One should also consider animal models since tissue culture based screens may miss important players, for instance modulators of the immune system or virulence factors. Clearly, multiple experimental strategies are needed to ultimately insure the biological significance of the host proteins found in viral particles.

CONCLUDING REMARKS AND FUTURE DIRECTIONS

The identification and functions of host proteins in viral particles is an important step toward the elucidation of novel host-pathogen interactions. In the case of herpesvirions, this is well under way with eight different family members analyzed so far. One main aspect is to sort biologically relevant cellular proteins from sticky contaminants. The orthogonal validation of the host proteins found in herpesvirions using biologically relevant assays is thus critical. As pointed out above, it will necessary to analyze all these proteins in the background of two pools, one cellular and one virion-associated, which are likely to complement one another. An interesting possibility is that some isoforms or specific post-translationally modified host proteins may be loaded into the capsids. Thus a detailed analysis of the host proteins present in viral particles will be important and a potential way to distinguish them from their cell-associated counterparts. Another issue is the expected variation among cell types. In that respect, it would be most interesting to examine the cellular protein content of HSV-1 produced in neurons in opposition to the virions produced on other cell types. Finally, the mechanisms by which all these host proteins are recruited to the viral particles will also need to be explored. Thus the proteomics of viral particles is only the beginning of the adventure, which should prove most exciting yet challenging.
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This mini-review summarizes techniques applied in, and results obtained with, proteomic studies of human immunodeficiency virus type 1 (HIV-1)–T cell interaction. Our group previously reported on the use of two-dimensional differential gel electrophoresis (2D-DIGE) coupled to matrix assisted laser-desorption time of flight peptide mass fingerprint analysis, to study T cell responses upon HIV-1 infection. Only one in three differentially expressed proteins could be identified using this experimental setup. Here we report on our latest efforts to test models generated by this data set and extend its analysis by using novel bioinformatic algorithms. The 2D-DIGE results are compared with other studies including a pilot study using one-dimensional peptide separation coupled to MSE, a novel mass spectrometric approach. It can be concluded that although the latter method detects fewer proteins, it is much faster and less labor intensive. Last but not least, recent developments and remaining challenges in the field of proteomic studies of HIV-1 infection and proteomics in general are discussed.

Keywords: DIGE, HIV-1, host–virus interaction, proteomics, LC–MS/MSE

INTRODUCTION

Human immunodeficiency virus type 1 (HIV-1), the causative agent of AIDS, uses CD4+ T cells as a host. In order to do so efficiently the virus adapts the host cell’s intracellular metabolism. The host cell, in turn, initiates intracellular antiviral responses and signals to the host’s immune system (Lever and Jeang, 2011). Thus, HIV-1 infection and the host response trigger many physiological changes in the infected cell (Gomez and Hope, 2005). HIV-1 survives and persists in infected cells preparing them for production and release of new viral particles. Intracellular changes due to HIV-1 infection have been studied extensively, focusing on the contribution of HIV-1’s accessory proteins to these processes, using microarrays or serial analysis of gene expression (SAGE) to detect mRNA changes in the cell (Van’t Wout et al., 2003; Giri et al., 2006; Roeth and Collins, 2006; Lefebvre et al., 2011; Wu et al., 2011). Gene expression profiling with microarrays is of course easy to perform, generating large datasets quickly (Heller, 2002), but sequences must be known in advance, which SAGE does not require. SAGE, based on direct sequencing of mRNA tags, also does not use hybridization as microarrays do, leading to more reliable probing of mRNA levels. SAGE is currently being replaced by high-throughput sequencing technologies (RNA-Seq; Baginsky et al., 2010). Proteome changes upon HIV infection have also been studied in detail with mass spectrometry (Coiras et al., 2006; Chan et al., 2007; Ringrose et al., 2008; Navare et al., 2012), lately focusing on studies specifically monitoring direct interactions between viral and cellular proteins (Jager et al., 2012a,b).

Changes in gene expression patterns characterize the cellular response to HIV-1 infection. However, changes in mRNA levels are only part of the story. Often stringent correlation between mRNA and protein levels is lacking (Pradet-Balade et al., 2001). In human cells, transcription seems to explain only 30% of variation in protein levels, with translation and protein degradation contributing up to 40% (Vogel et al., 2010; Schwanhausser et al., 2011). In E. coli, relative contributions to regulation of protein levels via transcriptional and/or translational control have even been shown to vary greatly with the kind of signal the cell responds to (Kramer et al., 2010). Direct cellular responses are also strongly accompanied by coordinated protein modifications. A protein can exist in many different isoforms, each with its own specific function, with a relatively limited number of genes giving rise to vast amounts of (functionally) distinct proteins (Jensen, 2006). This is mostly accomplished by post-translational protein modification (PTM). PTMs constitute highly versatile systems allowing cells to respond very quickly to both external and internal signals, as illustrated by protein phosphorylation in signal transduction or metabolic regulation. Of course, such PTM responses cannot be detected using DNA/RNA sequencing technologies. Thus, proteomic studies using mass spectrometry to detect and quantify differences in protein expression, protein isoforms and complexes, as well as PTMs, are essential for understanding the complete set of intracellular responses to HIV-1 infection. In this way new insights and intervention strategies can be developed.

In a previous study, we used the fluorescence two-dimensional differential gel electrophoresis (2D-DIGE) technique for a comparison of uninfected and HIV-1 infected T cells (Ringrose et al., 2008). This technique starts out with minimal protein labeling using cyanine based fluorescent probes recognizing lysine. A subsequent two-dimensional gel electrophoresis allows the quantification of changes in protein expression by mixing cell extracts labeled either with Cy3 or Cy5 and running them on a single gel (Unlu et al., 1997; Alban et al., 2003). Next, differentially expressed proteins can be identified by peptide mass fingerprinting (PMF) using a matrix assisted laser-desorption time of flight (MALDI-TOF) mass spectrometer. PMF uses lists of masses of peptides (“fingerprints”) generated by tryptic digestion of proteins for their identification. NB: In this approach quantification is based on amount of fluorescence and not on ion detection level in a mass spectrometer. The study confirmed several HIV-1 effects on pathways and cellular processes previously described using stable isotope labeling combined with liquid chromatography–mass spectrometry (LC–MS; Chan et al., 2007). But there were novel findings as well, most importantly the downregulation of proteins involved in glycolysis upon full-blown HIV-1 infection, presumably part of a complete metabolic rerouting to preserve glucose for the pentose phosphate pathway, the source of riboses for subsequent viral nucleic acid synthesis (Ringrose et al., 2008). However, despite the success of this 2D-DIGE PMF approach it also comes with some limitations: the technique is very labor intensive and about two-thirds of all the differentially expressed proteins detected could not be identified using PMF because they were not present in sufficient abundance. As we are planning to extend our proteomic analysis of HIV-1 T cell interaction to subcellular fractions, a faster method would be preferable. To that end we compared the 2D-DIGE PMF with one-dimensional separation of peptides using reversed phase LC coupled to MSE (Geromanos et al., 2009) analysis, again using T cells infected with HIV-1. In this approach target proteins are digested with trypsin (as in the PMF method mentioned above), and resulting peptides (parent ions in Figure 1) are now identified as coming from certain proteins by the mass analysis of their fragments (daughter ions in Figure 1), which allows peptide sequencing [in both data-dependent modes of acquisition (DDA) and MSE applications described below] as well as protein quantitation by peptide signal abundance.


[image: image]

Figure 1. An overview of LC–MSE. Separation of peptides (colored dots) on an LC coupled to a QTOF instrument in a data-independent mode of acquisition using electrospray ionization (A). In a data-independent mode of acquisition the quadrupole (MS1) continuously allows passage of all ions, in contrast to DDA where the quadrupole selects ions for fragmentation based on their intensity. Energy in the collision cell is continuously cycled between a low and an elevated profile. This generates spectra of all parent (B) and daughter ions (D) throughout the LC–MS run in the time of flight analyzer (MS2) without bias with respect to their relative intensities. In order to reconstruct fragment ion spectra with daughter ions from a single parent only, an ion-accounting algorithm compares the retention time profiles of all individual parent ions (C) to all individual daughter ions (E) matching them on the basis of retention time profile and intensity (G). In this manner the algorithm creates a reconstructed daughter ion spectrum matched to a single precursor (F) that can be used by proteome search engines to identify peptides and link these to proteins. The unbiased data-independent scanning mode greatly expands the number of peptides – and thus of proteins – detected, compared to the DDA mode of acquisition on QTOF type instruments, especially using limited LC separations on complex mixtures to increase throughput. Adapted from (Plumb et al., 2006).



A PILOT STUDY USING LC–MSE

One of the most exciting new developments in proteomic analyses is the possibility to perform quantitative protein comparisons without having to introduce quantifiable labels: label-free proteomics. Here we report on the use of label-free proteomics in a pilot study of T cells (PM1 T cell line) infected with HIV-1 (LAI isolate). In this setup a novel data-independent alternate scanning technique (MSE) on a quadrupole time of flight (QTOF) instrument is used. In contrast to DDA, making up the standard method on various types of instruments used in peptide based proteomics, MSE does not select a single precursor ion for fragmentation but rather fragments “all” ions present at any given time during chromatographic separation. As such, mass spectrometric data are collected (in principle) on fragments of “all” ions instead of a subset that is selected for fragmentation during DDA analysis. This decreases bias toward selecting only highly abundant peptides and eliminates the need to measure samples multiple times in order to collect tandem-MS data for “all” ions present (Figure 1). In this manner, MSE greatly expands the number of peptides detected using limited LC-separation compared to DDA on QTOF type instruments (Geromanos et al., 2009).

A drawback of MSE is its incompatibility with quantitation schemes that make use of an amine reactive isotopic-label and specific reporter fragment ions to ascertain protein quantity such as iTRAQ (isobaric tag for relative and absolute quantification; Wiese et al., 2007). This approach was used very recently for quantitation of early effects of HIV infection (Navare et al., 2012) using multi-dimensional separation and an Orbitrap mass spectrometer (Makarov and Scigelova, 2010) in which 1448 proteins were reliably quantified. However, LC–MSE is well suited for label-free quantitation and pilot studies applying it to our model system (uninfected PM1 T cells vs. cells at the peak of HIV-1 infection) are promising. So far we could quantify 358 proteins, with at least 16 proteins clearly up- or downregulated (more than twofold). Six enzymes involved in glycolysis were identified. Consistent with our previous observations these were found either to be hardly changed or downregulated. Several other proteins found to be changed in abundance previously (Ringrose et al., 2008) were again detected, but whereas, e.g. Stathmin (Q96CE4) is downregulated as before, several 14-3-3 proteins are now upregulated instead of downregulated (see Discussion). Total numbers of identified proteins are obviously lower than in the 2D-DIGE approach, but the technique is much faster, and less labor intensive (days vs. months). Also, as lower amounts of protein are needed for analysis, smaller and more reproducible cell culture samples can be used. In the future we plan to combine this approach with in-line enrichment of phosphopeptides using titanium dioxide chromatography (Pinkse et al., 2004, 2011) to look at changes in the cellular phosphoproteome upon HIV-1 infection. In addition, LC–MSE will be used with cell lines containing an inducible HIV-1 provirus (Jeeninga et al., 2008). This allows a more synchronous induction of virus production compared to viral infection, increasing the sensitivity of the assay such that small biological changes can be detected. This will also make it feasible to discriminate between changes induced by the initial virus infection and the subsequent stage of new virus production.

FOLLOW-UP RESEARCH USING RNAi-MEDIATED KNOCKDOWN OF CELL FACTORS

Follow-up study on some of the proteins identified in the 2D-DIGE study was performed with an RNA interference (RNAi) knockdown screen. Protein induction may reflect host defensive mechanisms to prevent or restrict virus infection or replication. Alternatively, such changes may represent a viral strategy to induce cellular factors facilitating specific steps of the replication cycle (cofactors). For 76 cellular targets the impact on HIV-1 replication was studied upon mRNA knockdown, using short hairpin RNA (shRNA) inhibitors from the MissionTM library (Moffat et al., 2006). For each target gene four to five shRNAs to generate stably transduced T cells were used, thus reducing the chance of scoring off-target effects. Knockdown of 38 individual mRNA targets resulted in decreased virus replication, possibly because of suppression of a viral cofactor. Of these, 27 proteins were upregulated during HIV-1 infection in our previous 2D-DIGE proteomic screen, fitting the cofactor role. For three targets an increase in viral replication was observed, raising the possibility that a viral restriction factor was hit (unpublished results).

BIOINFORMATIC ANALYSIS OF 2D-DIGE DATA

As mentioned above, one of the most severe limitations of the 2D-DIGE PMF approach lies in the fact that about two-thirds of all the differentially expressed proteins detected cannot be identified using PMF, as they are not sufficiently abundant. This reflects the major challenge in all proteomic studies: identification and (relative) quantification of proteins with lower abundancies. We detected 1920 spots, of which 15% (288) were differentially expressed at 7–10 days post-infection (p.i.; Ringrose et al., 2008). Of these 288 differentially expressed protein spots, 182 remain to be identified. However, we have some additional information regarding these unidentified protein spots: we know the pI and Mw of the protein, i.e. of the specific isoform(s) detected, which in most cases represent the most abundant, mature protein form(s). We can also surmise what pathways the proteins most likely are involved in, based on the results obtained for the ~100 identified spots. Using this information we are developing bioinformatic algorithms to come up with accurate lists of candidate differentially expressed proteins upon virus infection. Obviously, such candidates have to be confirmed experimentally, checked for instance with highly sensitive antibody-based methods such as western blotting. We developed a prioritization approach consisting of five steps (Figure 2). First, for the PMF-identified proteins the theoretical pI and Mw are computed for the mature form using “Compute pI/Mw”1. Second, two non-linear models are fitted to predict pI and Mw, respectively. Parameters of the model are estimated from the x/y-coordinates of the identified spots and the pI and Mw determined in the previous step. Next, we use these models to predict pI and Mw for unidentified spots. Third, for each unidentified spot a list of candidate proteins is determined using the estimated pI and Mw as input for TagIdent2. TagIdent requires specifying a window size for the estimated pI and Mw. Because of uncertainty in the pI and Mw values, we choose relatively large windows so that the candidate list is likely to include the correct protein. However, candidate lists thus often contain hundreds of proteins. This is addressed in the last two steps, using the principle of “guilt by association”: more likely candidate proteins share more features with already identified proteins, e.g., being present in the same pathway. In the fourth step of our algorithm the physical and/or functional interactions of the ~100 identified proteins are extracted from the Search Tool for the Retrieval of Interacting Genes (STRING) database (Szklarczyk et al., 2011). STRING covers co-occurrence in pathways, physical protein–protein interactions, co-occurrence in the abstracts of scientific reports, etc., and provides confidence scores for strengths of the associations. In step 5, candidate proteins are ranked using confidence scores by summing weighted interactions with our “identified protein” STRING set. By combining 2D-DIGE with this kind of bioinformatic algorithm it would become one of the first techniques able to identify differential proteins in the lower regions of the dynamic range.
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Figure 2. How to identify candidate proteins based on pI and Mw. For details see text.



DISCUSSION

Comparing proteomic studies that address HIV–T cell interaction, it is observed that the various approaches yield a wide range in reported numbers of quantifiable proteins, ranging from 3255 (Chan et al., 2007) and 1448 (Navare et al., 2012) in total quantifiable proteins for techniques using multi-dimensional separation of peptides to 92 differentially expressed proteins (out of 1,920 spots) in a 2D-DIGE approach (Ringrose et al., 2008). In contrast, the numbers of differentially expressed proteins are somewhat comparable at various times p.i. Ringrose et al. (2008) reported 9 (42 h p.i.) and 92 (7–10 days p.i.) regulated proteins upon infection, while the group of Katze detected 687 (36 h p.i.) changed proteins (Chan et al., 2007) and found 266 (4 h p.i.), 60 (8 h p.i.), and 22 (20 h p.i.) proteins differentially expressed earlier on in infection (Navare et al., 2012). Although numbers can of course vary according to statistical significance settings, only a small subset of proteins is usually identified by all methods (Fahey et al., 2011). Each experimental setup yields a considerable group of proteins that are not scored by the other methods. This complementarity can be explained not only by differences in detection and quantification methods, but frequently by differences in the experimental biological systems as well. Variations include: host cell type and virus isolate (e.g., with a different receptor use and cell tropism), and timepoint of sampling. Especially the impact of this latter variable should not be underestimated. It can even determine whether differentially expressed protein(form)s are found to be up- or downregulated in the interaction between HIV-1 and its host. 14-3-3 protein epsilon (P62258) is a case in point: it is upregulated after 4 h p.i. and downregulated later on at 7–10 days p.i. (Ringrose et al., 2008). Three other 14-3-3 proteins now seem to follow suit: tau/theta (P27348), gamma (P61981), and zeta/delta (P63104) are found to be upregulated in our latest MSE experiments, but were clearly found to be downregulated in (Ringrose et al., 2008). These proteins can be phosphorylated on serine as well as threonine, e.g., influencing their migration on 2D, and consequently pattern and abundance changes can be difficult to interpret. As mentioned, an interesting recent study to look at the earliest events in HIV infection characterizing the host response at the protein level in CD4+ SUP-T1 cells 4, 8, and 20 h p.i. using HIV-1 strain LAI, was performed by Navare et al. (2012). Comparison of this study to Ringrose et al. (2008), again shows the virus–cell interaction being highly dynamic. Just a few examples: high-mobility group box 1 (P09429) and cofilin (P23528) are strongly upregulated 4 h p.i., return to “normal” 4 and 16 h later, while at 7–10 days p.i. both are downregulated; glucose-6-phosphate isomerase (P06744) is upregulated at 8 h p.i., but at 7–10 days p.i. is found to be downregulated.

Given all this complexity, it is safe to say that proteomic studies on HIV-1 in general, and on HIV–T cell interaction in particular, will continue to generate new insights. But it will not be easy to translate these snapshot datasets into a comprehensive mechanistic understanding of all interactions involved (Haarburger and Pillay, 2010; Zhang et al., 2010). As mentioned, another problem of proteomic studies is identification and quantification of proteins with lower abundancies. One of the possible solutions to do this in a relatively unbiased fashion is sampling a proteome via interaction with random hexameric peptides using Arg, Lys, His, Phe, Tyr, Trp, Leu, and Val only: proteominer beads (Boschetti and Righetti, 2008). Samples still seem to be dominated by the most abundant proteins, however. “Looking at less to see more” might be the better way ahead. Such focusing could be on the analysis of specific cellular fractions (e.g. mitochondrial preparations), or on the selective study of specific classes of protein or PTMs, such as the phosphoproteome mentioned above.

Another example of zooming in on specific protein subsets is the use of methods to enrich for cellular factors that directly interact with HIV-1 proteins. Exciting results have been obtained with such “interactome proteomics” methods. The most general approach was performed with tagged versions of all 18 HIV-1 (poly)proteins. The accessory factors Vif, Vpu, Vpr, and Nef, Tat and Rev, as well as the polyproteins Gag, Pol, and Gp160, and their processed products (MA, CA, NC, and p6; PR, RT, and IN; Gp120 and Gp41, respectively) were used as bait. Interacting proteins were subjected to proteomic analysis by tryptic digestion followed by LC–MS/MS, again using an Orbitrap (Jager et al., 2012a). Interactomics for individual HIV-1 proteins have also been reported. Vif interactomics revealed how Vif targets the antiviral APOBEC3G protein for degradation via CBF-β, using the method just described (Jager et al., 2012a,b). The Rev protein was used as bait to fish for partners in HeLa cell extracts, which were then analyzed by MudPIT (Multidimensional Protein Identification Technology) LC–MS/MS (Naji et al., 2012). “Indirect” interactomics has also been performed by expressing either wild-type Vpu or Vpu that is unable to associate with F-box protein β-TrCP in HeLa cells. Without this interaction Vpu cannot target certain cellular proteins for degradation by the proteasome. Potential targets of Vpu were then identified by quantitative proteomics using SILAC (stable isotope labeling by amino acids in cell culture) followed by LC–MS/MS (Douglas et al., 2009). Much attention has been focused on the multiple roles of the CA (capsid) protein (Mascarenhas and Musier-Forsyth, 2009) and the Tat protein (Sobhian et al., 2010).

In many cases results of proteomic studies were compared with the results of stable RNAi-knockdown experiments. Global approaches to identify host cofactors usually consist of screening for reduced viral replication upon RNAi knockdown, or enhanced replication in case a cellular restriction factor is hit (Zhou et al., 2008; An and Winkler, 2010). Such genome wide RNAi screens can easily lead to both false positives (by off-target effects) and false negatives (by inefficient knockdown). These considerations emphasize the importance of performing a concerted multi-disciplinary experimental approach, including gene expression (transcriptome analysis), RNAi and proteomic studies using different detection and labeling techniques. At the same time, such a wider survey will generate more and larger datasets in formats which are not at all easily compared: an enormous future challenge for bioinformaticians. In light of this we also stress the importance of specific, non “omic,” hypothesis driven follow-up research: not generating large new datasets but asking highly specific questions. The answers might just make integrating these large datasets a lot easier.

FOOTNOTES

1http://web.expasy.org/compute_pi/

2http://web.expasy.org/tagident/
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Activity-based protein profiling (ABPP) is a newly emerging technique that uses active site-directed probes to monitor the functional status of enzymes. Serine hydrolases are one of the largest families of enzymes in mammals. More than 200 serine hydrolases have been identified, but little is known about their specific roles. Serine hydrolases are involved in a variety of physiological functions, including digestion, immune response, blood coagulation, and reproduction. ABPP has been used recently to investigate host–virus interactions and to understand the molecular pathogenesis of virus infections. Monitoring the altered serine hydrolases during viral infection gives insight into the catalytic activity of these enzymes that will help to identify novel targets for diagnostic and therapeutic application. This review presents the usefulness of ABPP in detecting and analyzing functional annotation of host cell serine hydrolases as a result of host–virus interaction.

Keywords: Activity based protein profiling, serine hydrolase, cellular proteomes, viral infection antiviral development

ACTIVITY-BASED PROTEIN PROFILING

Most enzymes are tightly regulated post-translationally. Many enzymes are synthesized as zymogens, which are functionally inactive. Moreover, enzyme functions can be changed by alterations in pH and binding to inhibitors. Thus, methods that allow direct quantification of protein activities rather than simply protein abundance are required to delineate distinct protein functions in physiological and pathological events. Activity-based protein profiling (ABPP) is a chemoproteomic platform for monitoring active proteins or enzymes. ABPP utilizes chemical probes to interrogate the functional state of large numbers of enzymes in complex proteomes in vitro or in vivo biological systems. ABPP probes consist of two key elements: (1) a reactive group/warhead (e.g., small molecule inhibitors, substrate-based scaffolds, or protein-reactive molecules) for binding and covalently labeling the active sites of many members of a given enzyme class (or classes), and (2) a reporter tag for the detection, enrichment, and/or identification of labeled enzymes from proteomes. A variety of reporter tags are used in ABPP, such as fluorophores (e.g., rhodamine) for visualization, biotin for enrichment as well as “clickable” handles, such as azides and acetylenes for in vivo or in situ labeling of proteins. The linker region is a flexible chain of varying length and hydrophobicity that connects and acts as a spacer between the warhead and the reporter tag.

Serine hydrolases represent one of the largest and most diverse classes of enzymes in higher eukaryotes, collectively composing about 3% of the predicted Drosophila proteome (Rubin et al., 2000) and about 1% of all predicted expressed human genes (Lander et al., 2001). Serine hydrolases are involved in a variety of physiological and pathological processes including blood coagulation (Kalafatis et al., 1997), T cell cytotoxicity (Smyth et al., 1996), inflammation (Bonventre et al., 1997), neural plasticity (Yoshida and Shiosaka, 1999), neurotransmitter catabolism (Taylor, 1991; Cravatt et al., 1996), peptide/protein processing (Steiner, 1998), protein/lipid digestion (Lowe, 1997), angiogenesis (Mignatti and Rifkin, 1996), emphysema (Kato, 1999), and cancer (DeClerck et al., 1997). Serine hydrolases also perform crucial functions in bacteria and viruses, where they contribute to pathogen life cycle (Steuber and Hilgenfeld, 2010), virulence (White et al., 2011), and drug resistance (Damblon et al., 1996). Most enzymes hydrolyze metabolites, peptides or post-translational ester and thioester modifications on proteins. Because of the biological importance of serine hydrolases, clinically approved drugs target members of this enzyme class to treat diseases such as obesity (Henness and Perry, 2006), diabetes (Thornberry and Weber, 2007), microbial infections (Kluge and Petter, 2010), and Alzheimer’s disease (Racchi et al., 2004).

Proteolytic cleavages of viral proteins by cellular or viral proteases are necessary for host cell attachment, invasion, and reproduction of viral progeny. Host serine proteases are essential for the influenza virus life cycle because the viral hemagglutinin is synthesized as a precursor which requires proteolytic maturation (Garten and Klenk, 2008). Recently, the non-structural 3 protease (NS3 – is a chymotrypsin-like serine protease which requires a polypeptide cofactor NS2B for activation) has been shown to be responsible for cleavage of the viral polyprotein precursor and to play a pivotal role in the replication of flaviviruses (Falgout et al., 1991; Mukhopadhyay et al., 2005; Chappell et al., 2006) including Hepatitis C (HCV), West Nile virus, and Dengue virus. NS3 also facilitates viral pathogenicity by cleaving host proteins and down-regulating the innate immune response of the cell (Failla et al., 1994; Meylan et al., 2005). In fact, site-directed mutagenesis that focused on the NS3 cleavage sites in the polyprotein precursor abolishes viral infectivity (Chappell et al., 2006). Cell culture models provided important clues about potential inhibition of several protease inhibitors against NS3 for Dengue virus and West Nile virus (Cregar-Hernandez et al., 2011; Steuer et al., 2011). Clinical trials of NS3 serine protease inhibitors showed good success rates (Lee et al., 2012) as anti-HCV. Therefore, NS3 is one of the most promising targets for drug development against Flaviviridae infections (Kolykhalov et al., 2000; Chappell et al., 2008). Other serine proteases involved in the pathogenesis and virus life cycles are being considered as targets for chemotherapy. The catalytic activity of the herpes simplex virus type 1 serine protease is essential for viral nucleocapsid formation and for viral replication (Gao et al., 1994). A trypsin-like serine protease is involved in pseudorabies viral penetration of the basement membrane during mucosal invasion (Glorieux et al., 2011). Serine protease inhibitors inhibit pseudorabies virus invasion in basal membranes. A vaccinia virus serine protease inhibitor prevents virus induced cell fusion (Law and Smith, 1992). Serine protease inhibitor AEBSF and pAB significantly reduce influenza A virus replication in mouse models (Bahgat et al., 2011). However, identification of active SHS and their functional characterization are necessary for better understanding the molecular pathogenesis and development of antiviral strategies.

All serine hydrolases possess a common catalytic mechanism that involves activation of a conserved serine nucleophile for attack on a substrate ester/thioester/amide bond to form an acyl-enzyme intermediate, followed by water-catalyzed hydrolysis of this intermediate to liberate the product. The greatly enhanced nucleophilicity of the catalytic serine renders it susceptible to covalent modification by many types of electrophiles, including fluorophosphonates (FPs) and aryl phosphonates, sulfonyl fluorides, and carbamates (Alexander and Cravatt, 2005; Jessani et al., 2005; Okerberg et al., 2005). FPs are highly reactive and provide broad coverage, with the capacity to react with nearly all essential serine hydrolases (Bachovchin et al., 2010). Therefore, they are ideal reagents to use for ABPP of serine hydrolases (Liu et al., 1999; Patricelli et al., 2001). However, certain serine proteases displayed restricted substrate selectivities that reduce their labeling with FPs. To address this limitation of FPs, selective inhibitors (e.g., carbamates, triazole ureas) have been introduced to probe the function of individual serine hydrolase in biological systems (Bachovchin et al., 2010; Adibekian et al., 2011).

ABPP IN HOST VIRUS INTERACTION

Microarray technologies in the field of genomics (transcriptomics), and mass spectrometry and bioinformatics technologies in proteomics, have facilitated the specific and global analyses of genes and their expression, and this has accelerated understanding the molecular basis of disease. These technologies, coupled with two-dimensional gel electrophoresis, mass spectrometry enhanced with chromatographic separations such as MudPIT (Shaw et al., 2008), or isotope coding-ICAT (Yan et al., 2004), iTRAQ (Lu et al., 2012), and SILAC (Coombs et al., 2010), have provided valuable insight into the quantitative differences in protein abundance during virus infections. However, these methods lack the inherent ability to profile and distinguish proteins according to their actual biological activities or functional state, which has more important bearings on understanding the implications of these macromolecules in vivo (Barglow and Cravatt, 2007). The lack of functional assessment of these other omic methods has prompted the development of alternative strategies such as ABPP, for the discovery and characterization of enzyme activities within highly complex biological samples.

COMPARATIVE ABPP FOR TARGET DISCOVERY

A typical target discovery experiment would comparatively analyze two or more proteomes by ABPP to identify enzymes with differing levels of activity (Figure 1). The differentially expressed serine hydrolases in healthy and diseased samples can be hypothesized to regulate the host–virus interaction. The testing of such hypotheses, of course, requires further experimentation for validation (e.g., functional interference of the target enzyme). ABPP has been used to profile a number of enzyme classes including proteases, hydrolases, oxidoreductases, and isomerases in the process of host–virus interaction (Kattenhorn et al., 2005; Schlieker et al., 2005; Wang et al., 2006; Gredmark et al., 2007; Jarosinski et al., 2007; Shah et al., 2010). Profiling of hydrolases in Huh7 cells replicating HCV identified CES1 (carboxylesterase 1) as a differentially active enzyme which has an important role in HCV propagation (Blais et al., 2010). We have examined the activity of serine hydrolases during reovirus, Influenza A, and Sindbis virus replication in cell culture in different cell lines. Differential serine hydrolase activities were induced by different viruses and alterations of serine hydrolases were dependent on the time course of viral infection. Several of these differentially active serine hydrolases represent possible virus–host interactions that could be targeted for development of antivirals.
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Figure 1. When probe is incubated with crude cell lysates (A) or, if the probe is cell permeable (B), with whole cells the reactive group specifically interacts with active site of serine hydrolase (SHs) and forms a covalent linkage. The labeled proteome can be directly analyzed by gel image (A), or analyzed by Mass spectrometry following enrichment of SHs (B).



COMPETITIVE ABPP FOR INHIBITOR DISCOVERY

ABPP can also be used as a competitive screen to identify both reversible and irreversible enzyme inhibitors and also to confirm target inhibition because inhibitors have the ability to block probe labeling of enzymes (Kidd et al., 2001; Greenbaum et al., 2002; Leung et al., 2003; Adibekian et al., 2011). Competitive ABPP has already led to the discovery of selective serine inhibitors (e.g., carbamates, trizole ureas) for several enzymes (e.g., peptidase, lipases), which have in turn been used to test the function of these proteins in living systems (Bachovchin et al., 2010; Adibekian et al., 2011). An alternative omic strategy would be to examine libraries of commercially available protease inhibitors for their ability to inhibit a virus’ pathological process; this would potentially lead to development of novel therapeutic options.

QUANTITATIVE ABPP

Quantification of differentially expressed active proteins after virus infection is essential for better analysis of results, particularly when examining enzymes. It is difficult to compare the altered serine hydrolases between healthy and infected samples by simply visualizing gel images or merely by mass spectrometry. To address this problem an advanced quantitative mass spectrometry-based method called ABPP-SILAC (stable isotope labeling with amino acid in cell culture) has been used to identify alterations in the levels of active enzyme targets (Everley et al., 2007) and in small molecule-binding proteins in cell lysates (Ong et al., 2009). Comparative ABPP -SILAC can be used to quantify more accurately the intricate changes in host proteins caused by viral infection. Similarly, competitive ABPP-SILAC is valuable to identify inhibited enzymes during global screening of inhibitors.

PERSPECTIVE OF VIRUS ABPP FOR SERINE HYDROLASE

Many enzymes and metabolites display difficult physicochemical properties that complicate their analysis in biological samples, and many metabolic pathways that enzymes regulate in a disease-specific context are not understood. These challenges can be addressed by applying innovative metabolomics and ABPP approaches to mapping biochemical pathways that support disease. Using selective inhibitors developed through competitive ABPP efforts or RNA interference technology, the function of an enzyme of interest can be specifically blocked, and then the metabolites that the enzyme regulates can be profiled. In this manner, not only can the substrates and products of an enzyme in specific (patho)physiological contexts be examined, but also the metabolic networks that the enzyme regulates can be identified and annotated. Collectively, this platform will allow identification of novel biochemical roles of already characterized enzymes, or may allow the identification of metabolic roles of completely uncharacterized enzymes.

Understanding the mechanisms by which viruses develop resistance is a vital component of the fight against viral diseases, and can lengthen the lifespan of existing antivirals. Potentially any antivirus molecule could be transformed into an activity-based or affinity-based probe, allowing isolation and characterization of enzymes that detoxify the antiviral drug.

ABPP with live cell imaging may provide additional insight into understanding the pathogenesis due to viral infection (Furman et al., 2009). Identification and functional characterization of serine hydrolases involved in pathogenesis and virulence of viruses would be a novel approach to uncover molecular processes at the basis of viral diseases.

Natural products represent an important treasure box of biologically active molecules, from which many drug candidates have been developed (Newman and Cragg, 2007). Since a large number of the proteome remains functionally uncharacterized and is therefore difficult to assemble into larger biochemical networks, competitive ABPP will inevitably accelerate the development of novel inhibitors from natural products.

CONCLUSION

This mini review describes briefly a limited number of approaches involved in profiling serine hydrolases during viral infection and assigning catalytic functions to previously uncharacterized serine hydrolases. Visualization of the altered active serine hydrolase in situ during viral disease progression, trying to fully understand mechanisms of resistance and developing new antiviral therapeutics and viral diagnostics will make the ABPP application more worthwhile for the field of virology.
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Baculoviruses are insect viruses extensively exploited as eukaryotic protein expression vectors. Molecular biology studies have provided exciting discoveries on virus–host interactions, but the application of omic high-throughput techniques on the baculovirus–insect cell system has been hampered by the lack of host genome sequencing. While a broader, systems-level analysis of biological responses to infection is urgently needed, recent advances on proteomic studies have yielded new insights on the impact of infection on the host cell. These works are reviewed and critically assessed in the light of current biological knowledge of the molecular biology of baculoviruses and insect cells.
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BRIEF INTRODUCTION TO THE BACULOVIRUS–INSECT CELL SYSTEM

Baculoviruses are rod-shaped viruses with double-stranded DNA genomes. They infect arthropods, mainly insects, a feature that encouraged their usage as ecologically friendly biopesticides (Miller, 1997). Later on, baculoviruses started to be exploited as viral vectors for eukaryotic protein expression, which quickened the pace of their characterization at the cellular and molecular levels (Possee, 1993). The best-studied member of this family, Autographa californica multicapsid nucleopolyhedrovirus (AcMNPV), encodes for 150 genes and has its own genome completely sequenced. The cell lines used for AcMNPV propagation are derived from the pupal ovarian tissue of the fall armyworm Spodoptera frugiperda, being the Sf9 clonal isolate the most frequently used. Insect cells possess several advantages as protein expression factories. They grow in suspension without serum supplementation, are able to perform post-translational modifications and the scale-up of cultures is quite straightforward (Ikonomou et al., 2003). However, the production potential of insect cells has been hampered by the so called “cell density effect,” i.e., the drop in specific productivity when cells are infected with baculovirus at high cell concentration. As Sf9 cells attain high densities, central metabolism suffers a general down-regulation (Bernal et al., 2009). Viral infection induces a multi-level response in the host, during which a vast number of intracellular pathways are activated/deactivated (i.e., regulated) and profound metabolic changes occur. These changes are ultimately responsible for the production performance of the system. A deeper understanding of such phenomena will certainly allow for the rational design of strategies for bioprocess optimization. The genome of S. frugiperda remains unsequenced, which limits the extent to which high-throughput (genome-scale) technologies can be applied. To date, only few proteomic-based high-throughput studies concerning the impact of baculovirus infection on their host cells have been pursued. The aim of this review is to summarize the state of the art in the molecular biology of the baculovirus replication and host–virus interaction in this system. The implications of these mechanisms for proper infection and their potential use for the improvement of baculoviruses-based applications such as protein production and use as gene therapy vectors will be highlighted.

BACULOVIRUS LIFE CYCLE: FROM IN VIVO TO IN VITRO CULTURES

Baculoviruses have a biphasic replication cycle in the insect host, involving the formation of two types of virions which are produced in different phases of the infection process and have different roles: the occlusion-derived virions (ODVs), adapted for stability outside the insect host, and the budded virions (BVs), non-occluded and responsible for the systemic, cell-to-cell dissemination of the virus within the insect. Specific roles, morphology, and functionality of both virion types are described in more detail below. Moreover, the virus life cycle is temporally divided into three consecutive phases (immediate-early/early; late and very late) regarding gene expression programming (Passarelli and Guarino, 2007). Specific constraints and events of each phase are summarized along the text.

Baculovirus infection starts when insect larvae ingest the occlusion bodies (Keddie et al., 1989). These are forms resistant to environmental factors. ODVs are embedded in a proteinaceous matrix mostly composed of the very late expressed protein polyhedrin. When facing the alkaline conditions in the insect midgut, the occlusion body dissolves and releases the ODVs, and the polyhedrin matrix is in turn degraded by proteinases present in the gut or associated with the virions (Wang and Granados, 1997). The replicative cycle begins when ODVs infect the midgut columnar epithelial cells. ODVs possess a set of specific envelope-associated proteins, called per os infectivity factors (pif), which mediate virion-specific binding to receptors located at the membrane of midgut epithelial cells (Horton and Burand, 1993; Kikhno et al., 2002). To date, six proteins have been identified as members of this family, P74 (PIF-0), PIF-1, PIF-2, PIF-3, PIF-4, and PIF-5 (ODV-E56; Faulkner et al., 1997; Kikhno et al., 2002; Pijlman et al., 2003; Ohkawa et al., 2005; Fang et al., 2009a; Harrison et al., 2010; Sparks et al., 2011). P74, PIF-1, and PIF-2 were shown to co-localize at the ODV envelope (Faulkner et al., 1997; Kikhno et al., 2002; Fang et al., 2006, 2009a; Harrison et al., 2010) and, together with PIF-3, constitute the core PIF complex that mediates viral entry. Afterward, viral entry occurs via a non-endocytic pathway through membrane fusion of the virion envelope with microvilli of epithelial cells, accompanied by the release of nucleocapsids into the cytoplasm. Nucleocapsids then migrate to the nucleus in a process that involves actin polymerization (Ohkawa et al., 2010).

Once having reached the nucleus, the host cell RNA polymerase-dependent transcription of viral immediate-early/early genes initiates (0–6 h post-infection, hpi). This set of genes encodes mainly for transactivators essential for both subsequent viral gene expression and subversion of host cell activity (Passarelli and Miller, 1993). The transition from early to late phase is marked by the onset of viral DNA replication (6–18 hpi) and the activity of a virus-encoded RNA polymerase (Grula et al., 1981). Viral DNA replication occurs together with the expression of viral components necessary for the assembly of new nucleocapsids. The newly assembled nucleocapsids are transported from the nucleus to the plasma membrane for budding through GP64-enriched areas, thus originating the so called budded viruses (BVs; Passarelli, 2012). BVs are non-occluded virions surrounded by a plasma membrane-derived envelope containing GP64 as a major structural protein (Washburn et al., 2003). BVs are required for secondary infection: once released, they are transported throughout the hemolymph to infect new cells, a process which, in contrast to what is described for ODVs, is undertaken by GP64 via clathrin-mediated endocytosis (Blissard and Wenz, 1992; Long et al., 2006). In this regard, BVs are the virus form responsible for viral dissemination throughout the host, culminating in a systemic infection. A secondary infection cycle begins with the entrance of BVs into another cell of the insect. After entering the cell, the infection process is similar to what happens in a primary infection, with the nucleocapsids traveling to the nucleus for DNA replication and subsequent viral protein expression. The very late phase of infection (18 hpi) initiates with the expression of proteins that constitute the crystalline matrix of the ODVs, namely polyhedrin. After nucleocapsid assembly, they are enveloped by the polyhedrin matrix to constitute the ODVs. The secondary cycle ends with the extensive infection of larvae tissues and cell lysis, culminating in insect larvae death, and dissemination of ODVs to the environment, where they can remain viable for several years until being ingested by other larvae (Volkman, 1997). Summarizing, BVs and ODVs are genetically identical but differ in their envelope compositions and tissue tropisms, and are produced at different times during infection.

The in vitro life cycle of baculovirus is similar to what happens in vivo, with a major difference that cultured cells need to be directly infected with the BVs. Since ODVs are forms resistant to environmental factors, there is no need of an occlusion matrix for in vitro virus survival. In fact, polyhedrin can be viewed as non-essential for baculovirus in vitro cell culture. Given that, recombinant baculoviruses are constructed by replacing the polyhedrin gene (polh) by a gene of interest under the control of the very late polh promoter (Merrington et al., 1997). Besides the strong activity of polh promoter, that allows high productivities of the recombinant protein, it is only expressed in the very late stage of the infection cycle.

BACULOVIRUS INFECTION: IMPACT ON THE HOST CELL

In the different phases of infection, baculoviruses induce profound changes on host cell properties. For that aim, several virus-encoded proteins interact with host cell factors, altering cellular structures and normal functions, and taking control of cellular gene expression machinery for their own profit (Table 1). As a result of such alterations several effects arise: cellular cytoskeleton rearrangement, cell cycle arrest and cytomegaly, apoptosis inhibition, metabolism subversion, and global shut-off of host protein synthesis. Current knowledge on the biology of the proteins involved in the regulation of each of these specific responses are reviewed and detailed below.

Table 1. Baculovirus genes affecting host function.
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VIRUS ENTRY, INTRACELLULAR TRANSPORT, AND EGRESS OF VIRIONS

Viruses exploit cellular structures in order to be actively transported in the cells. Cytoskeleton proteins have been identified as important factors for viral replication and/or transcription (Fowler, 1990; De et al., 1991). In fact, virus entry, transport, and intracellular localization have been correlated with the reorganization of cytoskeleton proteins (Strauss, 1996; Cudmore et al., 1997). The extent of cytoskeleton reorganization depends on the type of virus, suggesting that a myriad of strategies have co-evolved as a result of the specific interactions established between the virus and its host. Herpesvirus exploits actin and actin-associated myosin motors for viral entry, intranuclear transport of nucleocapsids, and virion egress (Roberts and Baines, 2011). Measles virus induces actin remodeling and microtubule formation upon cell entry, facilitating virus transport into perinuclear spaces, where viral replication occurs, and budding of the newly formed virions (Avota et al., 2011). HIV-1 remodels host cell cytoskeleton in a complex biphasic mode, promoting both inhibition of actin polymerization with looseness of cytoskeleton rigidity in order to favor virus entry, followed by actin remodeling and microtubule network rearrangement for viral cores delivery into the cytoplasm (Stolp and Fackler, 2011).

The impact of baculovirus infection on host cell cytoskeleton has been studied in detail. Baculoviruses encode several proteins that act in an organized and orchestrated way to remodel the cellular actin network throughout their life cycle (Figure 1). Such cytoskeleton rearrangements are of crucial importance for baculovirus infection and proper assembly of newly synthesized virions. In fact, filamentous actin (F-actin) has been shown to be required for viral progeny production of lepidopteran nucleopolyhedroviruses such as AcMNPV, Spodoptera frugiperda MNPV (SfMNPV), Bombyx mori NPV (BmNPV), Orgyia pseudotsugata MNPV (OpMNPV), Lymantria dispar MNPV (LdMNPV), Anticarsia gemmatalis MNPV (AgMNPV), and Helicoverpa zea SNPV (HzSNPV; Kasman and Volkman, 2000).
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Figure 1. Baculoviral proteins involved in the remodeling of cellular host cytoskeleton. Baculovirus infection induces a reconfiguration of the host cytoskeleton for intracellular traveling of nucleocapsids and virions. Nucleocapsids movement into the nucleus occurs through the F-actin cytoplasmic network. The egress of newly formed virions is dependent on a viral-induced actin polymerization inside the nucleus.



During AcMNPV infection, three major actin cytoskeleton rearrangements occur. First, upon cell entry, F-actin cables can be detected throughout the cytoplasm, often associated with viral nucleocapsids. The formation of these actin cables is independent of viral gene expression, and correlates with the release of nucleocapsids from the endosomes upon internalization of BVs. Fluorescence microscopy studies showed the association of the nucleocapsids with one end of these actin cables, which might indicate the putative role of such structures in the transport of the nucleocapsids to the nucleus (Charlton and Volkman, 1993). Lu et al. (2004) observed that Helicoverpa armigera NPV (HaNPV) VP39 nucleocapsid protein not only binds to actin, but also promotes its complexation to form actin cables structures, in vitro. In fact, it has been demonstrated that several AcMNPV nucleocapsid proteins (such as VP39, P78, and VP80) bind to actin directly (Xu et al., 2007; Ohkawa et al., 2010; Marek et al., 2012).

After early gene expression, a second alteration of the cytoskeleton occurs, with the formation of F-actin aggregates at the plasma membrane (Charlton and Volkman, 1991; Roncarati and Knebel-Mörsdorf, 1997). Concomitant with the intracellular release of nucleocapsids, actin cables localize at the cell surface and extend into the cytoplasm. At the onset of early gene expression, a rearrangement of the actin network is observed, during which actin cables become more prominent and accumulate at the cell borders (Roncarati and Knebel-Mörsdorf, 1997). This second change is mediated by the product of a single early viral gene, arif-1 (actin-rearrangement-inducing factor 1), a 47-kDa phosphoprotein that co-localizes with the F-actin aggregates (Dreschers et al., 2001). Expression of arif-1 alone leads to actin rearrangements comparable to the changes that happen at the late stage of early gene expression (Roncarati and Knebel-Mörsdorf, 1997). Immunofluorescence studies showed that, following AcMNPV infection, Arif-1 co-localizes with F-actin at the plasma membrane until the onset of late gene expression, when Arif-1-induced actin polymerization is no longer detected. In fact, Arif-1 analysis by SDS-PAGE showed that, between 12 and 48 hpi, multiple bands of higher molecular weight appeared, and that phosphatase treatment could reverse this observation. This suggests that Arif-1 is inactivated by phosphorylation (Dreschers et al., 2001).

A third and more profound reconfiguration takes place during late gene expression, when F-actin appears within the nucleus, a feature almost exclusive to baculoviral infection and essential for nucleocapsids morphogenesis (Volkman, 1988; Ohkawa and Volkman, 1999; Kasman and Volkman, 2000). Monomeric globular actin (G-actin) starts to accumulate in the nucleus upon early gene expression. Six early viral gene products are implicated in this process: ie-1 and pe38, both transcriptional activators of several early, late, and very late genes (Blissard and Rohrmann, 1991; Lu and Carstens, 1993; Passarelli and Miller, 1993; Milks et al., 2003); he65, a RNA ligase involved in RNA replication, transcription, and modification (Rohrmann, 2011); and ac004, ac102, ac152, which products have not yet been characterized (Ohkawa et al., 2002; Gandhi et al., 2012). Nuclear actin is then polymerized into filaments (F-actin) by the products of late viral genes (Charlton and Volkman, 1991). Time-lapse microscopy studies showed that nuclear recruitment and actin polymerization is a precisely controlled dynamic process. During AcMNPV infection of TN-368 cells, G-actin accumulates in the nucleus between 10 and 20 hpi, and polymerization started 2 h after nuclear entry (Goley et al., 2006a). Such rapid turnover suggests the presence of a regulatory network that commands nuclear actin assembly during baculovirus infection. One such elemental regulator is the cellular Arp2/3 complex, which is activated to nucleate branched actin filaments by proteins called nucleation-promoting factors (NPFs; Welch and Mullins, 2002; Gandhi et al., 2012). In fact, several nucleopolyhedroviruses encode a capsid-associated protein, called p78/83 in AcMNPV, that contains conserved domains of the Wiskott–Aldrich syndrome protein (WASP) family of NPFs (Machesky et al., 2001). However, both the p78/83 protein and the Arp2/3 complex self-localize in the cytoplasm of uninfected cells (Goley et al., 2006a), which points out that another viral protein must participate to recruit both factors to the nucleus. It has been suggested that AcMNPV encoded nucleocapsid protein, C42, a product of a late gene highly conserved among members of the Baculoviridae family, is responsible for nuclear recruitment of p78/83 and Arp2/3. This protein is present in both BVs and ODVs, possesses a putative nuclear localization signal (NLS) motif and binds to the p78/83 protein in a nucleocapsid-independent manner (Braunagel et al., 2001; Wang et al., 2008; Li et al., 2010). Taken together, the above mentioned cellular and viral factors are believed to act in an orchestrated way to promote actin transport into the nucleus and further polymerization. This step is of paramount importance for proper virion assembly and infectivity, since in the presence of cytochalasin D or latrunculin A, two drugs that interfere with F-actin function, viral progeny production is inhibited, a phenotype observed in several divergent nucleopolyhedroviruses (Kasman and Volkman, 2000).

Also in the late phase of infection, the P10 late viral protein starts to aggregate, forming a thick tubular network surrounding the nucleus that projects into the cytoplasm (Carpentier et al., 2008). During infection the nucleus swells as a result of the accumulation of viral proteins and virions. This P10-associated cage may stabilize the nucleus, preventing its disruption before the ODVs have completely matured and, stabilizing the architecture of cells long enough for the virus to complete its replication process (Carpentier et al., 2008).

Once the virions progeny have properly matured, they need to be transported from the nucleus toward peripheral budding sites. One component that is involved in this egress pathway is EXON0, a conserved structural protein of BV and ODV nucleocapsids found in all lepidopteran alpha-baculoviruses (Fang et al., 2007). Co-immunoprecipitation and confocal immunofluorescence microscopy studies showed that EXON0 interacts with β-tubulin, enabling the “engagement” of BV nucleocapsids with the microtubular network (Fang et al., 2009b). This assists the transport of nucleocapsids in the nucleus from the virogenic stroma to the nuclear envelope and their migration to the plasma membrane. Recently, Yuan et al. (2011) identified a core gene, ac93, as an important player in AcMNPV nucleocapsids egress from the nucleus. Mutagenesis assays showed that ac93 is required for intranuclear microvesicle formation and egress, thus affecting BVs production and ODVs envelopment. Moreover, immunofluorescence microscopy revealed the presence of Ac93 moving toward the cytoplasmic membrane and in the ring zone of the nucleus, late in infection. In fact, this protein was detected in association with the nucleocapsid fraction of both BV and ODV, and the envelope fraction of BV, which further supports its involvement in virion maturation and egress (Yuan et al., 2011). Shen and Chen (2012) identified another core gene, Bm61, as a participant in the egress of BVs during BmNPV infection. Deletion of Bm61 blocked the production of BVs, although DNA replication still occurred. In fact, electron microscopy analysis showed that, despite nucleocapsid assembly still occurred, they remained trapped in the nucleus by impairment of the egress route to the cytoplasm, leading to loss of BVs production. Furthermore, fluorescence microscopy showed the presence of Bm61 at the intranuclear ring zone and nuclear membrane, which illustrates its role in the transport of nucleocapsids to the cytoplasm (Shen and Chen, 2012).

Summarizing, actin and tubulin networks have important roles throughout baculovirus infection. The virus undertakes a successful and dynamic manipulation of cellular cytoskeleton, and these effects span all the infection process from virus entrance and transport to the nucleus, to nucleocapsid formation and egress, which is at the core of successful infection and replication.

CELL CYCLE ARREST

The cell cycle involves a series of events that take place in a cell leading to its division and duplication. A complete cellular cycle comprises four sequential stages: G1, S, G2, and mitosis. DNA replication and cell division are highly regulated processes that occur at S and M phases, respectively. G1 and G2 are gap phases where the cell prepares itself for the next stage. Progression from one stage to the following is controlled by cyclins and cyclin-dependent kinases (Cdk), which are in turn regulated by a plethora of pathways in response to external stimuli, as well as to the internal conditions of the cell (Morgan, 1995).

A common feature of many viral infections is the subversion of the host cellular cycle to create an intracellular environment suitable for maximized viral DNA replication (Ben-Israel and Kleinberger, 2002; Spink and Fluck, 2003; Chen and Qiu, 2010; Sakai et al., 2011; Li et al., 2012). Very diverse strategies have been developed by viruses, from the stimulation of cell cycle progression in quiescent cells, to blockade of cell cycle progression in proliferating ones (Op De Beeck and Caillet-Fauquet, 1997; Davy and Doorbar, 2007). For instance, HIV Vpr-mediated arrest at G2/M can benefit the early infection stages by increasing the number of integrated proviruses (Groschel and Bushman, 2005). In turn, adenovirus and SV40 polyomavirus infection induces the cell to remain in a pseudo-S phase state, during which normal cellular DNA replication is complete, but the cell still remains competent for viral DNA replication (Lehman et al., 1994, 2000; Ben-Israel and Kleinberger, 2002).

Baculovirus infection of insect cells causes cell cycle arrest in the G2/M phase (Figure 2). Braunagel et al. (1998) showed that when Sf9 cells were infected with AcMNPV, approximately 84% of the total cellular population was arrested in G2/M phase by 18–24 hpi. Concomitantly, high levels of Cdc2-associated histone H1 kinase and cyclin B were detected, with the kinase activity remaining detectable through the course of infection. Moreover, this arrest was proven to be necessary for optimal ODVs maturation and assembly since arresting Sf9 cells at G1/S boundary by chemical treatment led to abnormal intranuclear microvesicle formation and, consequently, impairment of ODV maturation (Braunagel et al., 1998). During regular cell cycle, cyclin B associates with Cdc2 and this complex is responsible for the progression from G2 to M. The complex accumulates in the nucleus, and once activated by Cdc25, induces a cascade of nuclear architecture rearrangements culminating with the breakdown of nuclear lamina with increased envelope fluidity, therefore committing cells to start dividing. Afterward, cellular cyclin B is degraded and the cell progresses to anaphase (Draetta and Beach, 1989; Nurse, 1994). These findings suggest that early in infection, the cyclin B-Cdc2 complex may be used to regulate the transition from G2 to M phase. However, since only the kinase activity is detectable throughout infection, the prolonged cell cycle arrest during baculovirus infection may be due to a protein(s) encoded by AcMNPV. In fact, AcMNPV was shown to encode a human cyclin homolog protein, the EC27 protein. This protein was described as having a multifunctional operating mode, being able to act in a cyclin B and cyclin D-dependent manner (Belyavskyi et al., 1998). By encoding a cyclin B-like protein, baculoviruses are able to arrest the cellular cycle at G2/M phase maintaining the nuclear architecture at its best for virions progeny assembly and maturation. Actually, the cellular phenotype alterations manifested throughout baculoviral infection, such as enlarged nucleus, increased envelope fluidity, and induction of microvesicles and membranes in the nucleoplasm (Summers and Arnott, 1969; Braunagel et al., 1998), supports EC27 cyclin B-like functions. However, this baculovirus encoded cyclin B does not lead to the breakdown of the nucleus, which remains intact in infected cells, possibly indicating that there are differences with the host protein.
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Figure 2. Baculovirus subversion of host cellular cycle. Early in infection, the baculovirus causes the augmentation of cellular levels of Cdk1-cyclin B complexes, which are responsible for the regulation of the transition of G2 to M phase. Later on, a viral homolog of host cyclin B, EC27, starts to be expressed and accumulates in the cell. The complex Cdk1-EC27 blocks the cell cycle, and the cells remain arrested In the G2/M phase during the course of infection. Also, EC27 can act in a cyclin D-dependent manner, forming the complex Cdk6-EC27. As a result, the retinoblastoma protein (Rb) becomes phosphorylated, together with the activation of the complex Cdk2-cyclin E. Such phenomena will trigger the components needed for DNA replication, ensuring an environment favorable for viral DNA synthesis and replication.



Baculovirus infection of insect cells induces the shut-off of global host protein synthesis by 18 hpi (Carstens et al., 1979; Du and Thiem, 1997), concomitant with the cell cycle arrest at G2/M (Braunagel et al., 1998; Ikeda and Kobayashi, 1999). In fact, beyond this time frame, cellular DNA replication is no longer detected, in opposition to viral DNA replication and gene expression. The presence of an active Cdk6-EC27 complex with cyclin D-like activity can explain this behavior. In non-infected cells, cyclin D association with Cdk6 promotes G1 to S phase transition by phosphorylation of pRb (retinoblastoma protein), a key regulator of the cell cycle (Dowdy et al., 1993; Ewen et al., 1993). Moreover, Cdk-cyclin complexes can “titrate” Cdk inhibitors resulting in activation of the Cdk2-cyclin E complex (Polyak et al., 1994) which then affects components of the pre-initiation complexes to trigger DNA replication (Stillman, 1996). Such observations clearly show that baculovirus encodes specific mechanisms to override cellular checkpoints, which benefits both viral DNA replication and virion assembly and maturation.

CELLULAR STRESS RESPONSE

Infection is sensed by cells as a stressful situation. Accordingly, viruses trigger diverse cellular responses, including the activation of apoptosis, DNA damage, and heat shock responses (HSR), aimed at fighting the infection by preventing virus replication and dissemination. Consequently, viruses have evolved several strategies in order to circumvent these defense responses. In this section, specific features of baculovirus–host interactions during cellular responses to infection will be discussed. Although these responses are coordinated, for the sake of simplicity, they will be treated separately.

Induction of DNA Damage Response and Pro-Survival Pathways

Several viruses have evolved mechanisms to manipulate the DNA damage response triggered upon viral infection (Chaurushiya and Weitzman, 2010). The cellular response to the presence of damaged DNA is dependent on the activation of two members of the phosphatidylinositol 3-kinase (PI3K) superfamily, the ataxia telangiectasia mutated (ATM) and rad3-related (ATR) proteins (Seviour and Lin, 2010). These systems respond to double-strand breaks in DNA, and single-strand breaks along with stalled replication forks, respectively (Huang et al., 2011). As discussed later on, the downstream effects of the activation of this system include the phosphorylation of numerous effector proteins which function in cell cycle checkpoints, DNA repair, and stimulation of apoptosis. Interestingly, one important downstream substrate of ATM and ATR is P53, which is actively inhibited by many DNA viruses to avoid the inhibition of cell cycle progression and stimulation of apoptosis in response to DNA damage (Huang et al., 2011).

Several mammalian viruses induce a cellular DNA damage response during replication which, in some cases, is required for optimal virus replication. For instance, SV40 efficient DNA replication and virions assembly is dependent on the activation of ATM (Zhao et al., 2008). HSV and HIV-1 also activate ATM, and that ATM signaling is important for viral replication (Lau et al., 2005; Lilley et al., 2005). This is also the case for baculoviruses. In fact, induced apoptosis and shut-off of host protein synthesis are the result of the activation of cellular DNA damage response, and this activation is triggered by viral DNA replication (Clem and Miller, 1994; LaCount and Friesen, 1997; Kimberly et al., 2009). RNA silencing assays directed to genes essential to AcMNPV replication identified the replicative late expression factors (lef) as the source of the critical apoptotic signal in infected cells, which also contribute to the inhibition of host cell protein synthesis (Kimberly et al., 2009). Moreover, the addition of ATM and ATR inhibitors to Sf9 cultures infected with AcMNPV decreased viral DNA replication and late gene expression (Huang et al., 2011). In this sense, baculovirus control of the cellular response against infection can be viewed as an equilibrium in which the virus takes advantage of the activation of the DNA damage response for DNA replication, shut-off of host protein synthesis to have the machinery available for viral protein expression, together with inhibition of apoptosis by expressing anti-apoptotic factors (Figure 3).
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Figure 3. Baculovirus manipulation of host cellular stress response. Successful infection is the result of a compromise between host defense response and inhibition of apoptosis, which creates the perfect environment for the replication of the virus. Pathways in “orange” are viral and in “blue” are from the host.



Concomitant with the induction of the stress response, viral infection also activates and modulates pro-survival cellular pathways (Cooray, 2004; Ji and Liu, 2008; Furler and Uittenbogaart, 2010; Qin et al., 2011). The mitogen-activated protein kinases (MAPKs), such as extracellular signal-regulated molecule kinase (ERK) and c-Jun NH2-terminal kinase (JNK), are involved in the regulation of a plethora of cellular processes, including cell division and control of transcription (Johnson and Lapadat, 2002). The PI3K–Akt pathway controls cell survival and apoptosis, proliferation, migration, and regulates metabolism (Willems et al., 2012). In light of this knowledge, it is not surprising that viruses exploit such cellular pathways to set-up an intracellular environment suitable for efficient replication and progeny production. In fact, hepatitis-B, Epstein–Barr, and vaccinia virus are known to subvert MAPK pathways, a behavior that is behind successful infections (de Magalh aes et al., 2001; Zheng et al., 2003; Gao et al., 2004). During influenza A virus infection, the PI3K–Akt signaling pathway is activated, and inhibition of PI3K results in reduced viral RNA synthesis, protein expression, and viral yield (Shin et al., 2007). Also, human cytomegalovirus (Johnson et al., 2001) and coxsackievirus B3 (Luo et al., 2002; Esfandiarei et al., 2004) depend on the activity of PI3K–Akt and/or MAPK–ERK for efficient replication. It has been previously shown that baculovirus efficient infection is dependent on the activation of both MAPK and PI3K signaling (Figure 3). Successful infection of BmNPV is dependent on the activation of ERK and JNK signaling pathways (Katsuma et al., 2007). Western blot assays revealed that ERK and JNK were activated at the late stage of BmNPV infection, and inhibition of both kinases after 12 hpi significantly reduced occlusion body formation and BVs production (Katsuma et al., 2007). Also, late and very late gene expression was impaired, suggesting an important role for ERK and JNK in regulating the BmNPV gene expression program. During AcMNPV infection of Sf9 cells the levels of phosphorylated Akt became elevated, and inhibition of PI3K–Akt activation significantly reduced viral yield, BV production, and occlusion body formation (Xiao et al., 2009). The activation of the PI3K–Akt signaling pathway occurs at an early stage of AcMNPV infection, and is of major importance for viral DNA replication. Inhibition of PI3K at 12 hpi not only reduces the level of viral DNA synthesis, but also delays late and very late gene expression. This result is not surprising, since the transition from early to late phase is marked by the onset of viral DNA replication, which in turn occurs together with the expression of very late genes coding for viral structural components necessary for the assembly of new virions (Grula et al., 1981). Taken together, these data suggest that the products of early genes prepare the host cell for viral multiplication, shown here by the activation of PI3K–Akt pathway, ensuring an environment suitable for efficient infection. However, it is not clear which viral proteins are involved in the activation of these signaling pathways. Baculoviral PK1 serine/threonine protein kinase is expressed along with AcMNPV infection and it is essential for BmNPV replication in BmN cells (Reilly and Guarino, 1994; Katsuma et al., 2007). These data suggest that phosphorylation of host and/or viral proteins by PK1 is needed for virus replication, indicating PK1 as a viral candidate for the activation of ERK and JNK kinases. Further studies concerning the identification of the viral counterpart(s) responsible(s) for the activation of these signaling pathways are compulsory.

Inhibition of Apoptosis

As mentioned before, one of the pathways targeted by the DNA damage response is apoptosis, or programmed cell death, which is a highly regulated process widespread among multicellular organisms. It is characterized by apoptotic body formation, cell shrinkage, membrane blebbing, chromatin condensation and DNA fragmentation, culminating in cellular death (Kerr et al., 1972). Such mechanism is evolutionarily conserved, with the convergence of the apoptotic stimuli to a central pathway that encloses a family of aspartate-specific cysteinyl proteases, i.e., caspases, the main activators and executioners of the apoptotic response. The caspases family is divided in two classes, initiator caspases and effector caspases, which are activated in a sequential manner by auto cleavage in response to apoptotic signaling (Ma and Chang, 2011).

In order to counteract this defense, several viruses have developed mechanisms to block the premature apoptosis of infected cells. These strategies range from mimicking specific cellular regulators, which is the case of the Epstein–Barr virus, African swine fever virus, and herpesvirus, that encode viral homologs for the cellular anti-apoptotic protein Bcl-2, or expressing viral-specific proteins, like the cowpox virus CrmA anti-apoptotic factor (Koyama et al., 2000; Aubert and Blaho, 2001).

Although currently this is observed as a general key strategy, the stimulation of apoptosis by infection was first demonstrated in the baculovirus system (Figure 3). Clem et al. (1991) found that baculovirus replication in insect cells triggers apoptosis, and a specific viral gene product, the AcMNPV p35, was identified as being responsible for blocking the apoptotic response. In fact, it was later shown that P35 protein is a direct substrate inhibitor of caspases and acts in a stoichiometric manner as a suicide inhibitor (Bump et al., 1995). Caspase-mediated cleavage at the aspartate residue Asp87 within the P35 reactive-site loop leads to the formation of a stable complex covalently bound to the target caspase, subsequently inhibiting apoptosis (Bertin et al., 1996; Xu et al., 2001). In addition to AcMNPV, other baculoviruses have been found to carry p35 homologs, BmNPV and Spodoptera litoralis NPV (SlNPV). The BmNPV p35 gene has high nucleotide and amino acid sequence identity to the AcMNPV gene, and its presence is needed to inhibit BmNPV induced apoptosis in B. mori cells (Kamita and Majima, 1993). The SlNPV p49 gene encodes a protein with 49% amino acid identity with its AcMNPV homolog p35 (Du et al., 1999). Computer-assisted modeling and site-directed mutagenesis suggests that the structure of P49 resembles P35, including the presence of a prominent reactive loop that presents Asp94 for cleavage (Pei et al., 2002; Zoog et al., 2002). P49 has the ability to inhibit both initiator and effector caspases, whereas P35 can only inhibit effector caspases. P49 is a substrate inhibitor of the initiator caspase Sf-caspase-X, which is responsible for the proteolysis and activation of Sf-caspase-1 and -2 (Zoog et al., 2002; Guy and Friesen, 2008). This indicates that P49 acts upstream of P35 by inhibiting initiator caspases responsible for the activation of effector caspases.

Another family of baculovirus anti-apoptotic genes is the iap (inhibitor of apoptosis) family. These genes are present in genomes from yeasts to humans, and are known to regulate apoptosis and several other cellular functions (Salvesen and Duckett, 2002; Gyrd-Hansen and Meier, 2010). The first iap genes described in nature were discovered by complementation assays in Cydia pomonella granulovirus (Cp-iap) and Orgyia pseudotsugata nucleopolyhedrovirus (Op-iap; Crook et al., 1993; Birnbaum et al., 1994), in which the iap gene compensated for the lack of p35 in the annihilator AcMNPV mutant. At least one iap gene is present in almost all the baculovirus genomes sequenced, whereas p35 genes are present in only a small subset (Clem, 2005). Op-IAP was shown to function upstream of P35 in Sf21 cells, since its expression was sufficient to block effector Sf-caspase-1 processing, while P35 was not (Manji et al., 1997; Seshagiri and Miller, 1997). However, besides these two examples many of the iap genes tested so far do not seem to have the ability to inhibit apoptosis, or this ability is cell type-specific (Bideshi et al., 1999; Maguire et al., 2000). Moreover, given their ubiquitous distribution, maybe their anti-apoptotic activity is restricted to certain scenarios, or they may possess other functions in different viral processes, such as ubiquitin ligases, as shown for other cellular and viral IAPs (Yang et al., 2000; Imai et al., 2003; Green et al., 2004). Structurally, IAP proteins are metalloproteins with one to three copies of a zinc-binding motif, BIR (Baculovirus IAP Repeat), at the N-terminus, and another zinc-binding motif, RING, at the C-terminus (Hinds et al., 1999). BIR-containing motifs of several IAP proteins bind directly a myriad of pro-apoptotic proteins (Miller, 1999). In fact, BIR2 motif of Op-IAP interacts with Drosophila pro-apoptotic factors REAPPER, HID, and GRIM, and this binding inhibits apoptosis even during overexpression of such factors in Sf21 cells (Vucic et al., 1997, 1998a,b). The RING domain is also important, since its removal completely abolishes Op-IAP anti-apoptotic activity and strongly diminishes its ability to protect Sf21 cells during HID overexpression (Vucic et al., 1998a; Wright and Clem, 2002). RING motif-containing proteins are involved in many cellular functions, ranging from scaffolding of multi-protein complexes (Borden, 2000) to E3 ubiquitin ligase activity (Tyers and Willems, 1999). Actually, the Op-IAP RING domain has been shown to have E3 ubiquitin ligase activity, capable of promoting its own and HID ubiquitination, and this ability is of major importance for Op-IAP anti-apoptotic properties (Green et al., 2004). Ubiquitination is a post-translational modification that can have different effects on the targeted substrate, such as targeting to proteasome-dependent proteolysis or the modulation of protein function, structure, assembly, and localization (Deshaies and Joazeiro, 2009). The relevance of this activity for the in vivo anti-apoptotic function of Op-IAP is still unclear. Direct interaction and subsequent modulation of pro-apoptotic factors by IAP proteins is evident, and further studies are encouraged in order to disclose the peculiarities of such dynamic cross talk.

Induction of the Heat Shock Response

A hallmark of universal cellular defense to various environmental and pharmacological stresses is the activation of the HSR (Gidalevitz et al., 2011). The induction of HSR leads to the rapid and robust expression of members of the chaperone family of heat shock proteins (HSPs) and respective cognates (HSCs), in order to protect the cell from proteotoxic stresses and to maintain protein homeostasis (Fujimoto and Nakai, 2010).

HSP70s and HSP90s, members of the HSPs family, are involved in the replicative cycles of DNA and RNA viruses. Not only have they been identified in the regulation of viral gene expression via interaction with specific viral proteins, but they also participate in capsid assembly and disassembly (Mayer, 2005; Xiao et al., 2010; Nagy et al., 2011). Such observations demonstrate that viruses also exploit HSR as an infection strategy. A proteomic study by 2D-GE coupled with mass spectrometry showed that host HSC70 was associated with ODV of BmNPV, suggesting a possible involvement of HSP during the assembly of baculoviral virions (Liu et al., 2008). Nobiron (2003) used a differential display approach to search for host mRNA transcripts that could be up-regulated during AcMNPV infection of Sf9 cell line. They found one transiently up-regulated transcript encoded by hsc70, for which expression peaked at 6 hpi. Similarly, a microarray approach to analyze the global transcriptional profile of infected B. mori cells showed that the hsc70 ortholog was up-regulated during infection, and this increase was detected only until 24 hpi (Sagisaka et al., 2010). A combined microarray assay complemented with qRT-PCR was applied for Sf21 transcriptome analysis during the infection with AcMNPV (Salem et al., 2011). Despite the fact that the majority of cellular genes were down-regulated during the course of infection, the expression of two members of the hsp70 family were augmented. Lyupina et al. (2010) monitored the induction of HSPs of the 70-kDa family (HSP/HSC70) in Sf9 cells after infection with AcMNPV by Western blot analysis. The authors reported that AcMNPV infection induces and stimulates several HSP70s, and that the infection process markedly potentiates HSR by boosting the HSP/HSC70s content (Figure 3). The use of chemical inhibitors of HSR decreased the rate of viral DNA synthesis, providing experimental evidence of the importance of such pathway for baculovirus replication. Moreover, HSP70s co-localize with ubiquitinylated proteins in speckles in the cytoplasm of AcMNPV-infected cells, forming aggresome-like structures that can contain proteins for digestion and/or sequestration during infection (Lyupina et al., 2011). In fact, the ubiquitin-proteasome system is required during BmNPV infection, since its inhibition resulted in reduced BV and ODV formation, together with the suppression of polyhedrin expression (Katsuma et al., 2011). Ubiquitin homologs are found in most lepidopteran baculovirus genomes (Katsuma et al., 2008). Although non-essential for viral replication, the baculovirus ubiquitin protein (v-UBI) is involved in the formation of AcMNPV viral particles, since its loss resulted in a reduction of BV production (Reilly and Guarino, 1996). Additionally, biochemical experiments suggest a putative role for v-UBI in the blocking of the host degradative pathways of short-lived protein(s) during infection (Haas et al., 1996). Taken together, these data suggest a close collaboration of HSPs and ubiquitin-proteasome system during the baculovirus replicative cycle. Studies exploring the interactome profile between viral proteins and factors triggered upon stress induction are strongly encouraged, in order to identify the players and mechanisms responsible for balancing host damage and stress response.

METABOLISM

Viral infection claims an intensification of host cell biosynthetic activity in order to supply building blocks needed for the biogenesis of membrane lipids and for the synthesis of viral nucleic acids and proteins (Munger et al., 2006, 2010). In fact, viruses are considered as “metabolic engineers” (Maynard et al., 2010). In this regard, the success of infection is highly dependent on the metabolic state of the cells at the moment of infection, jointly with the viral manipulation of energy metabolism to fit such needs (Carinhas et al., 2010, 2011a). Despite many recent reports, the characterization of insect cell metabolic response to baculovirus infection is still at its infancy.

Baculovirus infection provokes an important metabolic burden on insect cells, causing an enhancement of the fluxes through the major catabolic pathways, namely glycolysis and tricarboxylic acid cycle (TCA; Bernal et al., 2009) as reflected in the changes in fluxes and enzyme activities after infection (Bernal et al., 2010; Figure 4). An increase in the oxygen uptake rate is also observed, which accounts for a higher rate of respiration upon infection (Kamen et al., 1996; Palomares et al., 2004; Bernal et al., 2009). Moreover, there is a drop in systems productivity when insect cells are infected with baculovirus at high cell densities, the so called “cell density effect.” Bernal et al. (2009) succeeded in deciphering the metabolic basis of such phenomenon, during which Sf9 cells undergo a progressive inhibition of central metabolism (Bernal et al., 2009). Since a successful viral infection strongly correlates with the energetic state of the cell, viral replication is impaired in high cell density cultures. Iwanaga et al. (2007) performed an exploratory analysis using subtractive hybridization in order to identify differentially expressed host genes following BmNPV infection. The authors paid special attention to the response of energy metabolism to infection, and reported the up-regulation of citrate synthase and ATP-dependent proteasome 26S homologous genes. Citrate synthase is the first enzyme of the TCA cycle, which plays a central role in aerobic energy production and metabolic interconversions in mitochondria (Holloszy et al., 1970). On the other hand, the proteasome-ubiquitin pathway plays an important role during baculovirus infection as mentioned previously (Katsuma et al., 2011). Next-generation sequencing and gene enrichment analysis also showed that gene sets related to mitochondrial function were highly up-regulated during the course of BmNPV infection of Bm5 cells (Xue et al., 2012). A recent high-throughput analysis of baculovirus proteomic responses of Sf9 cells to infection with AcMNPV identified two up-regulated metabolic enzymes, pyruvate dehydrogenase and aldehyde dehydrogenase (Carinhas et al., 2011b). Therefore, the up-regulation of such cellular proteins indicates that baculoviruses manipulate host energy metabolism to fuel its own replication and further envisages the importance of energy metabolism in supporting infection.
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Figure 4. Baculovirus infection impact on host cell metabolism. Baculovirus infection causes an intensification of glycolytic and tricarboxylic acid cycle (TCA) fluxes, which indirectly follows the activation of the PI3K–Akt signaling pathway.



All these alterations described in central metabolism are linked to the host–virus interactions described in the previous sections. Baculovirus replication depends on the activation of PI3K–Akt signaling pathway (Xiao et al., 2009). One of the downstream targets of Akt is the adenosine 5′ monophosphate (AMP)-activated kinase (AMPK), a key sensor which regulates the metabolic status of cells (Cantó et al., 2009). In fact, it is activated by an increase in the AMP:ATP ratio (i.e., a low energy charge) and balances energy homeostasis by up-regulating catabolic processes while inhibits anabolism. A similar regulatory mechanism is activated in other viruses (Terry et al., 2012). In addition, both AcMNPV and BmNPV encode nucleotide diphosphate hydrolases belonging to the Nudix family. The corresponding genes are expressed early in infection and are essential for the replication of the virus (Ge et al., 2007; Chen et al., 2010). The essentiality of this activity is intriguing, although several metabolic regulatory roles have been proposed for nucleotides and related metabolites, which might contribute to the observed effects of infection (Tong and Denu, 2010).

PROTEOMIC ANALYSIS OF BACULOVIRUS–HOST CELL INTERACTIONS

As seen along the previous sections, viral infection induces profound alterations on the physiology of the host cells, and the latter respond to such changes by translating a complex network of protein–protein interactions and biochemical signaling events into functional responses. Systems level knowledge about the host effectors involved in the response to virus infection and the functions induced by viruses is crucial to understand the molecular basis of viral pathogenesis at a whole cell/organism level.

In addition to their well proven biotechnological and biomedical potentials, the study of the molecular biology of baculovirus infection has also offered meaningful insights into conserved viral mechanisms of manipulation and subversion of the host cell (Clem, 2001; Goley et al., 2006b).

Despite the advances in the so-called omic technologies, their application to the baculovirus–host system has been held back by the lack of sequenced host genomes, and the scarcity of curated databases. While complete genome sequences for more than 53 baculovirus are available (van Oers, 2011), currently, the only fully sequenced insect host is B. mori (Xia et al., 2004). Global gene expression profiles of S. frugiperda and B. mori derived cell lines have been recorded at various time-points, following baculovirus infection (Nobiron, 2003; Iwanaga et al., 2007; Sagisaka et al., 2010; Salem et al., 2011). Also, the temporal gene expression programs of the viral genes of several members of the Baculoviridae family (AcMNPV, TnSNPV, BmNPV) have been elucidated during their respective infection cycles (Yamagishi et al., 2003; Iwanaga et al., 2004, 2007; van Munster et al., 2006). Even scarcer are large scale proteomic studies. Popham et al. (2010) performed a proteomic analysis based on 2D-GE-MS/MS to examine the protein expression of permissive and non-permissive insect host cells (H. zea and Heliothis virescens derived cell lines, respectively) for AcMNPV. The authors identified 18 differentially expressed proteins after 24 hpi in the permissive cell line, among which there were members of signal transduction pathways, protein function and homeostasis, and cell survival (Popham et al., 2010). Recently, Carinhas et al. (2011b) applied a SILAC approach for quantitative proteomics of Sf9 cells during growth and early baculovirus infection, contributing with the first comparative quantitative proteomic analysis of the response of S. frugiperda cells to infection. The lack of an annotated genome sequence was overcome by cross-referencing to a database that included sequences of proteins from S. frugiperda and related insect species. The authors found new differentially expressed proteins related to energy metabolism, endoplasmic reticulum and oxidative stress during AcMNPV infection (Carinhas et al., 2011b). In particular, the up-regulation of two metabolic enzymes, PDH-E3 and ALDH, was observed, which account for an increased efficiency of the coupling of glycolysis and the TCA cycle and for the anaplerotic feeding of carboxylic acids, respectively. These observations go along with the increased metabolic fluxes of central carbon metabolism during baculovirus infection (Bernal et al., 2009), emphasizing the importance of energy metabolism during viral infection. Concerning the cellular stress response to infection, the authors observed a decrease in the levels of the chaperone ERp57 and the polypeptide transporter SRP57. Both proteins are effectors of the untranslated-protein response (UPR), and their down-regulation envisages the baculovirus capacity in avoiding the deleterious effects of cellular stress response.

Altogether, these results demonstrate that efficient replication of baculovirus depends on the capacity of viral manipulation of different cellular pathways, the control of which are needed for the success of viral infections.

Systems-level knowledge of baculovirus–host interactions requires an effort from the scientific community in the direction of insect cells/host genome sequencing. Recent efforts by Nguyen et al. (2012) succeeded in the transcriptome sequencing of H. zea cell line, providing a microarray platform to investigate baculovirus–insect cell interactions. Also, Xue et al. (2012) used next-generation sequencing to analyze differential gene expression following BmNPV infection of Bm5 cell line. A gene enrichment analysis showed that gene sets enclosing cytoskeleton, transcription, translation, energy metabolism, iron metabolism, and ubiquitin-proteasome pathways are altered during the course of baculovirus infection. The information gathered during transcriptional analysis was then used to define the interactome network between BmNPV and host proteins at a systems level, revealing direct interaction of viral proteins with cellular components, such as the proteasome, the cytoskeleton and the spliceosome (Xue et al., 2012).

CONCLUSION

Baculoviruses have developed several strategies to subvert the mechanisms of cellular defense against infection. In this fight, baculoviruses take control of cellular structures, such as the cytoskeleton, and trigger signaling responses leading to cell cycle arrest, induction of the DNA damage response, inhibition of apoptosis and intensification of energy metabolism. Although many of these responses are shared by different viruses, the specific characteristic features of the adaptations evolved by Baculoviruses have been highlighted in this review.

Although many studies concerning baculovirus molecular biology and the infection process have been pursued, there is a lack of a whole-system level integration of cross-platform reported data. Thus far, the application of high-throughput transcriptomic and proteomic approaches has been hampered by the current unavailability of lepidopteran genome sequences.

System-level proteomic studies can provide useful insights on the dynamic host response to infection. Indeed, the direct cross-talk between virus and host occurs mainly at the protein level. Viral proteins are major effectors on the subversion and manipulation of host cell physiology. Mapping such intricate network of interactions and, more importantly, deciphering their outcome at the cellular level, will provide a step-further in our current knowledge on the biological outcome of infection.
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Viruses could manipulate cellular machinery to ensure their continuous survival and thus become parasites of living organisms. Delineation of sophisticated host responses upon virus infection is a challenging task. It lies in identifying the repertoire of host factors actively involved in the viral infectious cycle and characterizing host responses qualitatively and quantitatively during viral pathogenesis. Mass spectrometry based proteomics could be used to efficiently study pathogen-host interactions and virus-hijacked cellular signaling pathways. Moreover, direct host and viral responses upon infection could be further investigated by activity-based functional validation studies. These approaches involve drug inhibition of secretory pathway, immunofluorescence staining, dominant negative mutant of protein target, real-time PCR, small interfering siRNA-mediated knockdown, and molecular cloning studies. In this way, functional validation could gain novel insights into the high-content proteomic dataset in an unbiased and comprehensive way.
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INTRODUCTION

Invasive viruses are adaptively infectious and pathogenic. Although host cells evolve and occupy a network of multiple defensive measures, microbial pathogens could in turn manipulate cellular machinery to counteract those immune defenses in order to evade or neutralize them (Finlay and McFadden, 2006). This might be in part attributed to the fact that viruses evolve and mutate much more quickly than their hosts, and result in emerging mutants with enhanced viral attacks. For instance, viral genomes of RNA viruses, e.g., influenza A virus, intrinsically exhibit hyper-variations and continued mutations due to a lack of proofreading RNA dependent RNA polymerases (Holland et al., 1982). This may also be derived from the diversity of virus families and a vast number of formidable viruses threatening mankind; for examples, the representatives are human immunodeficiency virus, influenza virus, respiratory syncytial virus (RSV), severe acute respiratory syndrome (SARS), dengue virus, and so on. Epidemic or even pandemic diseases occurred in recent years upon breakout of those infectious viruses.

In recent decades, the field of virology is rapidly expanding with the advances of high throughput genome sequencing and proteome screening technologies. To date, the numbers of complete viral genomes and proteomes that cover 118 taxonomy groups have reached to 2853 and 1932 in the NCBI and Uniprot databases, respectively1, 2. As these databases expand, the daunting challenge still lies in illustrative delineation of sophisticated pathogen-host interactions or virus-hijacked signaling pathways. Advancements in mass spectrometry (MS) based proteomics have tremendously facilitated the investigations of viral proteomes as well as host responses associated with viral infections. Several popular MS based approaches have been applied to study viruses and their hosts (Table 1). These include 2D gel, tandem affinity purification (TAP), co-immunoprecipitation (Co-IP), and quantitative stable isotope labeling strategies, such as isotope coded affinity tag (ICAT), isobaric tag for relative and absolute quantitation (iTRAQ), and stable isotope labeling of amino acids in cell culture (SILAC). Others developed novel approaches such as HLA peptidome scanning chips to study host responses upon virus infection (Zheng et al., 2011). These MS based proteomic approaches are capable to explore from individual binding partners to quantitatively altered proteomes upon virus infections. Moreover, two other MS based approaches developed to study protein–protein interactions (PPIs) and protein conformational changes have also contributed to virology studies. These are chemical cross-linking and hydrogen/deuterium exchange (HDX) based MS methodologies.

Table 1. A summary of proteomic techniques and their applications in virology.
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CROSS-LINKING BASED MS METHODOLOGY

Formaldehyde cross-linking could be applied to study the binding between nucleotides, e.g., DNA and RNA, and proteins (Petrotchenko and Borchers, 2010). Formaldehyde is a reactive cross-linking agent that could bind nucleic acids, peptides, or proteins. Its carbon atom center is nucleophilic to bind cytosine and it could also react with side chains of lysine, arginine, histidine, and cysteine to form methylol groups, schiff-bases, or methylene bridges. These cross-links could be reversed by heating and the eluted peptides are further submitted to MS for sequence identifications (Orlando et al., 1997; Metz et al., 2004). For its applications, the helicase-like regions within the viral polymerase involved in RNA binding were characterized by reversible formaldehyde cross-linking and MS (Kim et al., 2005; Deval et al., 2007; Han et al., 2009).

HYDROGEN/DEUTERIUM EXCHANGE BASED MS METHODOLOGY

Hydrogen/deuterium exchange combined with MS is able to investigate the protein structures and dynamics by studying their conformational alternations. Some amide hydrogens at the backbone could be readily exchanged when incubated in a deuterated environment while some amide hydrogens hidden in the interior of the protein or involved in hydrogen bonding have restricted access to deuterium. A quench condition (0°C, pH 2.5) is used to stop the exchange reaction followed by pepsin digestion of proteins prior to MS analysis. Therefore, the deuterium labeling induced mass shift and H/D exchange rate could reflect the protein conformational information and hydrogen bond interactions (Hamuro et al., 2003; Engen, 2009). HDX combined with high resolution MS was capable of studying structural information such as protein-nucleic acid bindings, protein–protein interplays, and protein maturation rearrangements. Viral molecular motors, e.g., helicases or packaging factors, are associated with nucleic acid binding and hydrolysis functions. The hexameric packaging motor (P4) of cystovirus enabled to bind viral RNAs through its RNA binding channel coupled with ATPase activities. The conformational dynamics of P4 in the presence and absence of RNA were examined by HDX coupled with MS. The HDX kinetics revealed distinctive states for different domains of P4 in response to nucleotide-binding, RNA loading, and translocation as well as ATPase activities, and thus provided a comprehensive understanding to P4 molecular architecture in different biological states (Lisal et al., 2005). Assembly of MS2 viral coat protein is initiated by binding with a RNA stem-loop, resulting in a conformational switch from a symmetric dimer to an asymmetric structure. In this circumstance, detailed structural information was characterized by HDX and MS that some known RNA binding regions showed a more fluctuated HDX kinetics (Morton et al., 2010). PPI dynamics could also be studied by HDX and MS. For instance, Kong et al. (2010) comparatively studied the local conformational rearrangements within HIV-1 gp120 in the presence or absence of CD4. Monroe et al. (2010) also applied HDX combined with LTQ-FT MS to study the immature, mature, and mutant Gag polyprotein to further unravel the capsid assembly.

COMPUTATIONAL VALIDATIONS BY PROTEOMIC SOFTWARE

With the advent of high throughput short-gun proteomics, liquid chromatography coupled with tandem MS (LC-MS/MS) could characterize numerous fragment ion spectra and thus is able to identify large number of peptide sequences. In addition, accessing highlighted post translational modifications (PTMs) and protein quantifications by stable isotope labeling or label-free analysis have incorporated into the multi-functional search engines, enriching the mass spectrometric data. Presently, several proteomic search engines are available from distinctive searching algorithms and compatible with mass spectrometric data, including some traditional ones, e.g., Mascot, SEQUEST, X!TANDEM, as well as some new search engine, e.g., ProluCID, etc. Mascot incorporates peptide mass fingerprint, sequence query, and MS/MS ions search. It is a possibility-based scoring engine by calculating the observed match between experimental data and theoretical sequence data (Perkins et al., 1999). For instance, Lai et al. (2007) employed Mascot to analyzed the nano LC-MS/MS data and identified up-regulated proteins in human promonocyte cells stably expressing SARS CoV 3C-like protease. Although Mascot provides high throughput protein identification dependent on possibility rankings, there exist some limitations associated with searching non-independent dataset, and non-statistical validation of atypical sequence entries. SEQUEST could correlate ion fragmentations in the processed tandem mass spectrometric data with their corresponding amino acid sequences in the FASTA database files. There are generally four steps of this search algorithm, including tandem mass spectra reduction, matching spectra with amino acids, generating high-ranked sequences, and correlating with protein identification (Eng et al., 1994; Yates, 1998). SEQUEST also is able to search several covalent modification-bearing peptides by matching the nascent tandem mass spectra (Yates et al., 1995). It had been applied to identify secretome of human monocyte-derived macrophages after HIV-1-infection (Ciborowski et al., 2007). X!TANDEM is an open-source platform for proteomic researchers to efficiently process MS/MS data (Craig and Beavis, 2004). Its analysis on a mixture of peptides is based on one axiom: for each detectable protein in the original protein mixture, there will be at least one good tryptic peptide match within a designed scope. In the first step of the analysis, a smaller set of protein sequences is generated from the original protein database by thoroughly filtering with the designed scope that set as small as possible. From this step onward, the subsequent searches are within this refined protein sequences, thus improving the efficiency and saving the overall search time. In the second step of analysis, a bigger scope is set to perform multiple comparisons of the spectra with those refined protein sequences in respect to the different peptide modifications, number of missed cleavages, and non-specific hydrolysis, etc (Craig and Beavis, 2003). Trans-Proteomic Pipeline (TPP) was utilized to statistically analyze the viral and host proteins in purified RSV (Radhakrishnan et al., 2010). And global proteome machine (gpm) is a well-established open-source search engine based on TANDEM3. Recently, Xu et al. developed a new search engine ProluCID, which is based on binomial probability preliminary scoring scheme to filter candidate peptides for further isotopic distribution analysis (Xu et al., 2006). And high sensitivity and specificity of ProLuCID could be achieved compared to SEQUEST.

In addition to these searching algorithms, there emerge several multi-functional proteomic pipelines which could incorporate statistical analysis and guarantee high confident searching results. Since different search engines have distinctive algorithms and sensitivities, some important low-abundant hits may be identified by only few software. To cope with this problem, one advantage of Scaffold proteomic pipeline is that peptides simultaneously identified by several different searching engines, e.g., Mascot, SEQUEST, TANDEM, etc, could be integrated into “a folder” by Peptide Prophet Algorithm, resulting in a list of combined peptide sequences. And a further statistical calculation and validation by Protein Prophet algorithm is processed with MS/MS data to generate protein identifications (Searle, 2010). Similarly, TPP also supports the original data generated by Mascot, SEQUEST, TANDEM, etc. Peptide or protein identification is performed by peptide prophet or protein prophet algorithm, respectively. It also combines the advantages of statistical validations by iProphet tool and quantitative analysis by XPRESS, ASAPRatio, or Libra algorithm (Deutsch et al., 2010). Moreover, the Scripps Research Institute developed an integrated Proteomics Pipeline (IP2), which provides a simple and efficient platform for rapid identifications and quantifications to proteomic researchers4. It is compatible with both SEQUEST and ProluCID search engines for high resolution MS spectra analysis (Xu et al., 2006). Subsequently, DTASelect set spectrum filtering parameters to ensure low false-positive rate and refine the confidence of protein output (Tabb et al., 2002; Cociorva and Yates, 2007). Census is further incorporated into IP2 to enable large-scale quantitative analysis on isotope-labeled, e.g., N15, SILAC, and iTRAQ, or label-free samples (Park et al., 2008). Some well-established PTMs, especially phosphopeptides, could also be specifically searched during the IP2 ProluCID analysis step, yielding potential highlights for further functional validations.

ACTIVITY-BASED FUNCTIONAL VALIDATIONS

LIMITATIONS OF PROTEOMIC DATA

Although the introduction of software is a significant advance to a variety of proteomic studies by performing statistical analysis and filtering out low confident protein candidates, the development of bioinformatics is still hampered by computational limitations. For tandem mass spectra, only a small number of most abundant precursors are generally selected for subsequent MS/MS analysis due to limited sampling rate of MS. It therefore results in missed identification of some lower abundant proteins could escape identification. The method may also identify some non-specific proteins or contaminants, for instance, HSC70 was identified associated with purified RSV by proteomic approach, yet validation by fluorescence microscopy showed that the proteomic observation of HSC70 in RSV was false-positive (Radhakrishnan et al., 2010). Also, for large-scale quantitative proteomic analysis, such as 2D gel and 2D LC-MS/MS, it is hard to validate the functional activity of each protein due to the large quantity of protein IDs and shortages of antibodies. More importantly, mass spectrometric data may also contain proteins from indirect secondary cellular responses that are not directly related to virus infections. For instance, some indirect cellular processes during the late stages of HIV or RSV infection, such as syncytium formation that causes severe secondary host countermeasures could also be detected in proteomic analysis.

To overcome such limitations, more accurate assessments are required to functionally validate the active state of viral or host proteins identified by MS. In this way, functional validations, which highlight proteins involved in direct cellular responses upon virus infections, would provide novel insights to proteomic datasets. These approaches involve drug inhibition of secretory pathway, immunofluorescence staining, dominant negative mutant of protein target, microarrays, small interfering siRNA-mediated knockdown, molecular cloning studies, or activity-based protein profiling (ABPP) (Figure 1). In parallel to our previous review stressing global proteomic studies on virus and host interaction (Zheng et al., 2011), this review mainly focuses on the diverse activity-based applications to validate distinctive proteomic datasets concerning pathogen-host interactions.
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Figure 1. A summary of current approaches on virus-host interactions.



FUNCTIONAL VALIDATIONS BY GENE SILENCING

Nucleic acid-based antisense agents have been widely used to inhibit or knockdown targeted gene expression. These antisense technologies constitute antisense oligonucleotides (ODNs), ribozymes, DNAzymes, and RNA interference (RNAi). Each approach has its own strengths and weaknesses. For instance, although there are some off-target effects, RNAi is regarded as a potent and efficient tool for gene silencing even that its sequence target is in low concentration. Also, it could implement in vivo and in vitro systems, escape the immune responses, and involve in network pathways (Scherer and Rossi, 2003). RNAi is based on the posttranscriptional gene silencing mechanism, which is induced and mediated by small interfering 21–23 nucleotide dsRNA (siRNA; Novina and Sharp, 2004). It targets specific sequence and results in degradation and knockdown of this gene expression. Specifically, natural dsRNAs from the cytoplasm are recognized by RNAi DEfective family member-4 (RDE-4), resulting in dicer-mediated cleavage into 21–23 nucleotide siRNA. These cleaved siRNAs are then recruited into a RNA-inducing silencing complex (RISC), which consists of helicase, exonuclease, endonuclease, and homology searching domains. On one hand, the duplex siRNAs are unwound by helicase. On the other hand, one antisense single strand associated with RISC directs its binding with complementary mRNA. And this binding induces and stimulates the ATP-dependent activities of exonuclease and endonuclease, which could cleave the targeted homologous transcript mRNA (Lee and Sinko, 2006; Pushparaj et al., 2008). Besides natural siRNA, chemically synthesized siRNAs, short hairpin RNA (shRNA), and microRNA (miRNA) could also induce gene silencing in similar mechanisms (Dykxhoorn et al., 2003). A pioneering trial of siRNA was applied to tomato cell lines and antisense 25 nucleotides specific to 1-aminocyclopro-pane-1-carboxylate oxidase (ACO) mRNA were detected (Hamilton and Baulcombe, 1999). In the following 2 years, Elbashir et al. (2001) firstly utilized duplexes of 21-nucleotide siRNAs to mediate the degradation of corresponding mRNAs in mammalian cells. It was also regarded as a breakthrough approach in the year 2002 by Science (Couzin, 2002).

In the recent decade, this breakthrough technique has been playing an indispensable role in the realm of virology (Tan and Yin, 2004). In addition, it could integrate and highlight proteomic data by shedding a light at the protein function level. And numerous researches have implemented gene silencing, especially siRNA knockdown, in validating the proteomic data in respect to virus infection. To explore the cellular interacting partners of NS5A of hepatitis C virus, a proteomic technique, Co-IP, was employed (Gonzalez et al., 2009). Heat shock proteins, hsc40 and hsc70, were identified for interacting with NS5A and validated by western blot analysis. NS5A was known to be able to affect the internal ribosome entry site (IRES) mediated translation of HCV. To further determine the roles of these two proteins related to IRES mediated translation, sihsc70 and sihsc40 knockdown combined with a cell culture-based bicistronic luciferase reporter system were designed. The ratio of Firefly to Renilla luciferase expression could reflect the effectiveness of IRES mediated translation. And this ratio is significantly decreased by the knockdown of hsc70, suggesting the importance of hsc70’s role involved in the NS5A alternation of IRES mediated translation. Similarly, Katoh et al. (2011) also used Co-IP purification technique followed by MS to identify the binding partner of flavivirus core protein. Heterogeneous nuclear ribonucleoprotein (hnRNP) A2 was found to interact with flavivirus core protein. By applying siRNA knockdown of this protein, a 90% reduction of viral replication was discovered and vRNA synthesis was delayed, indicating its significant role in regulating virus replications. In another study, TAP based proteomic approach was utilized to explore the interacting complexes associated with viral polymerases of influenza A virus (Jorba et al., 2008). KIAA0136 (NXP2), SFPQ/PSF protein, DEAD/H box polypeptide 3 (DDX3), HNRNP-M protein, coactivator activator, growth regulated nuclear 68 protein (DDX5), beta 5-tubulin, HNRP-H1 protein, ribosomal protein-small subunit S3, and similar to zinc finger protein 71 were specifically identified. Immunofluorescence imaging further confirmed the co-localizations of those host proteins with viral RNPs. And among those identified host factors, a series of functional studies was performed in vivo and in vitro for characterizing the nuclear associated protein SFPQ/PSF (Landeras-Bueno et al., 2011). siRNA silencing of SFPQ/PSF was found to reduce virus propagations. In particular, the accumulations of vRNA and mRNA were interrupted and reduced; polyadenylation step in viral mRNA assembly was also disturbed when siRNA silencing of SFPQ/PSF was implemented.

To functionally study host proteins associated with virions, siRNA-mediated transcript knockdown is utilized to validate the roles of host proteins involved in virus infection. In one study, highly purified RSV particles were analyzed by proteomic approach, and a total of 25 host proteins were identified to be associated with virions (Radhakrishnan et al., 2010). Among those cellular components, two heat shock proteins, e.g., hsc70 and hsp90, were further selected to examine their effects on virus infection. RSV-infected cells were transfected with either sihsc70 or sihsc90 at 20 hpi. The transfected cells were then fixed and stained with anti-hsc70, anti-hsc90, and antiviral fusion protein (anti-F). In both the sihsc70 and sihsc90 treated groups, obvious reductions in hsc70 and hsp90 staining signals visualized by immunofluorescence imaging were observed, accompanying with decreased viral fusion protein expression. In another study, Spurgers et al. (2010) applied LC-MS/MS and siRNA screening to identify and validate the host proteins associated with Filoviruses (ebola viruses and marburgvirus). The specific knockdown of HSPA5 and ribosomal protein L18 (RPL18) greatly affected ebola virus and marburgvirus infection. qRT-PCR was also applied to confirm the reduced host gene expressions at the transcript level.

For most viruses, the detailed mechanism of virus and host signaling pathways associated with virus survival remains elusive. Since lipid raft plays important roles in virus assembly, signaling, and sorting pathways, delineation of those host proteins associated with lipid rafts could assist to understand the key regulators and mediators involved in viral maturation. Mannova and Beretta (2005) used 2D gel coupled with LC-ESI/Q-TOF/MS-MS to characterize the protein contents of lipid rafts of hepatitis C virus infected cell membranes. N-Ras was identified as a key activator of PI3K-Akt-mTOR pathway and it was important for cellular signaling behaviors. siRNA silencing of N-Ras was observed to inhibit the host PI3K-Akt-mTOR pathway and thus enhanced the HCV replications. A similar effect was observed when cells were treated with PI3K inhibitor LY294002 or transfected with mTOR siRNA. In another study, Gaither et al. (2010) utilized drug inhibition assays, iTRAQ coupled with LC-MS/MS, and RNAi screening to identify key factors involved in HCV replication pathways. Cyclophilins A, H, 40, and E were identified and validated to associate with multiple signaling pathways of HCV replication. One cyclophilin inhibitor NIM811 could strongly suppress these multiple pathways and result in reduced virus release. In another study by Hwang et al. (2007) annexin 1 was discovered to be a key effector to apoptosis pathways associated with infectious pancreatic necrosis virus (IPNV) infected cells. They employed 2D gel electrophoresis and MALDI TOF/TOF MS and identified annexin 1 as an up-regulated protein upon virus infection. SiRNA-mediated knockdown of annexin 1 not only increased the apoptotic effects of cell death, but also suppressed viral protein synthesis until 10 h post infection.

Compared with siRNA knockdown, shRNA and miRNA mediated gene silencing were less reported as functional validation strategies to examine proteomic data. In one study, cellular c-Cbl was known to play a key role in macropinocytosis for entry of kaposi’s sarcoma-associated herpesvirus (KSHV). Valiya Veettil et al. (2010) utilized MS to analyze the immunoprecipitation (IP) of c-Cbl and identified a novel interacting protein, myosin IIA. shRNA mediated knockdown of c-Cbl was then performed and the binding between c-Cbl and myosin IIA was abolished. Overall, these gene silencing studies showed that effective silencing of gene expression has a profound influence to functional virology studies in conjunction with proteomic techniques. What is more, it could provide a more rigorously demonstrated result at the functional level when siRNA-mediated knockdown is comprehensively combined with other approaches, such as immunofluorescence imaging, molecular cloning, RT-PCR, drug inhibition of secretory pathways.

FUNCTIONAL VALIDATIONS BY DRUG INHIBITIONS

Quantitative proteomic approaches have been frequently utilized to study the relative expression level of viral and cellular proteomes upon virus infection. Precise measurement of expression shift could highlight the groups of significantly up-regulated and down-regulated proteins, which may serve as key mediators or regulators involved in virus-hijacked secretory pathways. Therefore, these significantly regulated proteins characterized by quantitative proteomics could be considered as potential biomarkers or drug targets for diagnostic or therapeutic purposes. In one study, a proteomic approach, 2D gel combined with quantitative analysis was performed to unravel the changes in the cellular proteome before and after dengue virus serotype 2 (DEN-2) infection (Kanlaya et al., 2010a). Sixteen host proteins were found to be up-regulated and twenty two proteins down-regulated. Ubiquitin-activating enzyme E1 (UBE1) was identified as a greatly up-regulated protein and its specific inhibitor, UBE1-41, was selected to explore the effect of UBE1 inhibition on virus propagation and infectivity. The treatment resulted in reduced viral protein synthesis and fivefold decrease in virus release. Therefore the importance of ubiquitin-proteasome pathway to DEN-2 infection could be revealed by specifically counteracting UBE1. Another quantitative proteomic study was designed to illustrate sub-cellular changes upon expression of measles virus nucleoprotein (NP), which is a key mediator involved in cellular apoptosis pathway via triggering reactive oxygen species (ROS) and caspase 3 (Bhaskar et al., 2011). The inhibition of caspase 3 by ascorbic acid could partially reverse and counteract the NP-induced apoptosis. Furthermore, in order to highlight the essential components responsible for antiviral and cell death signaling pathways of influenza A virus infected macrophages, 2D gel coupled with LC-MS/MS was used to quantitatively analyze the up-regulated or down-regulated host proteins in the cytosolic and mitochondrial proteomes (Ohman et al., 2009). As a result, cytoskeleton proteins, e.g., actin and tubulin, were significantly up-regulated in the mitochondrial fraction; and deliveries of certain proteins involved in the antiviral machinery from cytosolic to mitochondrial region were clearly observed. Also, drug inhibition of actin networks by cytochalasin D could impair the expression of certain major antiviral proteins, such as interferon (IFN)-β and TNF-α. These indicate that actin could regulate the antiviral and cell death signaling pathways involved in mitochondrial responses. In another study, as Epstein–Barr virus (EBV) plays a role in gastric carcinogenesis, Fukagawa et al. (2008) used 2D gel followed by LC-MS/MS to quantitatively study the differentially expressed proteins in EBV infected carcinoma cells. Heat shock protein 27 was identified as a significantly up-regulated phosphorylated protein upon virus infection. Drug inhibition studies demonstrated that PI3K/Akt pathway was closely related to Hsp27/phosphorylation, as phosphorylation level was reduced upon treatment with PI3K inhibitors (LY294002 and wortmannin). As a result, suppression of PI3K signaling pathway could inhibit hsp27 function in EBV-induced gastric carcinomas.

Besides Heat shock protein 27, other heat shock proteins are also known to be closely involved in the dynamics of virus and host interactions. Heat shock proteins 40 and 70 were identified by proteomics as binding partners of hepatitis C viral protein NS5A. Gonzalez et al. (2009) used quercetin to inhibit the activities of host factor HSPs upon HCV infection. Both viral replication and release were found to be greatly reduced in a dose-dependent manner compared to a mock group. In another study, heat shock protein 90 (hsp90) was identified to be associated with RSV particles by LC-MS/MS (Radhakrishnan et al., 2010). Immunofluorescence imaging revealed the co-localization of hsp90 with viral filaments and two drug inhibitors, geldanamycin and 17-allylaminogeldanamycin, were used to examine hsp90’s role during virus infection. Viral filamentous staining patterns were greatly impaired while treated with these two inhibitors. Also, the efficiency of virus infectivity and transmission, indicated by estimating numbers of virus infected cells, were reduced by fivefold when treated with these drugs. Although most cellular heat shock proteins function at transcription or replication levels, the low-abundant hsp90 present inside the RSV plays a major role in the formation of virus filaments and virus transmission.

Inhibition of PTM signaling pathways could display therapeutic effects to virus infection, since distinctive PTMs could play different roles in virus infectious cycle. For instance, PB1-F2 is encoded by an alternative open reading frame of the PB1 gene. It is a phosphorylated protein predominantly localized in the mitochondria of some virus infected cells to initiate the apoptosis pathway. Also, PB1-F2 is a virulent factor that it could aggravate virus infection by enhancing the secondary bacterial inflammations (Krumbholz et al., 2011). To explore the innate mechanism of PB1-F2 associated with cellular apoptosis, Mitzner et al. (2009) explored protein kinase C (PKC) mediated-phosphorylation of PB1-F2 by LC-MS/MS and demonstrated the importance of phosphorylation signaling pathways to facilitate apoptosis. Phosphorylation level of PB1-F2 was measured in the presence of inhibitor and activator of PKC, and it is reduced or increased in vitro, respectively. When a mutant virus strain with abrogated PB1-F2 phosphorylation sites was produced to infect primary human monocytes, initiation of cellular apoptosis was impaired and virus propagation was reduced. As another example, the spike protein (S) of SARS is a glycosylation-bearing protein, which is important to viral attachment and subsequent fusion steps. Ritchie et al. (2010) utilized the combination of MALDI TOF MS, negative mode Q-TOF MS, and HPLC to comprehensively study the various types of N-linked carbohydrates associated with the viral spike protein. Major complex glycans were clearly characterized. And treatment of SARS infected Vero E6 cell with α-glucosidase inhibitor N-butyl-deoxynojirimycin (NB-DNJ) revealed that the suppression of glycosylation process could inhibit the virus infection by blocking the initial stage.

Drug inhibitions specifically targeting viral proteins have been increasingly in demand to block virus infections. However, some viral proteins, e.g., hemagglutinin (HA) and neuraminidase of the influenza A virus, could exhibit their remarkable potentials to mutate to new subtypes. Thus it is necessary to require an updated drug discovery strategy to cope with prophylaxis upon virus infection. Clinically, there are two available drugs against neuraminidase: zanamivir and oseltamivir (Shahrour, 2001). Oseltamivir, also known as tamiflu, was the first orally active neuraminidase inhibitor able to defend the H5N1 avian flu and H1N1 swine flu in early infection (Agrawal et al., 2010). And zanamivir is effective to prevent symptomatic laboratory-confirmed influenza virus and its transmission in healthy adults (Jackson et al., 2011). In addition, adamantine is widely used to block the Matrix 2 (M2) ion channel in vaccine and antiviral drug designs. Nevertheless, both adamantine-resist and tamiflu-resist circulating influenza A virus strains were emerged in the last century (Deyde et al., 2007; Hayden and de Jong, 2011; Sheu et al., 2011). Therefore, a strategy for updated drugs or vaccines targeting new viral mutants should be urgently established in preparation for the next pandemics or epidemics. The utility of proteomics has been efficiently employed to facilitate the vaccine design and antiviral drug discovery. For example, the binding between influenza HA and α-2, 6-sialylated glycoprotein receptor is the initial step to induce human infection. Also, the HA precursor is further cleaved by proteases on the virus surface to generate the C-terminal fragment HA1 and the N-terminal fragment HA2, triggering the potential ability of membrane fusion process (Wiley and Skehel, 1987). Thus, HA or its binding with sialic acid receptors could be regarded as potential drug targets to block the initial stage of virus infection. To characterize the innate immunity antiviral components from salivary, Chen et al. purified the binding partners of α-2, 6-sialylated glycoprotein receptor. And α-2-macroglobulin (A2M) was identified by proteomic approach for specifically inhibiting hemagglutination (Chen et al., 2010).

FUNCTIONAL VALIDATIONS BY IMMUNOFLUORESCENCE STAINING

Immunofluorescence staining assay is a powerful tool which combines the utility of specific fluorescent probes, advanced confocal microscopy, and digital image analysis. It has been frequently used for analyzing distinctive biological samples, such as neurons (Zinchuk and Grossenbacher-Zinchuk, 2009), plant cells (French et al., 2008), virus infections, and so on. Co-localization refers to the co-existence of multiple fluorescent probes generated through different fluorochromes, resulting in overlapped images. For instance, in a same specimen, two antigens are visualized by their respective fluorescence-labeled secondary antibodies in microscopy (one is red while the other is green), and a third yellow staining image emerges when these two antigens co-localize, suggesting the interactions of these two macromolecules or particular sub-cellular localizations where this co-existence belongs. However, there also exist some limitations of this technique (Smallcombe, 2001). For example, fluorescence bleed-through and tissue autofluorescence could take place between two fluorochromes, thus resulting in increased non-specific background noises. These obstacles could be overcome by careful sample preparation and appropriate optimization of image acquisition (Smallcombe, 2001; Zinchuk et al., 2007). In addition, the bimolecular fluorescence complementation (BiFC) assay could investigate PPIs in live cells and organisms (Kerppola, 2006, 2008). Two fluorescent protein fragments are fused to target proteins that interact, and these fragments would refold to produce fluorescence upon target protein association. BiFC has been utilized to study the virus-host interaction between HSV-1 regulatory protein ICP27 and one cellular protein, TAP/NXF1 (Hernandez and Sandri-Goldin, 2010). Yet few works were present as a subsequent method to validate proteomics data related to virus infections.

Co-localization has been widely applied to virology studies in order to visualize the co-existence of target proteins in different sub-cellular distributions. In proteomic studies, the confocal imaging technique could further visualize virus-host interactions at the protein level and thus enhance proteomic data from another aspect. In one research, Lee et al. (2011) employed TAP based pull-down assay combined with 1D LC-MS/MS to investigate the essential interaction partners of hepatitis C virus core (HCVc) protein. Huh7 cells were transiently transfected with a plasmid construct bearing exogenous HCVc and TAP components, which were designed to express the biotinylated (B-tag) bait protein with calmodulin-binding peptide (CBP)/protein A tags. This TAP based proteomic approach enabled the authors to identify 36 candidates. Three highest-ranking proteins, hnRNPH1, NF45, and C14orf166, were selected for further validations. These three proteins were also specifically identified and validated as binding partners of HCVc in another affinity pull-down system, which is based on streptavidin-Dynabeads instead of IgG-Dynabeads. Confocal imaging analysis was performed to visualize these interacting partners. In a mock group, hnRNPH1 was found to be localized in the nucleus whereas NF45 and C14orf166 were evenly distributed in both the cytoplasm and the nucleus. In HCVc expressed Huh7 cells, co-staining of HCVc with these three proteins were predominantly localized in the nuclear region, suggesting that HCVc was transferred to nucleus from cytoplasm to interact with its binding partners. In another example, an EBV-encoded protein, latent membrane protein 1 (LMP1), was known to be able to interact with cellular prenylated Rab acceptor 1 (PRA1). This association mainly occurred in Golgi apparatus visualized by immunofluorescence imaging and it was highly involved in LMP1 mediated intracellular trafficking and NF-kB signaling pathways in nasopharyngeal carcinoma (NPC) cells (Liu et al., 2006). To further clarify the role of PRA1 in EBV infected NPC cells, siRNA knockdown of PRA1 was performed to generate PRA1-knockdown NPC clones, which were analyzed by the isobaric mass tags (iTRAQ) labeling approach coupled with 2D LC-MS/MS (Liu et al., 2011). Seventy proteins were found to be significantly up-regulated whereas 20 were down-regulated. The significantly up-regulated proteins (e.g., LAMC2, ITGA6, ITGB4, FABP5, CAV1, and TIP47) responsible for lipid homeostasis and cell migration were selected and analyzed by immunofluorescence imaging in PRA1-knockdown NPC cells. In consistent with the proteomic data, spatial distributions of ITGA6, ITGB4, and CAV1 to perinuclear regions were observed with their elevated fluorescence staining patterns.

In another study associated with dengue virus infected human endothelial cells, Alix (apoptosis-linked gene-2-interacting protein X) was identified as an up-regulated protein by 2D gel coupled with Q-TOF MS/MS (Pattanakitsakul et al., 2010). Alix was known to play an important role in viral protein transport from endosome to cytosol for viral replication purpose. And double immunofluorescence staining assay confirmed the co-localization of Alix with the late endosome marker, lysobisphosphatidic acid (LBPA), suggesting that interaction of Alix with late endosome could assist the viral nucleocapsid export to the cytoplasm. Also, cells with and without anti-LBPA pretreatment were infected with dengue virus and then measured in different time post infection; immunofluorescence staining by targeting DENV envelop protein revealed delayed virus replication when pre-treated with anti-LBPA, suggesting that the inhibition of endosomal protein could impair functions of Alix to assist viral replication. To explore the possible mechanism underlying vascular leakage upon dengue infection, a similar proteomic approach was utilized to quantitatively analyze significantly regulated proteins (Kanlaya et al., 2009). β-actin was identified to be greatly up-regulated. However, subsequent western blot analysis revealed that the expression level of β-actin was decreased. Furthermore, by applying immunofluorescence imaging, dengue infected cells showed remarkably decreased expression of actin networks and proteins associated with adherens junction, intercellular adhesion, and transendothelial migration. These observed alternations of actin networks and endothelial integrity could shed a light on vascular leakage upon virus infection. Although β-actin was noted as an up-regulated protein in one particular spot by 2D Gel proteomic approach, it was possible that the overall expression level of this abundant protein was decreased, which was consistent with the western blot and immunofluorescence imaging assays. This observation also reflects the necessity of functional validations to proteomic data, which may include false-positive identification or biased quantification results. Meanwhile, due to the limitations of the 2D gel based proteomic approach (Bunai and Yamane, 2005), its accuracy needs to be improved. Besides β-actin, hnRNPs were also found to be up-regulated upon virus infection, and IP based proteomics identified vimentin as the binding partner of hnRNPs (Kanlaya et al., 2010b). The subsequent co-localization study confirmed the co-existence of vimentin, hnRNPs, and dengue NS1 in perinuclear regions, suggesting their roles associated with assembling in perinucleus upon dengue virus infection. The advances of immunofluorescence staining in visualizing the sub-cellular localizations of specific proteins and their interactions ensure that it remains a vital technique for functional proteomic studies.

FUNCTIONAL VALIDATIONS BY CONSTRUCT CLONING

Construction of plasmid cloning vector encoding gene targets and its subsequent transfection into cells, or bacteria, could lead to the co-expression of endogenous and exogenous proteins. Therefore, this target-based cloning enables us to additionally induce the over-expression of one protein or heterogeneously express proteins encoded by genes of an alternative microorganism, respectively. In recent years, numerous pull-down based proteomic techniques have been widely applied to study PPIs. Specifically, TAP based proteomic approaches facilitate the characterization of interacting partners of the highlighted viral protein, which could be exogenously expressed in host cells by cloning specific construct. And Most TAP based or pull-down proteomics were initial designs followed by proteomics rather than functional validation studies to proteomic data. In one study, in order to discover the binding partners of HCVc fusion protein, Lee et al. (2011) designed a vector construct by inserting the HCVc gene fragment into the pMSCV-BCP vector, this enabled them to express a biotinylated (B-tag) bait protein with CBP/protein A tags. The interacting protein complex of the exogenous intact HCVc protein could be identified by LC-MS/MS and confirmed by confocal imaging microscopy. In another study, Jorba et al. (2008) constructed plasmids encoding influenza A viral polymerase genes fused with the TAP tag, and used MALDI TOF MS to find the binding partners of this heterotrimeric polymerase complex. Human HEK293T cells were transfected with these plasmids expressing viral polymerase proteins fused with the TAP tag. Most successfully identified host proteins were nuclear proteins involved in cellular RNA synthesis, modification, and nuclear trafficking. To further validate the proteomic data, one abundant host factor, KIAA0136 (NXP2), was designed to be over-expressed from the plasmid pcDNA3HA-NXP2 by fusing the gene with the HA tag. And subsequent immunofluorescence imaging assay supported mass spectrometric data and confirmed the co-localization of this tagged-NXP2 with viral RNPs.

What is more, pull-down based proteomic method could also be applied to investigate interacting partners of viral genomes, e.g., HIV tat/rev exon (Marchand et al., 2011), and thus illustrate virus replication mechanisms. The 5′ and 3′ ends of transmissible gastroenteritis virus (TGEV) genome were known to harbor cis-acting signals and have affinity preference for host binding partners. Galan et al. (2009) synthesized two respective TGEV genome ends containing first the 504 nucleotides or the last 493 nucleotides by PCR and labeled them with biotin prior to in vitro transcription. The biotin labeled RNA were then immobilized on a streptavidin sepharose resin as baits for affinity protein purification, followed by MALDI TOF/TOF MS identification. Nine proteins displayed preferential binding to the C-terminal of the viral genome whereas one protein was found to interact with the N-terminal. And siRNA knockdown of these C-terminal interacting proteins, e.g., PABP, hnRNP Q, and EPRS, resulted in significant reduction in viral RNA synthesis, suggesting their roles associated with viral transcription and replication. In a similar study, KSHV is a DNA virus and its terminal repeat (TR) genome elements could potentially interact with cellular components during virus infection (Si et al., 2006). A triple copy of the 801 bp TR was inserted into a plasmid vector, pBSpuroA3, which could be transfected and amplified in a KSHV-negative cell line and a KSHV-positive cell line. The TR elements associated with cellular factors were digested with corresponding restriction enzymes and purified with affinity column prior to proteomic analysis. Some candidate proteins identified by proteomics (PARP-1, ATR, NPM1, and BRG1) were further corroborated by western blot and co-localization studies. Analogously, Lin et al. (2008) also utilized RNA affinity poll down and proteomics to study protein interacting partner of the 5′ untranslated region of enterovirus 71, and identified hnRNP K. Plasmids encoding different truncated forms of hnRNP K were further designed to specifically locate interaction domains. KH2 and the proline-rich domains were affirmed by western blots and siRNA knockdown of these domains resulted in decreased viral yields and viral RNA synthesis. In addition to RNA precipitation coupled with MS, another proteomic technique, reversible formaldehyde cross-linking coupled MS is able to map the specific peptides that bound to viral RNA (Kim et al., 2005). Viral replicase of potexviruses has a helicase domain, the cDNA of which was cloned into pET32 fused with thioredoxin, a His tag, and an S tag at its N-terminal. This enzymatic protein was expressed in E. coli, and purified by immobilized metal affinity chromatography. Subsequently, this purified protein was incubated with a 3′- biotinylated 15-nt RNA in the presence of formaldehyde, a cross-linking agent. After trypsin digestion, peptides bound to RNA were purified by IP, followed by LC-MS/MS analysis. A total of six peptides were identified by proteomics. Their RNA binding affinities were validated by functional mutation analysis.

In addition, quantitative proteomics could reveal virus-host interactions with distinctive profiles after plasmid transfections. The X protein of chronic hepatitis B virus (HBx) was known to induce hepatocellular carcinoma (HCC). In one study, HBx of genotype A, B, C were amplified by PCR and inserted into pXJ40 vector, followed by transfection HepG2 cells (Feng et al., 2010). Cells transfected with those different genotypes of HBx and empty pXJ40 plasmid were labeled with iTRAQ and further submitted to 2D LC-MS/MS. Comprehensive protein profiling displayed some up-regulated cytoskeleton proteins responsible for cytoskeleton movement and migration. For instance, microtubule-actin cross-linking factor 1 (MACF1), annexin A2, high mobility group box 1 (HMGB1), were over-expressed after HBx transfection. To further functionally validate the proteomic data in respect to cellular motility, the HepG2 cells were co-transfected by those HBx genotypes and green fluorescent protein (GFP) to visualize the tracks of cell movement by real-time fluorescence microscopy. And HBx genotype A infected cells revealed more vigorous movement than cells infected with other HBx genotypes. Similarly, Mota et al. (2008) utilized quantitative proteomics to characterize the differently expressed protein profiles upon the presence of differentially viral components of hepatitis delta virus (HDV). Huh7 cells were transiently transfected with plasmids coding S-HDAg, L-HDAg, gRNA, and agRNA, respectively, and changes in the Huh7 cell proteome were measured by 2D gel and MALDI TOF/TOF MS. Among those differentially expressed proteins, hnRNP D, HSP105, and triosephosphate isomerase were down-regulated and confirmed by RT-PCR. This work was the first to present the overall host alternations upon expression of HDV proteins and genes, thus providing clues to unravel detailed HDV replication mechanisms. Similar approaches have been used to quantify the proteome changes upon expression of exogenous small hepatitis B surface antigen (SHBs) in HepG2 cells (Zhao et al., 2010), recombinant influenza viral protein fused with HIV-1 p17 protein in CD8+ T cells (de Goede et al., 2009).

FUNCTIONAL VALIDATIONS BY MUTANTS

Viruses associated with carcinomas and tumors have presented high risks and occupied an important branch of cancer diagnostics. Deciphering virus and host interplays by Co-IP based proteomics could gain tremendous insights into malignant transformations of carcinomas as well as cellular differentiation and proliferations encountered. In addition, studying the effects of those negative mutants could greatly enhance the validity of proteomic data. Adenovirus (Adv) was a DNA virus model suitable for studying tumor oncogenesis, Komorek et al. (2010) successfully utilized TAP based proteomics to identify multiple cellular proteins interacting with the Adv oncoprotein E1A C-terminal region. The forkhead transcription factors, FOXK1/K2, were identified as novel factors specifically bound to E1A. Numerous recombinant adenoviruses carrying distinctive E1A exon 1 and exon 2 mutants were generated in order to map the specific E1A domain interacting with FOXK1/K2 by western blot analysis. One mutant lacking amino acids 224–238 in exon 2 was found to have significantly reduced staining with FOXKI/K2. Functionally, virus bearing this E1A exon 2 mutant was deficient in association with FOXK1/K2, resulting in enhanced cell proliferation and oncogenic transformation. Thus this indicated that the interaction between FOXK1/K2 with exon 2 of E1A could reversely suppress cell proliferation and oncogenic transformation. Human Papillomavirus (HPV) is another DNA virus causing anogenital carcinomas and oropharyngeal squamous cell carcinomas. The viral gene E7 is retained and integrated into the cancer cell chromosomes. Therefore its E7 oncoprotein plays important role in mediating malignant transformation. In one study, in order to find the novel binding partners of the E7 protein, a recombinant E7 from HPV-16 was constructed by tagging S. japonicum GST to its N-terminal, which could be recognized by immobilized glutathione. Human glutathione S-transferase P1-1 (GSTP1) was uniquely identified by MS. The interaction between E7 and GSTP1 was structurally characterized by three-dimensional docking program, which assisted to design a E7 mutant deficient in affinity binding with GSTP1 by subtracting residues Val 55, Phe 57, and Met 84. Although real-time PCR showed similar translation levels of GSTP1 in E7 and mutant group, GSTP1 in HPV E7 expressing cells apparently enhanced cell pro-survival abilities by suppressing Jun N-terminal kinase (JNK) mediated-phosphorylation signaling pathway to induce apoptosis. And siRNA knockdown of GSTP1 in HPV E7 expressing cells could reversely counteract this effect (Mileo et al., 2009).

Viral proteins important for manipulating viral gene expressions could be post-translationally modified, playing essential role as intrinsic functional proteins and cofactors assisting or inhibiting virus infection. Validations with viral PTM-deficient proteins by substituting PTM sites enable us to make a comparative study with the control group, uncovering the impact of these modified proteins at the functional level. For instance, ICP27 is one viral regulatory protein of herpes simplex virus type 1 (HSV-1). It is known to be post-translationally modified by kinases and arginine methyltransferases, and closely involved in viral protein export (Sandri-Goldin and Hibbard, 1996). ICP27 bears a glycine- and arginine-rich (GAR) region within an RGG box, which is characterized as an RNA binding domain mediating viral protein export. Souki et al. employed Co-IP approach to purify ICP27 in virus infected cells and performed independent trypsin, pepsin, and thermolysin digestion to comprehensively map the sequence of ICP27 by MALDI TOF/TOF MS (Souki et al., 2009). As a result, this combined protease digestion method was able to detect peptides covering of 90% of the ICP27 sequence, including the major arginine methylation sites, e.g., arginines 138, 148, and 150 within the RGG box. To functionally study the arginine methylation associated with virus infection, site-directed mutagenesis was used to construct point mutation (arginine to lysine) in ICP27, which was inserted in a plasmid and co-transfected with viral DNA into cells. The R150K mutant exhibited the most delayed virus maturations as well as smallest plaque size. Also, microarray assay revealed that both viral gene expression and replication were reduced in the mutants compared to the wild type, suggesting that the role of arginine methylation of ICP27 is closely associated with virus trafficking, assembly, as well as virus genome transcriptions. Similarly, phosphoprotein (P) of parainfluenza virus 5 (PIV5) was heavily phosphorylated and it was responsible for viral RNA synthesis upon infection (Sun et al., 2011b). IP was carried out to bait the viral P protein by using immobilized anti-V5-conjugated agarose, followed by SDS-PAGE gel and LC-MS/MS analysis. T286 of the P protein was found to be phosphorylated and it was further substituted by alanine, aspartic acid, or glutamic acid to study the effects of P mutants to viral infection. Compared to the wide type, the virus carrying the mutant P protein T286A was observed to have a slower growth rate as well as delayed viral mRNA synthesis at the transcription level. This work demonstrated that phosphorylation of the PIV5 P protein is important for virus replication and formation; however the detailed mechanism of key kinases involved in signaling pathways remains elusive. In another study, Duellman et al. (2009) used immobilized metal-affinity chromatography (IMAC) to enrich the phosphorylated peptides of EBV nuclear antigen 1 (EBNA1) followed by nano LC-MS/MS analysis, which resulted in identification of 10 phosphosites on EBNA1. In the subsequent validation works, all the 10 phosphosites were mutated to alanine by PCR mutagenesis and constructs were amplified in stable 293T cells after transfection. The phosphorylation of EBNA1 was essential to virus transcriptions as its phosphorylation-deficient mutant revealed a reduction on transcription activities.

What is more, some host proteins could also balance their distinctive PTM sites, and therefore manipulate cellular immune responses upon virus infections. Retinoic acid-inducible gene I (RIG-I) protein is one cytosolic receptor sensitive to viral RNAs. And this recognition could further undergo ubiquitination at Lys72, which enables to induce the innate immune responses, e.g., type-I IFNs, to inhibit the viral replication. Whereas under the normal condition, some kinases could phosphorylate RIG-I and thereby inhibit ubiquitination and downstream antiviral signal transduction. To map the phosphorylation sites on RIG-I, Gack et al. constructed the GST fusion vector inserted with the RIG-I PCR product, which was expressed in HEK293T cells (Gack et al., 2010). By employing GST pull-down and LC-MS/MS analysis, three phosphorylation sites in the N-terminal caspase recruitment domains (CARDs) of RIG-I were identified. It was hypothesized that phosphorylation at T170 suppresses ubiquitination at Lys172. The T170E mutant was generated to explore this hypothesis under normal circumstances, the phosphorylation level of RIG-I was markedly reduced after virus infection whereas its ubiquitination level was increased in a time-dependent manner. However, the T170E mutant lacked binding ability with tripartite motif protein 25 (TRIM25), which could induce ubiquitination and IFN signal transduction. Furthermore, Maharaj et al. (2012) successfully identified two upstream kinases, PKC -α and C-β that are responsible for phosphorylation of the RIG-I protein. Double knockdown of PKC- α/β by shRNA or siRNA revealed remarkably decreased phosphorylation levels, resulting in increased susceptibility of cells to virus infection.

FUNCTIONAL VALIDATIONS BY MICROARRAY PLATFORMS

In addition to MS based proteomics, protein microarrays have also been considered as a set of rapidly evolving technologies capable of identifying PPI networks, quantitatively profiling protein expression levels, and complementing the high throughput proteomic data (Sobek et al., 2006; Pollard et al., 2007). In the recent decade, much effort has been devoted to systematically study biochemical activities of proteins in a high throughput manner. Yet the major difficulties are screening an entire proteome by expressing clones, accommodating low volume proteins, and meanwhile retaining biochemical activities. Zhu et al. (2001) cloned 5800 open reading frames and purified corresponding proteins in order to construct a yeast proteome chip. GST-labeled proteins were immobilized onto the glass microscope slides through covalent attachment by using aldehyde-amine or nickel-HisX6 tags. In a parallel study, microarrays containing thousands of Cy3 or Cy5 labeled proteins were fabricated by a high-precision contact-printing robot to generate nanoliter protein spots on glass slide. Its applications, such as protein-small molecule and kinase-substrate interactions were successfully verified (MacBeath and Schreiber, 2000). In recent years, both proteomics and protein microarrays are predominantly used as reliable tools in glycomic profiling with a screening effect (Mahal, 2008). Characterization of protein-glycan interaction related to virus infection is another important task in the field of glycoproteomics and glycan microarrays. For instance, the binding specificity of influenza A virus with sialic acids is the main determinant for virus entry and species-dependent infection. To discover the detailed glycan-binding preference for the pandemic “triple reassortant” influenza A virus and a low infectious influenza A virus, Bateman et al. (2010) utilized MALDI TOF MS and GC-MS/MS to extensively map the linear or branched, N- or O-linked glycans expressed on the surface of primary swine respiratory epithelial cells (SRECs). Different sialic acid linkages, such as α-2, 3 or α-2, 6 linkage, were also determined by MS after corresponding sialidase digestions. Both NeuAc and NeuGc were identified on the SRECs surface with NeuAc occupying a much higher abundance. By applying glycomic microarray analysis, it revealed that both virus strains were ready to bind to NeuAcα2-6 glycans, sialylated polylactosamine and sialylated N-glycans. Therefore, the structural characterization of a wide variety of glycans by proteomics and functional microarray based on HA-sialic acid interactions could expand our knowledge on the molecular basis of virus-host interactions. In a similar study, Song et al. (2011) generated a total of 77 α-2, 3 or α-2, 6-sialylated structures incorporating different types of modified or nature sialic acids. All these sialylated glycans were examined by MALDI TOF MS and fabricated on a NHS-activated microarray glass slide. Several human influenza viruses, such as H1N1, H3N2 were tested on this glycan microarray, and both viruses were able to bind specifically to α-2, 6 linked sialic acid derivatives, α-2, 6 linked Neu5Ac, and α-2, 6 linked Neu5Ac9Lt. H1N1 displayed a broader range of binding specificities than H3N2 with an additional binding to α-2, 6-sialylatedNA2 structures. In this way integrated with proteomics, microarray screening of glycan-pathogen interactions with a wide variety of sialic acids provides an efficient way to explore glycan recognition at the molecular level.

What is more, these emerging large-scale screening technologies have tremendous impact on deciphering pathogen-host interplays. For instance, antiviral immune responses by production of type-I IFNs upon virus infection are regulated by TANK-binding kinase 1 (TBK1) and I-kB kinase ε (IKKi). TBK1 was observed to play a more profound role than IKKi (Hemmi et al., 2004). To understand the molecular interacting network of TBK1/IKKi involved in regulating IFNs upon virus infections, Goncalves et al. employed TAP based MS to study interacting partners of TBK1, IKKi, and their corresponding adaptor proteins, TANK, Sintbad, and NAP1. Consequently, MS identified 30 binding partners of these five proteins, representing a small interaction network of TBK1 and IKKi. Using RNA based microarray assay, overall changes at the transcription level were illustrated by intensity in response to virus infection or poly (I:C) simulation, and it was found that TBK1-TANK binding contributed greatly to the TBK1 activation (Goncalves et al., 2011). Clinically, high throughput proteome microarray bearing antigens of HPVs was able to examine immune responses and antigenicity of HPV proteins in a vast number of patients’ serum samples (Luevano et al., 2010).

FUNCTIONAL VALIDATIONS BY ACTIVITY-BASED PROTEIN PROFILING

Although MS based proteomics has high throughput for identification of the altered proteome upon virus infections, it is unable to characterize the dynamic changes of enzymes, which could be induced by distinctive modifications, proteolytic processing, and alternative regulatory proteins. ABPP is a common functional technique designed to measure the dynamic changes of enzyme activities during virus infections (Cravatt et al., 2008; Blais et al., 2012). The activity-based probes (ABPs) consist of two essential components: a warhead reactive group and a reporter tag, which are designed to covalently target the active site of enzymes and for purification or visualization, respectively. In addition, different levels of enzyme activity induced by viral or host proteins upon virus infections could be studied by comparative ABPP. A non-directed ABPP probe, PS4, was used to profile different levels of enzyme activity related to HCV replications in Huh7 cells (Singaravelu et al., 2010). Nine host candidates such as HSPA8, protein disulfide isomerase A5, and nuclear distribution gene C homolog were identified by MS based on comparative ABPP analysis. What is more, a FP-rhodamine ABPP probe was used to examine the host serine hydrolases required for HCV replication (Blais et al., 2010). After 2D gel, protein spots recognized by the FP-rhodamine ABPP probes were visualized by fluorescence prior to LC/MS/MS analysis. Carboxyl-esterase 1 (CES1) was identified as a differentially active enzyme involved in regulating triglycerides and cholesterol. siRNA knockdown of CES1 further resulted in reduced HCV replication levels and over-expression of CES1 benefited virus replications. To explore different activities of ubiquitin specific proteases under different pathological conditions, Ovaa et al. used HA-tagged Ub-derived active-site-directed probes to comparatively study the enzyme activities in healthy, virus infected, and tumor-derived cells. The altered USPs were purified and followed by LC/MS/MS analysis, resulting in identification of a list of up-regulated USPs in different stages of cellular differentiation (Ovaa et al., 2004). Furthermore, ABPP could also serve as a novel tool for discovering selective drugs or inhibitors. For instance, tetrahydroquinoline oxocarbazate was characterized as a blocker against SARS coronavirus and Ebola pseudotype virus by inhibiting cathepsin L, a member of human lysosomal cysteine proteases (Shah et al., 2010). Therefore, this breakthrough technology demonstrated its advantages by functionally identifying enzyme activities associated with a wide range of diseases, as well as filling up the gap that are unreachable to MS based proteomics.

CONCLUSION

Currently, challenging problems arise when the ever-expanding repertoire of diverse viral proteomes leaves a large number of viral proteins uninvestigated or even larger numbers of virus-host interactions functionally unverified. It relies heavily on high throughput technologies to elucidate the pathogenic biological networks involved in virus infections. At the interface between the realms of virology and proteomics, the conjunction of MS based proteomics with functional validation approaches exhibits a multidisciplinary effort to enhance our understanding into a wide range of viral diseases. These activity-based validation approaches integrated with proteomics include gene silencing, immunofluorescence staining, molecular cloning, drug inhibition, and microarrays, etc. Thus, it is important to stress that functional validations play an indispensable role to studying protein activities that are inaccessible to proteomic data along, contributing enormously and consistently to our understanding of pathogen-host interactions, vaccine designs, biomarker explorations, and drug discoveries.
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Mass spectrometry-based methods have allowed elucidation of alterations in complex proteomes, such as eukaryotic cells. Such studies have identified and measured relative abundances of thousands of host proteins after cells are infected with a virus. One of the potential limitations in such studies is that generally only the most abundant proteins are identified, leaving the deep richness of the cellular proteome largely unexplored. We differentially labeled HeLa cells with light and heavy stable isotopic forms of lysine and arginine and infected cells with reovirus strain T3D. Cells were harvested at 24 h post-infection. Heavy-labeled infected and light-labeled mock-infected cells were mixed together 1:1. Cells were then divided into cytosol and nuclear fractions and each fraction analyzed, both by standard 2D-HPLC/MS, and also after each fraction had been reacted with a random hexapeptide library (Proteominer® beads) to attempt to enrich for low-abundance cellular proteins. A total of 2,736 proteins were identified by two or more peptides at >99% confidence, of which 66 were significantly up-regulated and 67 were significantly down-regulated. Up-regulated proteins included those involved in antimicrobial and antiviral responses, GTPase activity, nucleotide binding, interferon signaling, and enzymes associated with energy generation. Down-regulated proteins included those involved in cell and biological adhesion, regulation of cell proliferation, structural molecule activity, and numerous molecular binding activities. Comparisons of the r2 correlations, degree of dataset overlap, and numbers of peptides detected suggest that non-biased enrichment approaches may not provide additional data to allow deeper quantitative and comparative mining of complex proteomes.
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INTRODUCTION

The mammalian reoviruses (MRV) are non-enveloped viruses with genomes consisting of 10 segments of double-stranded RNA. MRV is the prototype member of the Orthoreovirus genus in the Reoviridae family and was first isolated in the respiratory and enteric tracts of healthy humans in the early 1950s. MRV infections are generally mild in humans. The Orthoreoviruses include non-fusogenic MRV and fusogenic avian reovirus. MRV consist of three serotypes. Each serotype has prototype strains: strain Lang (T1L) for serotype 1, strain Jones (T2J) for serotype 2, and strain Dearing (T3D) for serotype 3 (Tran and Coombs, 2006; Schiff et al., 2007). One of the most potentially useful characteristics of MRV is its ability to selectively kill certain cancer cells (Coffey et al., 1998; Forsyth et al., 2008; Thirukkumaran et al., 2010). An activated Ras pathway and functional p53 appear to be requirements for this selective oncolytic property (Coffey et al., 1998; Pan et al., 2011). Global analyses of oligonucleotide microarrays have detected activation of numerous cellular genes, including many related to apoptosis (Poggioli et al., 2002; DeBiasi et al., 2003). However, global alterations in proteins (the effector molecules) after MRV infection have not yet been reported.

Except for certain epigenetic events (reviewed in Goldberg et al., 2007), a cell’s genome generally remains relatively constant. However, the cell’s proteome (the total protein repertoire, including all co-translational and post-translational modifications) varies greatly due to its biochemical interactions with the genome, as well as the cell’s interactions with the environment. In the case of viruses, which require the host cell’s machinery and metabolism to replicate, the cell’s proteome also reflects the specific alterations of the pathways induced by virus infection.

Previous analyses of how cells respond to virus infection have used microarray technologies which measure the cellular “transcriptome” (see for example; Geiss et al., 2002; Kobasa et al., 2007). However, there frequently is little concordance between microarray and protein data (Tian et al., 2004; Baas et al., 2006), partly because mRNA levels cannot provide complete information about levels of protein synthesis or extents of post-translational modifications. Thus, proteomic analyses have also been employed to better understand host alterations induced by virus infection. These have included two-dimensional difference in gel electrophoresis (2D-DIGE; see for examples; Burgener et al., 2008; Lucitt et al., 2008), isotope coded affinity tags (ICAT; Booy et al., 2005; Stewart et al., 2006), isobaric tags for relative and absolute quantitation (iTRAQ; Dwivedi et al., 2009; Zhang et al., 2009), and stable isotope labeling by amino acids in cell culture (SILAC; Skiba et al., 2008). We have previously used SILAC to measure proteomic alterations in influenza virus-infected A549 cells (Coombs et al., 2010). Cells were labeled with either 12C6-Lys and12C614N4-Arg (“light”; L), or13C6-Lys and 13C615N4-Arg (“heavy”; H), because virtually every tryptic peptide is expected to contain an L or H label, thereby providing increased protein coverage. In addition, L and H samples are mixed together early in this process, thereby reducing sample-to-sample variability.

Most quantitative proteomic analyses succeed in identifying and measuring several 1,000 proteins. Head-to-head comparisons suggest SILAC identifies more proteins than other methods (reviewed in Coombs, 2011); however, the 3,000–5,000 identified in many such studies still represents a small fraction of the estimated entire eukaryotic proteome. It is generally assumed that high-abundance proteins are most easily detected and low-abundance proteins masked by other components (Zolotarjova et al., 2008). Some studies have attempted to deplete high-abundance proteins (for example Dwivedi et al., 2009) or to use methods to enrich for selected proteins (Jiang et al., 2007). Both of these methods potentially suffer from selective bias for specific proteins. We decided to attempt to enrich for low-abundance proteins by using Proteominer™ (PM) beads (Bio-rad), which consist of a “library” of 64 million random hexapeptides to non-selectively bind interacting partners. We succeeded in the current study in identifying and measuring 2,736 host proteins. Sixty six proteins were significantly up-regulated, including those involved in antimicrobial and antiviral responses, GTPase activity, nucleotide binding, interferon signaling, and enzymes associated with energy generation. Sixty seven proteins, including those involved in cell and biological adhesion, regulation of cell proliferation, structural molecule activity, and numerous molecular binding activities were significantly down-regulated. However, comparison of the numbers of proteins identified with or without PM enrichment suggests this type of non-biased enrichment may not contribute substantially to deeper proteomic elucidation.

MATERIALS AND METHODS

CELLS AND VIRUSES

Cell lines

Spinner-adapted mouse fibroblast L929 cells (L929) were grown in Joklik’s modified minimal essential medium (J-MEM; Gibco, Grand Island, NY, USA) supplemented with 6% fetal bovine serum (FBS; Hyclone, Rockford, IL, USA), and 2 mM L-glutamine as described (Berard and Coombs, 2009). Reovirus was grown according to standard lab practice (Berard and Coombs, 2009).

Human HeLa cells were routinely cultured in Dulbecco’s modified MEM (DMEM) supplemented with non-essential amino acids, sodium pyruvate, 0.2% (w/v) glucose, 10% FBS (Hyclone), and 2 mM L-glutamine. Cells were maintained as monolayers in 5% CO2 and were passaged by trypsinization 2–3 times each week. For SILAC labeling, cells were grown in DMEM media provided with a SILAC™ Phosphoprotein Identification and Quantification Kit (Invitrogen Canada Inc., Burlington, ON, Canada), supplemented as above (except without non-essential amino acids), and with 10% dialyzed FBS (Invitrogen Canada Inc.), plus 100 mg each of “light” (L) or “heavy” (H) L-lysine and L-arginine per liter of DMEM.

Viruses

Reovirus strain Type 3 Dearing (T3D) is a laboratory stock. Virus amplifications were routinely performed in L929 cell monolayers grown in the presence of 5% CO2 at 37°C, supplemented with J-MEM as described above, except with 3% FBS instead of 6% FBS in the cell culture media, 100 U/ml of penicillin, 100 μg/ml streptomycin sulfate, and 100 μg/ml amphotericin-B as previously described (Berard and Coombs, 2009).

Virus purification

Large amounts of reovirus T3D were grown in 1 l suspension L929 cell cultures and purified by routine procedures involving Vertrel-XF™ extraction and cesium chloride (CsCl) ultracentrifugation (Mendez et al., 2000). Purified virions were then dialyzed against D-Buffer (150 mM NaCl, 15 mM MgCl2, 10 mM Tris, pH 7.4). Virus concentration was measured by optical density at 260 nm, using the relationship 1 ODU = 2.1 × 1012 particles per milliliter (Smith et al., 1969) and infectivity was titrated.

Virus titrations

Serial 1:10 dilutions of virus samples were made in gel saline (137 mM NaCl, 0.2 mM CaCl2, 0.8 mM MgCl2, 19 mM HBO3, 0.1 mM Na2B4O7, and 0.3% w/v gelatin). HeLa cell and L929 cell monolayers in six-well plates were infected in duplicate, viruses allowed to attach to cells for 1 h with periodic rocking, and each well overlaid with a 50:50 ratio of 2% agar and 2× Medium 199 (M199) supplemented with a final concentration of 3% FBS, 2 mM L-glutamine, 100 U/ml of penicillin, 100 μg/ml streptomycin sulfate, and 100 μg/ml amphotericin-B. Plates were fed 3 days later with fresh agar/M199 and were stained with a 0.04% neutral red solution on day 6. Viral plaques were counted 15–18 h later and titers calculated (Berard and Coombs, 2009).

SILAC infection

Once HeLa cells had grown through six doublings in appropriate SILAC media, H cells were infected with gradient-purified T3D at a multiplicity of infection (MOI) of seven plaque forming units (PFU) per cell. An equivalent number of L cells were mock-infected with diluent as control. Cells were overlaid with appropriate media and cultured for 24 h.

CELL FRACTIONATION

At 24hpi, L and H cells in the T75 flasks were collected and counted. To verify infection status of each culture, aliquots of all cultures were saved for virus titration. For comparative SILAC assays, equivalent numbers of L and H cells were mixed together, and the mixed cells were washed 3× in >50 volumes of ice-cold Phosphate Buffered Saline (PBS). Washed cells were lysed with 0.5% NP-40, supplemented with 1.1 μM pepstatin A, incubated on ice for 30 min, and nuclei removed by pelleting at 5,000 × g for 10 min. The cytosol and soluble membranes (supernatant) were transferred to a fresh microfuge tube; and the two fractions (nuclear pellet and supernatant) were frozen at −80°C until further processing took place.

Thawed nuclei were extracted with one volume of High Salt Buffer (620 mM NaCl, 1 mM DTT, 10 mM Tris, pH 8.0), insoluble material pelleted at 15,000 × g for 10 min, and the supernatant removed and saved. Insoluble pellets were then extracted with 1/3rd volume of 8 M urea, insoluble material pelleted as above, the two extractions combined, and samples stored at −80°C until further processing took place.

PROTEOMINER™ PURIFICATION

Approximately 90% of each fraction (cytosol and nucleus) was passed through separate PM Mini columns. The columns were processed according to manufacturer’s protocol (Bio-Rad Corp). Briefly, the cytosolic and nuclear protein fractions were measured and each fraction concentrated to ≈20 mg/ml (∼1 ml). PM beads were washed twice with Wash Buffer then incubated with each concentrated protein sample for 2 h with end-to-end shaking. Columns were spun at 1,000 × g for 2 min to remove excess fluid, washed 3× with Wash Buffer, and then bound proteins eluted with two sequential applications of 200 μl One-step Elution Buffer.

WESTERN BLOTTING

Western blot analyses of HeLa cells were performed essentially as described previously (Coombs et al., 2010). Briefly, unlabelled cells were harvested essentially as described above and cytosolic proteins were resolved on a 10% SDS-PAGE gel at 120 V for 70 min. Proteins were transferred to polyvinylidenedifluoride (PVDF) membranes at 20 V for 30 min in a semi-dry apparatus, and the transfer confirmed by Ponceau staining. Membranes were blocked with 5% skim milk in TBST and probed with various antibodies in 1% BSA in TBST. Primary antibodies were: in-house rabbit anti-reovirus, α-GAPDH (Cell Signaling, cat#2118), α-IFIT2 (Abcam, cat#ab55837), and α-SAMD9 (Sigma cat#HPA021318), goat α-Mx1 (Santa Cruz cat#sc-34128), and mouse anti-STAT1 (Cell Signaling, cat#9176), α-Actin (Sigma, cat#A5441). The secondary antibodies were the appropriate horseradish peroxidase (HRP)-conjugated rabbit anti-mouse or goat anti-rabbit (Cell Signaling, cat#7076 and cat#7074, respectively). Bands were detected by enhanced chemiluminescence using an Alpha Innotech FluorChem Q Multi Image III instrument.

IMMUNOFLUORESCENT MICROSCOPY

HeLa cells were grown overnight in a 37°C, 5% CO2 incubator to 80% confluency on autoclaved 12-spot slides and then infected with MRV T3D at a MOI of seven or mock-infected. Mock, 0, 6, 12, and 24 h infected cells were washed 5× with PBS and fixed with 4% paraformaldehyde for 15 min at 4°C. Cells were then washed 4× with 1× PBS and kept in 1× PBS at 4°C until the 24 h time point was collected. Cells from all time points were then permeabilized with 0.1% TritonX-100 in 1× PBS for 5 min at 4°C followed by five washes with 1× PBS. Cells were blocked with 1% BSA in 1× PBS and then treated with primary antibody (in-house rabbit anti-reovirus). Cells were then washed 5× with 1× PBS and treated with Alexa Fluor® 488 Goat anti-Rabbit (Invitrogen, cat#A11008) secondary antibody (all antibodies were diluted in 1% BSA in 1× PBS). Cells were then washed 5× with 1× PBS and Anti-fade prolong gold reagent with DAPI (Invitrogen, Cat# P36935) was added to each spot before slides were covered with coverslips, dried, and sealed. Slides were examined on a Zeiss Axio Observer Z1 inverted microscope using 10 and 20× objectives and fluorescence illumination using ExfoXcite. Images were acquired using AxioVision 4.8.2 software.

PROTEIN DIGESTION

Protein content in the non-purified (“standard”) and PM-purified cytosolic and nuclear fractions collected as described above were determined using a BCA™ Protein Assay Kit (Pierce; Rockford, IL, USA) and BSA standards. After protein concentration determinations, samples were diluted with freshly made 100 mM ammonium bicarbonate to provide concentrations of ∼1 mg/ml and pH ∼ 8. Three hundred microliters of each sample (∼300 μg of protein) were reduced, alkylated, and trypsin digested as previously described (Coombs et al., 2010). Briefly, 30 μl of freshly prepared 100 mM dithiothreitol (DTT) in 100 mM ammonium bicarbonate was added, incubated for 45 min at 60°C, 30 μl of freshly prepared iodoacetic acid (500 mM solution in 100 mM ammonium bicarbonate) was added, and the tubes were then incubated for 30 min at room temperature, in the dark. Finally, 50 μl of 100 mM DTT solution was added to quench the excess iodoacetic acid. Samples were digested overnight at 37°C with 6 μg of sequencing grade trypsin (Promega, Madison, WI, USA). The samples were lyophilized and stored at −80°C.

PEPTIDE FRACTIONATION USING 2D RP HPLC

A newly developed orthogonal procedure (Gilar et al., 2005; Spicer et al., 2007) was employed for 2D RP (reversed-phase) high pH – RP low pH peptide fractionation. Lyophilized tryptic digests were dissolved in 200 μl of 20 mM ammonium formate pH 10 (buffer A for first dimension separation), injected onto a 1 mm × 100 mm XTerra (Waters, Milford, MA, USA) column and fractionated using a 0.67% acetonitrile per minute linear gradient (Agilent 1100 Series HPLC system, Agilent Technologies, Wilmington, DE, USA) at a 150 μl/min flow rate. Sixty one-minute fractions were collected (covering ∼40% acetonitrile concentration range) and concatenated using procedures described elsewhere (Spicer et al., 2007; Dwivedi et al., 2008); the last 30 fractions were combined with the first 30 fractions in sequential order (i.e., #1 with #31; #2 with #32, etc.). Combined fractions were vacuum-dried and re-dissolved in buffer A for the second dimension RP separation (0.1% formic acid in water).

A split less nano-flow Tempo LC system (Eksigent, Dublin, CA, USA) with 20 μl sample injection via a 300 μm × 5 mm PepMap 100 pre-column (Dionex, Sunnyvale, CA, USA) and a 100 μm × 200 mm analytical column packed with 5 μm Luna C18(2; Phenomenex, Torrance, CA, USA) were used in the second dimension separation prior to MS analysis. Both eluents A (water) and B (acetonitrile) contained 0.1% formic acid as an ion-pairing modifier. A 0.33% acetonitrile per minute linear gradient (0–30% B) was used for peptide elution, providing a total 2 h run time per fraction in the second dimension.

MASS SPECTROMETRY, BIOINFORMATICS, AND DATA MINING

A QStar Elite mass spectrometer (Applied Biosystems, Foster City, CA, USA) was used in a data-dependent MS/MS acquisition mode. One-second survey MS spectra were collected (m/z 400–1,500) followed by MS/MS measurements on the three most intense parent ions (80 counts/s threshold, +2 ±4 charge state, m/z 100–1,500 mass range for MS/MS), using the manufacturer’s “smart exit” (spectral quality five) settings. Previously targeted parent ions were excluded from repetitive MS/MS acquisition for 60 s (50 mDa mass tolerance). Raw data files (30 in total for each run) were submitted for simultaneous search using standard SILAC settings for QStar instruments and were analyzed by Protein Pilot®, version 4.0, using the non-redundant human gene database. A decoy database search strategy (NCBInr Homo sapiens in which all protein sequences were reversed) was used to estimate the false discovery rate, which for this dataset was <0.8%. Proteins, and their confidences and H:L ratios, were returned with GeneInfo Identifier gi accession numbers. Proteins for which at least two fully trypsin digested L and H peptides were detected at >99% confidence were used for subsequent comparative quantitative analysis.

Differential regulation within each experimental dataset was determined by normalization of each dataset, essentially as described (Keshamouni et al., 2009). Briefly, every H:L ratio was converted into log2 space to determine geometric means and facilitate normalization. The average log2H:L ratios and SDs of the log2 H:L ratios were determined for each dataset. Every proteins’ log2 H:L ratio was then converted into a z-score, using the formula:
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where “b” represents an individual protein in a dataset population a…n, and z-score is the measure of how many SD units (expressed as “σ”) that protein’s log2H:L ratio is away from its population mean. Thus, a protein with a z-score >1.645σ indicates that protein’s differential expression lies outside the 90% confidence level, >1.960σ indicates outside the 95% confidence level, 2.576σ indicates 99% confidence, and 3.291σ indicates 99.9% confidence. z-Scores >1.960 were considered significant. gi numbers of all significantly regulated proteins were converted into HGNC identifiers by Uniprot1 and HGNC terms were submitted to and analyzed by the DAVID bioinformatic suite at the NIAID, version 6.7 (Dennis et al., 2003; Huang et al., 2009a) and gene ontologies examined with the “FAT” datasets. The gi numbers were also submitted to, and pathways constructed with, Ingenuity Pathway Analysis software (IPA®).

RESULTS AND DISCUSSION

IDENTIFICATION OF ALTERED HOST PROTEINS

We combined ∼108H-labeled reovirus-infected HeLa cells with an equivalent amount of L-labeled non-infected cells, lysed the cells to generate cytosolic and nuclear fractions, and reacted ∼95% of each fraction with a commercially available random hexapeptide library (PM™) to enrich for low-abundance proteins. This strategy was chosen to attempt to complement the proteomic coverage of high-abundance and medium-abundance proteins expected from standard 2D-HPLC/MS processing (outlined in Figure 1). We also confirmed that the majority of HeLa cells demonstrated virus replication under our experimental conditions by 12–24hpi, as measured by immunofluorescent microscopy (Figure 2). Our standard 2D-HPLC/MS process identified 2,472 proteins from 21,989 non-redundant H:L peptide pairs in the cytosolic fraction. However, exclusion of those proteins whose identification confidence was <99% reduced the number of identified proteins to 1,903 (Table 1; Figure 3A). Using similar criteria, we found 1,657 proteins at ≥99% confidence in the cytosolic fraction reacted with the PM library and about 1,100 proteins in each of the nuclear fractions. Since crude nuclear fractions were frozen and no attempts were made to remove traces of cytosolic proteins from this fraction, these assays were meant to provide additional cell fractions rather than to allow meaningful distributional characterization and the “nuclear” fractions were expected to be contaminated with some cytosolic proteins.

Table 1. Number of peptides, proteins, log2 H:L ratio means and SD, and z-scores of SILAC-measured HeLa cell proteins.
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Figure 1. Outline of experimental set-up. Cells were passaged through six doublings in either Light or Heavy SILAC medium and the H cells infected with reovirus T3D. Infected (H) and mock-infected (L) cells were mixed together 1:1. After the cells were washed and lysed to separate cytosol from nucleus, 95–95% of each fraction was non-specifically enriched for low-abundance proteins by reaction with Proteominer™(PM) beads. Each of the four fractions (two PM-enriched as well as two residual 3–5% “standard” fractions) were then processed by 2D-HPLC/MS.
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Figure 2. Confirmation of HeLa cell infectivity. HeLa cells were mock-infected (left), or infected with MRV strain T3D at an MOI of 7 (right). Cells were harvested at indicated times post-infection (left) and processed for immunofluorescence microscopy, using in-house rabbit anti-reovirus and Alexa-488-conjugated secondary anti-rabbit antibody (green) and DAPI (blue). Scale bar is 50 μm.
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Figure 3. Distributions of proteins identified in various experiments. (A) Venn diagram of numbers of identified proteins from various analyses. (B) Frequency distributions of identified proteins in two virus-infected sample sets, with H:L ratios expressed as log2 values. Positive values represent up-regulated host proteins in virus-infected cells; negative values represent down-regulated host proteins. Characteristics of all peptide and protein distributions, mean log2H:L ratios, and SDs of log2 H:L ratios are shown in Table 1.



Combination of all fractions, and removal of all proteins identified by only a single peptide, resulted in identification and measurement of 2,759 total unique protein pairs. Each protein’s H:L ratio was converted to log space and inspection of each dataset indicated variability in each dataset’s mean log2 value and in each dataset’s log2 SD (Figure 3B; Table 1). Thus, every proteins’ H:L ratio was converted into a z-score as described in Section “Materials and Methods” (and in Coombs et al., 2010) to facilitate comparisons of each dataset. A number of proteins with significantly high or low log2 values and corresponding z-scores represented keratins and other proteins identified in other studies as probable contaminants (i.e., S200 binding proteins); thus, these proteins were removed from further calculations.

Stratification of each protein’s H:L ratio and its corresponding z-score indicated that numerous proteins in each sample could be considered significantly regulated. For example, of the 1,838 proteins identified in the standard cytosolic preparation, 40 were up-regulated at 95% confidence and 14 were also up-regulated at 99.9% confidence (Table 1). Thirty three proteins in the same dataset were down-regulated at 95% confidence, and five of these proteins were also down-regulated at 99.9% confidence. Inspection of protein H:L ratios and z-scores indicated that most proteins differentially regulated at >95% confidence had H:L ratios altered by >1.5-fold. Thus, proteins observed more than a single time were considered significantly regulated if at least one of their observations had a z-score ≥1.960σ, if another observation in the same type of fraction (i.e., standard cytosolic and PM cytosolic) was no more than 0.75σ in the opposite direction, and if the average H:L ratio was >1.5-fold. Using the above criteria, we identified and measured 66 proteins that were significantly up-regulated and 67 proteins that were significantly down-regulated (Table 2).

Table 2. Significantly affected HeLa cell proteins after reovirus infection.
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Several of the up-regulated and non-regulated proteins that were identified and measured in the SILAC analysis were confirmed by Western blotting (Figure 4). Most Western blot results confirmed the SILAC-determined results although some differences in measured ratios probably reflect different levels of sensitivity of the two assays.
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Figure 4. Western blot validation of experimentally determined SILAC ratos. HeLa cells were harvested and lysed with 0.5% NP-40 detergent, nuclei removed, and cytosolic fractions dissolved in SDS electrophoresis sample buffer. Proteins were resolved in 10% mini-SDS-PAGE, transferred to PVDF, and probed with indicated antibodies. Bands were visualized, and intensities measured, with an Alpha Innotech FluorChem®Q Multi Image® III instrument. Molecular weight standards are indicated at left and SILAC-measured ratios are indicated on the right. *, No viral proteins measured by SILAC as these are absent from mock-infected samples.



PROTEINS UP-REGULATED BY REOVIRUS INFECTION ARE ASSOCIATED WITH ANTIMICROBIAL AND ANTIVIRAL RESPONSES, GTPASE ACTIVITY, NUCLEOTIDE BINDING, INTERFERON SIGNALING, AND ENZYMES ASSOCIATED WITH ENERGY GENERATION

Proteins, and their levels of regulation, were analyzed by a variety of means. Protein gi numbers were imported into Uniprot (see text foot note 1) and converted into HUGO nomenclature committee (HGNC) identifiers. The HGNC IDs that represented significantly up-regulated and down-regulated proteins at the 95% confidence interval were then imported into DAVID (Dennis et al., 2003; Huang et al., 2009b), gene identifications converted to Entrez gene IDs by that suite of programs, and gene ontological biological processes and molecular functions identified at 95% confidence (Figure 5).


[image: image]

Figure 5. Gene ontology analyses of up-regulated and down-regulated proteins. The proteins identified in Table 2 were imported into the DAVID gene ontology suite of programs at the NIAID, gene identifications converted by that program, and ontological functions determined by GOTERM.



Up-regulated proteins were assigned to 18 GOTERM biological processes at 95% confidence (Figure 5, upper), that included cellular respiration, energy metabolism, and responses to viruses. Up-regulated proteins were also assigned to 11 functional groups (Figure 5) including primarily nucleotide binding. Protein gi numbers and levels of regulation were also imported into the Ingenuity Pathways Analysis (IPA®) tool which identified 13 GO categories (Figure 6A). Up-regulated proteins were enriched in growth factor, ion channel, kinase, phosphatase, and transmembrane receptor categories, whereas there were proportionally fewer up-regulated peptidase, translation regulators, and “other” (unknown) categories. Interacting pathways were also constructed by IPA. A total of 22 pathways were identified at a confidence level of 95% or greater. Five of these pathways, each with 11 or more “focus” members (significantly up- or down-regulated proteins), shared common members, and it was possible to build a single, merged pathway (Figure 6B). One other pathway (RNA post-transcriptional modification) contained only five focus molecules. The other 16 pathways consisted of several proteins, but contained only a single focus protein (data not shown). The five networks that contained 11 or more focus members corresponded to antimicrobial and inflammatory response; gastrointestinal disease; cell cycle, death, growth, proliferation, and movement; and DNA replication pathways (Figure 6C). Proteins present in the pathways and identified in our analyses as up-regulated are depicted in shades of red and include FADS3, IFIT1, and SAP130. Proteins present in the pathways and identified as down-regulated are shown in green and include AZGP1, LTF, and WDR5. Proteins present in the pathways and identified in our analyses, but neither up- nor down-regulated, are depicted in gray and include NF-KB complex, MAPK1, and TUBB, and proteins known to participate in the pathways but not identified in our analyses are shown in white and include AGER, IL28A, and MARK1–3. IPA analyses identify interaction nodes. For example, several of the highly up-regulated proteins interact with few other proteins, but some, such as STAT, ISG15, and Mx1 interact with four or more. Many of these molecules are involved in innate immunity. In addition, the interferon-induced, large GTPase dynamin-like Mx proteins are important anti viral proteins, particularly against RNA viruses (Haller and Kochs, 2002; Haller et al., 2009) and have been identified in several proteomic studies as up-regulated by influenza virus infection (Baas et al., 2006; Vester et al., 2009; Coombs, 2011). In addition, modulation of interferon response by reoviruses, including through STAT activation, has been demonstrated (Goody et al., 2007; Sherry, 2009; Zurney et al., 2009). Thus, our SILAC observations are validated by, and support, previous findings. Similarly, a few of the down-regulated proteins interact with few partners, but several, including WDR5, appear as interaction “hubs.” We identified numerous other interaction hubs, such as LGAL53 and NF-KB which were not, themselves, significantly altered, but which interacted with several differentially regulated proteins.
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Figure 6. Molecular pathways of regulated proteins. Proteins and their levels of regulation were imported into the Ingenuity Pathways Analysis (IPA®) tool and interacting pathways were constructed. (A) Ontological classifications of all measured proteins (Total) as well as those significantly up- and down-regulated. The indicated ontological classifications start at the top of each pie chart and are presented clockwise. (B) Merged networks, containing all molecules present in each of the five individual networks. (C) The top five networks, identified at 95% confidence and each of which contained 11 or more “focus” molecules (molecules significantly up- or down-regulated), with pathway names indicated. Solid lines: direct known interactions; dashed lines: suspected or indirect interactions; red: significantly up-regulated proteins; pink: moderately up-regulated proteins; gray: proteins identified but not significantly regulated; light green: moderately down-regulated proteins; dark green: significantly down-regulated proteins; white: proteins known to be in network, but not identified in our study.



PROTEINS DOWN-REGULATED BY REOVIRUS INFECTION ARE ASSOCIATED WITH CELL DIFFERENTIATION, DERMAL DIFFERENTIATION, AND MOLECULAR BINDING

Down-regulated proteins were assigned to 33 biological processes at 95% confidence (Figure 5, lower), that included cell differentiation, peptide cross-linking, and ectoderm and endoderm development. Down-regulated proteins were also assigned to seven functional groups, including structural molecule activity and various factor binding roles (Figure 5). IPA-generated GO categories indicated down-regulated proteins were enriched in unknown categories whereas there were proportionally fewer down-regulated enzymatic and transporter categories (Figure 6A). Additional IPA pathway analyses indicated numerous components of the “Interferon signaling” and “Role of PKR in interferon induction and antiviral response” canonical pathways were significantly up-regulated, whereas numerous arms of the “Regulation of actin-based motility by rho” canonical pathway were down-regulated (data not shown).

PROTEOMINER ENRICHMENT LED TO IDENTIFICATION OF COMPARABLE NUMBERS OF PROTEINS, BUT PM-ENRICHED PROTEINS WERE IDENTIFIED BY FEWER PEPTIDES

As indicated earlier, 1,903 proteins were identified in the standard cytosolic fraction, compiled from 24,927 H:L peptide pairs (Table 1). This corresponds to an average of 13.1 peptides/protein (SD ± 20.5; Figure 7). In contrast, PM enrichment of the cytosolic fraction led to identification of 17,484 H:L peptide pairs and 1,657 proteins (average = 10.3 peptides, ±15.8). Slightly more proteins were identified in the PM-enriched nuclear fraction than in the standard nuclear fraction, but the average numbers of identified peptides, and the corresponding SD, were also lower in the PM-enriched fraction (Figure 7). This pattern was seen irrespective of whether all proteins were examined (white boxes), or only proteins common to both the standard and PM enrichment fractions (gray boxes). Previous studies in our lab have shown that biologic replicates have ∼67% overlap and an r2 degree of correlation of about 0.04, whereas technical replicates of the same biologic replicate have ∼82% overlap and an r2 value of about 0.66 (Coombs et al., 2010; Table 3). Comparisons of the overlap and r2 values between standard preparations and their cognate PM enrichment preparations showed intermediate values of ∼68–74% overlap and r2 ranging between 0.25 and 0.44 (Table 3), suggesting the PM enrichment strategy did not add substantially to information provided by standard preparations.

Table 3. Correlation and overlap between various sample preparation schemes.
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Figure 7. Box plots of number of peptides identified under each experimental condition. The box encompasses the upper and lower quartile. Median values for each condition are indicated by the full horizontal line inside each box, the average is indicated by the shorter thick line, and SDs are indicated by upward error bars [image: yes], all identified proteins; [image: yes], only proteins identified as common to both the standard and PM analyses.



NOTE ADDED IN PROOF

The Mann laboratory has recently used label-free approaches to determine the relative quantity of each of thousands of proteins in a variety of human cell lines, including HeLa cells (Geiger et al., 2012). As a more direct analysis to determine whether application of Proteominer beads led to identification of lower abundance proteins, we sorted our datasets and determined there were no significant differences in the average and median quantities of proteins identified by either of the two methods in each of the cytosolic and nuclear fractions, further strengthening the main conclusion of this study, that non-biased enrichment using this particular affinity method does not contribute to deeper proteomic mining.
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Non-biased enrichment does not improve quantitative proteomic delineation of reovirus T3D-infected HeLa cell protein alterations
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In this special Frontiers in Microbiology issue focusing on “Global host proteomic responses to virus infection,” Coombs and colleagues (Jiang et al., 2012) make a valiant effort to look deeper into (changes in) the proteome of HeLa cells upon reovirus infection. Using some of the latest proteomic techniques, they present a high quality analysis of quantified alterations in the protein content of HeLa cells with, or without, infection by reovirus T3D. The study of the relatively harmless mammalian reoviruses received a boost from their potential to selectively kill certain types of cancer cells (Coffey et al., 1998). Proteomic studies, comparing all proteins and their post translational modifications in a quantitative fashion between control and reovirus infected cells therefore became crucial. However, all proteomic studies are hampered by the large differences in natural protein concentrations. In mass spectrometric (ms) practice, the most conspicuous protein restricts the level of detection to proteins that are, at most, about a thousand fold less abundant. Methods used to overcome this limitation either purge the most abundant, or specifically purify the less abundant proteins. Of course such biased approaches have rather big drawbacks themselves, related to the method of purging and the choice of purification procedure. “Unbiased” approaches, leveling the playing field without prior loss of possibly interesting proteins or enrichment based on known interactions, come in two flavors. One of them is based on the use of antibodies against “every” protein made by a certain organism as illustrated by human tissue profiling (Uhlen and Ponten, 2005). This is a non-ms technique, although immune precipitations can be combined with further ms analysis. The technique would indeed allow sensitive detection of very low abundant proteins, but relies on getting an effective epitope for every gene product and is rather costly. It also has to focus on the most common protein form and will be difficult to use for the detection of less abundant forms, let alone post translational modifications.

The only really unbiased approach available seems to be the use of hexapeptide combinatorial ligand libraries to enrich for all low abundant proteins (Boschetti and Righetti, 2008). The basic idea is simple and rather elegant: generate “random” peptide libraries, coat individual beads with single peptide forms, and allow your protein sample to interact with complex beads mixtures. Highly abundant proteins will saturate the beads they interact with quickly, and the large unbound majority will be washed away. However, proteins that are much less abundant will also find peptide targets to their liking and be retained. To give a somewhat more precise description: the abundance advantage of certain proteins (differences in mol L−1) has to be more than compensated for by differing binding affinities (again in mol L−1). Prior work showed hexapeptide libraries (with a combinatorial complexity of 6.4 × 107 peptides) to be optimal in this respect. Of course, not all amino acids in the hexamers contribute to the (strength of) interaction with proteins in the sample equally, three hydrophobic ones (Phe, Trp, and Tyr) and the three basic ones (Arg, His, and Lys) presumably being the most important. This (ProteoMiner) technique is the one that Jiang et al. decided to use. However, in their abstract it is concluded that: “Comparisons of the r2 correlations, degree of dataset overlap, and numbers of peptides detected suggest that non-biased enrichment approaches may not provide additional data to allow deeper quantitative and comparative mining of complex proteomes.” It is refreshing that these authors highlight what could be seen as a “negative” finding. In presenting evidence suggesting that in this case non-biased enrichment strategies do not seem to allow us to delve much deeper into the proteome, the authors give us the latest installment in an ongoing saga regarding the effectivity of using a ProteoMiner approach to get a peek at low abundant proteins in an unbiased fashion. The approach has already been used extensively in one of the most important, but at the same time most challenging, areas of clinical research: biomarker discovery in serum (which has tremendous differences in protein abundancies at ~1010 differences in concentration). Discussions regarding the effectivity of using hexamers seem to have been resolved in favor of the approach, although peptide elution had to be performed at three separate pH values to get full peptide diversity (Bandow, 2010; Di Girolamo et al., 2011). In regards to cellular extracts, an extreme example of protein “imbalance” is found in erythrocytes with 98% hemoglobin. The 2% that remains was much more easily explored upon the use of two different hexamer peptide sets (Roux-Dalvai et al., 2008). Even more striking are the results obtained by Yates and colleagues using “normal” Hela cells: they obtain improvements in silverstained 2D gels as well as statistically significant differences in proteome sets using ms analysis of fractions with or without prior ProteoMiner beads incubation (Fonslow et al., 2011).

So what is going on in the case of these reovirus infected HeLa cells? Actually, the conflicting data can presumably be resolved by highlighting the following two points:

1. As in the case of the earlier discussion, the elution method seems to be crucial. The ProteoMiner elution buffer used by the Yates group for the 2D silverstained gels is identical to the one used by Jiang et al., but they digest their proteins on the beads upon 8 M urea denaturation for further ms analysis (Fonslow et al., 2011). For the differences in 2D analysis followed by silverstaining, the normal protocol seems to be sufficient, but for efficient mass analysis more harsh conditions are clearly needed. For more important insights regarding the use of ProteoMiner beads as a powerful method of proteome equalization see Righetti et al. (2012).

2. Based on the fact that comparisons of r2 correlations, dataset overlaps, and numbers of peptides detected were comparable to those found with biological replicates the authors were correct in stating that the enrichment approach did not provide a significant deeper quantitative mining of the proteome under study. However, looking at the Venn diagram of shared and specific proteins found in different experiments (Jiang et al., Figure 3A), I am convinced that future analysis of the “extra” groups of proteins found with the hexameric non-biased enrichment approaches in the nuclear and cytoplasmic fractions will show them to contain more low abundant proteins than the controls.

Indeed, future experiments to check for improvement in detection of low abundant proteins should again be performed with virus infected cells. These systems are especially suited for such an analysis as they contain a specific set of viral proteins that are completely absent from control cells, thus functioning as ideal positive controls. Not only that, many viruses have a pronounced dynamic range of viral protein (form)s of their own, making the challenge of a correct quantitative proteomic description even bigger. Despite not always living up to their full potential yet, random hexapeptide libraries seem to be on track to level the proteomic playing field in the near future.
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The human immunodeficiency virus type 1 (HIV-1) unspliced, 9 kb genomic RNA (vRNA) is exported from the nucleus for the synthesis of viral structural proteins and enzymes (Gag and Gag/Pol) and is then transported to sites of virus assembly where it is packaged into progeny virions. vRNA co-exists in the cytoplasm in the context of the HIV-1 ribonucleoprotein (RNP) that is currently defined by the presence of Gag and several host proteins including the double-stranded RNA-binding protein, Staufen1. In this study we isolated Staufen1 RNP complexes derived from HIV-1-expressing cells using tandem affinity purification and have identified multiple host protein components by mass spectrometry. Four viral proteins, including Gag, Gag/Pol, Env and Nef as well as >200 host proteins were identified in these RNPs. Moreover, HIV-1 induces both qualitative and quantitative differences in host protein content in these RNPs. 22% of Staufen1-associated factors are virion-associated suggesting that the RNP could be a vehicle to achieve this. In addition, we provide evidence on how HIV-1 modulates the composition of cytoplasmic Staufen1 RNPs. Biochemical fractionation by density gradient analyses revealed new facets on the assembly of Staufen1 RNPs. The assembly of dense Staufen1 RNPs that contain Gag and several host proteins were found to be entirely RNA-dependent but their assembly appeared to be independent of Gag expression. Gag-containing complexes fractionated into a lighter and another, more dense pool. Lastly, Staufen1 depletion studies demonstrated that the previously characterized Staufen1 HIV-1-dependent RNPs are most likely aggregates of smaller RNPs that accumulate at juxtanuclear domains. The molecular characterization of Staufen1 HIV-1 RNPs will offer important information on virus-host cell interactions and on the elucidation of the function of these RNPs for the transport of Gag and the fate of the unspliced vRNA in HIV-1-producing cells.
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INTRODUCTION

HIV-1 infection is characterized by a progressive depletion of CD4 + T lymphocytes that makes patients susceptible to opportunistic diseases and ultimately leads to the development of acquired immunodeficiency syndrome (AIDS; Ho et al., 1995; Lindwasser et al., 2007). HIV-1 replication is divided into early and late events (Wang et al., 2000; Freed, 2001): the early events include virus entry, uncoating of the viral core that contains the vRNA, reverse transcription of vRNA to cDNA and finally, the integration of the resulting viral double-stranded DNA into host chromosomes. The later events include the transcription of the proviral genome to generate a primary transcript, the vRNA, its processing, maturation and nucleocytoplasmic export and also the synthesis of viral structural proteins, virus assembly and budding. Following transcription, the vRNA either remains unspliced or is spliced to generate more than 30 distinct mRNAs that are grouped into singly spliced, 4 kb mRNAs (encoding the auxiliary proteins Vif, Vpr, Vpu and the glycoprotein, Env) or into multiply spliced, 1.8 kb mRNA species (encoding the early viral regulatory proteins Tat, Rev and Nef; Arrigo et al., 1990; Schwartz et al., 1990; Purcell and Martin, 1993). The 1.8 kb RNAs are constitutively exported from the nucleus early following transcription, while the nuclear export of vRNA and the 4 kb species is dependent on the CRM1/Exportin1 export pathway (Yi et al., 2002). These events are well orchestrated, dynamic and depend on the activities of viral as well as select host cell proteins and machineries that are co-opted by the virus.

The two largest viral mRNA species, which contain intronic sequences, are both exported from the nucleus and translated in the cytoplasm. While usually mRNAs with introns are tagged as aberrant since they are “incompletely spliced” and are degraded by cellular RNA quality control machineries (Doma and Parker, 2007), these viral mRNAs are quite stable (Mouland et al., 2002), and therefore likely evade this surveillance machinery by co-opting host proteins involved in this process (Ajamian et al., 2008; Nathans et al., 2009). Furthermore, vRNA has an additional fate in that it can also be packaged into progeny virions (Butsch and Boris-Lawrie, 2002). This latter step is made possible by a selective interaction between vRNA and its gene product, the precursor Group specific antigen, pr55Gag (termed Gag herein). Gag interacts with a packaging signal in the 5′UTR of vRNA for selection into assembling virions (Lever et al., 1989; Clever et al., 1995). Like other mRNAs, vRNA is likely transported through the cytoplasm in the context of an RNP (Wilhelm and Vale, 1993; Mouland et al., 2001; Lehmann et al., 2009). Indeed, mRNA-binding proteins such as Staufen1 associate closely with Gag to form the HIV-1 RNP that also incorporates vRNA, but none of the spliced HIV-1 RNAs (Chatel-Chaix et al., 2004; Cochrane et al., 2006). Moreover, recent work has demonstrated that HIV-1 RNPs that contain Staufen1 take advantage of endosomal machineries for intracellular trafficking (Lehmann et al., 2009; Molle et al., 2009). Nevertheless, these later events still remain one of the most understudied areas of HIV-1 biology.

Generally, like other cellular RNPs, the composition of cytosolic HIV-1 RNPs is plastic in nature such that proteins may engage in the nucleus, disengage and/or be acquired during transit from the nucleus to the cytoplasm and during the assembly of vRNA into viral particles. The composition of the HIV-1 RNP has not been completely characterized, however. Recent work supports the idea that vRNA interacts with Gag at juxtanuclear and cytoplasmic domains (Poole et al., 2005; Levesque et al., 2006) and considerable efforts are now being made to evaluate how HIV-1 co-opts factors following the nuclear export of the vRNA – a late step in HIV-1 replication that includes RNA transport, utilization (translation) and degradation (Cochrane et al., 2006; Lehmann et al., 2009; Molle et al., 2009; Kemler et al., 2010). The formation of the HIV-1 RNP is initially achieved by the binding of Gag via its nucleocapsid (NC) domain and the RNA packaging signal psi in the 5′-end of the vRNA. This early capture may govern the directed movement of vRNA along the cytoskeleton, to the translation apparatus, to sites of viral assembly and finally, into assembling viral particles. A number of host gene products, such as hnRNP A1, PSF/nsr54 and APOBEC3G associate with vRNA (Beriault et al., 2004; Khan et al., 2005). Furthermore, a limited set of host trans-acting proteins mediates trafficking by binding to specific cis-acting sequence elements in vRNA (Mouland et al., 2001; Levesque et al., 2006). While the stability and functionality of HIV-1 RNP is most probably a result of interactions between a few viral (i.e., Gag) and host cell proteins such as Staufen1 and Upf1 (Up-frameshift protein 1; Chatel-Chaix et al., 2004; Ajamian et al., 2008), the molecular composition of the HIV-1 RNP likely changes and is dictated by HIV-1, either by direct recruitment of, or by binding to host cell factors.

Staufen1 belongs to a growing family of the double-stranded RNA-binding proteins (dsRBPs) that includes protein kinase dsRNA dependent (PKR), the activator of PKR (PACT), TAR-RNA binding protein (TRBP) and RNA Helicase A (RHA, reviewed in (Fierro-Monti and Mathews, 2000; Saunders and Barber, 2003; Tian et al., 2004) and is a principal component of various RNPs that are engaged in the localization and trafficking of cellular mRNAs (Kiebler et al., 1999; Kiebler and DesGroseillers, 2000; Roegiers and Jan, 2000). Staufen1-containing high-molecular weight complexes ranging in size from 10–30 MDa appear as granules dispersed in the cytoplasm of eukaryotic cells. Several components are found in these complexes such as ribosomes, tubulin, actin, dynein, RHA, hnRNP U and nucleolin (Brendel et al., 2004; Villace et al., 2004). RNA-binding by Staufen1 regulates diverse classes of mammalian mRNAs that encode proteins with functions in different metabolic pathways and cellular physiological processes (Kim et al., 2007; Furic et al., 2008).

Our previous work demonstrated that Staufen1 binds to both Gag as well as its vRNA substrate (while excluding all of the spliced HIV-1 RNA species), which likely drives the incorporation of Gag and vRNA into assembling virions through the formation of a HIV-1 RNP (Mouland et al., 2000; Chatel-Chaix et al., 2004). Furthermore, modulating the levels of Staufen1, by siRNAs and overexpression, perturbs HIV-1 assembly, including Gag multimerization and vRNA encapsidation, resulting in negative effects on viral infectivity (Mouland et al., 2000; Chatel-Chaix et al., 2004, 2007, 2008; Abrahamyan et al., 2010). Staufen1 also influences the anterograde trafficking of Gag. Both Staufen1 and Gag were shown to associate in the cytoplasm and also at cholesterol-enriched lipid rafts, which are virus assembly domains (Milev et al., 2010).

Staufen1 potentially may play similar roles in the replication of other retroviruses, such as, HIV-2 and MLV since it was found incorporated within them (Mouland et al., 2000). Importantly it does not associate with any tested DNA virus, including adenovirus, Epstein-Barr virus and human herpesvirus 6, supporting its preferential role in the biology of RNA viruses. In a yeast two-hybrid screen and in co-immunoprecipitation (IP) experiments, Staufen1 was identified as an interactive partner of the influenza A virus non-structural protein, NS1 (Falcon et al., 1999). Recent work demonstrated that Staufen1 also associates to viral RNPs and viral RNAs in influenza virus-infected cells (de Lucas et al., 2010). Staufen1 also associates with the 3′UTR of HCV RNA, the sequence essential for the initiation of (−) strand synthesis (Harris et al., 2006). Together with the numerous other cellular proteins found to interact with this region, Staufen1 most probably also plays a role in HCV replication.

The aim of the work described here was to examine the composition of the Staufen1 RNP proteome and how it is modulated by HIV-1. To do this, Staufen1-binding proteins were purified using tandem affinity purification (TAP) in HIV-1-expressing cells and identified by mass spectrometry. Approximately 200 host proteins were identified using this strategy. The Staufen1 HIV-1 RNP that bound precursor Gag shared many proteins with cytosolic RNA trafficking RNPs. However, notable compositional differences of the Staufen1 RNPs were induced by HIV-1. Furthermore, ∼22% of the identified proteins are found in isolated HIV-1 particles. Biochemical and imaging analyses confirmed many of these associations. Biochemical fractionation of cellular RNPs revealed further characteristics of the Staufen1 RNPs that are assembled in HIV-1-producing cells. Our results provide a comprehensive view on the composition of Staufen1-containing HIV-1 RNPs and their functional importance that likely resides in the fate of the vRNA.

MATERIALS AND METHODS

CELLS AND CELL LINES

Human embryonic kidney 293T cells HeLa, and Jurkat T cells were maintained at 37°C in Dulbecco’s modified Eagle’s or RPMI-1640 medium supplemented with 10% decomplemented fetal bovine serum (FBS) and 100 U/ml penicillin, 100 mg/ml streptomycin (Invitrogen). Stable TAP and Staufen1-TAP neomycin-resistant cell lines were generated in 293T and Jurkat T cells. Briefly, 293T cell were plated in 60 mm dishes and Jurkat T cells in 25 cm2 flasks. The following day these were transfected with 2 and 4 μg plasmid DNA, respectively, using Lipofectamine 2000 according to the protocol provided by the manufacturer (Invitrogen). 24 h post-transfection, 600 μg/ml G418 (Invitrogen) was added to the medium for selection. The cell cultures were maintained at 90% confluence and subsequently, sub-cultured at lower densities. Resistant clones were isolated 14 days following selection. Tissue culture medium was removed from the plates, and cells were washed with sterile PBS. To pick colonies, sterile 3 mm cloning disks were dipped in trypsin solution and placed on colonies for 30 s. The colonies adhered to the cloning disks and were transferred to 24-well dishes. When the cells reached pre-confluence, they were transferred to 6-well plates. For suspension Jurkat T cells, the procedure for isolation of stable clones differed as follows: cells were maintained in RPMI-1640 with 600 μg/ml G418 for 14 days and then were serially diluted and transferred in 24-well dishes for expansion. The surviving stable lines exhibited various expression levels of the TAP tagged Staufen1 as assessed by SDS-PAGE and western blotting. Staufen1-TAP expression levels were constant for each clone and were stable for at least 20 subsequent passages.

TRANSIENT TRANSFECTIONS

For affinity purification experiments, transfection of control TAP and Staufen1-TAP stable cell lines with proviral DNA, pNL4-3, was carried out in 150 cm2 flasks (Nunc). The cells were plated at 5 × 106 per flask for 24 h before transfection. 20 μg of plasmid and 50 μl Lipofectamine per flask were added, cells were incubated for 20 min and then mixed with tissue culture medium. For IP analyses, HeLa cells were transfected with corresponding amounts of plasmid DNA and cell lysates were prepared as described previously (Mouland et al., 2000; Chatel-Chaix et al., 2004). The overexpression of IMP1 (in the context of IMP1-VenC fusion protein) was performed in both HeLa and 293T cells. Transfection efficiencies were greater than 65% in all experiments (range 65–80%).

Staufen1-HA, pNL4-3 and pNL4-XX and transfection of HeLa cells were described previously (Mouland et al., 2000; Chatel-Chaix et al., 2004; Ajamian et al., 2008). For sucrose gradient fractionation experiments, transfection of proviral DNA, pNL4-3 was carried out in 75 cm2 flasks (Nunc). The cells were plated at 3 × 106 per flask for 12 h before transfection. Transfection efficiencies were greater than 70% in all experiments (range 65–80%). For RNase A treatments, cell lysates were incubated for 30 min at 4°C with RNase T1 at 1 U/mL. HeLa cells were transfected with either non-silencing siRNA (siNS) or Staufen1 siRNA (siStaufen1) at a final concentration of 10 nM. siRNA transfections were performed with lipofectamine 2000. Thirty-six hours later, the cells were washed with ice cold PBS and lysed in XB buffer for subcellular fractionation in sucrose gradients (see below; Chatel-Chaix et al., 2004).

TANDEM AFFINITY PURIFICATION AND WESTERN BLOTTING

The purification of Staufen1 complexes was adapted using the TAP protocols as described previously (Puig et al., 2001; Villace et al., 2004). Briefly, after transfection, cells were lysed in buffer (50 mM Tris-HCl pH 7.5, 5 mM EDTA, 100 mM NaCl, 1 mM DTT, 0.5% NP-40) and complete protease inhibitor cocktail (Roche). Cell extracts were centrifuged at 4°C for 5 min at 5000 rpm and the recovered supernatants were centrifuged for 15 min at 14,000 × g. The lysates were stored at −20°C. In the first affinity purification step, 20–75 mg cell lysates were applied to IgG Sepharose six Fast Flow beads (Amersham Biosciences; at a ratio of 5 μl beads per 1 mg protein). The resin was prepared according to the manufacturer’s protocol. After overnight incubation at 4°C, the IgG resin was washed 10 times with 10 volumes of IPP-150 buffer (10 mM Tris-HCl pH 8, 150 mM NaCl, 0.1% NP-40) and five times with 10 volumes of TEV cleavage buffer – TCB (10 mM Tris-HCl pH 8, 150 mM NaCl, 0.1% NP-40, 0.5 mM EDTA). 20 U of ActivTEV – Tobacco Etch Virus protease (Invitrogen, Carlsbad, USA) in TCB (300 μl) was then added to the resin and rotated for 2 h at room temperature in order to release the complexes bound to the resin (100 μl). In the second affinity purification step, the supernatant after TEV cleavage was adjusted with CaCl2 to a 2 mM final concentration and incubated overnight with 60 μl Stratagene Calmodulin-affinity resin (Agilent Technologies, Cedar Creek, USA). The resin was then washed three times with 10 volumes of Calmodulin-binding buffer, CBB (10 mM beta-mercaptoethanol, 10 mM Tris-HCl pH 8, 150 mM NaCl, 0.1% NP-40, 1 mM imidazol, 1 mM MgOAc, 2 mM CaCl2) and two times with 10 volumes of Calmodulin-rinsing buffer, CRB (50 mM ammonium bicarbonate pH 8.0, 75 mM NaCl, 1 mM MgOAc, 1 mM imidazol, 2 mM CaCl2). For the elution of complexes, the beads were resuspended and incubated for several minutes with ∼100 μl of Calmodulin-elution buffer, CEB (50 mM ammonium bicarbonate, 15–25 mM EGTA). Western blotting of input cell lysates and affinity-purified eluates was performed by standard procedures (Abrahamyan et al., 2010) using several of the primary antisera described below. TAP and western blotting results are representative of >5 independent experiments.

COOMASSIE BLUE STAINING AND GEL SLICE EXCISION

For mass spectrometry analysis, the eluates were fractionated on 4–12% SDS-PAGE and the gels were then subjected to three 5 min washes in 300 ml double distillated water (ddH2O) and stained with 100 ml Bio-Safe Coomassie stain (Bio-Rad) for 60 min followed by destaining. In total, 23 gel slices from each experiment (St-TAP or St-TAP + HIV-1) were excised, placed in a pre-washed, low-retention 1.5 ml snap-cap tubes for subsequent in gel digestion and liquid chromatography and mass spectrometry (LC-MS) analysis.

IN GEL DESTAINING AND DIGESTION

Gel bands were diced into ∼1 mm2 pieces and rinsed once with 200 μl HPLC-grade water, twice with 200 μl 25 mM ammonium bicarbonate in 50% (v/v) acetonitrile, followed by 100 μl acetonitrile to dehydrate the gel plugs, which were then lyophilized. The dry gel plugs were rehydrated in 5–7 μl of 25 mM ammoniumbicarbonate, pH 8.0, containing 12.5 ng/μl trypsin. After rehydration, an additional 30 μl of 25 mM ammonium bicarbonate was added and the gel plugs were incubated overnight at 37°C. Peptides were extracted from gel plugs by two rounds of incubation with 50 μl of 1% formic acid in 50% acetonitrile. The pooled extracts were reduced to dryness and reconstituted in mobile phase A for reversed phase chromatography.

MASS SPECTROMETRY

Digests were analyzed using an Agilent 1100 LC-Ion-Trap-XCT-Ultra system (Agilent Technologies, Santa Clara, CA, USA) fitted with an integrated fluidics cartridge for peptide capture, separation, and nano-spraying (HPLC Chip). Injected samples were trapped and desalted on a pre-column channel (40 nl volume; Zorbax 300SB-C18) for 5 min with mobile phase A (3% acetonitrile, 0.2% formic acid) delivered by an auxiliary pump at 4 μl/min. The peptides were then reverse-eluted from the trapping column and separated on the analytical column (150 mm length; Zorbax 300SB-C18) at 0.3 μl/min. Peptides were eluted using a 5–70% gradient in mobile phase B (97% acetonitrile, 0.2% formic acid) over 45 min. MS/MS spectra were collected by data-dependent acquisition, with parent ion scans of 8,100 Th/s over m/z 300–2,000 and MS/MS scans at the same rate over m/z 100–2,200. Peak-list data were extracted from these files by DataAnalysis software for the 6300 series ion trap, v3.4 (build 175). Mascot v2.2 (MatrixScience, Boston, MA, USA) was used to search the MS/MS data using the following parameters: 1.6 Da precursor ion mass tolerance, 0.8 Da fragment ion mass tolerance, one potential missed cleavage, and oxidized methionine as a variable modification. NCBI nr 2008.01.03 (5,824,077 sequences) was searched, with a restriction to “other viruses” and humans. Mass spectrometry analyses on isolated TAP eluates were reproduced at least two times in independent experiments.

ANTIBODIES AND REAGENTS

Mouse anti-Staufen1, anti-UPF (1, 2 and 3), anti-RHA and anti-AUF1 antibodies were provided by Luc DesGroseillers (Université de Montréal), Jens-Lykke Andersen (University of California), Juan Ortin (Centro Nacional de Biotecnologia, Madrid, Spain) and William Rigby (Dartmouth University, NH, USA), respectively (Villace et al., 2004; Ajamian et al., 2008; Abrahamyan et al., 2010). Rabbit anti-IMP1 and anti-ABCE1 antibodies were generous gifts from Finn Nielsen (University of Copenhagen) and from Jaisri Lingappa (University of Washington; Zimmerman et al., 2002; Milev et al., 2010), respectively. Mouse anti-Tsg101 and anti-L7 antibodies were purchased from Novus Biologicals (Littleton, USA), anti-eF1α, anti-TDP-43 and anti-CRM1 were purchased from Upstate (Millipore), ProteinTech Group (Chicago, USA) and Santa Cruz (California, USA), respectively; rabbit anti-p17 and sheep anti-gp120 were obtained from the NIH (Abrahamyan et al., 2010). For all immunofluorescence (IF) experiments, secondary AlexaFluor anti-mouse, anti-rabbit or anti-sheep conjugated antibodies were used (Invitrogen) as previously described (Milev et al., 2010).

IMMUNOFLUORESCENCE, FISH AND CONFOCAL MICROSCOPY

At 24–48 h after transfection, cells were washed two times with 1× PBS and fixed in 4% PFA for 20 min, washed two times with 1× PBS and treated with 0.2% Triton X-100 for 10 min. IF and FISH were performed essentially as previously described (Lehmann et al., 2009; Milev et al., 2010; Vyboh et al., 2012). Cells were then incubated for 10 min with 0.1 M glycine, washed and blocked for 30 min in 1× BSA (Roche Applied Science, Germany). The primary antibody was incubated for 1.5 h at room temperature. Cells were washed 2× with PBS and subsequently incubated with secondary antibody for 30 min. After this step the glass coverslips were washed 2× with PBS, mounted on slides and visualized with a Carl Zeiss Pascal LSM5 laser scanning confocal microscope (Carl Zeiss, Germany).

EXPRESSION VECTORS

Plasmids pcDNASt-TAP and pcDNA-TAP were constructed as previously described (Villace et al., 2004). Proviral DNA, pNL4-3 was described in previous work (Adachi et al., 1986; Chatel-Chaix et al., 2004). pNL4-XX, a proviral DNA derived from pNL4-3, harbors two mutations in the gag open reading frame to prevent Gag and Gag/Pol synthesis, was described elsewhere (Poon et al., 2002; Abrahamyan et al., 2010). Constructs expressing Staufen1-HA, pGL3-IMP1-VenusC and pGL3-MS2-Venus (full length) were described previously (Milev et al., 2010). pCMV-Gag-RRE was described earlier (Lingappa et al., 2006).

SUBCELLULAR FRACTIONATION

Following transfection, cells were washed with ice cold PBS, homogenized in an equal volume of XB Buffer (20 mM HEPES pH 7.9, 1.5 mM MgCl2, 0.5 mM DTT, protease inhibitor cocktail). The homogenate was centrifuged for 10 min at 5,000 rpm to remove the insoluble material. The supernatant (1 mg total protein) was applied on the top of a 5 ml 5–50% pre-loaded sucrose gradient in XB buffer, as described (Yoon and Mowry, 2004). Lysates were separated by centrifugation at 44,000 rpm for 2 h in SW55i beckman rotor at 17°C. 18–20 250 μl fractions were collected and resolved by SDS-PAGE or processed for slot blot analyses.

RNA SLOT BLOT ANALYSES

In order to evaluate vRNA fractionation in sucrose gradient fractions, an aliquot of each eluate was mixed 1:3 with GTC and FFM solution (10× OPS buffer, 37% Formaldehyde, 99% Formamide) and heated at 65°C for 15 min and transferred to 0.45 μm nylon membrane by intermittent suction for slot blot analyses using a Gibco/BRL slot blot apparatus. A [32]P-labeled cDNA probe to the HIV-1 5′ gag coding region to recognize the vRNA only was prepared using random prime labeling kit, as described (Yao et al., 1998; Mouland et al., 2000).

RESULTS

GENERATION OF STAUFEN1-TAP AND CONTROL TAP STABLE CELL LINES

Tandem affinity purification is a powerful method for the specific isolation of protein complexes under native conditions. In order to characterize Staufen1 HIV-1 RNP complexes and to determine Staufen1-binding partners, we generated neomycin-resistant human 293T and Jurkat T cell lines expressing Staufen1-TAP (or St-TAP) and TAP control cell lines (Figures 1A–D; Puig et al., 2001). Cells were transfected with pcDNA3 in which a TAP tag was cloned at the carboxy-terminus of the Staufen155 kDa cDNA (Villace et al., 2004; Ajamian et al., 2008). Previous studies have demonstrated that St-TAP protein has the same properties as the native protein (Villace et al., 2004). Two of the 12 single-cell clones that were expanded in expressed the fusion protein as assessed by western blotting. St-TAP#11 was used for all subsequent experiments (Figure 1B; shown in Ajamian et al., 2008), because the expression levels were similar to that of endogenous Staufen155 kDa. Jurkat St-TAP#13 (Figure 1C) was used for subsequent purification and characterization of Staufen1 complexes. A control cell line was also generated expressing only the TAP tag (Figure 1D). The subcellular distribution of TAP and St-TAP proteins in these stable 293T cell lines were assessed by IF using a monoclonal anti-Protein A antibody that recognizes the IgG binding domain of Protein A (the carboxy-terminal part of the TAP tag). TAP tag was found to be uniformly distributed throughout the cell (Figure 1E, left panel) and St-TAP was found principally in the cytoplasm of stable expressing cells (Figure 1E, right panel), corresponding to the localization pattern of endogenous Staufen1 (Wickham et al., 1999; Thomas et al., 2005). These results indicate that the Staufen1 component of the fusion protein, rather than the TAP tag, is responsible for correctly localizing the fusion protein to the cytosol.


[image: image]

Figure 1. Generation and isolation of stable neomycin-resistant cell lines expressing Staufen1-TAP and TAP proteins. (A) Structures of the Tandem Affinity Purification (TAP) tag cassette and Staufen1-TAP fusion protein. TAP tag consists of two sequences responsible for the affinity purification – IgG binding domain of Protein A and Calmodulin-binding peptide separated by a unique cleavage site for Tobacco Etch Virus (TEV) protease. (B,C) Expression levels of St-TAP in stable 293T and Jurkat T cell clones detected by western blotting analysis using a monoclonal mouse anti-Staufen1 antibody that recognizes both Staufen155 (55 kDa), Staufen163 (63 kDa), the endogenous isoforms and exogenous St-TAP (∼75 kDa) fusion protein, respectively. GAPDH is the loading control. 293T cell clone #11 and Jurkat T cell clone #13 were used in experiments. (D) Expression levels of TAP protein in 7 (#1–#7) control 293T clones and verified by western blotting. Clone #6 was used in control experiments. (E) Stable cell lines TAP#6 and St-TAP#11 were stained with mouse monoclonal anti-protein A antibody. The primary antibody was detected by Alexa Fluor 488 goat anti–mouse IgG antibody and the stained cells were visualized by epifluorescence microscopy.



PURIFICATION OF STAUFEN1 HIV-1 RIBONUCLEOPROTEIN COMPLEXES

We used the TAP-to-MS protocol to discover compositional changes in Staufen1-containing complexes when HIV-1 is expressed. We performed parallel purifications of extracts obtained from stably expressing St-TAP (Mock) or TAP (control) cell lines transiently transfected with pNL4-3. At 40 h post-transfection cells were harvested and 20 mg total protein was used for TAP purification. We also isolated Staufen1 complexes from both HIV-1 infected or uninfected Jurkat T cells that expressed St-TAP. Staufen155 kDa and St-TAP were present in RNPs both before and after affinity purification (Figures 2A,C). The TEV protease-mediated cleavage of St-TAP (75 kDa) fusion proteins resulted in the formation of St-CBP protein that migrated at ∼64 kDa (Figures 2A,C). Both endogenous 55 and 63 kDa isoforms of Staufen1 were recruited to RNPs likely due to their ability to form homo- and heterodimers and to accumulate in RNPs (Martel et al., 2010). When HIV-1 was expressed, higher amounts of endogenous Staufen1 were found in the eluates. Furthermore, the precursor Gag protein was found in association with Staufen1 but not any of its smaller, mature cleavage products [CA (p24), MA (p17), NC (p7), or p6 (Figures 2A,C)]. This result is in accordance with our previous data showing the selective manner in which Staufen1 and Gag interact (Chatel-Chaix et al., 2004). Interestingly, in the majority of the experiments we also detected pr160Gag/Pol (Gag/Pol), probably as a result of its interaction with Staufen1, Gag and the presence of vRNA that facilitates such associations during HIV-1 assembly (Khorchid et al., 2002). The affinity purification was validated by western blotting using antibodies against several proteins that were previously found to associate with Staufen1 such as RHA, ribosomal protein L7a (Villace et al., 2004) and poly-A binding protein (PABP; Figure 2A; Miroslav P. Milev and Andrew J. Mouland, data not shown). Western blotting analysis revealed that eukaryotic translation elongation factor-1α (eF1α) is a Staufen1-interacting partner. This is the first time that the association with eF1α with Staufen1 has been reported; it nevertheless interacts with Gag and is incorporated in HIV-1 particles (Cimarelli and Luban, 1999).
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Figure 2. Characterization of the tandem affinity-isolated Staufen155 kDa RNPs by western blot and mass spectrometry analysis. (A) Separation of proteins from cell lysates (Inputs) before (left panels) and after (right panels) tandem affinity purification (Staufen1 complexes) 0.25 mg of total protein obtained from extracts of TAP (control) or Staufen1-TAP expressing cell lines in the absence or presence of HIV-1 were used for affinity purification. Initially, the membrane was blotted with mouse anti-Staufen1 monoclonal antibody shown on the top left and right panels. The star (*) indicates the position of the purified St-CBP protein. (B) The proteins from the eluted Staufen155 kDa complexes and those from TAP alone (control) were purified from 75 mg of total protein, separated on SDS-PAGE and subsequently stained with Bio-Safe Coomassie Blue. Four bands were excised from gel lanes (II) and (III) for the identification of potential contaminating proteins. 23 bands from St-TAP and St-TAP HIV-1 (lanes IV and V) were excised and analyzed with mass spectrometry. Lane I represents the molecular weights in kDa of the protein standards. (C) Dual affinity purification of Staufen1 complexes derived from Jurkat T St-TAP stable cell lines in the absence or in the presence of HIV-1.



Previously, Staufen1 was found to interact with the nucleocytoplasmic shuttling protein, Barentsz (Macchi et al., 2003), a component of exon junction complexes and an important player in nonsense-mediated mRNA decay (NMD) – a surveillance process that degrades aberrant mRNAs containing premature termination codons (Palacios et al., 2004). Staufen1-mediated mRNA decay was also described to involve Staufen1 and the major NMD factor, Upf1 (Kim et al., 2005). Moreover, these two proteins are found in association with APOBEC3G RNPs that might be involved in retroviral restriction (Kozak et al., 2006). These findings provide molecular and biochemical links between mRNA splicing, trafficking and decay. Therefore we wanted to determine the potential association of some of the main NMD factors such as Upf1, Upf2, and Upf3 in Staufen1-containing RNPs in the absence or presence of HIV-1 infection. Our results clearly demonstrate the association of Upf1 with the Staufen1 HIV-1 RNP complexes. When HIV-1 was expressed, we consistently observed approximately threefold more Upf1 eluting from the Staufen1 column compared to that found when HIV-1 was not expressed (Figures 2A,C). Upf2 was not detected in any of the experiments using 293T or Jurkat T Staufen1-TAP cell lines (Figures 2A,C) indicating that Upf2 is absent or is not stably bound in the Staufen1 RNP (Ajamian et al., 2008). The absence of Upf2 was expected since Staufen1 and Upf2 compete for binding with Upf1. Upf3b was also detected in St-TAP complexes derived from 293T cells as assessed by western blotting (Figure 2A).

We have demonstrated an important role for Staufen1 in the process of Gag multimerization, trafficking and viral assembly that could be coordinated with a role in the encapsidation of vRNA (Chatel-Chaix et al., 2007; Abrahamyan et al., 2010; Milev et al., 2010). We wished to verify whether the function of Staufen1 in Gag multimerization, assembly and vRNA encapsidation are linked to the function of other cellular Gag-interacting factors. To this end, we chose the host ATP-binding cassette protein ABCE1 which associates with Gag shortly after its synthesis (Dooher et al., 2007) and is critical for the proper generation of an immature HIV-1 capsid (Zimmerman et al., 2002). As in seen with Staufen1, the NC domain of Gag is a necessary and sufficient determinant for binding ABCE1 (Zimmerman et al., 2002; Lingappa et al., 2006). Equal amounts of ABCE1 were detected in Staufen1 RNPs isolated from cells with or without HIV-1 expression (Figure 2A, bottom panel). Several studies have demonstrated that tumor susceptibility gene 101 (TSG101) protein binds the N-terminal p6 region of Gag and is responsible for the release of the virus from the plasma membrane (Sun et al., 1999; Babst et al., 2000; Garrus et al., 2001; VerPlank et al., 2001). We did not find TSG101 in the Staufen1 eluates in any of the cell lines nor could we detect it by mass spectrometry. In fact, other candidate endosomal sorting complex required for transport (ESCRT) proteins were not detected in these Staufen1 RNPs (Miroslav P. Milev and Andrew J. Mouland, data not shown). Thus, despite its interaction with the viral protein Gag, TSG101 appears to be excluded from these particular Staufen1 RNPs suggesting separable functions during HIV-1 replication. Likewise, we did not detect either Vif or Vpr by mass spectrometry and/or western blotting analyses, both well-described interacting partners of Gag (Lavallee et al., 1994; Kondo et al., 1995; Bouyac et al., 1997; Syed and McCrae, 2009). We propose that this negative result could be due to their low abundance in Staufen1 HIV-1 complexes or that these viral proteins interact with distinct subpopulations of Gag that exclude Staufen1 (Klein et al., 2007).

IDENTIFICATION OF PROTEINS ASSOCIATED WITH STAUFEN1 HIV-1 RNPs

After validating our RNP purification protocol by western blotting, we proceeded to mass spectrometry analysis to identify proteins that associate with Staufen1 in these particles both in the absence or presence of HIV-1. For these experiments, stably expressing TAP cells were mock transfected or transfected with a proviral plasmid expressing HIV-1 (pNL4-3), lysed and then used for affinity purification. In the eluates from the control TAP samples [Figure 2B, lines (II) and (III)] we detected a few discrete bands. We sectioned the TAP gel lanes into four pieces (shown with numbers) and analyzed them by mass spectrometry. The proteins that were detected included keratins, immunoglobulins, interferon alpha inducible protein (IFI6), tubulin beta-2 and heat shock protein 90 and since they were found in the control TAP samples, they were considered to be contaminants.

Stable St-TAP cell lines were then mock transfected or transfected with pNL4-3. Lysates were harvested and following SDS-PAGE and Coomassie Blue staining, we observed a similarity in banding pattern between Staufen1-TAP and Staufen1-TAP HIV-1 RNPs [Figure 2B, lines (IV) and (V)]. In a typical experiment, we excised at least 23 bands from the St-TAP lane and corresponding bands from St-TAP HIV-1 lane. Each band was subjected to LC-MS/MS analysis and the data was concatenated and searched against either the NCBI nr human or virus databases as described in Materials and Methods. A separate randomized decoy database search was performed and the search results were filtered to achieve a False Discovery Rate (FDR) of less than 1%. This corresponded to a score cutoff of 48 and 47 for the human and viral databases, respectively.

We typically detected about 200 proteins in both Staufen1-TAP control and Staufen1-TAP HIV-1 RNPs (Figure 3; Tables S1 and S2 in Supplementary Material). As expected, some of the proteins identified had been previously shown to interact and/or associate with Staufen1, such as hnRNP U, RHA, NFAR, nucleolin, α-tubulin and numerous ribosome subunits (Brendel et al., 2004; Villace et al., 2004). The regulator of nonsense transcripts, Upf1, was also identified (Kim et al., 2005). The majority of the proteins were detected with two or more unique peptides; single peptide hits are also reported in the appended Tables S1 and S2 in Supplementary Material.
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Figure 3. Staufen1 RNPs contain proteins involved in the localization, stabilization and trafficking of mRNAs and HIV-1 vRNA. Graphical representation and comparison of Staufen1-associated proteins isolated from 293T cells in the absence (top panel) and the presence of HIV-1 (middle panel). The newly identified proteins were grouped on the basis of their main function or the process in which they are involved in both control and HIV-1 conditions. The subcellular distribution of proteins found in Staufen1-TAP (blue bars) and Staufen1-TAP HIV-1 (orange bars) RNPs is depicted (bottom panel). The information for each protein was obtained from the UniProt database.



We divided all identified proteins from both cohorts into several main categories in respect to their known functions. As shown in the Figure 3, we generated 10 functional categories, including viral proteins in the case when HIV-1 was expressed. The largest group encompassed mRNA-binding proteins that participate in different aspects of mRNA metabolism in the cell (RNA transcription, splicing, stability, transport and degradation) and represent ∼29% of the total number of proteins in the Staufen1 RNPs and ∼35% of the total number of proteins in Staufen1-HIV-1 RNPs. These proteins included numerous heterogeneous nuclear ribonucleoproteins (RNP), DEAD-box family helicases and NMD factors Upf1 and Upf3b [detected by western blot in both types RNPs (Figure 2A) and by mass spectrometry – only in Staufen1 HIV-1 RNPs (Table 1)]. Splicing and mRNA transport factors, such as SFPQ, SF3B2 and endogenous Staufen1 and nucleocytoplasmic shuttling proteins, such as nucleolin, nuclear factor associated with dsRNA, NFAR-1 90 kDa isoform and YB-1 (a universal component of cytoplasmic mRNPs) were also included with this group. Several new mRNA-binding components associated within Staufen1 in both control and HIV-1 conditions. These included leucine-rich protein 130 kDa, LRP130, an RNA-binding protein that accumulates with mRNPs at the nuclear envelope and endoplasmic reticulum (Tsuchiya et al., 2004). Three members of the highly conserved VICKZ family of RNA-binding proteins (Vg1 RBP/Vera, IMP1,2,3, CRD-BP, KOC, ZBP-1) and insulin-like growth factor II mRNA-binding protein 1, 2 and 3 (IMP1 and IMP2 in the native complexes and IMP1 and IMP3 in those purified from HIV-1-expressing cells) were also detected [Reviewed in (Yisraeli, 2005)]. The RNA/DNA-binding protein TDP-43 was detected by mass spectrometry only in HIV-1-containing complexes, but was later confirmed by western blotting analysis in both the presence and absence of HIV-1. Structurally analogous to the hnRNPs, this protein was originally described as a factor that modulates HIV-1 gene expression at the transcriptional level (Ou et al., 1995).

Table 1. Unique proteins identified by mass spectrometry in Staufen1-HIV-1 RNPs.
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The second most predominant category relates to proteins involved in RNA translation (∼23 and ∼18% in the absence and presence of HIV-1, respectively) and includes ribosomal, translation initiation and elongation factors and several aminoacyl-tRNA synthetases. Proteins such as PABP1, eukaryotic translation initiation, and elongation factors – eIF3 (α, β and ε), eIF4A (two isoforms – 1 and 3) and eF1 (α, γ and δ isoforms) were also detected.

Proteins involved in cell metabolism represented ∼8% of the total number of proteins in Staufen1-containing RNPs isolated in the absence of HIV-1 and ∼9% in the presence of HIV-1. These included enzymes that regulate different aspects of the general cellular metabolism of carbohydrates, lipids, amino acids, and nucleotides, such as pyruvate kinase and pyruvate dehydrogenase, lactate dehydrogenase and glyceraldehyde-3-phosphate dehydrogenase, fatty acid synthase, ATP-citrate synthase and others (Figure 3; Tables S1 and S2 in Supplementary Material).

Diverse proteins involved in cytoskeleton formation and structure (∼4 and ∼5% in the absence HIV-1 and presence of HIV-1, respectively), including actin, tubulin, vimentin, as well as IQGAP1 were detected (Figure 3; Tables S1 and S2 in Supplementary Material). We also placed Matrin 3 in this category as it is a novel Staufen1-binding partner that was originally reported to be one of the major structural proteins of the inner nuclear matrix (Belgrader et al., 1991). An interesting feature of this protein is its ability to retain A–I edited dsRNAs in the nucleus (Reviewed in DeCerbo and Carmichael, 2005). Moreover, it has been shown in association with APOBEC3G RNPs (Kozak et al., 2006) and with 3′-untranslated region (UTR) of the hepatitis C genome (Harris et al., 2006).

Approximately 8% (−HIV-1) and 10% (+HIV-1) of Staufen1-binding partners were vesicular and protein transport proteins. As mentioned earlier, TSG101, a member of ESCRT-I was not detected by western blotting or by mass spectrometry. Instead, we identified some other proteins involved in the control of endosomal dynamics and in intra-Golgi vesicular transport, including vesicle budding from Golgi membranes. These included Ras-related proteins (Rab-5C, Rab8, Rab-10), some of the coatomer protein complex subunits – COP (α, γ and ζ), adaptor proteins – (AP-2, AP-3) and ADP-ribosylation factors (1, 4, 5 and 6). In addition, some cellular factors regulating the processes of protein folding (heat shock proteins, T-complex proteins, Calnexin), ubiquitination and N-linked glycosylation (Ribophorin-1) constitute the protein processing group [∼8% (−HIV) and ∼9% (+HIV-1)].

Finally, the remaining identified proteins included those involved in ion transport (including sodium/potassium-transporting ATPase, several ATP synthases) and apoptosis/cell cycle/DNA replication/signaling (CDC5L, MCM7 and RACK1), while the remaining proteins were grouped under “others” and included mitochondrial and nucleocytoplasmic transport proteins (Nup155, Importin1, Importin-7, Xpo1, Xpo2 and ADP/ATP translocase; Figure 3 and see Tables S1 and S2 in Supplementary Material).

We detected 45 proteins from Staufen1 HIV-1 RNPs (including viral proteins such as Gag, Gag/Pol, Env and Nef; Tables S1 and S2 in Supplementary Material) that are virion-associated (Ott, 2002, 2008; Cantin et al., 2005; Komano et al., 2005; Chertova et al., 2006; Goff, 2007) representing 22% of the total number of proteins found in the Staufen1 HIV-1 complexes. Among them were RHA, IQGAP1, actin, vimentin, eF1α, Staufen1, IMP1 and heat shock proteins Hsp60, Hsp70 and Hsc70. The latter three are incorporated within the membrane of the viruses and are important for virus infectivity (Gurer et al., 2002). Upf1, which is found in the HIV-1 RNP, also represents a virion-incorporated protein (Abrahamyan et al., 2010).

CHARACTERIZATION OF INTERACTIONS BETWEEN STAUFEN1 AND SEVERAL NOVEL PARTNERS USING BIOCHEMICAL AND IMMUNOFLUORESCENCE METHODS

We confirmed the association of several proteins with Staufen1 complexes using IP and IF analyses. For the purpose of these experiments, we chose three predominantly nuclear proteins: AU-rich element RNA binding protein 1, AUF1, TAR DNA-binding protein, TDP-43 and chromosomal regional maintenance protein 1 (CRM1 or Xpo1), a factor that mediates the nuclear export and ABCE1 (also known an HP68). IP experiments were performed with lysates derived from HeLa cells. To determine the RNA dependence of these interactions, equal amounts of lysates were treated with or without RnaseA for 30 min on ice before IP. Our results demonstrate the RNA-independent character of Staufen1 interactions with CRM1 and ABCE1 (Figures 4A,B, IP panels), whereas those between both Staufen1 and TDP-43 and Staufen1 and AUF1 appeared to be RNA-dependent (Figures 4C,D, IP panels). We detected IMP1 in three independent MS analyses and further confirmed its presence in affinity-isolated complexes using polyclonal rabbit anti-IMP1 antibody (Figure 2A, bottom panel). IMP1 is a human ortholog of chicken Zipcode binding protein 1 (ZBP-1) and belongs to VICKZ protein family (Yisraeli, 2005). Different studies indicate similar functions for IMP1 and Staufen1 with respect to mRNA transport, translational control and localization. IMP1 binds fragile × mental retardation protein (Rackham and Brown, 2004) and PABP1 (Patel and Bag, 2006) and associates with APOBEC3G (Kozak et al., 2006), YB-1, nucleolin and hnRNP A1 (Jonson et al., 2007), proteins that also associate with Staufen1. Recently, IMP1 has been found to bind to HIV-1 Gag (Roy et al., 2006) and in our own work this protein also associates with lipid raft domains (Milev et al., 2010). We performed IP experiments for IMP1 (Figure 4E, IP panel) and observed that its association with Staufen1 was also RNA-independent.
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Figure 4. Confirmation of the in vivo association of Staufen1 with several of the host factors that were identified in Staufen1-contain RNP complexes. (A–E) CRM1, ABCE1, TDP-43, AUF1 and IMP1 (as IMP1-VenusC) were immunoprecipitated from 500 mg total protein lysate of HeLa cells. For the immunoprecipitation of IMP1 HeLa cells were transfected with IMP1-VenC or Venus-full length (as a control) and immunoprecipitated with a mouse anti-GFP antibody. The images to the immediate right of the IPs show the patterns of co-localization of CRM1, cytoplasmic RNAse L inhibitor (ABCE1), AUF1, TAR DNA-binding protein (TDP-43) and IMP1 with Staufen1-HA. The Manders’ coefficients (average from >10 cells per experiment derived from Staufen-HA expressing cells only, in %) are shown to provide an estimate of the co-localization. At the far right, the distribution of each host protein (in red) is shown in relation to Gag (blue) and the viral genomic RNA (vRNA, green) in HIV-1-expressing cells as determined by laser scanning confocal microscopy. Cells overexpressing IMP1-VenusC are indicated with white arrows in (E). Size bars are 10 μm.



To further demonstrate the interrelationships between Staufen1 and these proteins, we performed laser scanning confocal microscopy to examine their distribution in cells. We transfected HeLa cells with plasmids expressing Staufen1-HA and 24 h later, we fixed and stained the cells with antibodies recognizing the HA-epitope and the endogenous proteins that were used in the IPs, with the exception that we used an anti-GFP to detect IMP1-VenusC (IMP1-VC). We observed co-localization of Staufen1 with ABCE1 and partial co-localization with TDP-43, AUF1 (Lund et al., 2012) and CRM1 [Figures 4A–D, co-localization with Staufen1 panels; Manders’ coefficients (%) are shown]. As expected, Staufen1 and IMP1 co-localized in cytoplasmic particles, but this was only true for a proportion of these proteins (Figure 4E, co-localization with Staufen1 panel). Finally, the possible interactions of these novel Staufen1 partners with vRNA and Gag were elucidated by combined FISH and IF co-analyses in HIV-1-expressing cells. We transfected HeLa cells with both pNL4-3 proviral DNA plasmids coding for IMP1-VenusC (Figures 4A–E, distribution + HIV-1 panels). Cells were fixed and stained with rabbit anti-CRM1, anti-ABCE1 anti-TDP-43, anti-AUF1, or anti-GFP (to detect IMP1-VenusC; all in red, Figures 4A–E, distribution + HIV-1 panels), along with sheep anti-p17 to detect Gag (shown in blue) and FISH was performed to detect viral RNA (shown in green). The presence of HIV-1 caused the partial accumulation of AUF1 in the cytoplasm. The mechanism, however, that underlines this phenomenon is unclear but could be due to the HIV-1 imposed block on nuclear import (Monette et al., 2009) and the functional significance of this interaction was recently demonstrated (Lund et al., 2012). Importantly, ABCE1, currently implicated in the generation of HIV-1 capsids, co-localized with the vRNA. At present, we do not know if this is via a direct or indirect interaction. The co-localization of IMP1 with viral components was estimated in cells simultaneously transfected with IMP1-VenusC and pNL4-3 plasmids. We noticed that cells overexpressing IMP1-VenusC (Figure 4E, shown with white arrows) had an apparent decrease in the signal for vRNA. Cells that did not express or expressed IMP1-VenusC at lower levels showed higher accumulations of vRNA (Figure 4E, white arrow head). This negative effect on vRNA in HIV-1 positive cells was observed in more than 55% of the cells.

SUCROSE DENSITY GRADIENT ANALYSIS OF STAUFEN1 HIV-1 RNPs

Sucrose density gradient analyses were then performed to further characterize Staufen1 RNP dynamics when HIV-1 was expressed. The biochemical examination of these RNPs is important since Staufen1 is found in several RNPs relevant to HIV-1 (Chiu et al., 2006; Abrahamyan et al., 2010) but it also selectively associates with the vRNA in complex with Gag and other host proteins (Chatel-Chaix et al., 2004, 2008; Ajamian et al., 2008). Moreover, in our earlier study, we demonstrated that Staufen1 RNPs were plastic in size but co-associated with Gag and vRNA signals (Abrahamyan et al., 2010). We therefore assessed the distribution of Staufen1 RNPs by sucrose density centrifugation to determine how HIV-1 influences this. HA-Staufen1 was transfected into HeLa cells without or with pNL4-3 proviral HIV-1 DNA. Lysates were processed for sucrose density gradient analyses. Fractions were collected from the top of the gradient and HIV-1 vRNA was quantitated by slot blot analysis. An aliquot of each gradient fraction was run on SDS-PAGE and western blotting was performed to identify Staufen1-HA and several of the newly identified members of Staufen1-TAP-containing host proteins (e.g., RP-L7a, TDP-43 and ABCE1, Table S2 in Supplementary Material) and Gag in HIV-1 samples (Figures 5A,B). In some cases, lysates were treated with RNAse A to determine RNA-dependency. These analyses revealed that there was no consistent shift in the sedimentation profile of Staufen1-HA complexes in mock and HIV-1-expressing cells and they mainly fractionated in denser fractions #11–18 (Figure 5A). This was also true for those for the selected Staufen1-associated host proteins. However, Gag sedimented in two regions of the density gradient, in both a light (fractions #1–7) and a more dense region (fractions #12–20; Figure 5B), while the vRNA only sedimented in very dense fractions (#16–20) in this assay. RNAse A treatment eliminated the vRNA, but also disrupted the distribution of viral and host proteins in the dense fractions leading to their migration in lighter density fractions, with the exception of the processed form of Gag, p24, which likely represents capsids or virus particles that are membrane-bound (Levesque et al., 2006). The precursor to p24, p25 was also observed in the lighter fractions supporting this notion (Figure 5 and below). We have shown that the Staufen1-Gag interaction is RNA-independent and in close proximity (Chatel-Chaix et al., 2004) so these results indicate that Gag is recruited to pre-existing Staufen1 RNPs as we demonstrated earlier (Milev et al., 2010) but also, it remains associated to Staufen1 when viral and cellular RNAs are in limiting supply. This notion is also supported in experiments in which a Gag-less pNL4-3 is expressed. This proviral DNA will express all viral proteins and RNAs except for Gag and Gag/Pol (Poon et al., 2002). When expressed alone (Figure 6A) or when Staufen1-HA is overexpressed (Figure 6B), the sedimentation profiles for vRNA were not appreciably affected in the absence of Gag. This is consistent with our recent findings that showed that Staufen1 and vRNA co-localized significantly in the absence of Gag under the same experimental conditions (Abrahamyan et al., 2010). When Gag expression was rescued by the expression of a Rev-dependent Gag expressor (Lingappa et al., 2006; Figure 6C), the distribution of vRNA was consistently found to be shifted toward the lighter fractions, that might be specific to this rescue experiment (i.e., due to trans expression of Gag) because the vRNA is found in the penultimate fractions when pNL4-3 is expressed (Figure 5). Further experimentation will be required to characterize the function of these lighter RNPs upon Gag rescue in trans.
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Figure 5. Staufen1 co-fractionates with Gag and vRNA in gradient density fractionation analyses. (A) HeLa cells were either mock transfected with empty vector, pcDNA3, or with a plasmid that expresses Staufen1-HA. The transfected cells were collected 24 h later, lysed and were either mock-treated or treated with RNAse A. The lysates were then fractionated on 5–50% sucrose gradients and 20 fractions were collected for further analysis by western blotting for viral and host proteins, as indicated. HIV-1 viral genomic RNA (vRNA, 9 kb) was assessed in each fraction by slot blot analysis. TL represents the total lysates. (B) HeLa cells were co-transfected with pNL 4–3 and Staufen1-HA. The presence of Staufen1-HA, precursor Gag and p24 were assessed in each fraction by western blotting analysis. HIV-1 viral genomic RNA (9 kb, vRNA) was assessed in each fraction by slot blot analysis. Staufen1, Gag and vRNA were quantitated in each fraction by densitometry and relative levels are depicted for each fraction (Blue: Staufen1-HA, Red: Gag, Green-vRNA).
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Figure 6. The sedimentation of Staufen1 and vRNA indensitygradientsdid not significantly change in the absence of Gag expression. (A) HeLa cells were co-transfected with pNL4-XX (harboring two mutations in the gag open reading frame to prevent Gag synthesis) with either empty vector control (A), Staufen1-HA (B), or Gag-RRE (C). The cells lysates were then fractionated on 5–50% sucrose gradients and 20 fractions were collected for further analysis by western blotting analyses, as indicated. TL represents the total lysates. Staufen1, Gag and vRNA were quantitated in each fraction by densitometry and relative levels are depicted for each fraction (Blue: Staufen1-HA, Red: Gag, Green: vRNA).



In the experiments above, endogenous Staufen1 is abundantly expressed that could allow the assembly of Staufen1 viral RNPs. In conditions when endogenous Staufen1 is depleted by siRNA, we have shown that large Staufen1 RNPs (SHRNPs) formed in the vicinity of the nucleus and in the cytoplasm. These structures were proposed to be supraphysiologic RNPs that could serve as scaffolds for viral assembly and vRNA encapsidation. We investigated by density gradient analysis whether the SHRNPs represented a super-dense RNP or amalgamations of many smaller RNPs. HeLa cells were transfected with pNL4-3 DNA and either siNS or siStaufen1 siRNAs and lysates were prepared for gradient analyses. While siStaufen1 treatment again resulted in reduced Gag synthesis (Abrahamyan et al., 2010; Figure 7A), the sedimentation profiles for vRNA and Gag did not appreciably change (Figures 7B,C). However, the relative levels of Gag in light and dense gradient fractions were modulated such that a less abundant signal for Gag in the dense fractions was observed. This could be the populations of Gag influenced by Staufen1 expression levels and functionally relevant for the assembly of dense RNPs or represent a population of Gag with a specific function (Klein et al., 2007). Importantly, these results provide evidence that the larger Staufen1 RNPs observed in Staufen1 depletion conditions likely represent aggregations of similar-sized RNPs rather than the assembly of a supraphysiologic RNP (Abrahamyan et al., 2010).
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Figure 7. The relative levels of Gag in light and dense gradient fractions are modulatedin Staufen1-depleted cells. HeLa cells were mock transfected or co-transfected with pNL4-3 with either non-silencing control siRNA (siNS) or a siRNA to deplete endogenous Staufen1 (siStaufen1) and were harvested and lysed 36 h later and analyzed by western blotting. Corresponding expression levels for Staufen1, Gag, UPF1 and GAPDH proteins are shown in (A). The cell lysates from siNS-treated (B) and siStaufen1-treated (C) cells were fractionated on 5–50% sucrose gradients and 19–20 fractions were collected for further analysis by western blotting, as indicated. TL represents the total lysates. HIV-1 viral genomic RNA (9 kb, vRNA) was assessed in each fraction by slot blot analysis. Staufen1, Gag and vRNA were quantitated in each fraction by densitometry and relative levels are depicted for each fraction (Blue: Staufen1-HA, Red: Gag, Green: vRNA).



DISCUSSION

The combination of TAP and mass spectrometry has proven to be reliable for the characterization of different protein complexes (reviewed in Xu et al., 2010) including those containing HIV-1 Gag, UPF1 and Staufen1 (Schell et al., 2003; Brendel et al., 2004; Villace et al., 2004; Roy et al., 2006). Here we provide deeper insights into the impact of HIV-1 expression on the composition of Staufen1 RNPs.

While the analyses performed here detected almost all of the previously characterized proteins characterized as components of Staufen1 RNPs (Brendel et al., 2004; Villace et al., 2004), they also revealed that the protein composition of the particles was influenced by the presence of HIV-1. In addition to the viral gene products, Gag, Gag/Pol, Env and Nef, which are all incorporated into Staufen1 RNPs in the presence of HIV-1, generally the number of proteins in the Staufen1 RNP was enhanced in the presence of HIV-1 (Figure 3; Table 1; Tables S1 and S2 in Supplementary Material). In addition, HIV-1-mediated an increase in the amounts of several other host proteins that were found in smaller amounts in Staufen1-containing RNPs isolated from uninfected 293T cells (Figure 2A). The signal intensities of UPF1, eF1α, ribosomal protein L7a and RHA, for example, were approximately threefold greater in western blotting experiments in the presence of HIV-1. Endogenous Staufen1 was also recruited to a higher degree to the complexes isolated from HIV-1-expressing cells (Figure 2A, top panels). This HIV-1-mediated modulation in protein composition of the Staufen1 RNA was indeed selective since equal quantities of several other proteins, such as IMP1, ABCE1 and UPF3 were found between the two treatment groups. The changes to the Staufen1 protein environment described here could invariably be mediated by the presence of the four viral proteins (Gag, Gag/Pol, Env and Nef) and the vRNA within the Staufen1 HIV-1 RNP, thereby recruiting and enriching for a number of host factors. Consistently, Gag can recruit Staufen1 and other host factors (Milev et al., 2010). When this analysis was performed in Jurkat T cell lines, we did not observe some of the same changes to the abundance of proteins (e.g., TDP-43) as judged in western blots (Figure 2C). This could possibly be due to lower transfection efficiencies, or more likely, because the compactness of the cytoplasm in Jurkat T cells and the relatively shorter intracellular distances in these mononuclear cells might restrict the protein content of Staufen1 RNPs in general. Overall, it will be important to analyze further the possible functions of the unique proteins found in Staufen1 HIV-1 RNPs and their effects on HIV-1 replication.

CONSTITUENTS OF STAUFEN1 RNPs INVOLVED IN mRNA TRANSLATION, TRAFFICKING AND STABILITY

We identified numerous Staufen1-associated proteins including the small and large ribosomal subunit proteins, translation initiation and elongation factors, tRNA synthetases, some of which are involved in RNA trafficking RNPs (Carson et al., 2008). Most of these proteins were common components that were identified in both native Staufen1 and Staufen1 HIV-1 RNPs as it was in the cases of eIF3α and eIF4A1 (Tables S1 and S2 in Supplementary Material). However, eIF3β was only found in native and eIF3ε was only detected in Staufen1 HIV-1 RNPs (Table 1; Tables S1 and S2 in Supplementary Material). In the context of the Staufen1 HIV-1 RNPs, their functions in mRNA translation could be potentially enhanced by the presence of the viral proteins and evidence for this is supported in the literature (Jager et al., 2012). For example, Env, influences RPS6 kinase and upregulates mRNA translation (Barcova et al., 1999). Furthermore, HIV-1 Gag and that of other retroviruses can modulate the translation activity of its cognate mRNA (the vRNA; Sonstegard and Hackett, 1996; Anderson and Lever, 2006).

Proteins involved in mRNA stability were also common to both native Staufen1 and Staufen1 HIV-1 RNPs including Upf1, Upf3b, IMP1 and FUSE-binding protein (refer to Tables S1 and S2 in Supplementary Material for others), but IMP2 and IMP3 were exclusive to native and to Staufen1 HIV-1 complexes, respectively. Although several of these factors have already been shown to alter HIV-1 gene expression (Ajamian et al., 2008; Zhou et al., 2008), additional work will be needed to determine their roles in Staufen1-containing RNPs. Nevertheless, the presence of these proteins suggests that Staufen1 RNPs are involved in the regulation of mRNA translation and stability of both cellular and viral mRNAs. Many components identified as constituents of stress granules (Ohn et al., 2008) were also observed in Staufen1 RNPs including Staufen1 itself, several RNA helicases, translation factors (eIF3, eEF1), IMP1 and ribosomal proteins (Table S2 in Supplementary Material) and their presence or sequestration could be implicated in the abrogation of this stress response in HIV-1- and other virus-infected cells (Abrahamyan et al., 2010; Ruggieri et al., 2012).

STAUFEN1 RNPs: IMPLICATIONS IN TRANSCRIPTION, SPLICING AND mRNA NUCLEAR RETENTION?

Staufen1 RNP also contain a number of proteins implicated in nuclear RNA quality control, a role we have previously characterized for UPF1 (Ajamian et al., 2008). We detected several predominantly nuclear proteins in native Staufen1 and Staufen1 HIV-1 RNPs such as nucleolin (NCL), hnRNPU and RNA helicase (RHA or DDX9; Brendel et al., 2004; Villace et al., 2004) and several transcription and splicing factors as common elements in both control and HIV-1 Staufen1 RNPs (Tables S1 and S2 in Supplementary Material), but there were also significant differences. Staufen1 HIV-1 RNPs appeared to be enriched in splicing factors, RNA helicases and hnRNPs (refer to Table 1) that are specifically co-opted by HIV-1 and have established roles in HIV-1 replication (Caputi et al., 1999; Jeang and Yedavalli, 2006; Levesque et al., 2006; Lund et al., 2012). The NF-κB repressing factor (NRF), for instance, binds to a specific negative regulatory element within the HIV-1 LTR and regulates transcription initiation and elongation (Dreikhausen et al., 2005). Two other RNA- and DNA-binding proteins SFPQ (PSF) and Non-POU domain-containing octamer-binding protein (NONO) act in the context of a heterodimer and play essential roles in the transcriptional regulation and in the pre-mRNA splicing. As well, both proteins play a role in HIV-1 replication by binding, with high affinity, the instability (INS) regions in HIV-1 gag mRNA suggesting a role in RNA stability or translation (Zolotukhin et al., 2003). Importantly, NONO and PSF form a complex with another common Staufen1 component, nuclear matrix protein Matrin 3, as described above (Zhang and Carmichael, 2001; DeCerbo and Carmichael, 2005). Since Staufen1 can shuttle between the nucleus and cytoplasm (Martel et al., 2006), these potential associations represent potential therapeutic targets in the context of the transporting Staufen1 RNP.

STAUFEN1 RNPs FACTORS INVOLVED IN GENERAL METABOLISM AND CHOLESTEROL BIOGENESIS

Surprisingly and exclusive to Staufen1 HIV-1 RNPs, we detected phosphatidylserine synthase 1 (PTDSS1), long-chain-fatty-acid-CoA ligase 3 (ACSL3) and 7-dehydrocholesterol reductase (DHCR7), the latter catalyzing the generation of cholesterol (Table 1). Gag’s interaction with Staufen1 on cholesterol-rich membranes could suggest a functional implication in cellular cholesterol biogenesis (Milev et al., 2010) in that rerouting cholesterol-rich membranes toward the periphery promotes virus release and infectivity (Liao et al., 2001; Tang et al., 2009; Coleman et al., 2012). Likewise, Nef was also detected in Staufen1 HIV-1 RNPs and this viral protein could also influence assembly and trafficking since it induces cholesterol biosynthesis genes (Table 1; Zheng et al., 2003; van’t Wout et al., 2005). These findings favor the idea that the processes of cholesterol biosynthesis, the formation of lipid rafts and the trafficking of viral components might be associated to Staufen1-containing complexes.

STAUFEN1-BINDING PARTNERS INVOLVED IN VESICULAR TRAFFICKING

We identified multiple proteins that regulate vesicle biogenesis and trafficking within Staufen1 RNPs (±HIV-1), with twice the number of proteins with related functions when HIV-1 was expressed. Several common components were detected and known to be involved in the intracellular vesicular transport between the plasma membrane, endoplasmic reticulum and Golgi membranes including the coatomer subunit alpha (COPA; Beck et al., 2009), vesicle-fusing ATPase (NSF; Zhao et al., 2007) and adaptor protein AP-3S1 (sigma subunit; Tables S1 and S2 in Supplementary Material). The coatomer subunit zeta-1 (COPZ1), ADP-ribosylation factors ARF4 and ARF6, several Rab-related proteins (Rab-5C, -8A and -10), adaptor proteins AP-2M1 (mu subunit), AP-3D1 (delta subunit), which importantly, interact with Nef and Env (i.e., AP-2, mu; Boge et al., 1998; Craig et al., 2000) and Gag (i.e., AP-2, mu; AP-3, delta; Batonick et al., 2005; Dong et al., 2005) all uniquely associated to the Staufen1 HIV-1 RNPs (Table 1). We also identified a putative YXXØ (where Ø is a bulky hydrophobic residue) sorting signal in the dsRBD3 of Staufen1 (similar to that found in both Gag and Env; Batonick et al., 2005) that may mediate the mu subunit binding. Likewise, the existence of several di-leucine sorting motifs in Staufen1 could mediate binding to COP1 beta (Ohno et al., 1995; Rapoport et al., 1998). These observations support the notion that the mRNA/HIV-1 vRNA transport pathways are coupled with organized vesicular trafficking in cells (Cohen, 2005; Baumann et al., 2012), that is strengthened by several recent observations that vRNA traffics on endosomal membranes during HIV-1 egress and assembly (Lehmann et al., 2009; Molle et al., 2009).

Most of the biochemical evidence points to a role for Staufen1 RNPs in vRNA fate. The co-sedimentation of several components with Staufen1, using the available antibodies, reveals co-associations that are likely to be functionally relevant in this context and important for HIV-1-mediated disease (e.g., Tosar et al., 2012). Indeed, several of these associations have been characterized previously, for example those that have been characterized between Gag and ABCE1, Staufen1, UPF1, AUF1, IMP1 and RNA helicases. These RNPs appear to be static in size (Figure 6), but are mobile since they can aggregate in clusters when Staufen1 is in limiting supply (Abrahamyan et al., 2010). The disruption of all of these protein complexes upon RNAse A treatment reveals the dependence on viral and/or cellular RNA but also indicates that the targeting of RNA-related phenomena will be a suitable therapeutic approach in the future (Radi et al., 2012).

CONCLUSION

Staufen1 has multiple roles during HIV-1 replication including one in Gag multimerization and another in genomic RNA encapsidation. The present study applied tandem affinity immuno-purification techniques coupled with mass spectrometry to characterize the composition of Staufen1 RNPs in HIV-1-expressing cells. Our results demonstrate that HIV-1 induces substantial changes to the composition of cellular Staufen1 RNPs. The identification of the associated host and viral factors to the Staufen1 RNP will contribute to a better understanding of how HIV-1 co-opts subcellular RNPs and machineries to achieve intracellular trafficking, efficient gene expression and the correct localization and fate of its genomic RNA.
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The origin and evolutionary relationship of viruses is poorly understood. This makes archaeal virus-host systems of particular interest because the hosts generally root near the base of phylogenetic trees, while some of the viruses have clear structural similarities to those that infect prokaryotic and eukaryotic cells. Despite the advantageous position for use in evolutionary studies, little is known about archaeal viruses or how they interact with their hosts, compared to viruses of bacteria and eukaryotes. In addition, many archaeal viruses have been isolated from extreme environments and present a unique opportunity for elucidating factors that are important for existence at the extremes. In this article we focus on virus-host interactions using a proteomics approach to study Sulfolobus Turreted Icosahedral Virus (STIV) infection of Sulfolobus solfataricus P2. Using cultures grown from the ATCC cell stock, a single cycle of STIV infection was sampled six times over a 72 h period. More than 700 proteins were identified throughout the course of the experiments. Seventy one host proteins were found to change their concentration by nearly twofold (p < 0.05) with 40 becoming more abundant and 31 less abundant. The modulated proteins represent 30 different cell pathways and 14 clusters of orthologous groups. 2D gel analysis showed that changes in post-translational modifications were a common feature of the affected proteins. The results from these studies showed that the prokaryotic antiviral adaptive immune system CRISPR-associated proteins (CAS proteins) were regulated in response to the virus infection. It was found that regulated proteins come from mRNAs with a shorter than average half-life. In addition, activity-based protein profiling (ABPP) profiling on 2D-gels showed caspase, hydrolase, and tyrosine phosphatase enzyme activity labeling at the protein isoform level. Together, this data provides a more detailed global view of archaeal cellular responses to viral infection, demonstrates the power of quantitative two-dimensional differential gel electrophoresis and ABPP using 2D gel compatible fluorescent dyes.
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INTRODUCTION

Identifying and understanding the interplay of viral and host factors during cell entry, replication, and egress is critical to deciphering the events that determine the fate of infection. Such studies have historically played an important role in elucidating fundamental aspects of molecular and cellular mechanisms. Archaeal host-virus interactions are just beginning to be explored and the current understanding of archaeal virus mechanisms is rudimentary at best. This is especially true of viruses that infect members of the crenarchaea. Even for the first viruses described that infect the crenarachaeal host Sulfolobus species, such as Sulfolobus spindle-shaped virus (SSV; Wiedenheft et al., 2004) and Sulfolobus islandicus rod-shaped virus (SIRV; Kessler et al., 2004), the viral replication cycle is just beginning to be understood. The recently described Sulfolobus Turreted Icosahedral Virus (STIV; Rice et al., 2004; Maaty et al., 2006) has emerged as a model crenarchaeal virus system due to the availability of a sequenced genome (Rice et al., 2004), infectious clones which facilitate genetic manipulations (Wirth et al., 2011), and detailed structural information on the STIV virion (Larson et al., 2006, 2007a; Khayat et al., 2010) and many of the structural and non-structural components (Maaty et al., 2006). Major findings include an icosahedral virion architecture with an internal lipid membrane, turret structures on the surface, and the discovery that STIV has evolved a novel release mechanism that involves the creation of pyramidal structures on the surface of infected cells (Brumfield et al., 2009; Snyder et al., 2011; Fu and Johnson, 2012). Most strikingly, there appears to be a evolutionary relationship at the structural level with prokaryotic and eukaryotic viruses (Khayat et al., 2005; Maaty et al., 2006). STIV has arguably become one of the most studied crenarchaeal archaeal virus systems.

Crenarchaeal viruses form a distinct yet highly diverse group. The description of less than 50 viruses has led to at least seven new families (Globuloviridae, Guttaviridae, Fuselloviridae, Bicaudaviridae, Ampullaviridae, Rudiviridae, and Lipothrixviridae) with viruses such as STIV still awaiting assignment (Lawrence et al., 2009). All have circular double-stranded DNA genomes except for the Rudiviridae and Lipothrixviridae which are the only known viruses to have linear dsDNA. To date, there is no description of ssDNA or ssRNA archaeal viruses, however, recent evidence from metagenomic analysis of archaeal dominated hot springs in Yellowstone National Park (YNP) identified novel positive-strand RNA viruses (Bolduc et al., 2012). While most archaea possess CRISPR/Cas antiviral systems, the mechanism of this or other viral counter measures have yet to be worked out. Originally, a number of the crenarchaeal viruses, including STIV and SIRV2, were not believed to cause cell lysis (Prangishvili and Garrett, 2005). It was later revealed that both of these viruses have very narrow host ranges and are only able to infect a sub-population of cells in a stock culture (Ortmann et al., 2008; Quax et al., 2011). The ability of STIV and SIRV2 to cause cell lysis was clearly demonstrated when both were shown to produce viral associated pyramids (VAPs) on the surface of host cells that opened to release mature particles (Brumfield et al., 2009; Prangishvili and Quax, 2011). Previously only eukaryotic viruses were known to produce replication structures and nothing like the VAPs had ever been described before.

Sulfolobus Turreted Icosahedral Virus was isolated from enrichment cultures of a high temperature (∼80°C) acidic (∼pH 2.9–3.9) hot spring in YNP (Rice et al., 2001). This was the first icosahedral virus described with an archaeal host. It has been shown to infect S. solfataricus (P2), originally isolated from Italy, as well as several Sulfolobus species found in YNP. Structural models based on cryo-electron microscopy and image reconstruction revealed that the STIV capsid has pseudo T = 31 symmetry, turret structures at each of the fivefold axes, and an internal lipid monolayer (Rice et al., 2004; Khayat et al., 2005). Subsequent analysis determined that the capsid is composed of nine viral proteins and an internal cyclic tetraether lipid layer, which is selected from the host lipid compliment (Maaty et al., 2006). The 17.6 kb dsDNA genome has 38 recognized open reading frames (Maaty et al., 2012). Functional and evolutionary insight for the gene products of 4 open reading frames has come from crystal structures of A197, F93, B116, and the major coat protein (Larson et al., 2006, 2007a,b).

Global untargeted analyses of gene and protein expression profiles are powerful approaches for examining viral infection (Der et al., 1998). An advantage of untargeted approaches is the ability to detect novel and unexpected connections that would be missed with a more focused approach. Proteomics approaches including methods such as shot-gun liquid chromatography-mass spectrometry, differential gel electrophoresis (DIGE), and isotope coding facilitate quantitative analyses of whole proteomes. DIGE, which is based on 2-dimensional electrophoresis (2D), allows differences between independent samples labeled with different fluorescent dyes to be detected on a single gel. This differential approach improves reproducibility and facilitates comparison based on statistically significant changes between thousands of proteins in parallel (Tonge et al., 2001; Gharbi et al., 2002; Van den Bergh et al., 2003). Fluorescence-based DIGE is quantitative over a large range of protein concentrations and has an inherent ability to detect post-translational modifications (PTMs) and changes in PTMs based on changes in protein mobility. A limiting factor with the 2D-DIGE approach is that generally only ∼1000 proteins can be separated on a single gel. For complex eukaryotic samples, prefractionation or the use of narrow pH range isoelectric focusing strips may be required. With prokaryotic species such as Sulfolobus (∼3,000 genes), a single wide pI range 2D gel provides a high degree of proteome coverage of the expressed proteins.

While measurements of changes in mRNA, protein, and protein PTMs are powerful approaches and are the foundation of functional genomics, they are only proxies for biological activity. Activity-based protein profiling (ABPP) on the other hand, is a direct read-out of protein function. ABPP uses semi-targeted probes to covalently label enzymes in specific catalytic classes by taking advantage of active site chemistry. Probes have been developed for a wide range of enzyme classes. A distinct advantage of ABPP is that changes in enzyme activity provides a direct read-out of biological change, yet can be followed at the level of the proteome (Speers and Cravatt, 2004; Sadaghiani et al., 2007). This approach overcomes the problem that abundance of mRNA or protein frequently does not directly correlate with protein activity. The application of ABPP to cancer and viral infection has already led to significant findings (Furman et al., 2009; Wang et al., 2009; Blais et al., 2010; Nomura et al., 2010; Singaravelu et al., 2010). In this study we used three new types of aqueous soluble rhodamine dyes derivatized with different activity-based probes to extend ABPP to use with 2D-DIGE.

The goal of this study was to expand what is known about host-virus interactions in archaea using untargeted 2D-DIGE and ABPP. Specifically that study was interested in how cultures of S. solfataricus (P2; ATCC) stock cells respond to virus. Based on cell counts of infected/non-infected cells, it was previously reported that 10% of cells in ATCC stock cultures support STIV replication (Ortmann et al., 2008). In contrast to a recent report that followed the S. solfataricus P2-2-12 substrain that is readily infected by STIV (∼100% of the cells) and showed a rather weak host response in the proteome (Maaty et al., 2012), the S. solfataricus P2 cultures had a strong proteomic response to virus. S. solfataricus P2-2-12 is a susceptible strain isolated by single colony plating (Ortmann et al., 2008). The analysis followed a time course of STIV inoculated S. solfataricus P2 cultures. Because only a small percentage of cells appear to become infected in such cultures, it was expected that changes at the proteome level would be minimal. Surprisingly, a relatively strong change in protein abundance occurred across the cell population with 40 increasing and 31 decreasing in abundance over the course of 72 h. More than half of these proteins were assigned to just five [clusters of orthologous groups (COG)]. In addition to simple changes in protein concentration, numerous examples of host proteins that were altered post-translationally were detected. This represents the first wide-scale application of activity probes in Archaea and ABPP of serine hydrolases, tyrosine phosphatases, and caspase-like active sites revealed the responsiveness of archaeal enzymes to the probes. A comparison of the regulated proteins to their mRNA half-life revealed that proteins showing changes in abundance came from mRNAs with shorter than average half-lives. S. solfataricus (P2) cells clearly respond to STIV, this can be seen across the proteome and includes changes in CAS proteins believed to be part of a CRISPR antiviral system, without significant change to growth rate or morphology.

MATERIALS AND METHODS

VIRUS PURIFICATION AND INFECTION

Production of the virus was carried out by growing the S. solfataricus (P2) cells in Medium 182 (http://www.dsmz.de/microorganisms/medium/pdf/DSMZ_Medium182.pdf) at pH 2.5 as previously described (Ortmann et al., 2008). Briefly, infected cultures were monitored for virus production using an immuno-dot blot assay for the major capsid protein. Cultures were harvested between 48 and 60 h post-infection (hpi). Cells were removed by centrifugation (4000 × g for 10 min), and the supernatant containing the virus was filtered through a 0.22-μm Seritop filter (Millipore). The filtrate was concentrated over Amicon membranes (Millipore) with a molecular mass cutoff of 100 kDa until the retained volume was ∼15 mL. For this study, three independent 1 L cultures of S. solfataricus (P2) were inoculated with 0.1 mL concentrated STIV (1011 virus mL). Preliminary experiments were conducted to determine the amount of virus required to achieve maximal infection and addition of larger volumes of virus did not change culture growth curves or result in greater virus production. Infected cells from 100 mL were recovered at 12 h intervals post-infection (12, 24, 36, 48, 60, and 72 hpi). Uninfected control cultures were grown and sampled in parallel. Epifluorescence performed as previously described (Ortmann and Suttle, 2009).

2-D DIGE SAMPLE PREPARATION

Sample extracts were prepared from cell suspensions washed with PBS. Pelleted cells were broken by freeze-thaw then mixed in lysis buffer (30 mM Tris-HCl pH 8.5 (4°C), 7 M urea, 2 M thiourea, 4% CHAPS, 50 mM DTT, 0.5% IPG carrier ampholytes and a cocktail of protease inhibitors) for 1 h and the supernatant was clarified by centrifugation. Proteins were purified and concentrated by precipitation with a fivefold volume of cooled acetone, and re-suspended for 1 h. in lysis buffer without DTT. Protein concentration was measured with the RC/DC Protein Assay Kit (Bio-Rad). Samples were kept frozen until use. S. solfataricus (P2) protein samples were prepared and labeled with CyDyes according to the manufacturer’s protocol. Briefly, 50 μg of each protein extract was labeled separately at 0°C in the dark for 30 min with 400 pM of the N-hydroxysuccinimide esters of cyanine dyes (Cy3 and Cy5 CyDyes; GE Healthcare) dissolved in 99.8% DMF (Sigma). The internal standard, an equimolecular mixture of all the protein extracts, was labeled with Cy2. Labeling reactions were quenched by the addition of 1 μL of a 10-mM L-lysine solution (Sigma) and left on ice for 10 min. Cy2, Cy3, and Cy5 for appropriate control or infected samples were combined and mixed with rehydration buffer (7 M urea, 2 M thiourea, 4% CHAPS) containing 50 mM DTT and 0.5% IPG.

2-DE WITH IPG STRIPS

2-DE was performed as described elsewhere (Gorg et al., 2004), using precast IPG strips (pH 3–11 NL, non-linear, 24 cm length; GE Healthcare) in the first dimension (IEF). Labeled samples were combined with up to 450 μL rehydration buffer (7 M urea, 2 M thiourea, 4% CHAPS, 0.5% IPG buffer pH 3–11 NL, 40 mM DTT, and traces of bromophenol blue) and loaded onto IPG strips. Typically, 150 μg proteins were loaded on each IPG strip and IEF was carried out with the IPGPhor II (GE Healthcare). Focusing was carried out at 20°C, with a maximum of 50 μA/strip. Active rehydration was achieved by applying 50 V for 12 h. This was followed by a stepwise progression of 500 V for 500 Vh, gradient ramp from 500 to 1000 V for 1 h, gradient ramp from 1000 to 3000 V for 1 h, gradient ramp from 3000 to 5000 V for 1 h, gradient ramp from 5000 to 8000 V for 1 h, gradient ramp to 8000 V over 1 h, then 8000 V constant for a total of 44,000 Vh. After IEF separation, the strips were equilibrated twice for 15 min with 50 mM Tris-HCl, pH 8.8, 6 M Urea, 30% glycerol, 2% SDS, and a trace of bromophenol blue. The first equilibration solution contained 65 mM DTT, and 53 mM iodoacetamide was added in the second equilibration step instead of DTT. The strips were sealed on the top of the gels using a sealing solution (0.5% agarose, 0.5% SDS, 0.5 M Tris-HCl). Second-dimension SDS-PAGE was performed in Dalt II (GE Healthcare) using 1 mm-thick, 24-cm, 13% polyacrylamide gels, and electrophoresis was carried out at a constant current (45 min at 2 mA/gel, then at 15 mA/gel for ∼16 h at 20°C). Electrophoresis was completed once the bromophenol blue dye front reached the bottom of the gel. When relevant, gels were stained with ProQ Diamond (Invitrogen), a phosphorylation specific fluorescent stain or with SYPRO® Ruby, and Coomassie® Brilliant Blue stains for spot picking.

IMAGE ACQUISITION AND ANALYSIS

After electrophoresis, gels were scanned using the Typhoon Trio Imager according to the manufacturer’s protocol (GE Healthcare). Scans were acquired at 100 μm resolution. Images were subjected to automated difference in-gel analysis using Progenesis SameSpots software version 2.0.2 (Non-linear Dynamics Ltd.). The Cy3 gel images were scanned at an excitation wavelength of 540 nm with an emission wavelength of 590 nm, Cy5 gel images were scanned at an excitation wavelength of 620 with an emission wavelength of 680 nm, while the Cy2 gel images were scanned at an excitation wavelength of 532 nm with 526 nm emission filter. Gel spots were co-detected as DIGE image pairs, which were linked to the corresponding in-gel Cy2 standard. Between gels comparisons were performed utilizing the in-gel standard from each image pair using Progenesis SameSpots. All seven groups (12, 24, 36, 48, and 72 hpi of infected and normal samples were compared with each other; and fold values, as well as p-values of all spots, were computed with the Progenesis software, using one way ANOVA analysis. All spots were manually checked before applying the statistical criteria (ANOVA p < 0.05 and fold ≥1.5). The normalized spot volumes were used in statistical processing. The gels were then stored in 1% acetic acid at 4°C until spot excision.

PROTEIN IDENTIFICATION

Protein spots of interest were excised from the gels, washed, in-gel reduced and S-alkylated, followed by digestion with porcine trypsin (Promega) overnight at 37°C (Shevchenko et al., 1996). The solution containing peptides released during in-gel digestion were transferred to sample analysis tube prior to mass analysis. LC/MS/MS used an integrated Agilent 1100 liquid chromatography–mass-selective detection (LC-MSD) trap (XCT-Ultra 6330) controlled with ChemStation LC 3D (Rev A.10.02). The Agilent XCT-Ultra ion trap mass spectrometer is fitted with an Agilent 1100 CapLC and nano-LC sprayer under the control of MSD trap control version 5.2 Build no. 63.8 (Bruker Daltonic GmbH). Injected samples were first trapped and desalted on the Zorbax 300SB-C18 Agilent HPLC-Chip enrichment column (40 NL volume) for 3 min with 0.1% formic acid delivered by the auxiliary pump at 4 μl/min. The peptides were then reverse eluted and loaded onto the analytical capillary column (43 mm × 75 μm ID, also packed with 5 μm Zorbax 300SB-C18 particles) connected in-line to the mass spectrometer with a flow of 600 NL/min. Peptides were eluted with a 5 to 90% acetonitrile gradient over 16 min. Data-dependent acquisition of collision induced dissociation tandem mass spectrometry (MS/MS) was utilized. Parent ion scans were run over the m/z range of 400–2200 at 24,300 m/z-s. MGF compound list files were used to query an in-house database using Biotools software version 2.2 (Bruker Daltonic) with 0.5 Da MS/MS ion mass tolerance. Protein identification was accomplished by database search using MASCOT (Matrix science, London, UK). Protein identifications were considered to be positive when the protein score was >50 (p < 0.05).

ACTIVITY-BASED PROTEIN LABELING

S. solfataricus proteins were labeled with previously synthesized aqueous soluble rhodamine dyes (Dratz and Grieco, 2009, 2010) coupled to (1) a phenyl vinyl sulfonate (ZG-PVS) for Tyrosine phosphatase labeling (Liu et al., 2008), (2) a fluorophosphonate (ZG-FP) for Serine hydrolase labeling (Liu et al., 1999), and (3) acyloxymethyl ketone (ZG-AOMK) with a DVED peptide sequence for caspase labeling (Kato et al., 2005). Structures are shown in Figure 5. A publication detailing synthesis and properties of the dye is forth coming. The labeling reactions were performed using each corresponding dye at a final concentration of 5 μM in PBS, pH 7.0, for 20 min at room temperature. Reactions were quenched with four-volumes of cold to precipitate the proteins. The sample precipitates were solubilized in 2D gel-loading buffer containing 40 mM DTT then loaded onto 24 cm, 3-11 NL isoelectric focusing gel strips. ABPP labeled 2D-gels were scanned on the Typhoon fluorescence imager using a standard 532/580 nm filter set. Gels were then stained with SyproRuby (Molecular Probes) to confirm equal protein loading before DIGE analysis.

RESULTS

Batch cultures of S. solfataricus (P2) grown at 80°C, pH 2.5, were infected during early log phase with STIV at a multiplicity of infection (MOI) of ∼10. Infected and control cultures were treated identically and subsamples were removed at 12, 24, 36, 48, 60, and 72 h post inoculation (hpi). Cell growth rate was only moderately slower in the inoculated cultures as monitored by optical density (Figure S1 in Supplementary Material). Epifluorescent viral counts (Figure S1 in Supplementary Material), qPCR for the viral genome, and an ELISA specific for the major capsid protein of STIV (data not shown) were used to confirm viral replication (Ortmann et al., 2008). Together this data suggested that a single round of viral replication occurred. Cell counts and electron microscopy indicated that approximately 10% of the SsP2 cells became infected (Ortmann et al., 2008).

Cells from three biological replicates of infected and control cultures were subjected to standard minimal CyDye labeling and then analyzed by 2D-DIGE (Tannu and Hemby, 2006). Greater than 1000 spots were found on each gel and after filtering to remove irregularities, 700 were used in the analysis across all gels (Figure S2 in Supplementary Material). Using an approximate twofold change cutoff, there were 71 regulated proteins with 40 being more abundant and 31 less abundant in the infected samples. Changes in protein abundance began at 12 hpi and peaked near 48 hpi. The general trend was an immediate down regulation of host proteins followed by increasing up regulation over the course of the infection. Proteins spots were identified using in-gel digestion and LCMS/MS analysis, followed by searching of a local MASCOT database containing all viral and host ORFs greater than 50 amino acids. This expands the database slightly beyond what has been annotated in TIGR and NCBI. Previous experience with STIV indicated that non-annotated reading frames can be used (Maaty et al., 2006), therefore, this approach was adopted to minimize false negatives in the preliminary IDs. A list of the time points, identified host proteins, and associated COG groups is shown in Table 1. More detailed information including spot location, fold change, sequences, scores, percent coverage, and links to genome databases and annotation is provided in Table S1 in Supplementary Material.

Table 1. 2D-DIGE identified proteins organized within COGs.
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Based on the COG partitioning, the regulated proteins fell into 14 of the 26 groups (Figure 1; Table 1). More than one-half of the regulated proteins were in just five of the COG groups (Transcription K; Translation J; PTM, protein turnover, chaperones O; Energy production and conversion C; Amino acid transport, and metabolism E). These five COG groups account for only 25.4% of the S. solfataricus (P2) genome; therefore they are over-represented in the regulated protein fraction. Eight of the 71 proteins (SSO: 0286, 730, 1098, 1442, 2749, 1443, 1988, and 2569) fell into the unknown function (COG = S) and unclassified categories. At the genome level 49% of S. solfataricus (P2) genes are currently assigned to a specific category while 27% of the open reading frames have no assigned functional role and are listed as hypothetical genes. The remaining 24% are listed as conserved hypothetical genes. Therefore, the proteins regulated during viral infection tend to be in familiar COG groups or have sequence homology with known proteins, rather than being novel proteins unique to Sulfolobus or Archaea.
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Figure 1. Regulated S. solfataricus (P2) proteins by COG designation that were regulated during STIV infection. Proteins were classified as regulated if the fold change at any time point was ∼twofold and p < 0.05 (ANOVA). There were 40 up-regulated and 31 down regulated proteins.



A number of protein functional categories displayed a mixed response to infection with some members increasing in abundance and others decreasing (Figure 1; Table 1). For example, proteins with a role in transcription and translation were split between up and down categories. Of particular interest is ribosomal protein L7Ae. It plays a critical role in binding and folding of small RNAs (Dennis and Omer, 2005; Omer et al., 2006), which are playing an ever expanding biological role. Another functional group of proteins with both up and down regulation were those involved with carbohydrate metabolism and transport, two processes important to STIV replication (Larson et al., 2006; Maaty et al., 2012).

Only two STIV proteins, B345 (major capsid protein) and C92 (formation of VAPs) were detected by the DIGE analysis, both at 36 hpi. B345 and C92 are expressed in large quantities during viral replication (Maaty et al., 2012), so it is reasonable that when viral replication is occurring in 10% of the population, only the most abundant virus proteins would be detected. B345 was identified in more than one horizontally displaced spot on the gels, indicative of several different PTM isoforms. Similar multiple isoforms were found in purified STIV particles (Maaty et al., 2006) and from studies using the readily infectable isolate, SsP2-2-12 (Maaty et al., 2012). The other viral protein, C92 (9.8 kDa, pI 5.19) is a small membrane protein that assembles into the large VAPs that have been described recently (Brumfield et al., 2009; Snyder et al., 2011). The mechanism behind this polymerization is currently unknown and no similar structures have ever been reported beyond STIV and SIRV2.

As the number of genomic and proteomic studies characterizing cellular response to various perturbations have accumulated, features of a general response have emerged. Common participants in the stress response include heat shock proteins, chaperones, and mediators of oxidation/reduction (Macario et al., 1999; Kvint et al., 2003; Casado-Vela et al., 2006; Chertova et al., 2006). A number of the regulated proteins found in this study are consistent with a general stress response following infection. Superoxide dismutase (SSO0316) participates in the scavenging of reactive oxygen species and has been shown to be up-regulated in animal and plant cells during viral infection (Alfonso et al., 2004; Casado-Vela et al., 2006). In contrast, down regulated proteins include SSO1865, which is homologous to universal stress protein (USP), and Rubrerythrin (SSO2642), a non-heme iron binding protein found in many air-sensitive Bacteria and Archaea that is a member of a broad superfamily of ferritin-like diiron-carboxylate proteins (Andrews, 1998; Kurtz, 2006).

ANTIVIRAL SYSTEMS

Inoculation of S. solfataricus P2 cultures with high MOI of STIV leads to viral production and eventual cell lysis only in a limited number of cells, ∼10% (Ortmann et al., 2008). The reason for this is unknown, although such fractional susceptibility to infections has also been confirmed with other archaeal virus/host systems (Prangishvili et al., 1999; Kessler et al., 2004; Peng et al., 2004). Plausible explanations include, but are not limited to (i) not all of the cells express the viral receptor, (ii) cellular host factors required for replication are at low levels or possibly are missing, or (iii) an antiviral defense system is functioning in most but not all cells. Members of the CAS family were among the regulated host proteins. These CAS family are part of the CRISPR/Cas (clusters of regularly interspaced short palindromic repeat) prokaryotic adaptive immune system which help prokaryotes resist viral infection (Barrangou et al., 2007). CRISPR regions have been identified in Sulfolobus spp. DNA (Mojica et al., 2005; Kunin et al., 2007) and specific matches to viral sequences, including STIV, are present (Mojica et al., 2005). Three CRISPR-associated proteins (CAS proteins) SSO 1442, 1443, 1988 were the significantly regulated group of proteins. The presence of six additional CAS proteins was confirmed by survey-based spot picking (SSO: 1398, 1399, 1401, 1441, 1514, and 1991) bringing the total to nine. Recent studies of the CRISPR/Cas system in S. solfataricus (Garrett et al., 2011a,b), including structural studies of the (CRISPR)-associated complex for antiviral defense (CASCADE) that targets invading DNA (Lintner et al., 2011b), the CMR complex that targets invading RNA (Zhang et al., 2012), and potential transcriptional regulators of CRISPR/Cas (Lintner et al., 2011b) are beginning to shed light on how this system works in Archaea. It is interesting to note that prior study using a fully STIV susceptible strain of S. solfataricus did not detect expression of any CAS proteins (Maaty et al., 2012).

POST-TRANSLATIONAL MODIFICATION OF HOST PROTEINS

Protein synthesis and degradation are not the only ways in which protein activity can be regulated. PTMs are a common and often rapid way in which protein activity can be altered. Based on gene annotation and functional characterization, the presence of enzymes involved with the addition and removal of PTMs such as methylation, acetylation, phosphorylation, glycosylation, and N-terminal processing are present in S. solfataricus (P2; Krishna and Wold, 1993; She et al., 2001; Chaban et al., 2006). Finding the targets and frequency of PTM is a challenging task and currently, little is known about the use of PTM in Archaea (Barry et al., 2006). The ability to detect PTMs and changes in PTMs globally, at the level of the proteome, without limiting the scope of the experiment, is a major strength of the 2D-DIGE approach. Changes in protein pI and/or MW are caused by most PTMs leading to altered isoform positions on the gel and changes in spot intensities. Proteins with less than complete modification at a specific site will be found in more than one spot and the spot intensity ratios can be used to follow the fraction of modification and the kinetics of modification. Of the 71 regulated proteins, 23 were identified in more than one spot, suggesting that regulation may be the result of changes in PTMs and corresponding shifts on the gels (see Figure 2). A number of proteins appear in 2–6 horizontally shifted spots, indicating the presence of multiple modifications.
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Figure 2. Post-translationally modified proteins in five solfataricus (P2). (A–D) were imaged with a general protein stain, (E–H) with a phosphoprotein specific stain. Circles indicate protein of interest in each panel.



Protein phosphorylation is a common PTM that changes the pI of the intact protein and shifts the protein position on the 2D gel. The detailed characterization of specific protein phosphorylation has only been described for a few Sulfolobus proteins. Interestingly, one of these, phosphohexomutase (SSO0207; Ray et al., 2005) was among the regulated proteins. Phosphohexomutase was found in six different gel spots and exhibited a complex pattern of regulation (Figure 2B). Rubrerythrin, the putative stress response factor discussed above, was found in multiple horizontal spots that were down regulated at 12 and 24 hpi in addition to vertical shifts. Shifts in the vertical migration (molecular weight dimension) can be minor as seen with USP (Figure 2D), or major as in the case of the thermosome beta subunit (Figure 2C). Another protein known to be regulated by phosphorylation is D-gluconate dehydratase (SSO3198), a key enzyme in the non-phosphorylated Entner–Doudoroff pathway (Kim and Lee, 2005). We found this to be up-regulated at 48 h and to appear in multiple positions on the gels. All of these PTM were detected using standard CyDye DIGE analysis, illustrating a strength of the 2D-DIGE method.

Directed PTM experiments using ProQ Diamond, a phosphorylation specific fluorescent stain were conducted to look specifically for phosphorylated proteins. 2D-gels of control and infected cells at 36 and 48 hpi were analyzed after ProQ Diamond staining and ∼100 protein spots could be detected, 18 of which were intense (Figure 3). The reported detection limit for this dye is 1–16 ng/band (Invitrogen). Fifteen of the 18 intense spots contained a single protein (Table S3 in Supplementary Material). The other three spots contained more than one protein, each with good sequence coverage, so the specific protein responsible for ProQ Diamond staining of the spot could not be determined. Two of the 18 intense ProQ Diamond staining spots appeared only after infection; ribosomal protein L22AB (SSO0713) and geranylgeranyl hydrogenase (SSO2353). The latter protein was also found in one of the only other proteomic surveys of S. solfataricus (P2), however the presence of phosphorylation was not addressed (Barry et al., 2006). The only other documented report of phosphorylation for one of the regulated proteins concerned the conserved hypothetical protein (SSO0286), which was found here in two spots and has 93% sequence similarity to Fructose-1,6-Bisphosphatase from S. tokodaii (Nishimasu et al., 2004). Phosphorylation of Fructose-1,6-Bisphosphatase is typically involved in switching between glycolysis and gluconeogenesis, which can be of value when cellular energy is needed but the glucose level in the medium is low. Five of the proteins with significant phosphorylation were also in the group of 71 regulated proteins discussed above.
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Figure 3. Comparison of phosphorylated and total proteome of S. solfataricus (P2). 2D-gels at 36 h post-infection. (A) Proteome staining with the fluorescent dye Sypro Ruby. (B) Same gel using the phosphoprotein specific stain, ProQ diamond. Each of the numbered spots was picked and the proteins were identified by LCMS and results are shown in Table S4 in Supplementary Material.



NETWORK REGULATION

The analysis of the STIV-S. solfataricus (P2) interaction has focused on specific proteins and pathways above. A more general analysis of the data may also be useful for putting the data in perspective with other organisms and approaches. Data on mRNA half-life in S. solfataricus and S. acidocaldarius were previously measured in a genome-wide study (Andersson et al., 2006). The results were essentially the same for the two species, with a median half-life of ∼5.3 min and ∼50% of the mRNA lifetimes between 4–8 min. We compared the half-life of mRNAs corresponding to proteins that were differentially regulated following virus infection with the genome-wide values (Figure 4A). The observed pattern shows that regulated proteins come from mRNAs with a shorter than average half-life. Analysis of the lifetime data based on the 62 regulated proteins for which mRNA half-lives were known and 1961 half-life values from S. solfataricus using the Kolmogorov–Smirnov test, confirmed that the distributions were different (p = 0.0002). The study by Andersson et al. found that functional categories for translation, metabolism, and energy production were over-represented in the shortest half-life group of mRNAs. This is consistent with the population of proteins that were found to be regulated in the present study. The bias toward proteins that come from mRNAs with rapid turnover being regulated proteins is also consistent with computational models using a cost-benefit analysis for interpreting gene network regulation (Carlson, 2007).
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Figure 4. mRNA half-life and MW/pl distribution of proteins with altered abundance. (A) Half-life of 1880 S. solfataricus (P2) mRNAs (white bars) and those for regulated proteins (black bars). Regulated proteins have RNA half-lives that are significantly biased against slow turnover based on a Kolmogorov–Smirnov test (p=0.0002). Bars for the regulated proteins are shown 10X for clarity; (B) Virtual 2D gel of S. solfataricus (P2) proteome. Calculated MW and pi distribution for the regulated proteins (triangles) and all predicted S. solfataricus (P2) genes (grey circles). The regulated proteins were found to be biased with respect to pi (p=0.001) but not MW (p=0.41) based on a Kolmogorov–Smirnov test.



An important consideration with any “omics” approach is data bias. It is commonly assumed that 2D gel analysis is biased against proteins at the pI and MW extremes. To test this, we compared the isoelectric point and apparent mass of the regulated S. solfataricus (P2) proteins to those of the predicted proteome. For visualization, the pI and MW of all annotated S. solfataricus (P2) genes were plotted as a virtual 2D gel, overlayed with darker spots for the regulated proteins (Figure 4B). Analysis of the 71 regulated proteins and the ∼3000 predicted genes, using the Kolmogorov–Smirnov test, revealed that there was no bias of the regulated proteins with respect molecular weight (p = 0.41). However, the regulated proteins did show a bias with respect to pI (p = 0.001). At this point, it is not known whether this is due to technical issues related to the 2D gel process or is a reflection of the chemical properties of regulated proteins. However, this result is interesting because, while there is no inherent cost-benefit basis for selectively altering the turnover of mRNA’s that encode for proteins with different pIs, there clearly is for extremes in MW. This is because the synthesis of short and long mRNAs and proteins require different resource commitments that will be allocated differently during stress response (Andersson et al., 2006; Carlson, 2007).

ACTIVITY-BASED PROTEIN PROFILING

A commonality of genomic and proteomic methods is that each measures the amount of a biomolecule present in a cell at a given time. While this can be highly informative and is the basis for nearly all studies looking at mRNA and proteins, the amount of mRNA and protein are proxies for biological activity. In contrast, ABPP is a powerful analytical method to detect and compare protein activities across proteomes. The use of ABPP in general is increasing rapidly, but few probes have been synthesized that demonstrate compatibility with 2D-Gel analysis (Schicher et al., 2010). The majority of standard fluorescent dyes behave poorly on 2D-gels because they alter protein pI, decrease solubility, and/or result in smearing. We have synthesized a series of dyes specifically designed for optimal 2D gel analysis, that exhibit high aqueous solubility and do not perturb protein pI (Dratz and Grieco, 2009, 2010), three of which are presented here as activity-based probes for the first time (Figure 5). This is also the first survey of caspases, serine hydrolases, and tyrosine phosphatases in an archaeal organism.
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Figure 5. Structures of the zwitterionic ABPP probes. (A) Acyloxymethyl ketone probe (ZG-AOMK) for caspase. (B) Phenyl vinyl sulfonate probe (ZG-PVS) for Tyrosine phosphatase. (C) Fluorophosphonate (ZG-FP) for Serine hydrolase. Note that the protein reactive functional groups are labeled and the protein classes to which they inhibit are denoted below.



Caspase-like enzymes

Caspases are a family of cysteine proteases that regulate programmed cell death (apoptosis) and other functions in eukaryotic cells. Caspases are present in cells as zymogens that require activation cascades (Boatright and Salvesen, 2003). The presence of caspase-like proteins in Archaea was unknown until a report of caspase eight antibody cross-reactivity in Haloferax volcanii (Bidle et al., 2010). Genomic analysis of H. volcanii identified a subset of 18 potential target proteins containing the signature tetrapeptide caspase cleavage motif (IETD), however caspase-like function was not assessed in the study. Therefore, we used a fluorescently tagged caspase specific probe (ZG-AOMK) to screen for caspase-like enzyme activity. Incubation of total soluble proteins from infected S. solfataricus (P2) cells with ZG-AOMK followed by 2D gel analysis, revealed groups of spots between 30–75 kDa with significant labeling (Figure 6A).
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Figure 6. Host protein activity-based reactivity changes during STIV infection. (A) Novel zwitterionic acyloxymethyl ketone probe (ZG-AOMK) for caspase as described in the text, was reacted with total soluble protein from 32 h infected S. solfataricus. Approximately 27 protein spots were labeled with the caspase specific probe. (B) Subsequent staining for total protein, using SyproRuby, showed ∼800 spots. Zwitterionic fluorophosphonate (ZG-FP) for Serine hydrolase was reacted with total soluble protein from S. solfataricus control (C) and 32 hpi (D). Approximately 15 protein spots were labeled with the Serine hydrolase specific probe. Phenyl vinyl sulfonate probe (ZG-PVS) for Tyrosine phosphatase was reacted with total soluble protein from virus infected S. solfataricus 24 hpi (E) and 32 hpi (F). Subsequent staining of gels in (C–F) for total protein, using SyproRuby, showed ∼800 spots (as shown in B).



Protein staining of the gel (Figure 6B) showed that the labeling was highly discrete, because the activity and protein abundance patterns were quite distinct. Six spots were selected for in-gel proteolysis and LCMS identification, four of which contained proteins known to have reactive cysteines. Thiosulfate sulfurtransferase (cysA-2), SSO1817, was in spot 4. This enzyme contains a Rhodanese Homology Domain with a catalytically active cysteine residue. Spot 6 had 5-Oxo-L-prolinase, which has a sulfhydryl involved with NTPase and prolinase activities (Williamson and Meister, 1982). Adenosylhomocysteinase, spot 5, has a cysteine in the catalytic center that is reported to maintain reduction potential for effective release of the reaction products and regeneration of the active form (NAD+ form) of the enzyme (Yuan et al., 1996). Lastly, 4-aminobutyrate aminotransferase, spot 1, has a pair of cysteines that mediate dimerization (Kim and Churchich, 1989). Caspase inhibitors are well known to be promiscuous, reacting with enzymes having cysteines in the active site (Furman et al., 2009). The labeling of 4-aminobutyrate aminotransferase was a bit more puzzling, however, on closer inspection, it was noted that a cysteine is involved with dimerization. Specificity of the protein–protein interaction must then be an inherent part of the region surrounding the active cysteine. Making it much like a caspase in that it recognizes a specific amino acid sequence and places a reactive cysteine in position to react. A detailed list of the proteins labeled with the caspase probe can be found in Table S4 in Supplementary Material.

Serine hydrolases

The second activity probe used targeted serine hydrolases which are one of the largest and most widely distributed enzyme classes in all three kingdoms of life. This class of enzymes utilizes a conserved serine nucleophile to hydrolyze amide, ester, and thioester bonds in both protein and small molecule (metabolite) substrates. A broad spectrum fluorophosphonate probe has been shown to effectively modify the serine hydrolase superfamily including proteases, lipases, esterase, acetylcholinesterase, thioesterases, some phospholipases, and amidases (Liu et al., 1999; Simon and Cravatt, 2010). Biochemical, structural, and in silico studies have confirmed the presence of the serine hydrolase superfamily members mentioned above as well as α-amylases (Janecek and Blesak, 2011) and prolyl oligopeptidases (Bartlam et al., 2004) in Archaea. We used the fluorophosphonate (ZG-FP) probe (Figure 5) to test for such activity, and labeled total soluble protein during viral infection. S. sulfolobus (P2) samples at 32 control and 32 hpi were incubated with ZG-FP and then analyzed by 2D-gels with differential labeling of total protein. Approximately ∼15 spots at both control and 32 hpi were specifically tagged (Figures 6C,D), the pattern was significantly different between the two gels. The protein spots were identified by in-gel digestion and LC/MS/MS. Fifteen different proteins were identified including gene annotated as metal-dependent hydrolase, serine hydroxymethyltransferase; S-adenosylhomocysteine hydrolase (see Table S4 in Supplementary Material for complete list). This approach promises to be a widely applicable tool for better understanding pathways that are regulated during infection and for many other functional protein annotation projects.

Tyrosine phosphatases

The third probe addresses protein dephosphorylation. The level of protein phosphorylation is balanced by the antagonistic functions of protein kinases and phosphatases (Denu et al., 1996). Tyrosine phosphatases remove phosphate groups from the amino acid tyrosine and are very important component in eukaryotic and bacterial signaling pathways (Li and Dixon, 2000; Tonks and Neel, 2001). In silico analysis of archaeal organisms found several candidate phosphatases (Stravopodis and Kyrpides, 1999), and the18 kDa tyrosine/serine phosphatase SSO2453 which was previously described in Thermoeoeeus kodakaraensis (Jeon et al., 2002). Another group of low molecular weight protein-tyrosine phosphatase are VH1-like phosphatases which have been found in Bacteria, Archaea, plants, yeast, insects, worms, and mammals. A homolog to this phosphatase is annotated in S. solfataricus P2 as tyrosine phosphatase (SSO2453). Their average size of 16 kDa, is close to the major low molecular weight spots 29 and 30 in Figures 6E,F. The presence of phosphorylated proteins (Figure 3) suggested that phosphatases may play a role in signaling during STIV infection. To conduct a biochemical test, control and STIV infected cells were compared using 2D-gels with differential labeling of protein and enzyme activity 24 and 32 hpi after reaction with ZG-PVS. As with the other two probes, selective labeling of proteins was evident and differences were observed between the samples. Two regions showed very strong labeling (spots 24 and 29, Figure 6E). Protein identification of spot 29 from three gels consistently revealed rubrerythrin (SSO2642) and prefoldin (SSO0730). In addition, an 11.5 kDa acylphosphatase, SSO0887, which closely matches the position on the gel was identified. The signal from the probe was very strong (Figure 6E), even though the amount of protein was low, indicating that the reactivity was high. In-gel proteolysis and mass spectrometry analysis only found a single peptide, but it occurs at the pI and MW expected, the identification score for the peptide was highly significant, and the protein is small, limiting possible peptides to be detected. Therefore, we propose the SSO0887 is the actual protein being labeled.

The other region with intense labeling (spot 24) contained three proteins (2-methylcitrate dehydratase, serine hydroxymethyltransferase, and S-adenosyl-homocysteine hydrolase) none of which would be expected to react. There could be a mis-annotation, or we failed to detect the protein responsible for the labeling. None of the other spots provided hits to proteins with direct linkage to phosphatases (the complete list of identified proteins can be found in Table S4 in Supplementary Material). This inspired a second sequence-based check for potential phosphatases in S. solfataricus P2. Blast alignments of phosphatase sequences from other archaeal organisms lead to the putative identification of four additional phosphatases (NagD-like sugar phosphatase SSO2355, phosphoglycolate phosphatase SSO0094, phosphohexomutase SSO0481, and a tyrosine phosphatase SSO2453). The question now is what biological role is being carried out by the acylphosphatase in spot 29 and also, which protein is being labeled in spot 24 that is highly reactive at 24 hpi, yet disappears entirely 8 h later. What is clear is how this probe quickly revealed that proteins with phosphatase-like activity were present and that the use of such probes can help to focus bioinformatics searches.

DISCUSSION

Despite widespread interest in archaeal organisms and more recently the viruses that infect them, many basic questions remain to be answered regarding their biology and biochemistry. Here we have coupled the well tested approach of following a host during viral infection/replication with multi-tiered “omics” experiments to learn more about the virus and it’s interaction with the host. Combining data on mRNA lifetime and protein abundance, protein PTMs, and protein activities, provided insights into host and virus biology. Specifically, the interplay between STIV and S. solfataricus (P2) was characterized during a single round of replication. The majority of the cells in this ATCC stock were resistant to infection. This was confirmed visually and with growth curves (Figure S1 in Supplementary Material). Similar findings have been reported for other archaeal viruses and specific host species (Kessler et al., 2004; Peng et al., 2004; Happonen et al., 2010). Currently, it is unclear why many of the cells in these populations appear to be refractory to viral infection and this is the first report to address infection in a population of archaeal cells in which the majority does not show signs of viral burden. Unexpectedly, a stronger host response to viral infection at the proteome level was measured when infection rate was low, compared to the clonal isolate SsP2-2-12 that is highly susceptible to infection (Maaty et al., 2012).

Viral production is much greater from a culture of the highly susceptible S. solfataricus (SsP2-2-12) compared to the stock S. solfataricus (P2) ATCC strain used in this study. Comparative proteomics confirms this, as viral proteins were readily detected on 2D-gels using DIGE analysis at 24 and 32 h post exposure (Maaty et al., 2012), in contrast to the data presented here where only the two most highly expressed viral proteins, B345 (major capsid protein) and C92 (VAP), were detected on the gels. In stark contrast to viral protein production, only ten host proteins changed in abundance in the susceptible isolate, whereas 71 host proteins from 33 different pathways (Table S2 in Supplementary Material) changed in abundance across the time course shown here for S. solfataricus (P2; Table S1 in Supplementary Material). This discrepancy cannot be attributed to variation in the biological replicates, or dramatically different numbers of virus per cell (Ortmann et al., 2008). Together, these results indicate that the proteomic response observed here is predominantly coming from cells that are not showing visual or growth related signs of infection suggesting that an active response to STIV may be occurring.

HOST REGULATED PROTEINS

In the regulated protein pool, known stress response proteins were found, but the most intriguing host proteins; SSOs 1442, 1443, and 1988; are those from the CAS family. Proteins SSO1442 and perhaps 1443 (csa2 and csa5 respectively) are part of the CASCADE complex in S. solfataricus (P2) and thus play an important role in the newly characterized antiviral response in Archaea (Lintner et al., 2011b). This antiviral system uses CRISPRs as part of a double-stranded DNA monitoring system in prokaryotes (Barrangou et al., 2007). In addition to the regulated CAS proteins, six others were detected, with SSO1399, 1401, and 1441 being part of the same CASCADE complex (Lintner et al., 2011b). It has been suggested that Csa3 (Sso1445), may act as a transcription factor to regulate expression of these other CRISPR/Cas components, and that this may occur in response to viral infection (Lintner et al., 2011a), which is consistent with our results. Significantly, no regulated or constitutively expressed CAS proteins were found in the study using the readily infected SsP2-2-12 isolate (Maaty et al., 2012). This is a particularly exciting finding in that we now have a viral system and specific protein targets to test the mechanism of CASCADE in vivo.

POST TRANSLATION MODIFICATIONS

Our initial proteomics approach focused on changes in protein abundance, leading to the identification of a number of proteins and pathways found to be important in prokaryotic and eukaryotic response to viral infection (Table S1 in Supplementary Material). A distinct advantage of the 2D-DIGE approach over strictly mass spectrometry-based methods (on protein digests), is the ease with which PTMs and changes in PTMs can be detected and accurately quantified on intact proteins. Complex changes in the level of even multiple PTMs can be tracked on intact proteins and measured globally in a straight-forward manner using protein isoform abundances (Figure 2) or specific tagging for a PTM (Figure 3). It is worth stressing the point that without prior knowledge and focused methods, obtaining data on the relative populations of given protein isoforms, such as shown for phosphohexomutase and phosphonopyruvate decarboxylase (Figures 2B,G) would be extremely challenging. A clear direction for future investigation is to characterize specific targeted PTMs that are associated with biological mechanisms of interest and their functional outcomes.

PROTEIN TO MRNA CORRELATION

A large number of studies, including our own work on S. solfataricus, have detailed the lack of correlation between changes in mRNA and protein levels (Lee et al., 2003; Mehra et al., 2003; Neumann et al., 2004; Maaty et al., 2009, 2012). This is due in part to differences in the turnover rates (half-life) of a given mRNA and the protein it codes for (Taniguchi et al., 2010). Genes encoding proteins that require tight regulation, such as signaling or metabolic pathways, generally have mRNAs with shorter than average half-life (Andersson et al., 2006). Using the work of Anderson et al. as a reference, we show that the regulated proteins come from mRNAs with a shorter than average half-life. This observation could be considered within the context of a cost-benefit analysis of biomolecule synthesis (Carlson, 2007) and systems biology modeling of regulatory networks and theory (Singh and Hespanha, 2009; Babu, 2010). Broadly, this indicates that regulation in S. solfataricus is controlled at multiple levels and that the overall network structure is consistent with that in Bacteria such as E. coli.

A significant challenge in studies using transcriptomics and proteomics approaches is connecting the data to biological mechanisms. For example, as discussed above, mRNA and protein abundance have only a weak correlation in most cases. An additional separation is that protein abundance is only a very imperfect proxy for activity, as other levels of regulation exist as well. This is what makes the chemical biology approach of ABPP so exciting. For the classes of enzymes that can be targeted with this approach, the read-out is a direct measure of biological activity. When ABPP is conducted with proteomics, enzyme class screening becomes a way to broadly screen activity yet retain specificity down to the level of isozymes. Until now, the ABPP proteomics connection has relied almost entirely on 1D SDS-PAGE or affinity purification using biotinylated probes. We have adapted 2D gel-friendly dyes (Dratz and Grieco, 2009, 2010) to 2D ABPP and this allows much higher resolution analysis of ABPP at the individual protein and protein isoform level, which should facilitate an even more effective use of activity probes.

HOST CELL ENZYME ACTIVITY

This study marks the first use of these three classes of activity probes in Archaea. Two of the enzyme classes, serine hydrolase, and phosphatase, were expected to be present in S. solfataricus based on amino acid homology. Caspase-like activity had been suggested but never demonstrated. All three probes reacted with discrete protein spots and performed well using standard 2D gel running conditions (Figure 6). The benefit to this work was multi-fold. First, we have shown that standard activity probes can be effective with proteins from extremophiles, activity changes in specific biological pathways involved with viral infection could be targeted, and the identification of proteins that were targeted can be used to assist in gene annotation and establish cross-reactivity with other enzyme classes. When ABPP probes are coupled with 2D gel-based proteomics, enzyme cross-reactivity is actually an advantage. Up to a point, the more cross-reactivity a probe has, the wider the window of biological change that can be assessed. Specific to this work, phosphatases are clearly a part of the signaling during STIV infection, a number of proteins have cysteine residues with a nucleophilicity and selectivity similar to caspases, and ABPP expanded the accessible dynamic range in our experiments. In the big picture, these findings demonstrate the practicality and versatility of semi-directed ABPP to complement other omics methods and accelerate the discovery of altered protein activities.

We are just beginning to scratch the surface and see into the world of archaeal viruses and have glimpses of how they interact with their hosts. As these studies progress, the list of commonalities and differences between the three domains of life will surely continue to grow as will the potential for cross fertilization between mechanistic studies of Archaea, Eukarya, and Bacteria. The relatively small size of the Sulfolobus genome, the mix of eukaryotic and bacterial features, and the evolutionary relationship of STIV with viruses in all three domains makes this an ideal system to investigate viral host interactions.
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*First value is number of up-regulated proteins outside the indicated confidence level; second number is number of down-regulated proteins outside the indicatea
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P82460 Thioredoxin (=peroxiredoxin?) % b
P07996.2 Thrombospondin 1 +
Q15654.3 Thyroid receptor interacting protein 6 +

(Zyxin-related protein 1; ZRP-1;
Opa-interacting protein 1)

P02786 Transferrin receptor protein 1 (CD71) +
P37802 Transgelin 2 + e 4 ¥
P29401.3 Transketolase &
Q3zCa8 Translocase of inner mitochondrial +
membrane 50 (TIMM50)
P15311.4 Villin 2 (Ezrin) + +
P08670.4 Vimentin +
4507877 Vinculin +
075083 WD repeat containing protein 1 +
1065111 Chain A, mixed disulfide intermediate +
between mutant human thioredoxin
and A 13 residue peptide of NF-kB
Up to: 49 proteins 48 proteins70 proteins 11 proteins 43 proteins 9 proteins 20 proteins 4 proteins 6 proteins

The table shows a compilation of the various host proteins identified in these mature herpesvirions enriched from the extracellular milieu. One notable exception is Alcelaphine, where cell-associated viral particles
were analyzed. The study by Padula and colleagues, which found that annexin A2 is present in HSV-1 perinuclear virions, was omitted from the table since preliminary for the moment (Padlul.
+: Detected in that study.

+2: Indicates an uncertainty as to the subtype (e.g., alpha, beta, gamma, a, b, c, ...).

All extracellular virions except the study by Dry (cell associated)

NB: The uniprot/swissprot numbers are not available for all proteins due to the constant evolving of protein and gene databases.

NB: Multiple accession numbers are sometimes possible and may therefore differ among the above studies.
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COG functional category

Unclassified

“Energy production and
conversion

Amino acid transport and
metabolism

Nucleotide transport and
metabolism

Carbohydrate transport
and metabolism

Lipid transport and
metabolism

STranslation

*Transcription

Replication,
recombination, and repair
$Post-translational
modification, protein
turnover, chaperones
Inorganic ion transport and
metabolism

General function prediction
only

Function unknown

Signal transduction
mechanisms

Protein and regulation

CRISPR-associated regulatory protein, Csa2 family (csa2), SS01442 (48)t; CRISPR-associated protein, Csab, SS01443
(36,48); CRISPR-associated protein, TM1791.1, SSO1988 (36,48)|

Acetyl-CoA synthetase, SSOT111 (36,72)1; Heterodisulfite reductase subunit B, SSO1129 (72)1; Heterodisulfide reductase
subunit C, SSO1134 (48, 72)1; FkbR2, putative, SSO1135 (48,72)1; Carbon monoxide dehydrogenase small chain, S$02433
(12,24,36,48,72) ; Succiny-CoA synthetase alpha subunit, SS02482 (36)1; Succinyl-CoA synthetase beta subunit,
$502483 (12, 24, 48, 72)1.; Rubrerythrin, SS02642 (12,24,36){; Electron transfer flavoprotein, SS02817 (48)1

X-pro aminopeptidase, SSO0010 (12,24); Prolidase, SSO0363 (48,72)1; d-3-phosphoglycerate dehydrogenase, SO0905
(36)1; FkbR2, putative, SSO1154 (12,24,36,48) ; O-succinylhomoserine (thiol)-lyase, SSO2368 (72)+; 3-isopropylmalate
dehydratase, SS02471 (36)1

Uracil phosphoribosyltransferase, SS00231 (48)1, Glutamine amidotransferase, SS00571 (72)1

Phosphomannomutase, SS00207 (12, 24),(48)1, phosphoenolpyruvate synthase, SSO0883 (12,24)1; bifunctional
phosphoglucose/phosphomannose isomerase, SS02281(72)1; ABC transporter, SSO2850 (72)1; Fructokinase, SS03195
(36, 481

Acetyl-CoA acetyltransferase, SS02061 (12, 24),(48)1, Lipase, SS02493 (36,48)1, Acyl-CoA dehydrogenase, SS02511 (72)1

505 ribosomal protein L7Ae, SS00091(48)1; Methionine aminopeptidase, SSO0098 (36,48)1; Asparty-RNA synthetase,
SSO0173 (72)1; LSU ribosomal protein L12AB, SS00342 (48); LSU ribosomal protein L11AB, SS00346 (48).;
ThreonyHRNA synthetase homolog, SSO0384 (72)1; SSU ribosomal, SSO0411 (48)+; prolyl (glutamyl) tRNA synthetase,
SS00569 (72)1; ribosomal protein S5, SSO0698 (48)1

305 ribosomal protein $14 homolog, SS00049 (12)4; transcription elongation factor NusA-ike protein, SSO0172 (72)L;
Transcription factor E, SSO0266 (12,24,72); DNA binding protein SSO10b, SS00962 (36)L; Transcriptional regulator marR
family, SSO1082 (12)4; transcriptional regulator Lrs14, SSO1108 (36); Regulatory protein; AsnC family, SS05522 (12)
DNA repair protein radA, SS00250 (36,48)1; Endonuclease I\-lie protein, SSO2156 (48)1, Single-stranded DNA binding
protein, SS02364 (48,72)

Thermosome beta subunit, SSO0282 (12,24)(48)1; prefoldin subunit alpha, SS00349 (72)L; Prefoldin beta subunit,
SS00730 (12,24)2; proteasome alpha subunit, SSO0738 (36,48)1; thermosome subunit alpha, SSO0862 (36,72)1;
Peroxiredoxin, SSO2613 (36,48,72); Thermosome gamma subunit, SSO3000 (12,72)|

Superoxide dismutase, SSO0316 (12,24),(36,48)t

Molybdenum transport protein ModA related protein, SSO1066 (36}1; Carbon monoxide dehydrogenase, large chain,
$501209 (24)4; 3-oxoacy-(acyl carrier protein) reductase (fabG-4), SS02205 (72)+; 3-oxoacyl-{acyl carrier protein) reductase
(fabG-5), SS02276 (48)1; MoxR-like ATPases, SS02363 (12,24)?; Carbon monoxide dehydrogenase, medium chain,
$502434 (36, 48)t; NAD-dependent alcohol dehydrogenase, SS02536 (72)1, INOSINE-5-MONOPHOSPHATE
DEHYDROGENASE putative, SSO2688 (12,24) ; Carbon monoxide dehydrogenase, medium chain, SS02636 (36)1; Alcohol
dehydrogenase (adh-13), SS02878 (36)1; Tryptophan repressor binding protein, SSO3155 (72)

Hypothetical protein, SS00276 (12)1, Hypothetical protein, SS00286 (36)1; Conserved hypothetical protein, SSO1098
(12,24,36,48)1; Hypothetical protein, SS02569 (48)?; Conserved hypothetical protein, SS02749 (12,24)}

Universal stress protein, SSO1865 (12,24,36,48)

Numbers in parenthesis designate time points (hpil.* Majority of regulated proteins belongs to those COG groups. 11 Arrows indicates direction of regulation.

The following COG functional categories are not detected in this study. RNA processing and modification, coenzyme transport and metabolism, chromatin structure,
and dynamics, cell cycle control, mitosis, and meiosis, cell wal/membrane biogenesis, cell motility, secondary metabolites biosynthesis, transport, and catabolism,
intracellular trafficking and secretion, defense mechanisms, extracellular structures, nuclear structure and cytoskeleton.
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