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Editorial on the Research Topic 
Magnetosheaths


The magnetosheath plays a crucial role in transferring solar wind mass, momentum, and energy into the magnetosphere. Its properties determine the nature of the coupling that occurs at the magnetopause boundary, in particular for the dayside magnetic reconnection that ultimately drives geomagnetic storms and substorms. Processes occurring at the inner and outer boundaries of the magnetosheath, namely the magnetopause and bow shock, establish conditions within the magnetosheath, including the response to solar wind structures such as shocks and coronal mass ejections (CMEs). Conditions within the magnetosheath favor the occurrence of many types of instabilities on scales ranging from the kinetic to magnetohydrodynamic (MHD), and the resulting waves such as Kelvin Helmholtz (KH) also play a role in the global interaction.
The papers presented in this research volume cover a wide range of research topics related to the terrestrial magnetosheath. Several papers revisit old problems with new data sets, revealing the details of magnetic field line draping, the plasma depletion layer, turbulence, and transients such as magnetosheath jets, while another reports new results from global hybrid simulations for an interplanetary shock interacting with the magnetopause. Magnetopause currents are explored with more realistic boundary conditions and magnetosheath fields, and new methods such as machine learning are applied to the inner boundary of the magnetosheath. One paper proposes a new technique for remotely detecting magnetosheath boundaries in soft X-rays, while another describes an alternative theoretical approach connecting the magnetotail to the dayside magnetopause.
The subsolar magnetosheath plays a crucial role in the solar wind-magnetosphere interaction. Michoette de Welle et al. present results for the spatial distribution of the magnetic field amplitude and plasma density from the subsolar bow shock to the magnetopause based on large data sets from several spacecraft. In particular, they consider the dependence of the magnetic pileup region and plasma depletion layer outside the magnetopause on the interplanetary magnetic field (IMF) orientation, with a view towards its implications for magnetopause reconnection. They find higher densities at the magnetopause in the quasi-parallel magnetosheath, with density profiles that become more symmetric in the middle of the magnetosheath with decreasing IMF cone angle. On the other hand, they find higher magnetic field strengths in the quasi-perpendicular magnetosheath, and profiles that become more symmetric towards the magnetopause.
The presence of a radial IMF causes the dayside magnetosheath to become turbulent and may affect the rate of energy transfer. Pi et al. study the subsolar magnetosheath magnetic field, plasma parameters and pressure profiles from the bow shock to the magnetopause. They report that the north-south IMF orientation does not have any significant effect on the field magnitude, density, and fluctuation level. Furthermore, they demonstrate that a radial IMF does not change the magnetic field or density profile, but does enhance magnetic field and density fluctuations downstream from the bow shock. The density fluctuations decrease slowly toward the magnetopause, while the magnetic field fluctuations remain unchanged throughout the magnetosheath. They note that the temperature increases by a factor of two, but that the temperature anisotropy does not change, when the IMF rotates toward a radial orientation.
Rakhmanova et al. investigate and compare the spectral slopes of the plasma turbulence from kinetic to MHD scales in the solar wind and behind the quasi-perpendicular bow shock for different solar wind plasma and IMF conditions. They demonstrate that processes within the magnetosheath, rather than at the bow shock, determine the nature of turbulence in the magnetosheath Correlations between the properties of turbulence within the magnetosheath on kinetic scales and solar wind velocity and temperature imply that the small-scale processes that exist within high-speed and high-temperature plasmas do not depend upon bow shock conditions, or are re-established rapidly behind the bow shock. They therefore conclude that kinetic scale turbulence in the solar wind plasma can contribute to magnetospheric disturbances, especially during the interaction of the magnetosphere with high-speed solar wind originating in coronal holes.
Pöppelwerd et al. study magnetosheath jets, which are known to occur primarily behind the quasi-parallel shock. Using Cluster observations from the subsolar region, they present a new list of magnetosheath jets and their occurrence rate according to criteria presented by Archer and Horbury (2013), Koller et al. (2022) and Plaschke et al. (2013). Their list complements those previously reported from Time History of Events and Multiscale Interactions During Substorms (THEMIS), Magneospheric Multiscale (MMS), and Cluster observations. When spacecraft conjunctions occur, these lists can enable researchers to study the temporal evolution of jets.
Moissard et al. present results from a global hybrid particle-in-cell (PIC) simulation which surprisingly indicates the acceleration of an interplanetary shock as it propagates through the magnetosheath. The interplanetary shock, in front of a magnetic cloud, in a solar wind with a low Alfven Mach number of 4.5 accelerates northward and southward over the magnetopause and decelerates around the flanks. Pending a supporting observational study, these results may have important consequences for the transfer of solar wind energy into the magnetosphere.
Semenov et al. connect the dayside magnetosheath to the magnetotail with a new theoretical approach to the steady Dungey cycle. It involves the Birkeland current loops associated with electric fields that drive the ring current particles to the dayside magnetopause and then back to the tail. Solved elegantly using the Stokes theorem, the proposed approach provides an explanation for the magnetic flux transfer between the dayside and nightside which must be incorporated in 3D-simulations of reconnection in the magnetospheric system.
Tsyganenko et al. present first results from an empirical model for the magnetic fields and electric currents near the dayside magnetopause. Their model consists of magnetospheric and magnetosheath modules. It invokes new modelling methods that give more realistic boundary conditions and field distributions within the magnetosheath. By employing models for the standoff distance and curvature/flaring of the boundary as a function of the solar wind and IMF Bz, they derive the spatial patterns of dayside magnetic field draping and Chapman-Ferraro currents for different IMF clock angles and their response to the Earth’s dipole tilt angle. They discuss results for magnetosheath flux pile-up and dayside magnetopause erosion during periods of northward and southward IMF, respectively.
Aghabozorgi Nafchi et al. employ machine learning to construct a new empirical model for the magnetopause location based on a large database of spacecraft crossings. This model does not rely on predefined assumptions concerning the magnetopause location or functional dependence on control parameters such as the solar wind dynamic pressure and IMF orientation. They find that their model agrees well with observations.
The locations of the magnetopause, cusps, and bow shock can be identified in images of the soft X-rays emitted when exospheric hydrogen neutral atoms exchange electrons with high charge state solar wind ions (e.g. O7+). Gong et al. present the results of global MHD simulations for an extreme magnetic storm and calculate the expected soft X-ray images from these simulations. The authors identify magnetopause positions within the MHD simulations and compare them with those estimated from the images. The results demonstrate that when the magnetopause lies within the Soft X-ray Imager’s (STX) field-of-view, the method accurately reconstructs subsolar magnetopause locations with errors less than 0.5 Earth radii (RE), which satisfies the scientific requirements for the forthcoming Solar wind Magnetosphere Ionosphere Link Explorer (SMILE) mission.
Many of the articles in this volume consider the response of terrestrial dayside features to variations in the solar wind, and frequently emphasize the spatial and temporal errors that arise when propagating features observed near the Sun-Earth L1 libration point to the bow shock and magnetopause. This problem is particularly acute for transient solar wind features, which may never arrive at Earth or arrive at unexpectedly early or late times. More work is needed on this Research Topic.
As a final note, while this Research Topic of papers focusses on the magnetosheath near the Earth, magnetosheaths are observed in the magnetic environments of all planets with a magnetic field, in front of transient solar wind structures such as fast CMEs, and upstream of the heliosphere. They are also associated with astrophysical objects The articles collected in this research volume pave the way toward further improvements in our understanding of the coupling processes in all of these magnetosheaths.
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According to most observations and simulations, interplanetary shocks slow down when they propagate through the magnetosheath. In this article, we present results from a self-consistent global hybrid PIC simulation of an interplanetary shock which, by contrast, accelerates as it propagates through the magnetosheath. In this simulation, the solar wind upstream of the interplanetary shock is set up with an Alfvén Mach number MA = 4.5 and the interplanetary magnetic field (IMF) is set up to be almost parallel to the y direction in GSE coordinate system. The ‘planet’ is modelled as a magnetic dipole with no tilt: the dipole is in the GSE’s z direction. In the ecliptic plane (Oxy), which contains the interplanetary magnetic field (IMF), the magnetic field lines are piling up against the magnetopause, and the velocity of the interplanetary shock decreases from 779 ± 48 km/s in the solar wind down to 607 ± 48 km/s in the magnetosheath. By contrast, in the noon-meridian plane (Oxz), which is perpendicular to the IMF, the velocity of the interplanetary shock in the magnetosheath can reach values up to 904 ± 48 km/s. This study suggests that interplanetary shocks can accelerate as they propagate through the magnetosheath. This finding, reported here for the first time, could have important implications for space weather, as it corresponds to the case where an interplanetary shock catches up with a low Alfvén Mach number solar transient such as an interplanetary coronal mass ejection.
Keywords: interplanetary shock, magnetosheath, interplanetary sheath, magnetic cloud, hybrid PIC, global simulation

1 INTRODUCTION
Interplanetary Coronal Mass Ejections (ICMEs) are well-known to be efficient drivers of geomagnetic activity (Burlaga, 1988; Gonzalez et al., 1999). Their high probability of including a large and long-lasting southward magnetic field component provides favourable conditions for triggering geomagnetic storms (Li et al., 2018). Their propagation at high speed in the interplanetary medium often generates a shock and a turbulent sheath which precede them and can also be geoeffective (Huttunen and Koskinen, 2004; Yermolaev et al., 2012; Katus et al., 2015). More generally, interplanetary (IP) shocks, associated or not with solar transients, are also considered to be efficient drivers of geomagnetic activity (Tsurutani and Gonzalez, 1997; Gonzalez et al., 1999; Lugaz et al., 2016). Despite the progress made in understanding the interaction of interplanetary shocks with the geomagnetic environment, there is still much to be learned. In recent years, there has been a growing recognition that when considering the coupling of the solar wind with the magnetosphere, it is essential to take into account the interfacing role played by the magnetosheath (e.g., Vörös et al., 2023). Therefore, an important question to consider is how interplanetary shocks propagate through the magnetosheath and are modified throughout this propagation.
Observations by several space missions of a single interplanetary shock at different points throughout its propagation during a magnetosheath crossing can only occur occasionally (Koval et al., 2005; Koval et al., 2006b; Koval et al., 2006a). Previous magnetohydrodynamic (MHD) simulations of the interaction of interplanetary shocks with the terrestrial bow shock have brought some important insights and also showed the complexity of this process (Koval et al., 2005; Samsonov et al., 2006; Samsonov et al., 2007; Šafránková et al., 2007; Němeček et al., 2010; Pallocchia et al., 2010; Goncharov et al., 2015). They have demonstrated that the impact of the interplanetary shock causes first an earthward motion of the bow shock which then moves outward later on (Samsonov et al., 2006; Samsonov et al., 2007; Šafránková et al., 2007). The interaction contributes to trigger instabilities propagating through the magnetosheath as predicted by Grib et al. (1979); Grib (1982). This is supported by observations confirming the presence of a fast-forward shock (Šafránková et al., 2007) in the magnetosheath after the interaction between an interplanetary shock and the bow shock. While the general solution to the Riemann problem predicts up to seven discontinuities, the fastest discontinuity propagating through the magnetosheath (a forward shock) is often still referred to as the interplanetary shock. We adopt this convention throughout the present article.
The magnetohydrodynamic (MHD) simulations cited above have consistently demonstrated that interplanetary shocks slow down when propagating through the magnetosheath. Most observational studies also support this finding (e.g., Villante et al. (2004); Koval et al. (2005); Koval et al. (2006b)). A telling case study by Zhang et al. (2012) using THEMIS observed an interplanetary shock, initially propagating at about 380 km/s in the solar wind, which interacted with the bow shock and transmitted a fast shock wave propagating at about 300 km/s and a second discontinuity propagating at about 140 km/s through the magnetosheath. They also found that this interaction could even affect the inner magnetosphere and plasmasphere, which demonstrates its important role in magnetospheric physics.
To go beyond these first global MHD descriptions of the interaction between an IP shock and the terrestrial bow shock requires taking into account kinetic effects since the ion dynamics is a fundamental component of shocks’ dynamics. In recent years, global hybrid particle-in-cell simulations—where the ions are treated as macroparticles and the electrons as a fluid—have successfully been used to model the geomagnetic environment subjected to various interplanetary conditions. The development of an ion foreshock upstream of Earth’s bow shock when the interplanetary magnetic field is in quasi-parallel conditions is a well-known example of the impacts of the ion dynamics on the geomagnetic environment (Blanco-Cano et al., 2006; Karimabadi et al., 2014; Turc et al., 2015; Omelchenko et al., 2021). Kinetic effects are also crucial in quasi-perpendicular conditions: for example, the shock self-reformation (Hellinger, 2003; Lembège et al., 2009) is a kinetic effect that could trigger instabilities (Lowe and Burgess, 2003; Cazzola et al., 2023). Such global hybrid simulations of a realistic geomagnetic environment demand a fairly large simulation box broadly centred around the magnetic obstacle. Omidi et al. (2004) established that a magnetic dipole interacting with the solar wind should be strong enough to create a magnetopause with a stand-off distance Dp of at least 20 di (di is the ion skin depth) in order to form a magnetosphere that resembles Earth’s magnetosphere. Depending on the orientation of the interplanetary magnetic field, the main region of interest, and the main physical effects expected to play a role, the stand-off distance Dp of the magnetopause in global 3D hybrid particle-in-cell simulations has ranged widely from 25 di (Turc et al., 2015; Cazzola et al., 2023) to 120 di (Omelchenko et al., 2021). Importantly, only a few global hybrid particle-in-cell simulations have been conducted with time-varying interplanetary conditions. Some studies introduced a rotational discontinuity (Karimabadi et al. (2014), reporting on 2D simulations with Dp up to 300 di) or a magnetic cloud (Turc et al., 2015), but, to date, none included an interplanetary (IP) shock.
Another difficulty is the introduction of a propagating IP shock in a simulation box which already includes a standing planetary bow shock. Typically, in MHD simulations, jump conditions of an IP shock are introduced either by reproducing observational data or by applying the Rankine-Hugoniot equations (e.g., Spreiter and Stahara (1992; Spreiter and Stahara (1994); Koval et al. (2005); Koval et al. (2006b); Samsonov et al. (2006); Samsonov et al. (2007); Šafránková et al. (2007); Němeček et al. (2010); Pallocchia et al. (2010); Goncharov et al. (2015)). However, interplanetary shocks are highly dissipative structures that self-consistently create in their wake interplanetary sheaths which then develop during their propagation. Self-consistent numerical simulations of an interplanetary shock need very “long” simulation boxes that provide enough space for the shock to form, propagate and create a sheath in its wake. This IP shock’s sheath should also be of significant size compared to the magnetosheath itself in order for its interaction with the geomagnetic environment to be considered in isolation from the end of the interplanetary sheath and the following driver of the shock (such as an ICME’s core) if there is one.
In short, global simulations including both a self-consistent standing shock (the bow shock) and a self-consistent propagating shock (the interplanetary shock) together with its following sheath and driver are challenging. As a first step in this direction, and before considering a complete solar event, the present paper aims to focus on the self-consistent propagation of an interplanetary shock through the terrestrial magnetosheath. It describes a new method (Section 2), using the 3D hybrid particle-in-cell code LatHyS (Modolo, 2004), to self-consistently model both the geomagnetic environment (bow shock, magnetosheath, magnetopause) and the self-consistent formation of an interplanetary shock followed by a sheath as the solar wind is overtaken by a fast magnetic cloud. In Section 3 we analyse the propagation velocity of the IP shock in the magnetosheath and discuss the results in Section 4.
2 METHODS
Figure 1 is a concept diagram of our simulation setup in the 3D hybrid PIC code LatHyS (Modolo, 2004). On the right-hand side of the box, we placed an obstacle consisting of a magnetic dipole and an absorbing sphere [in the same way as Turc et al. (2015)]. We injected a plasma representing the solar wind coming in from the left-hand side of the simulation box. The obstacle’s interaction with the solar wind self-consistently generates a bow shock, a magnetosheath and a magnetopause (see Section 2.1). From the left-hand side of the box, we then evolved the parameters of the injected plasma over time, using an analytical expression inspired by Burlaga (1988) to represent a fast magnetic cloud. In this simulation, the magnetic cloud takes the role of being a realistic driver for the interplanetary shock. Indeed, as it propagates through the solar wind, it overtakes the bulk plasma to self-consistently generate an interplanetary shock and sheath (see Section 2.2).
[image: Diagram illustrating the interaction between a magnetic cloud and the Earth's magnetosphere. On the left, a cylindrical magnetic cloud with a sheath is shown. An arrow indicates movement toward the right. On the right, solar wind impacts the magnetosphere, including the bow shock, magnetosheath, and magnetopause, with a dipole labeled. An interplanetary shock is marked between the magnetic cloud and the magnetosphere. Axes labeled x, y, and z indicate orientation.]FIGURE 1 | Simulation setup. A magnetic cloud is injected into the simulation box. It interacts with the solar wind to self-consistently create a shock and sheath. These structures interact with the geomagnetic environment, which itself self-consistently results from the interaction between the solar wind and a magnetic dipole. Structures that were injected (described by analytical expressions in the code) are noted in black. Structures that develop self-consistently are noted in red.
2.1 The geomagnetic environment
We used a setup similar to—albeit significantly larger than—(Turc et al., 2015). The box dimensions are 1500 cells in the x direction, 720 cells in the y direction and 660 cells in the z direction. Each grid cell is a cube of dimension [image: Open parenthesis, one, \( d \) subscript \( i \), close parenthesis, cubed.], where di ≃ 93 km is the ion skin depth computed from the initial solar wind values. Therefore, we will talk interchangeably about x, y and z in terms of cell numbers or in terms of di.
The solar wind is injected from the left side of the simulation box (x > 0) as a superalfvénic plasma of protons neutralised by a massless electron fluid. The electron density is always equal to the ion density, and the electron temperature evolves to satisfy [image: Equation showing electron density \( n_e \) times electron temperature \( T_e \) raised to the power of five-thirds equals a constant.], starting with [image: Equation representing \( T_{e}^{SW} = 160,000 \, \text{K} \), where \( T_{e}^{SW} \) likely denotes the effective temperature of shortwave radiation, measured in Kelvin.] at the injection side of the box. The injected solar wind has a density [image: The formula represents the ion density in the solar wind, expressed as \( n_i^{SW} = 6 \, \text{ions/cm}^3 \).] with a bulk speed of Vsw = 400 km/s. It carries a magnetic field of amplitude Bsw = 10 nT which makes an 85° angle with the Sun-Earth axis: [image: Equation showing a vector \( B^{SW} \) expressed as a column matrix with components: \( B_x = B^{SW} \cos(85^\circ) \), \( B_y = B^{SW} \sin(85^\circ) \), and \( B_z = 0 \).]. The ions have a Maxwellian distribution of velocities corresponding to a temperature [image: Equation showing \( T_i^{\text{SW}} = 160,000 \, \text{K} \).] which in turn corresponds to β = 0.5 in the solar wind. These values of density, velocity, temperature and β are typical of the observed solar wind (Venzmer and Bothmer, 2018), whereas the magnetic field amplitude—while still being realistic—is roughly twice the average value of the magnetic field carried by the observed solar wind. These choices make for a realistic scenario in the special case of a fairly high Alfvén speed (VA = 89 km/s) and, a low Alfvén Mach number for the solar wind [image: Mathematical notation depicting an equation: \( M_A^{\text{SW}} = 4.5 \).]. More on this in the last paragraph of this subsection.
The “planet” (Earth) is represented in the code by a magnetic dipole placed at the origin (x = 0, y = 0, z = 0). The magnetic moment is aligned with the z-axis of the GSE—it has no tilt. The magnetic moment was chosen as Msimu ≃ 2 ⋅ 1022 Gauss.cm3 (or [image: The equation shows "900 times nT times open parenthesis 14 times d sub i close parenthesis raised to the power of 3."] in natural simulation units). The real magnetic moment of Earth is MEarth ≃ 8 ⋅ 1025 Gauss.cm3 (Bartels, 1936; Olson and Amit, 2006). Therefore, the radius of the simulated magnetopause is a factor [image: Mathematical expression showing the cube root of the ratio of Earth's mass to simulated mass is approximately sixteen.] times smaller than the radius of the real magnetopause in similar interplanetary conditions. Balancing the magnetic pressure from this dipole with the dynamic pressure from the solar wind (Schield, 1969) leads to a magnetopause stand-off distance Dp = 34 di. This is safely above 20 di, which Omidi et al. (2004) showed to be a lower limit above which a simulated obstacle–or a real celestial body–interacting with the solar wind would display a magnetosphere similar to Earth’s. It is, however, not large enough to study smaller-scale phenomena such as those studied by Karimabadi et al. (2014) in 2D hybrid PIC simulations with Dp up to 300 di. Self-evidently, larger magnetosphere sizes require significantly increased computational resources, and the choice of the simulated magnetosphere size depends on the type of phenomena one wants to study. For example, in the case of a quasi-radial interplanetary magnetic field when the object of study is the interaction between the foreshock and the bow shock, known to lead to the occurrence of smaller-scale phenomena such as high-speed jets in the magnetosheath, it is reasonable to use Dp = 120 di (Omelchenko et al., 2021). In the case of high cone angles, where most of the bow shock is in a quasi-perpendicular situation, even though kinetic effects may still be important if the shock is supercritical (Hellinger, 2003; Lowe and Burgess, 2003; Lembège et al., 2009), an accurate description can still be obtained with Dp between 25 di and 40 di (Cazzola et al., 2023). In our simulation, the cone angle is 85°, which allows us to ignore the possibility of such small-scale events within the magnetosheath and to be reasonably confident that Dp = 34 di is enough for this simulation.
In our simulation, the interaction between the solar wind and the magnetic dipole leads to the self-consistent formation of a magnetosheath, delimited on each side by a bow shock and a magnetopause which reaches a stable equilibrium after [image: 180 ohms per cubic centimeter.]. Note that throughout this text, [image: Equation displaying the inverse of Omega subscript c i, approximately equal to zero point nine six seconds.] serves as the time unit and refers to the inverse of the ion cyclotron frequency computed from the initial magnetic field amplitude in the solar wind: Bsw = 10 nT.
The behaviour of the plasma resulting from this setup is illustrated in Figure 2 which displays the amplitude of the plasma bulk velocity in three planes: the equatorial plane (Oxy), the noon-midnight meridian plane (Oxz), and a plane parallel to the terminator plane (Oyz) at x = −98di. The velocity of the plasma in the solar wind, taken as a reference value, is shown in grey; whereas regions where the plasma travels faster (or slower) than Vsw are shown in red (or blue). The magnetosphere, simply defined here as where the density is below 4 protons per cm3, is shown in white. The magnetic field lines are represented in panel (A) representing the ecliptic plane (Oxy). Initially, the magnetic field is almost aligned in the y direction in the solar wind, and the figure shows them piling up in the nose region of the magnetosheath and draping around the magnetopause. This results in a slowing down of the bulk plasma: the velocity is shown in dark blue in the nose of the magnetosheath (panel (A)). It then progressively accelerates along the flanks of the magnetopause (light blue) but generally remains slower in the magnetosheath than in the solar wind. There is an exception, visible in red in panels (B) and (C): along the northward and southward regions of the magnetopause, the bulk magnetosheath plasma travels faster than the solar wind.
[image: Three panels of scientific data visualizations illustrate electric potential differences.   Panel A: Graph plots electric potential versus x and y dimensions with contour lines in blue overlaying a grid.  Panel B: Graph shows electric potential versus x and z dimensions, highlighting symmetrical potential contours.  Panel C: Top-down view graph displays potential in y and z dimensions with circular, colorful contours.  Each graph uses a color scale from blue to red representing varying potential levels, marked by the label "time 00200".]FIGURE 2 | Colormap of the velocity in the magnetosheath in different planes. The velocity is represented as a ratio between the local velocity and the velocity in the solar wind (Vsw = 400 km/s). The regions where the velocity is equal to the velocity in the solar wind are shown in grey. Velocities slower or faster than Vsw are shown respectively in blue or red. The magnetosphere (simply defined here as where the density is below 4 particles per cm3) is shown in white. The panels represent the velocity of the plasma in, respectively; (A) the (Oxy) plane, (B) the (Oxz) plane, and (C) the plane (yz) for x = −98 di. The magnetic field lines are represented in the (Oxy) plane only (A), because the interplanetary magnetic field has no z component.
This setup–with a low Alfvén Mach number for the solar wind [image: Mathematical expression displaying the identity, capital M subscript A superscript SW equals 4.5.] and an interplanetary magnetic field (mostly in the y direction) being quasi-perpendicular to the solar wind flow–corresponds to conditions in which the plasma is expected to flow faster in some regions of the magnetosheath than it is in the solar wind. Such an effect was observed in similar conditions onboard ISEE, IMP 8 and Cluster, and explained by Chen et al. (1993), Lavraud et al. (2007), Lavraud et al. (2013) as emerging from a purely magnetic process, later called the “slingshot” effect. This effect operates for any orientation of the interplanetary magnetic field in the (yz) plane, perpendicular to the Sun-Earth axis. In our simulations, in the (Oxy) plane containing the magnetic field, the magnetic field lines pile up against the obstacle, thus increasing the magnetic pressure in the subsolar magnetosheath. In the subsolar region, their velocity slows down to almost zero while their open ends in the interplanetary medium still travel at the solar wind velocity: the magnetic field lines drape around the magnetopause and become highly curved, increasing the magnetic tension. In low Alfvén Mach number conditions with a large magnetic field, the magnetic forces dominate the plasma dynamics. The magnetic field lines can slip along the magnetopause’s flanks in the (Oxz) plane, perpendicular to the magnetic field. This causes the acceleration of the plasma by the Lorentz force with a roughly 50%/50% split between magnetic pressure force and magnetic tension (Lavraud et al., 2007). In addition, the plasma velocity enhancement contributes to an increase in the dynamic pressure on the north and south flanks of the magnetopause which becomes asymmetric as seen in Figure 2.
2.2 The magnetic cloud
There are several possibilities for introducing an interplanetary shock within a global numerical simulation, and the most commonly used is to introduce a step in several plasma parameters (velocity, density, magnetic field) compliant with the Rankine-Hugoniot equations. In our simulation, we decided to use a realistic driver: a magnetic cloud. While magnetic clouds are not the only drivers of interplanetary shocks, they do produce a sizeable fraction of them (Lindsay et al., 1994; Janvier et al., 2015). Using a driver also makes it possible to create a self-consistent interplanetary shock and the sheath following it. At the same time, it allows us to demonstrate a flexible approach to introducing solar transients in a global simulation.
Figure 3 summarises the temporal evolution of the plasma injected from the left-hand-side of the box. This temporal evolution creates a structure that is free to propagate and develop self-consistently. The magnetic cloud is injected from [image: \( t = 60 \, \Omega^{-1}_{ci} \)], which gives the geomagnetic environment enough time to be generated and reach a stationary state (at [image: \( t = 180 \, \Omega_{\text{ci}}^{-1} \)]) before the magnetic cloud-driven interplanetary shock reaches the bow shock (at [image: The formula shows \( t = 216 \, \Omega_{\text{ci}}^{-1} \).]).
[image: Time series plots show variations in magnetic field components (B, Bx, By, Bz), velocity (V), density (N), and temperature (T) over time. B and Bx initially increase, then stabilize. By and Bz display opposing trends. Velocity, density, and temperature exhibit sudden changes at different times, indicating dynamic processes.]FIGURE 3 | Temporal evolution of the characteristics of the injected plasma at the left side of the simulation box. From top to bottom: the magnitude of the magnetic field, its components, the bulk velocity, the ion density, and the ion temperature.
We followed the widely used model of Burlaga (1988), which describes a magnetic cloud as a force-free flux rope. We considered the magnetic cloud as a planar structure, which is reasonable because the typical size of a magnetic cloud at 1AU is 0.25AU (Lepping et al., 2006), which is much larger than the typical size of the geomagnetic environment [image: The mathematical expression shows an approximation: approximately ten times the Earth's radius is equal to about four times ten to the power of negative four astronomical units.]. For simplicity, we also made the hypothesis that the magnetic cloud is travelling along the Sun-Earth line (Ox) and crossed at its centre; therefore the x-axis crosses the magnetic cloud radially and we can replace the radius of the magnetic cloud r in (Burlaga, 1988)’s model by x in our simulation. We kept Bx constant, which together with the planar hypothesis, ensures flux conservation (∇ ⋅B = 0). In order to avoid any effect related to a possible reconnection configuration which could affect the magnetopause and the magnetosheath, we chose to exclude any interplanetary magnetic field component oriented southward in the simulation. We decided to use a northward axial magnetic field so that the most interesting impacts of our event on the geomagnetic environment would come from the interplanetary shock and sheath rather than from the magnetic cloud. Indeed, choosing the axial component to be northward excludes the already well-studied magnetic reconnection effects that occur when a southward magnetic field interacts with the magnetopause (Dungey, 1961; Fairfield and Cahill, 1966; Tsurutani et al., 2020).
The time-dependent description of the magnetic field can be written as:
[image: Mathematical expressions defining magnetic field components: Az component equals Ba or B0 J0 (au0(t − t0) − 2.4), axial component; Be component equals Bθ or B0 J1 (au0(t − t0) − 2.4), tangential component; Br equals constant, radial component.]
B0 is the amplitude of the magnetic field at the magnetic axis of the flux rope, J0 and J1 are the two first Bessel functions, a determines the size of the magnetic cloud, u0 is the bulk flow velocity, t0 is the time at which we start injecting the magnetic cloud, and t is the time in the simulation. The 2.4 offset inside the Bessel functions is used to make t0 the start of the magnetic cloud: indeed, J0(2.4) = 0, which Burlaga (1988) defines as the edge of the magnetic cloud. Eq. 1 describe the magnetic field for times t ≥ t0.
In order to avoid injecting discontinuities which would cause numerical issues, we used a hyperbolic tangent in order to obtain a smooth transition from the solar wind values (noted with the superscript “sw”) to the values at the leading edge of the magnetic cloud. In Eq. 2 which describes the magnetic field in the solar wind before the arrival of the magnetic cloud (for [image: It seems like there's an issue with the image upload. Please try uploading the image again, and I'll be happy to help with the alt text.]), the parameter [image: It seems there was an error with the image upload. Please try uploading the image again or provide a URL, and I will assist you with the alt text.]
[image: Mathematical equations showing equations for \(B_z(t<t_0)\) and \(B_y(t<t_0)\). Each contains terms with constants \(B_z^{bw}\), \(B_y^{bw}\), and a hyperbolic tangent function involving \((t-t_0)/\tau_0\). The second equation includes additional constants \(B_0\) and a factor of \(2.4\). Equation numbering shows (2).]
To our knowledge, there is no available analytical model for the velocity and temperature of the plasma inside a magnetic cloud. In order to self-consistently create a shock and a sheath, the magnetic cloud needs to be faster than the solar wind by at least the Alfvén speed; i.e., Vmc − Vsw > VA, where the superscript “mc” refers to the value in the magnetic cloud. We know from satellite observations that, statistically, the plasma inside a magnetic cloud is much colder than in the solar wind, and has a similar density (Regnault et al., 2020). Finally, we know that the magnetic cloud is a passing structure, so the plasma conditions should return to those of the solar wind after its passage. In order to take into account these observations, Eq. 3 describes the plasma’s bulk speed [image: Mathematical expression representing a function \( V(t) \), where \( V \) is a variable dependent on time \( t \).] and thermal speed [image: Mathematical expression displaying “v” with a superscript “th”, followed by the function notation “t” in parentheses.] as follows:
[image: Mathematical equations showing voltage dynamics: \( V(t) = V^{\text{pw}} + (V^{\text{mc}} - V^{\text{pw}}) \times \left( \tanh \frac{t-t_0}{\tau_0} - \tanh \frac{t-t_1}{\tau_1} \right) \) and \( V_{\text{th}}(t) = V^{\text{pw}}_{\text{th}} + (V^{\text{mc}}_{\text{th}} - V^{\text{pw}}_{\text{th}}) \times \left( \tanh \frac{t-t_0}{\tau_0} - \tanh \frac{t-t_1}{\tau_1} \right) \).]
t0 is the time at which the driver starts, and t1 defines the time at which all the modified values start returning towards their quiet solar wind values. τ0 and τ1 control the sharpness of the transitions from quiet solar wind conditions to magnetic cloud conditions and back. We used the same t0 and τ0 as for the ramp of the magnetic field. V(t) and the temperature resulting from Vth(t) are represented in the third and fifth panels of Figure 3. As shown in the fourth panel of Figure 3, we kept the density of the injected plasma constant during the passage of the magnetic cloud.
At this stage, it is important to note that we have not introduced an interplanetary shock nor an interplanetary sheath in the simulation. Instead, we expect these structures to self-consistently emerge from the interaction between the magnetic cloud described in this section and the solar wind, which the magnetic cloud overtakes.
2.3 Summary of the simulation setup
Tables 1–3 summarise the simulation setup.
TABLE 1 | Simulation parameters.
[image: Table displaying simulation parameters: ion inertial length \(d_i\) is 93 km; grid spacings \(dx, dy, dz\) are each \(1 d_i\); cyclotron period \( \Omega^{-1}_{ci} \) is 0.96 seconds; time step \(dt\) is 0.005 \( \Omega^{-1}_{ci} \); maximum time \(tmax\) is 300 \( \Omega^{-1}_{ci} \); grid sizes \(Nx, Ny, Nz\) are 1500, 720, 660 respectively; number of processors is 7200; number of particles is approximately \(15 \times 10^9\); computing time is approximately 300,000 hours.]TABLE 2 | Plasma parameters in the solar wind/magnetic cloud.
[image: Comparison table between solar wind and magnetic cloud characteristics. Solar wind: magnetic field (B) is 10 nT, orientation \(B_x = B \cos(85^\circ)\), \(B_y = B \sin(85^\circ)\), \(B_z = 0\), velocity (V) is 400 km/s, ion density (n\(_i\)) is 6 ions/cm\(^3\), temperature (T) is 160,000 K. Magnetic cloud: B is 50 nT, axial field \(B_z\), tangential field \(B_y\), V is 779 km/s, n\(_i\) is 6 ions/cm\(^3\), T is 16,000 K.]TABLE 3 | Time parameters for the magnetic cloud, in [image: A table with four rows and two columns. The left column has \( t_0 \), \( \tau_0 \), \( t_1 \), and \( \tau_1 \) as headers. The right column lists the corresponding values: 60, 5, 70, and 140.]
[image: Table with two columns and four rows. Column headers are \( t \) and numerical values. Rows contain: \( t_0 \) and 60, \( \tau_0 \) and 5, \( t_1 \) and 70, \( \tau_1 \) and 140.]3 RESULTS
3.1 The interplanetary shock and sheath
Figure 4 shows a snapshot (at [image: The notation shows "t equals two hundred ten omega sub ci to the power of negative one".]) of the structure self-consistently produced by the propagation of the magnetic cloud as it overtakes the solar wind. The figure is plotted along the spatial x-axis. For clarity, the geomagnetic environment has been excluded from the plot (as we get closer to the magnetopause, the value of the planet’s magnetic field dwarfs those in the sheath/magnetic cloud and would make reading the figure difficult). From right to left, we can see: a stretch of solar wind, then the shock, self-consistently evolving and propagating, followed by the sheath, which has also self-consistently developed, and finally the start of the magnetic cloud.
[image: Graph showing solar wind and magnetic cloud data over distance \(x\) (di). Panels from top to bottom include magnetic field intensity \(B\), magnetic components \(B_x\), \(B_y\), \(B_z\), velocity \(V\), density \(N\), temperature \(T\), and plasma beta \(\beta\). Labels indicate regions: magnetic cloud, sheath, shock, and solar wind.]FIGURE 4 | Main plasma parameters of the self-consistently created sheath at time = [image: The expression "210 Ω per square centimeter" displayed with units in scientific notation as 210 Ω_subscript ci superscript negative 1.], shortly before its encounter with the geomagnetic environment. For clarity, Earth’s geomagnetic environment has been removed from this plot. Earth’s centre would be located at x =0.
The interplanetary shock in the solar wind has a velocity [image: Text displaying "V_shock^SW = 779 km/s", indicating the shock velocity in solar wind measurements as seven hundred seventy-nine kilometers per second.] in the GSE frame of reference, an Alfvén Mach number [image: Equation showing the calculation of shock Mach number in the solar wind context: \(M^{SW}_{Ashock} = \frac{V^{SW}_{shock} - V^{SW}_{up}}{V^{SW}_{Aup}} = 4.2\).]; where [image: Mathematical expression with variables and superscript. The main variable is V, with subscript u and p, and superscript SW.] and [image: The image shows the mathematical notation: \( V^{SW}_{A\up} \).] are, respectively, the velocity of the bulk plasma and the Alfvén speed upstream of the shock. The sheath thus obtained numerically captures the main characteristics of observed sheaths (e.g., Kilpua et al., 2017): the magnetic field amplitude [image: The text "(~30 nT)" likely refers to a measurement of magnetic field strength in nanoteslas.], the plasma velocity [image: Text showing "~650 km/s" indicating a velocity of approximately six hundred fifty kilometers per second.] and the density [image: It seems there was an error in uploading the image. Please try uploading it again or provide a URL. If you have a caption, you can add that for additional context.] are significantly higher than in the solar wind (Bsw = 10 nT, Vsw = 400 km/s, nsw = 6 cc). The plasma beta [image: The image shows a mathematical expression in parentheses: approximately 2.5.] and temperature [image: Text displaying "approximately 2 times 10 to the power of 6 Kelvin" in a mathematical notation.] are also elevated compared to the solar wind values (βsw = 0.5 and Tsw = 1.6 ⋅ 105 K), which is a consequence of significant heating at the shock. We can also see more fluctuations in the sheath than in the pristine solar wind, which is expected (e.g., Kilpua et al. (2017); Moissard et al. (2019); Pitňa et al. (2021)).
Table 4 summarises the main characteristics of the shock generated by the magnetic cloud overtaking the solar wind in this simulation.
TABLE 4 | Parameters of the resulting shock.
[image: Shock parameters are displayed in a table. \( V_{\text{shock}}^{\text{SW}} \) is 779 kilometers per second. \( \theta_{\text{Bn}} \) is 85 degrees. \( M_{\text{Ashock}}^{\text{SW}} \) is 4.2.]3.2 Velocity of the plasma
Figure 5, similarly to Figure 2, shows the plasma velocity represented as a ratio between the local velocity and the velocity in the pristine solar wind before the arrival of the shock, i.e., Vsw = 400 km/s. This is a snapshot of the plasma velocity when the shock has crossed the bow shock, travelled through the magnetosheath and reached the distance of approximately −60 di downtail. Further downtail, between −60 di and −100 di, the velocity distribution is exactly the same as in Figure 2 since the IP shock has not reached this region yet: the magnetosheath velocity is weaker than in the pristine solar wind except in the regions adjacent to the northern and southern boundaries of the magnetopause where it is larger. The magnetosheath downstream of the IP shock is now submitted to the impact of the turbulent sheath which has self-consistently developed in the wake of the IP shock. This induces some noteworthy differences. Some of these are expected: the overall size of the magnetosheath is reduced since the geomagnetic environment is now under greater pressure from the interplanetary medium, and the plasma velocity in the magnetosheath is larger due to the enhanced velocity in the interplanetary sheath relative to the pristine solar wind. Slightly less obvious differences can also be noted: the shape of the bow shock now presents a “trough” (also described in Pallocchia et al. (2010)), and finally, the magnetopause shows a slight indentation where it intersects the IP shock. The global patterns of the magnetic field and velocity do not change: magnetic field lines are still piling up in the nose of the magnetosheath, and the plasma velocity slows down in the nose region before re-accelerating toward the magnetopause’s flanks. Due to the still present “slingshot” effect, the velocity also reaches larger values near the northern and southern magnetopause than in the upstream interplanetary sheath.
[image: Two panels depicting solar wind interaction with a planetary magnetosphere. Both show red and blue regions indicating different plasma states. The left panel, labeled "time 00230," shows the X-Y plane with features like the sheath and interplanetary shock marked. The right panel, also labeled "time 00230," displays the X-Z plane with similar features. Black lines indicate magnetic field lines, showing distortion due to the solar wind.]FIGURE 5 | Colormap of the velocity in the magnetosheath in the equatorial (Oxy) and noon-midnight meridian (Oxz) planes. The velocity is represented as a ratio between the local velocity and the velocity in the solar wind prior to the arrival of the interplanetary sheath, Vsw = 400 km/s. The magnetic field lines are represented in the (Oxy) plane only, since the interplanetary magnetic field has no z component. The magnetosphere (density below 4 particles per cm3) is shown in white.
We now turn our attention to the interplanetary shock itself. Figure 5 shows the shape of the interplanetary shock as it is deformed during its propagation through the magnetosheath. The left-hand-side panel [panel (A)] shows that, similarly to previously published magnetohydrodynamic simulations, the interplanetary shock becomes concave in the magnetosheath (Koval et al., 2005; Samsonov et al., 2006; Šafránková et al., 2007; Pallocchia et al., 2010; Goncharov et al., 2015). This is interpreted as a slowing down of the IP shock as it travels through the magnetosheath: the parts of the IP shock closer to the magnetopause not only travel in a region where the plasma is much slower than anywhere else in the magnetosheath, they also encounter the bow shock earlier than the rest of the IP shock, and therefore have a longer time to propagate at a lower speed. The right-hand-side panel [panel (B)], however, tells a different story: in the plane perpendicular to the interplanetary magnetic field, the interplanetary shock becomes convex in the magnetosheath. This suggests that the interplanetary shock was locally accelerated as it travelled through the magnetosheath. Such a shock acceleration in the magnetosheath goes against previous observational and numerical studies on the topic, which all reported or predicted that interplanetary shocks always slow down as they travel through the magnetosheath (Villante et al., 2004; Koval et al., 2005; 2006b; a; Samsonov et al., 2006; Šafránková et al., 2007; Pallocchia et al., 2010; Goncharov et al., 2015).
3.3 Velocity of the interplanetary shock
Figure 6 shows the method used to estimate the velocity of the shock. We used a first detection of the position of the IP shock at a time T1 and estimated its normal. Then we detected it again at a time [image: The formula shown is \( T_2 = T_1 + 2 \Omega_{ci}^{-1} \), where \( T_2 \) is equal to \( T_1 \) plus two times the reciprocal of \( \Omega_{ci} \).]. For each point of the shock detected at T1, we measured the distance travelled between T1 and T2 along the normal of the shock. The white dots and arrows are here for illustration purposes only, as this process has been used at every y (or z) value along the shock.
[image: Four panels depict contour plots with vector fields. The horizontal axis shows x in di, and the vertical axis shows y in di for the top panels, and z in di for the bottom panels. Arrows indicate direction and magnitude of flow, with colored lines marking specific lines 227, 224, 226, and 229. The color bar represents density \(N_{CM}^{3}\), ranging from dark purple (low) to yellow (high).]FIGURE 6 | Color map of the plasma density on which two successive positions of the interplanetary shock are overlaid. The white dots are paired. To each dot on the left-hand-side shock corresponds an arrow which represents the normal of the shock. This arrow points to a corresponding dot on the right-hand-side shock.
Figure 7 shows the successive positions of the interplanetary shock at successive time steps: from its encounter with the bow shock (time 217), to a later position when it has propagated well beyond the terminator plane (time 232). On the left-hand-side panel [panel (A)], we depict the successive shock positions (orange lines) as seen in the ecliptic (Oxy) plane—where the magnetic field lines pile up and the plasma slows down. As it travels at a lower speed than in the solar wind, the delays accumulate and the shock can be seen to progressively become more concave. On the right panel [panel (B)], we are looking at the shock positions (green lines) in the noon-midnight meridian (Oxz) plane—where the magnetic “slingshot” effect takes place. As the shock travels locally faster than in the solar wind, the shock can be seen to progressively become more convex. In summary, when the initially planar IP shock in the pristine solar wind crosses the magnetosheath, it takes a distorted shape which seems to be related to the local plasma dynamics.
[image: Panel A shows a plot with orange vector lines curving upward and downward in the y-direction against the x-axis, labeled with a vector B pointing downward. Panel B displays a similar plot with green vector lines curving in the z-direction, with a circled vector B pointing to the left. Both plots are labeled in di units with consistent x-axis scaling.]FIGURE 7 | For both panels, the lines represent the successive position of the interplanetary shock as it propagates through the magnetosheath. The orange lines (left (A) represent the propagation in the ecliptic (Oxy) plane. The green lines (right (B) represent the propagation in the noon-midnight (Oxz) plane. For context, the interplanetary magnetic field is shown to mostly lie in the y direction.
We now aim to quantify the velocity change of the interplanetary shock as it travels through the magnetosheath. Figure 8 shows the absolute velocity of the shock at time steps 222, 224, 226, 228 and 230, which correspond to the times at which the concave/convex shapes are clearly observed in Figure 7. The velocity is represented against the distance from the planet’s centre along the y/z-axis. The colour code is the same as in Figure 7: orange in the equatorial plane (Oxy) in the upper panel (A) and green in the meridian plane (Oxz) in the bottom panel (B). The darker lines correspond to later times.
[image: Two line graphs display velocity in kilometers per second against distance in di units. The top graph, labeled "plane (Oxy)", shows multiple orange and purple lines. The bottom graph, labeled "plane (Oxz)", features green and purple lines. Both graphs include lines numbered 222 to 230.]FIGURE 8 | For both panels, the (orange/green) lines at the top represent the velocity of the interplanetary shock relative to the GSE frame. The figure has been “folded”: the x-axis represents the absolute distance from the centre of the obstacle. The purple lines at the bottom represent the velocity of the shock in the plasma frame. The lines are superposed from early in the propagation (pale) to late in the propagation (darker).
We can see that the values of the velocity fluctuate slightly. This is because the precision of the detection of the interplanetary shock is limited by the grid precision (dx = 1di). This leads to an uncertainty in the velocity: [image: Equation displaying delta v equals one d sub i over two Omega sub c i inverse equals forty-eight kilometers per second.]. This uncertainty is clearly visible at large distances from the obstacle (y or z > 160di) where we are detecting the interplanetary shock in the solar wind: we previously estimated the velocity of the interplanetary shock in the solar wind at 779 km/s, however, this method of locally estimating the shock’s velocity returns somewhat fluctuating values around this estimate.
In the upper panel [panel (A)], the orange lines show that the velocity of the interplanetary shock decreases by roughly 170 km/s: from 779 ± 48 km/s in the solar wind down to 607 ± 48 km/s in the magnetosheath (minimum of the palest orange line corresponding to time 222). Then the IP shock gains back some speed: the minimum of the darkest orange line (which corresponds to time 230) is 695 ± 48 km/s. In the lower panel, the green lines show that the interplanetary shock in the (Oxz) plane slows down at first, from 779 ± 48 km/s in the solar wind to 730 ± 48 km/s in the magnetosheath (maximum of the palest green line corresponding to time 222). Then, the interplanetary shock accelerates up to 904 ± 48 km/s (maximum of the darkest green line corresponding to time 230) in the magnetosheath. The IP shock accelerates by around 125 km/s along the northern/southern flanks of the magnetopause, which are the regions in which the so-called “slingshot effect” is expected to play a role.
Whether it is decelerating or accelerating, the IP shock’s behaviour is very similar to that of the plasma just upstream of it. This seems to qualitatively correspond well to a hypothesis that was emitted by Koval et al. (2006b) that the velocity of the interplanetary shock is constant in the plasma frame (Vshock − Vup = Constant). In order to test this hypothesis, we have represented, still in Figure 8, the velocity of the IP shock in the plasma frame by the purple lines in both panels. In the upper panel [panel (A)], corresponding to the (Oxy) plane, the velocity goes from 375 ± 48 km/s in the solar wind to 410 ± 48 km/s. In the lower panel, corresponding to the (Oxz) plane, the velocity goes from 375 ± 48 km/s in the solar wind to 470 ± 48 km/s. In the (Oxy) plane, within the error bars, the lines are almost straight: there is no visible step at the bow shock and no curvature close to the magnetopause: the hypothesis that the IP shock’s velocity is constant in the plasma frame seems to be roughly verified. The validity of this hypothesis is less convincing in the (Oxz) plane.
4 DISCUSSION
4.1 How previous arguments from the literature foreshadowed the present result
This article demonstrates that shocks could be accelerated in the magnetosheath, relative to the GSE frame of reference: indeed Figures 7, 8 show clearly that some parts of the interplanetary shock are accelerated in the magnetosheath. While the speed of the interplanetary shock was 779 ± 48 km/s in the solar wind, it went up to 904 ± 48 km/s in a small region of the magnetosheath. Two results from the pre-existing literature, taken together, hinted at such a possibility.
The first is the existence of well-established observations and simulations showing that the bulk plasma can accelerate in the magnetosheath (e.g., Chen et al. (1993); Lavraud et al. (2007; Lavraud et al. (2013)). As specified by (Lavraud et al., 2013), an interplanetary Alfvén Mach number below 5 is conducive to the formation of enhanced flows “on the […] flanks of the magnetosphere”. We set up our simulation with a solar wind’s Alfvén Mach number of 4.5 and an interplanetary magnetic field almost perpendicular to the Sun-Earth line and found that, indeed, these conditions led to the formation of a small region of accelerated plasma in the magnetosheath (see Figure 2).
The second is Koval et al. (2006b)’s hypothesis that an interplanetary shock may keep a constant speed in the plasma frame. This hypothesis, however, was based on a single case study, and—to our knowledge—does not have a theoretical explanation. We tested this hypothesis in Figure 8. Even when taking our relatively large uncertainties into account, it is clear that the velocity of the interplanetary shock in the plasma frame (purple lines in 8) is not quite always constant. Interestingly, though, Koval et al. (2006b)’s hypothesis seems to hold better for the decelerated part of the shock [upper panel (A)] than for the accelerated part of the shock [bottom panel (B)]—and the shock that they were observing was decelerating. Therefore, we propose to slightly amend Koval et al. (2006b)’s hypothesis and state, instead: As long as it is not accelerating, the interplanetary shock seems to keep an approximately constant speed in the plasma frame.
The strict validity of Koval et al. (2006b)’s hypothesis, together with Chen et al. (1993), Lavraud et al. (2007, Lavraud et al. (2013))’s “slingshot effect” would provide a straightforward argument for the possibility of accelerated shocks in the magnetosheath: if the velocity of interplanetary shocks is constant in the plasma frame, then an interplanetary shock propagating through a region of plasma accelerated by the slingshot effect would also accelerate. What we have shown in this article is that, while Koval et al. (2006b)’s hypothesis does not hold perfectly, the acceleration of interplanetary shocks still appears to be possible and in fact, to higher speeds than this hypothesis would predict.
4.2 Why this result was not reported before
The simulation of an accelerated shock reported in the present article may seem to go against previous studies on the subject—both observational and numerical—which all concluded that interplanetary shocks would decelerate in the magnetosheath (e.g., Villante et al. (2004); Koval et al. (2005); Samsonov et al. (2006; 2007); Šafránková et al. (2007); Němeček et al. (2010); Pallocchia et al. (2010); Goncharov et al. (2015)).
Lifting this paradox is straightforward: at 1AU, the median Alfvén Mach number of the solar wind is MA = 8.4 (Veselovsky et al., 2010). All the authors of the magnetohydrodynamic simulations that we have cited (Koval et al., 2005; Samsonov et al., 2006; Samsonov et al., 2007; Šafránková et al., 2007; Němeček et al., 2010; Pallocchia et al., 2010; Goncharov et al., 2015) have—justifiably—set up their simulations with conditions typical of the observed solar wind: for example, Koval et al. (2006b) used MA = 8.5, and both Samsonov et al. (2006) and Šafránková et al. (2007) used MA = 8.2. Therefore, none of these previously reported numerical simulations were in conditions which could have led to the acceleration of the interplanetary shock in the magnetosheath.
In the interplanetary medium, MA is below 5 less than 10% of the time (Veselovsky et al., 2010). Therefore, most observations of interplanetary shocks occur when the solar wind conditions are not conducive to the presence of accelerated flows in the magnetosheath (Lavraud et al., 2013). Furthermore, even when the interplanetary conditions are right, we have shown that the plasma, and therefore interplanetary shocks, should only be accelerated in a relatively small region of the magnetosheath: the region close to the magnetopause in which magnetic field lines can slip along the magnetopause and accelerate the plasma. Based on Figure 2, we can make a numerical estimate of the ratio between the volume of accelerated plasma and the volume of the rest of the magnetosheath: 3%. The probability for a satellite in the magnetosheath (at a random place and time) to observe an accelerated flow of plasma is, therefore, of the order of 10 % × 3 % = 0.3%. Likewise, we can expect that about 0.3% of all the shocks detected in the magnetosheath should be accelerated. This explains why previous observations by Villante et al. (2004); Koval et al. (2005, 2006a), reporting a total of 36 shocks detected in the magnetosheath, were only about [image: Mathematical expression showing one minus the result of ninety-nine point seven divided by one hundred, raised to the power of thirty-six, approximately equals ten percent.] likely to report an encounter with an accelerated shock. Note, however, that in the simulation presented herein, the Alfvén Mach number is quite close to 5, and that lower Alfvén Mach numbers should lead to more extended acceleration regions, which could raise this relatively low likelihood of encountering an accelerated shock.
Interestingly, one of the shocks (31 January 1998) in Koval et al. (2006a) was in fact detected ahead of what a constant speed would predict, but the possibility of its acceleration was dismissed by the authors. Judging by the WIND measurements reported in Figure 3 of Koval et al. (2006a): ni ≃ 8 cc, B ≃ 9 nT, V ≃ 360 km/s, we can estimate that the Alfvén Mach number of the solar wind upstream of this interplanetary shock was about MA = 4.7. This is below MA = 5, so according to the mechanism we proposed in the present article, this shock could indeed have been accelerated in the magnetosheath. While an intriguing prospect, it is difficult to decide whether the shock was actually accelerated, or (as suggested by Koval et al. (2006a)) not planar to the point of skewing the estimation of its speed. Indeed, other aspects do not go in the direction of the mechanism we proposed: (i) The interplanetary magnetic field’s non-radial component is in the y direction, which means that we would expect to see an accelerated shock for small values of y and close to the magnetopause in the (Oxz) plane. Interball-1 – which detected the shock in the magnetosheath at (−8, 25, 4)RE, GSE–was not in the right place to see the accelerated portion of the shock. (ii) Accordingly, in the magnetosheath, the plasma upstream of the interplanetary shock did not travel faster than the solar wind.
4.3 Summary, future work and relevance for space weather
This paper presented results from a global hybrid PIC simulation which followed the interaction of two self-consistent structures: the geomagnetic environment, arising from the interaction between a magnetic obstacle and the solar wind; and an interplanetary shock propagating through a low Alfvén Mach number (MA = 4.5) solar wind. We have shown herein that in such conditions, the velocity of the interplanetary shock reaches higher values in the magnetosheath (up to 904 ± 48 km/s) than it had in the solar wind (779 ± 48 km/s). While the plasma bulk flow is well known to be accelerated in such conditions, the possibility of the acceleration of an interplanetary shock had never been considered before—and indeed, all previous studies of the propagation of interplanetary shocks through the magnetosheath seemed to suggest that they would always decelerate. We have discussed that this was due to the relatively low probability of encountering one of these shocks (each individual encounter with an interplanetary shock in the magnetosheath has a less than 1% likelihood of corresponding to an accelerated section of the shock), and to a reasonable choice by authors of numerical simulations to favour typical solar wind conditions, in which we predict that, indeed, interplanetary shocks do always decelerate.
With the present paper showing the plausibility of the acceleration of an interplanetary shock through the magnetosheath at low upstream solar wind Alfvén Mach numbers, we can readily imagine that a targeted search for accelerated shocks—following a similar approach to Koval et al. (2005) and Koval et al. (2006a) but focusing on shocks propagating through an upstream plasma with a low Alfvén Mach number—may soon return observations of accelerated interplanetary shocks. Our task should be made easier by the fact that the number of spacecraft observing the magnetosheath has dramatically increased since 2006. An intriguing prospect is also the upcoming SMILE mission, which may be able to detect these shocks directly as they propagate through the magnetosheath, or indirectly, via the indentation they create at the magnetopause.
The most common circumstance in which the interplanetary plasma has a low Alfvén Mach number is during the occurrence of a magnetic cloud: magnetic clouds have a median Alfvén Mach number of 3.9 (Lavraud and Borovsky, 2008). Therefore, a typical scenario in which we would expect an interplanetary shock to be accelerated in the magnetosheath is when an interplanetary shock catches up with a magnetic cloud. Lugaz et al. (2016) showed that interplanetary shocks propagating into preceding CMEs were among the most likely shocks to lead to significant geomagnetic storms. Is it possible that the effect described in the present article plays a role in the geoeffectiveness of these interplanetary shocks? The increased velocity of the interplanetary shocks near the magnetopause could—for example,—enhance the Kelvin-Helmholtz instabilities on the flanks, further increasing the transfer of energy to the magnetosphere (see, e.g., Masson and Nykyri (2018)).
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1 INTRODUCTION
The Earth’s magnetopause, the boundary between the terrestrial and the interplanetary magnetic field (IMF), arises from the interaction of the geomagnetic field with the super-magnetosonic solar wind (on the order of 400–700 km/s; for details, e.g., Hajra, 2023). Upstream, at the bow shock, the solar wind is decelerated to sub-magnetosonic speeds (on the order of 100 km/s; e.g., Soucek and Escoubet, 2012) in order to flow around the magnetopause. The bow shock can be divided into a quasi-parallel (θBn ≲ 45°) and a quasi-perpendicular (θBn ≳ 45°) shock depending on the angle θBn between the shock surface normal and the IMF (Balogh et al., 2005). Solar wind particles can be reflected at the quasi-parallel shock and travel upstream, where they interact with the incoming solar wind. This results in a spatially extended and complex foreshock region that gives birth to instabilities and waves (Eastwood et al., 2005). The three main instabilities driven by the ion/ion beam interaction are called the right- and left-hand resonant and the right-hand non-resonant ion/ion instabilities. At the Earth’s foreshock, spacecraft have observed numerous ultralow-frequency waves excited by these instabilities, such as 30-s waves, Alvén/ion cyclotron waves, shocklets, and short large-amplitude magnetic structures (SLAMS) (e.g., Wilson III, 2016). These waves travel back to the shock with the solar wind, causing the quasi-parallel shock to ripple and wave.
In the magnetosheath, which is the region between the bow shock and the magnetopause, we can abundantly and ubiquitously observe dynamic pressure enhancements, which are often referred to as magnetosheath jets (for a comprehensive review, see Plaschke et al., 2018). They occur more often behind the quasi-parallel shock, which corresponds to low IMF cone angles in the subsolar region (e.g., Vuorinen et al., 2019). One of the scenarios to explain the formation of magnetosheath jets is discussed by Hietala et al. (2009, 2012), who pointed out the indentations of the quasi-parallel bow shock. In regions where the local bow shock normal and the solar wind velocity are perpendicular to each other, the plasma is less decelerated and heated while still being compressed. This leads to an increase in dynamic pressure. Other authors have suggested solar wind discontinuities interacting with the shock (Archer et al., 2012), shock reformation (Raptis et al., 2022), hot flow anomalies (HFAs, Savin et al., 2012), or foreshock structures like SLAMS (Karlsson et al., 2018; Suni et al., 2021) as possible mechanisms for the jet formation.
There has been a significant effort in the past 10 years to study jet formation, their occurrence (e.g., LaMoury et al., 2021; Koller et al., 2023), and properties (Raptis et al., 2020). Their scale sizes are in the order of 1 RE (Gunell et al., 2014; Plaschke et al., 2020), and they have to persist for several minutes to reach the magnetopause. Furthermore, there have been recent studies about waves at jets, e.g., whistler waves due to butterfly pitch angle distributions (Krämer et al., 2023) or lower hybrid waves that may be generated due to density gradients at the edges of jets (Gunell et al., 2014). On the other hand, jet evolution on its way through the magnetosheath is still poorly understood. Plaschke et al. (2017) reported stirring of the ambient plasma and a tendency toward alignment of plasma velocity and magnetic field within jets. Palmroth et al. (2021) conducted multiple global simulation runs to examine their temporal evolution. They observed that jets become more “magnetosheath-like” on their way through the magnetosheath due to decreasing density and velocity and increasing temperature. Although they showed that the properties of the simulated jets are in quantitative agreement with Magnetospheric Multiscale mission (MMS, Burch et al., 2016) observations, there is no observational study showing the temporal evolution of jets.
Although there are multi-spacecraft observations of single-plasma jets (Plaschke and Hietala, 2018), the small inter-spacecraft separations pertaining to individual missions do not allow for an evaluation of the jets’ evolution over their lifetime. The inter-spacecraft distances range from a few 100 km to 2 RE for Time History of Events and Macroscale Interactions during Substorms (THEMIS) (Angelopoulos et al., 2008), 3 km to 10 RE with an average separation of approximately 1,000 km for Cluster (Escoubet et al., 2001), and 10–400 km for MMS at the beginning of the mission (Burch et al., 2016). Therefore, it is advantageous to use conjunctions of spacecraft from different missions to study jets, as Escoubet et al. (2020) did for a case study with MMS and Cluster. This makes it possible to investigate a jet at different times on its way from the bow shock to the magnetopause. To facilitate these kinds of studies, it is useful to have lists of jet observations from different space missions. As these jet lists already exist for MMS (Raptis et al., 2020) and THEMIS (Plaschke et al., 2013; LaMoury et al., 2021; Koller et al., 2022), we saw the need to create a list for the Cluster mission. The additional list also has the advantage of providing more opportunities to study jets; this is important as we still do not know how significant their impact on the magnetosphere is.
The Cluster mission, consisting of four spacecraft, was launched in 2000 and is designed to investigate small-scale structures and macroscopic turbulence in three dimensions that occur in many places of the magnetosphere. The spacecraft are on highly elliptical and polar orbits of 4 × 19.6 RE and are equipped with 11 instruments to investigate particles and fields (Escoubet et al., 2001).
Echim et al. (2023) already investigated a dataset of 960 jets detected by Cluster using an adapted method following Archer and Horbury (2013). They reported a dawn–dusk asymmetry in the temperature and density of magnetosheath jets. However, the authors examined Cluster measurements from 2007 to 2008; we provide a list of subsolar dayside jet detections for the entire mission duration from 2000 to 2023. In addition, we provide lists for multiple detection criteria.
2 METHODS
To infer the upstream solar wind parameters, we made use of the high-resolution (1 min) OMNI database (King and Papitashvili, 2005) and obtained solar wind speed, density, and IMF values propagated to the bow shock nose. On board Cluster, we used ion measurements from the Hot Ion Analyzer of the Cluster Ion Spectrometry experiment (CIS-HIA, Rème et al., 2001) with a time resolution of 4s to obtain ion velocity, ion density, and the ion omnidirectional energy flux density. As CIS-HIA was only operational on spacecraft C1 and C3, we were not able to detect jets with C2 and C4 (Dandouras et al., 2010).
To detect jets at the dayside subsolar magnetosheath, we had to identify the corresponding magnetosheath intervals in the spacecraft data. In order to do this, we investigated Cluster data sampled between 7 and 18 RE from Earth’s center in a 30°-wide cone oriented to the Sun with the tip at Earth’s center. In this region, the ion density must surpass twice the value measured in the solar wind. In addition, the ion omnidirectional energy flux density of the 1 keV ions must be higher than that of the 10 keV ions in order to exclude measurements in the magnetosphere (Plaschke et al., 2013).
As we aimed to compare our results with previous works, we used the same jet detection criteria in those works. There are mainly three different detection methods: those of Archer and Horbury (2013) (i), Koller et al. (2022) (ii), and Plaschke et al. (2013) (iii). We briefly recap the criteria used to detect jets in our magnetosheath intervals but refer to the above studies for a detailed description. We denoted the start and end times of the jet as tstart and tend, respectively, and the time of the maximum dynamic pressure Pdyn as t0. The time intervals 1 minute before and after the jet interval are called “pre”- and “post-jet” intervals, respectively, and must also lie in the magnetosheath interval for all three criteria (i–iii).
	(i) For the detection after Archer and Horbury (2013), we compared the dynamic pressure in the magnetosheath Pdyn with the 20-min average of the magnetosheath dynamic pressure [image: Mathematical notation displaying "P subscript dyn" within angled brackets, followed by a subscript "20 min".]. Jet intervals were identified, where Pdyn increased above [image: Mathematical expression showing "2 times the average dynamic pressure over 20 minutes," represented as "2 · ⟨P_dyn⟩_20min".].
	(ii) Following the detection method in Koller et al. (2022), we searched for times when the dynamic pressure in the magnetosheath in the GSE-X direction Pdyn,x exceeded three times the 20-min average of the dynamic pressure in the GSE-X direction [image: Mathematical expression displaying angled brackets with the text "P subscript dyn, x" followed by "subscript twenty min".]. tstart and tend of the jet intervals were defined, where Pdyn,x increased above twice [image: Mathematical notation displaying "P sub dyn, x" enclosed in angle brackets with a subscript of "20 min."]. In addition, the detection methods (ii) and (iii) require that the GSE-X component of the ion velocity Vx must remain negative during the entire jet interval, and Vx has to be greater than Vx(t0)/2 at least once within the pre-and post-jet intervals.
	(iii) Finally, we followed Plaschke et al. (2013) and searched in our subsolar magnetosheath intervals for times when Pdyn,x was surpassing half the solar wind dynamic pressure Pdyn,sw. tstart and tend of the corresponding jet interval were determined, where Pdyn,x equaled one quarter of Pdyn,sw.

Furthermore, the jet intervals for (i)–(iii) were required to last longer than the mean proton cyclotron period in the corresponding magnetosheath interval, as very short jets could be just fluctuations due to the normal magnetosheath turbulence.
We applied the abovementioned criteria to identify magnetosheath jets from the beginning of the Cluster mission through the end of 2023. This corresponds to the period from 01 January 2000 to 31 December 2023. In a preliminary investigation, we looked at the spatial distribution of the spacecraft that detect the jets. To compare the positions for different solar wind conditions, we used statistical model boundaries for magnetopause and bow shock to calculate the relative position rrel within the magnetosheath (cf. Archer and Horbury, 2013):
[image: Formula illustrating a relative temperature scale: \(\tau_{\text{rel}} = \frac{\tau - \tau_{\text{MP}}}{\tau_{\text{BS}} - \tau_{\text{MP}}}\).]
Here, rBS and rMP denote the radial distances of the bow shock and magnetopause along the Earth–spacecraft line, respectively, whereas r is the radial distance of the observing spacecraft. rrel = 0 and rrel = 1 correspond to a spacecraft at the magnetopause and the bow shock, respectively. We used the symmetric magnetopause model by Shue et al. (1998):
[image: Mathematical expression showing \( f_{\text{MP}} = f_{0,\text{MP}} \left( \frac{2}{1 + \cos \theta} \right)^{\text{q}} \).]
where r0,MP and α are the standoff distance and the level of tail flaring, respectively; and θ is the cone angle from the GSE-X-axis. For the bow shock, we used the model by Chao et al. (2002):
[image: Equation representing \( r_{\text{ES}} = r_{0.85} \left( \frac{1 + \epsilon}{1 + \cos \theta} \right)^{\alpha} \) with a reference number three on the right.]
where r0,BS is the standoff distance of the bow shock, ϵ is a parameter similar to the eccentricity and describes the curvature of the model bow shock, θ is the cone angle from the aberrated GSE-X-axis, and α is the same as in the magnetopause model.
3 DATA
We found 2,233 measurement intervals in the subsolar magnetosheath, containing 780 h of data in total. Applying the different detection criteria led to 2,771 jets for the method by (i), 864 jets by (ii), and 1,408 jets by (iii). We provide detailed information about the number of jets and the observation time in the magnetosheath for different years in Figure 1. Figure 1A shows the number of detected jets per year for the criteria of (i), (ii), and (iii) in orange, red, and blue, respectively. Figure 1B shows the yearly observation time of jets normalized by the observation time in the magnetosheath with the same colors for the three criteria. Figure 1C shows the magnetosheath observation time per year in black.
[image: Chart with three panels showing data from 2000 to 2024. Panel A displays observed jets with Archer, Koller, and Plaschke data in yellow, red, and blue, respectively. Panel B shows normalized observation time in similar colors. Panel C illustrates MSH observation time in black. Peaks occur around 2006-2012 in all panels.]FIGURE 1 | In panels (A,B), the data for Archer and Horbury (2013), Koller et al. (2022), and Plaschke et al. (2013) criteria are shown in orange, red, and blue, respectively. (A) Number of detected jets per year in the subsolar magnetosheath for all three detection criteria. (B) Time of jet observation per year normalized by the time of magnetosheath observation. (C) Observation time in the magnetosheath per year.
Lists containing interval times for observing spacecraft and the magnetosheath interval times are available at https://osf.io/xvdy6 (Pöppelwerth et al., 2024). In addition, we made use of the provided ancillary data on the CIS-HIA instrument; for each magnetosheath and jet interval, we provided the minimum value of the quality flag value, which indicated potential problems that could affect the detailed analysis of the data (for more information on quality flags and caveats, see Dandouras et al., 2010). Since the beginning of 2015, the quality flag is no longer available and requires the user to be careful with the use of the data for a detailed analysis. Since we only observed 21 jets afterward, this issue did not have a major impact.
Figure 1 shows that the number of jets decreased rapidly after 2010. The reasons for the lower number of jet detections are the aging effects of the Cluster spacecraft instruments. The CIS-HIA onboard C3 has not been operational since 11 November 2009. The operational time onboard C1 was limited to 1 hour per orbit from November 2012 to December 2016, when more frequent operations were adopted for CIS-HIA on C1 up to 2 × 1 h per orbit (Dandouras and Barthe, 2024). We also noted that there are no subsolar magnetosheath intervals after March 2017, when all data products were available. Therefore, we did not observe any jets after 2017. The absence of subsolar magnetosheath intervals can be explained by the fact that these short operating time intervals lie near the magnetopause and often within the magnetosphere.
In addition, as per Figure 1A (orange), more jets were detected with the criteria by Archer and Horbury (2013), since the authors also considered purely density-driven jets, and did not apply a threshold to the velocity. Their criterion is, therefore, not as strict as those of Koller et al. (2022) or Plaschke et al. (2013). Furthermore, the jets detected with criterion (i) with a mean duration of 14 s were on average shorter than those detected with criteria (ii) and (iii) with mean durations of 31 s and 62 s, respectively.
The spatial distributions of spacecraft detecting jets with the three different detection criteria from Archer and Horbury (2013), Koller et al. (2022), and Plaschke et al. (2013) are shown in Figure 2A in orange, red, and blue, respectively. In addition, we show the spatial distribution of all detected jets (Archer + Koller + Plaschke) and magnetosheath observations together with the distribution of jet observations normalized to the magnetosheath distribution in Figure 2B. Here, we have filtered out multiple counts of the same jets if they were detected by multiple criteria.
[image: Two side-by-side histograms labeled A and B show normalized counts against relative position. Histogram A displays data for Jets in orange, red, and blue, labeled by different authors. Histogram B shows Jets in red, MSH in blue, and Jets per MSH in black. Both graphs have dotted lines marking the magnetopause and bow shock boundaries.]FIGURE 2 | (A) Relative positions rrel of detected jets in the magnetosheath for all three detection criteria. The distributions for Archer and Horbury (2013), Koller et al. (2022), and Plaschke et al. (2013) are shown in orange, red, and blue, respectively. (B): Relative positions rrel of all magnetosheath and all jet observations in red and blue, respectively. Also shown is the distribution of jet observations normalized to the magnetosheath distribution in black.
Evidently, the majority of jets are found in the middle of the magnetosheath and near and, apparently, even upstream of the bow shock (Figure 2A and red histogram in Figure 2B). The median values of the relative position rrel (Eq. 1) for jets detected by Archer and Horbury (2013), Koller et al. (2022), and Plaschke et al. (2013) criteria are 0.58, 0.56, and 0.65, respectively. Jet detections and magnetosheath intervals within the magnetosphere or the solar wind are due to the statistical nature of our model boundaries (Eqs 2, 3) which do not represent all cases perfectly. The majority of magnetosheath observations were also taken in the middle of the magnetosheath and closer to the bow shock (blue histogram in Figure 2B). To remove the orbital bias, we divided the jet observations by the magnetosheath observations (black histogram in Figure 2B). The median values of the relative position rrel for all jet and magnetosheath observations were 0.62 and 0.63, respectively.
The biased distributions of the absolute values of jet detections (Figure 2A and red histogram in Figure 2B) differ from the spatial distribution of jets detected by THEMIS (e.g., Fig. 3 in Plaschke et al., 2013) and MMS (e.g., Fig. 3 in Raptis et al., 2020), as these authors observed jets more often located near the magnetopause. This follows reasonably from the given orbits of the various missions. Cluster has a highly elliptical orbit with the apogees on the dayside located farther away from Earth than the inner THEMIS probes (THA, THD, and THE) or MMS in phase 1 (Angelopoulos, 2008; Fuselier et al., 2016; Escoubet et al., 2021). These complementary observations can, therefore, pave the way to understand the evolution of jets traveling through the magnetosheath.
4 CONCLUSIONS
In this paper, we present lists of magnetosheath jet observations in the Earth’s dayside subsolar magnetosheath for the Cluster mission using three different selection criteria. In total, there are 2,771 jets for the Archer and Horbury (2013) method, 864 jets for the Koller et al. (2022) method and 1,408 jets for the Plaschke et al. (2013) method.
The spatial distribution of the detected jets deviates from other missions like THEMIS and MMS, thus allowing future studies of jet evolution with spacecraft conjunctions from different missions. Potential future work involves identifying cases for conjunctions, although this will require a significant amount of additional effort. One has to consider the times, spacecraft positions, and the propagation directions of the jets. Furthermore, we need to take into account possible time delays as the jets move through the magnetosheath. As Cluster was launched 7 years before THEMIS, it is also possible to further investigate the dependence of the solar cycle on jet occurrence, following the pioneering work of Vuorinen et al. (2023).
It should be noted, however, that care has to be taken when comparing jets detected by different spacecraft missions. The instrumentation on board the various spacecraft may be different in terms of resolution, calibration, and age. Therefore, a direct comparison of quantities is only possible to a certain degree and requires special attention.
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An intrinsic limitation of empirical models of the magnetopause location is a predefined magnetopause shape and assumed functional dependences on relevant parameters. We overcome this limitation using a machine learning approach (artificial neural networks), allowing us to incorporate general, purely data-driven dependences. For the training and testing of the developed neural network model, a data set of about 15,000 magnetopause crossings identified in the THEMIS A-E, Magion 4, Geotail, and Interball-1 satellite data in the subsolar region is used. A cylindrical symmetry around the direction of the impinging solar wind is assumed, and solar wind dynamic pressure, interplanetary magnetic field magnitude, cone angle, clock angle, tilt angle, and corrected Dst index are considered as parameters. The effect of these parameters on the magnetopause location is revealed. The performance of the developed model is compared with other empirical magnetopause models. Finally, we demonstrate and discuss the inaccuracy of magnetopause models due to the inaccurate information about the impinging solar wind parameters based on measurements near the L1 point. This inaccuracy imposes a theoretical limit on the precision of magnetopause predictions, a limit that our model closely approaches.
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1 INTRODUCTION
The magnetopause is the boundary between the Earth’s magnetic field and the solar wind. It represents a key region for the transfer of mass, momentum, and energy from the solar wind to the magnetosphere. This boundary takes a form of an electric current sheet with a paraboloid shape. Its subsolar distance is typically 10 to 12 Earth radii (RE, RE ≈ 6371 km) (Haaland et al., 2021). The shape and location of the magnetopause are not constant; they vary according to the upstream solar wind conditions and the internal state of the magnetosphere. The first magnetopause observations were performed by a three-component magnetometer on board the Explorer 12 spacecraft in 1961 (Cahill and Amazeen, 1963). Magnetopause crossings can be readily identified in in situ spacecraft data as sudden changes in measured plasma parameters. This allowed for a systematic identification of the boundary and an eventual formulation of the first empirical models of the magnetopause distance (Fairfield, 1971; Formisano et al., 1979). These models essentially assume a predefined dependence of the boundary shape and location on selected physical quantities. This dependence typically involves several free parameters, the values of which are, in turn, determined by fitting of the observed magnetopause crossings. The respective solar wind properties are generally not measured directly upstream of the magnetopause. Instead, they are estimated based on measurements of a solar wind monitoring spacecraft near the Lagrange L1 point, taking into account the time lag due to the solar wind propagation from the L1 point to Earth. The most important parameter is undoubtedly the solar wind dynamic pressure. A power law dependence of the magnetopause stand-off distance on the dynamic pressure is typically assumed, though the coefficient employed varies across studies (Šafránková et al., 2002).
Over time, with the increasing number of satellites and the possibility to continuously track relevant solar wind characteristics near the Lagrangian L1 point, more sophisticated magnetopause models have been developed. These models are capable of addressing the level of tail flaring (Petrinec and Russell, 1996; Shue et al., 1997) and demonstrate convincingly that the magnetopause distance is significantly influenced also by the north-south component (Bz) of the interplanetary magnetic field (IMF) (Sibeck et al., 1991; Roelof and Sibeck, 1993). Furthermore, it has been observed that the high-latitude magnetopause distance around the cusp regions is significantly different from that near the ecliptic, leading to the formation of cusp indentations (Boardsen et al., 2000; Safrankova and Dusik, 2005; Wang et al., 2013). Additionally, the radial component of the IMF is apparently important, as larger magnetopause distances have been noted during periods of radial IMF (Merka et al., 2003; Dušík et al., 2010; Samsonov et al., 2012; Park et al., 2016; Němeček et al., 2023).
Overall, the location of the magnetopause is influenced by a variety of parameters, and the respective trends and dependences are yet not fully understood. This complexity arises partly because these parameters are often interrelated, making it experimentally challenging to isolate their individual effects. For instance, Verigin et al. (2009) highlighted the dependence of the magnetopause location on the IMF direction rather than on the IMF Bz component. The significance of the IMF direction is further corroborated by Lavraud et al. (2013) and Aghabozorgi et al. (2023), which utilize extensive magnetopause crossing data sets. These findings are also confirmed by global magnetohydrodynamic (MHD) simulations, indicating that the cross-sectional shape of the magnetopause is more extended in the direction (anti)parallel to IMF than perpendicular to it (Lu et al., 2013). Although global MHD models offer a means to isolate the effects of individual parameters and aid in the development of new magnetopause models, they require ongoing and systematic cross-validation against empirical data from magnetopause crossings (Liu et al., 2015).
Increasingly complex formulas are being adopted to model the magnetopause shape and its dependence on various parameters (Lin et al., 2010). While these models generally predict the average magnetopause location accurately, individual crossing distances often deviate from these predictions, exhibiting a scatter of approximately 1 RE (Šafránková et al., 2002; Case and Wild, 2013). This discrepancy is partly related to limitations in the model formulations, which may overlook possibly important factors such as IMF magnitude (Li et al., 2023) and fast IMF fluctuations (Bonde et al., 2018), magnetospheric dense cold ion population (Grygorov et al., 2022), and the influences of Earth’s magnetic dipole eccentricity and the magnetospheric ring current (Machková et al., 2019). The change in magnetospheric currents due to variations in ionospheric conductivity during the solar cycle may also be important (Němeček et al., 2016). However, a significant reason for the scatter of real magnetopause crossings around model predictions is—as we demonstrate in the present paper—an inaccurate propagation of the solar wind parameters from solar wind monitor close to the Lagrange L1 point to Earth.
We use nearly 15,000 subsolar magnetopause crossings along with an artificial neural network to construct a purely data-driven magnetopause model, with no a priori assumptions on the dependences involved. We consider various parameters and evaluate their effects on the magnetopause distance. Additionally, we demonstrate the inaccuracy caused by the solar wind parameter propagation from the Lagrangian L1 point, highlighting it as the primary limitation in further improving the model accuracy.
The data set and neural network approach employed for modeling the magnetopause location are detailed in Sections 2, 3, respectively. The model performance and dependences are presented in Section 4, and they are discussed in Section 5. Finally, Section 6 offers a summary of the key findings and conclusions.
2 DATA SET
We use the list of magnetopause crossings previously employed by Aghabozorgi et al. (2023). It contains 49,638 magnetopause crossings identified in the THEMIS A-E, Geotail, Magion 4, and Interball-1 satellite data measured between the years 1995 and 2020. The magnetopause crossings in the THEMIS data were identified using an automated routine looking for sudden changes in the magnetic field and plasma parameters, with subsequent manual verification and elimination of false positives (Němeček et al., 2016). The lists of magnetopause crossings from other missions were compiled manually (Šafránková et al., 2002).
The locations of the magnetopause crossings are shown in Figure 1 by the green points. An aberrated coordinate system is used, in which the x-axis is oriented in the opposite direction to the incoming solar wind. A cylindrical symmetry around this direction is assumed, with the ρ coordinate corresponding to the distance from the x-axis. We define the angle θ as the angle between the positional vector and the x-axis, θ = arctan(ρ/x). The limited apogee of THEMIS results in an underrepresentation of magnetopause locations at large distances in our data set, potentially leading to a sampling bias for larger values of θ. For this reason, and in line with Aghabozorgi et al. (2023), all further analysis is limited to the subsolar region (θ < 30°), encompassing 14,781 magnetopause crossings. This limit is shown by the black line in Figure 1.
[image: Scatter plot showing a dense cluster of green data points with \( x \) values ranging from 0 to 14 and \( \rho \) values from 0 to 14. A diagonal black line runs from the origin upward.]FIGURE 1 | Locations of the analyzed magnetopause crossings. Each green dot represents the position of a single magnetopause crossing in the ρ − x plane. Here, x is oriented opposite the direction of the incoming solar wind, and [image: The formula for rho is displayed as rho equals the square root of y squared plus z squared.] is the distance from the x-axis. The black line depicts the region within 30° angle from the x-axis, corresponding to the subsolar region.
Corresponding solar wind parameters are assigned to each identified magnetopause crossing based on the Wind spacecraft measurements. The time lag resulting from the solar wind propagation from the Wind spacecraft to Earth is accounted for using the two-step approximation method (Šafránková et al., 2002). In the first step, the solar wind velocity is assumed to be 400 km/s, and the corresponding time lag is determined based on the Wind spacecraft location. In the second step, the actual solar wind velocity measured at the lagged time is used to calculate the final time lag. The solar wind parameters used include the three components of the IMF (Bx, By, Bz), the proton number density, and the velocity vector (vx, vy, vz). The dynamic pressure is then calculated from the proton number density and velocity, assuming a constant 4% alpha particle content in the solar wind. Histograms of parameters associated with individual magnetopause crossings are shown in Figure 2.
[image: Seven line graphs labeled A to G display various geophysical parameters. A shows N versus angle theta in degrees, B shows N versus solar wind dynamic pressure, C shows N versus interplanetary magnetic field strength, D shows N versus clock angle, E shows N versus tilt angle, F shows N versus cone angle, and G shows N versus corrected Dst. Each graph features a red line tracking data trends across the axes.]FIGURE 2 | Histograms of the parameters associated with individual magnetopause crossings. (A) Crossing angle θ, which is the angle between the positional vector of the crossing and the x-axis. (B) Solar wind dynamic pressure. (C) Interplanetary magnetic field magnitude. (D) Clock angle. (E) Tilt Angle. (F) Cone angle. (G) Corrected Dst index.
Figure 2A shows a histogram of the crossing angle θ values. Due to geometrical reasons, most magnetopause crossings are at larger values of θ (note that the area of magnetopause at a given value of θ scales roughly as ∝ sin θ). The distribution of the solar wind dynamic pressure is depicted in Figure 2B. It can be seen that the solar wind dynamic pressure values are mostly between about 1 and 3 nPa. However, the distribution has a rather significant tail, with the dynamic pressure occasionally being as high as 7 nPa. Similarly, the distribution of IMF magnitudes depicted in Figure 2C reveals that most magnetopause crossings are observed at IMF magnitudes between about 2 and 8 nT, consistent with the long-term solar wind properties. Figure 2D shows the distribution of the IMF clock angle [the angle between the GSM z-axis and the projection of the IMF vector onto the GSM Y-Z plane, arctan(By/Bz)]. The two peaks at ± 90° are formed due to the typically rather low value of IMF Bz. Figure 2E depicts the distribution of the tilt angle (the angle between the Earth’s magnetic dipole axis and the GSM z-axis). The range of the dipole tilt angle is given by the sum of the Earth’s dipole tilt with respect to the rotational axis (about 11°) and the inclination of the Earth’s rotational axis with respect to the ecliptic (about 23.5°). The extreme values of the tilt angle are rather rare, as they require a specific combination of the Earth’s rotation and season. Figure 2F shows the distribution of the cone angle (the angle between the IMF and the velocity of the solar wind). The two maxima at about 45° and 135° are in line with the Parker spiral theory and the Earth-Sun distance of 1 AU. Finally, Figure 2G shows a histogram of corrected Dst index at the times of the magnetopause crossings. The corrected Dst index is essentially the traditional Dst index with the contribution of the magnetopause currents subtracted, corresponding thus better to the magnitude of the ring current (Burton et al., 1975).
3 NEURAL NETWORK MODELS
Compared to a predefined empirical model formulation and subsequent fitting of free parameters to observed magnetopause crossings, artificial neural networks offer a more general approach. This approach allows for optimal matching of desired outputs with respective inputs contained in the training data set. The idea is inspired by real biological neurons. A multi-layer feed-forward neural network configuration (Wythoff, 1993) we use consists of the first (input) layer of neurons, several interim (hidden) layers, and the last (output) layers. The inputs are the magnetopause crossing angle θ and individual parameters controlling the magnetopause crossing distance. The output is a single number corresponding to the magnetopause radial distance. During the learning process, the neural network configuration is adjusted using a training data set in such a way that the predicted (model) radial distances of magnetopause crossings match the observed radial distances as closely as possible. The degree of this match is quantified using a loss function; a common choice, and the one we employ, is the mean square error. Adjusting the neural network configuration thus in fact corresponds to a fitting process. However, the fitting function is given by the neural network itself, allowing an extremely large range of nonlinear dependences to be included, and thus effectively removing the limitation of a prescribed empirical fitting function.
An important aspect of neural network configuration is that each neuron is connected to all neurons in the subsequent layer, and each connection has a distinct weight. The output of a given neuron is calculated as a weighted sum of its inputs, to which a bias term is added. Subsequently, an activation function is applied to this sum. The weights of the connections between individual neurons represent their significance. These values are adjusted during the neural network training process (McCulloch and Pitts, 1943; Svozil et al., 1997). This adjustment can be performed using a backpropagation learning algorithm, where the error is progressively transferred from the output layer to the input layer, and the connection weights are iteratively adjusted (Haykin, 1998).
It is not desirable to use the same data set for training and testing the neural network. The reason is that, if the same data set is used, the neural network may overfit and focus on features that are not representative of the entire data set. Therefore, the data set is randomly divided into two distinct parts: a training data set and a testing data set. In our case, 80% and 20% of the data are allocated to these data sets, respectively. The exact neural network configuration, including the activation functions, number of layers, and the number of neurons in each layer, can be somewhat arbitrary. After numerous trials with various configurations, we found that, in our case, the specific configuration used has only a rather marginal effect on the overall performance. We note, however, that the situation of too few neurons/layers should be avoided as it does not allow to describe a sufficiently general dependence of the magnetopause location on the control parameters, limiting the possible outcomes of the model. On the other hand, the situation of too many neurons/layers should be avoided as well, as it may result in overfitting, i.e., in the neural network model nit-picking irrelevant rare features, outliers, etc. We eventually settled on using hyperbolic tangent as an activation function and two hidden layers comprising 30 and 15 neurons, respectively. The neural network optimization is done using the adaptive moment estimation algorithm, iterating until effective convergence is achieved.
Two different magnetopause models are constructed based on neural networks. The first model is developed using three input parameters: magnetopause crossing angle θ, solar wind dynamic pressure, and IMF Bz. These parameters are identical to those used in the popular model by Shue et al. (1997), allowing for a direct comparison of the model performance. The second model does not expect an explicit dependence on IMF Bz, but rather adds five other parameters influencing the magnetopause location: IMF magnitude, clock angle, cone angle, tilt angle, and the corrected Dst index. This model thus has a total of seven input parameters, replacing the magnetopause location dependence on IMF Bz with a dependence on the IMF clock angle and magnitude. We note that parameterizing the IMF vector by its magnitude and the two angles (clock angle and cone angle) is desirable, as it ensures relative independence of the parameters.
Input values are normalized using arctan before being fed into the neural network, ensuring uniform range and a central value of zero. However, it is possible to significantly improve the neural network performance and ensure its adherence to the physical symmetries involved by a pre-transformation of the input variables. Due to the long tail of the solar wind dynamic pressure distribution, its logarithm is considered instead of the actual value. For symmetry arguments, the sine of the cone angle is used in place of the cone angle itself, the square of the sine of its half is used in place of the clock angle, and the absolute value of the tilt angle is used instead of the tilt angle.
4 MODEL PERFORMANCE AND DEPENDENCES
The performance of the first neural network model based exclusively on the magnetopause crossing angle θ, solar wind dynamic pressure, and IMF Bz is evaluated and compared with the performance of the Shue et al. (1997) model in Figure 3. Figure 3A shows the magnetopause radial distances predicted by the neural network model as a function of the observed magnetopause radial distances. Each red point corresponds to a single magnetopause crossing and the black line shows a one-to-one dependence. It can be seen that the model and observed magnetopause distances are well correlated (Pearson’s correlation coefficient of about 0.74), with the model tendency to underpredict the radial distances for very distant magnetopause crossings. Note that a few magnetopause crossings at very extreme distances are not shown in this plot due to the range of axes used; they are, nevertheless, included in the calculation of correlation coefficients and standard deviations. Figure 3B uses the same representation, but employing the Shue et al. (1997) in place of the neural network model. Essentially the same correlation coefficient is obtained (0.76), with the model tendency to underpredict the magnetopause radial distances overall, but in particular for distant magnetopause crossings. Histogram of the differences between the observed magnetopause radial distances and the radial distances predicted by the neural network and Shue et al. (1997) models are depicted in Figure 3C by the red and blue lines, respectively. The red and blue vertical lines show the median values of the respective distributions. The histogram of differences corresponding to the neural network model appears somewhat narrower (albeit the standard deviations are quite the same, 0.67 RE vs. 0.65 RE) and it is better centered at zero (median value of −0.1 RE vs. 0.5 RE). This is confirmed by Figure 3D, which uses the same representation to depict the histogram of ratios of observed and model magnetopause radial distances (standard deviation of 0.05 vs. 0.06, median value of 0.99 vs. 1.04).
[image: Four-panel chart with scatter plots and histograms. Panel A: Red scatter plot comparing observed and modeled values. Panel B: Blue scatter plot with similar comparison. Panel C: Histogram with red and blue lines showing distribution differences. Panel D: Red and blue histogram comparing normalized data. Black diagonal line represents equality in A and B.]FIGURE 3 | Comparison of the performance of the neural network model based on the three main parameters (θ, dynamic pressure, and IMF Bz) with the Shue et al. (1997) model. (A) Magnetopause distances predicted by the neural network model vs. observed magnetopause distances. The black line shows the 1:1 dependence. (B) The same as (A), but for the Shue et al. (1997) magnetopause model. (C) Histogram of differences between observed and model magnetopause distances. The results obtained for the neural network model and the Shue et al. (1997) model are shown by the red and blue lines, respectively. The vertical color lines show the respective median values. (D) The same as (C), but for the ratios of observed to model magnetopause distances.
The results obtained for the second neural network model based on all the seven input parameters (magnetopause crossing angle θ, solar wind dynamic pressure, IMF magnitude, clock angle, cone angle, tilt angle, and corrected Dst index) are depicted in Figure 4. The panel format used is the same as in Figure 3. Figure 4A shows the magnetopause radial distances predicted by the neural network model as a function of the observed magnetopause distances, with each red dot representing a single magnetopause crossing. The black line again corresponds to the one-to-one dependence. A reasonable agreement between the model and the observations can be seen (correlation coefficient of about 0.78), with only a slight tendency of the model to underpredict the larger radial distances. Figures 4B, C show, respectively, the differences and ratios of observed and model magnetopause radial distances. It can be seen that, on average, the model predictions well correspond to the observations, with nearly no systematic bias (median value of differences −0.1 RE, median value of ratios 0.99). Moreover, the distributions of differences/ratios are slightly narrower than those in Figure 3. The corresponding standard deviations are 0.61 RE and 0.05, respectively.
[image: Three-panel data visualization. Panel A: Scatter plot with red dots showing a correlation between two variables, \( r_{\text{mod}} \) and \( r_{\text{obs}} \), along a diagonal line. Panel B: Histogram with a red line showing the distribution of the difference between \( r_{\text{obs}} \) and \( r_{\text{mod}} \), centered at zero. Panel C: Histogram with a red line displaying the distribution ratio \( r_{\text{obs}}/r_{\text{mod}} \), centered around one. Each plot has labeled axes and black vertical lines for reference.]FIGURE 4 | (A) Performance of the neural network model based on seven parameters (θ, dynamic pressure, IMF magnitude, clock angle, cone angle, tilt angle, corrected Dst index). (A) Magnetopause distances predicted by the neural network model vs. observed magnetopause distances. The black line shows the 1:1 dependence. (B) Histogram of differences between observed and model magnetopause distances. The vertical line shows the respective median value. (C) The same as (B), but for the ratios of observed to model magnetopause distances.
In order to better understand the uncertainty of the neural network model predictions and the dependence on individual parameters, the neural network model based on the seven parameters was trained not a single time but a hundred times. Each time, the training set was randomly selected so that it was different across individual training instances, resulting in slightly different models providing slightly different magnetopause distance predictions. This allows us to determine the mean model prediction and its standard deviation (calculated over the set of hundred neural network models, evaluated for given input parameters). The results obtained for the subsolar magnetopause distance are depicted in Figure 5. Each panel corresponds to a dependence on a single input parameter, with the remaining parameters fixed at their median/characteristic values. The black curves show the average model predictions, while the red and green curves correspond to the average value ±1 standard deviation.
[image: Six graphs labeled A to F, showing relationships between various angles or measurements and a variable \(r_0\). Graph A plots \(r_0\) against \(P_b\), graph B against IMF \([B]\), graph C against Clock Angle, graph D against Cone Angle, graph E against Tilt Angle, and graph F against Corrected Dst. Each graph has curves in red and green indicating different data sets or models, with slight variations. Lines generally follow linear or parabolic trends, illustrating correlations with the \(r_0\) parameter.]FIGURE 5 | Magnetopause distance in the subsolar point predicted by neural network model as a function of (A) Solar wind dynamic pressure. (B) IMF magnitude. (C) Clock angle. (D) Cone angle. (E) Tilt angle. (F) Corrected Dst index. The three curves plotted in individual panels correspond to the mean dependence and ±1 standard deviation confidence interval.
Figure 5A shows the subsolar magnetopause distance r0 as a function of the solar wind dynamic pressure pd. A systematic monotonic decrease of the radial distance with increasing dynamic pressure can be seen, as expected. Given the logarithmic scales of the plot, a straight line would indicate the expected power law dependence [image: \( R_0 \propto p_d^\alpha \) is a mathematical expression indicating that \( R_0 \) is proportional to \( p_d \) raised to the power of \( \alpha \).]. However, the slope of the dependence becomes slightly steeper for larger dynamic pressures. The power law dependence at low dynamic pressures would have the exponent of α ≈ − 1/9.0, while at high dynamic pressures α ≈ − 1/6.2. This variation in the power law index with the dynamic pressure may be attributed to the influence of the limited spacecraft apogee, as demonstrated by Němeček et al. (2020). However, it might also suggest that a single, constant power law index is not universally applicable. Regardless, the obtained values are roughly in line with the −1/6 value stemming from a simple pressure balance of the dynamic and magnetic field pressures, assuming the magnetic field to decrease as a cube of the radial distance, and with the −1/6.6 value reported by Shue et al. (1997). Note, however, that the dependence in Figure 5A is purely data-driven, with no a priori assumptions.
Figure 5B reveals a systematic monotonic decrease of the subsolar magnetopause distance with the IMF magnitude. This is apparently in line with the results obtained by Li et al. (2023), suggesting that the solar wind/magnetosheath magnetic field pressure non-negligibly contributes to the pressure balance, as accounted for in some newer empirical models (Lin et al., 2010). The subsolar magnetopause distance dependence on the clock angle depicted in Figure 5C is somewhat more complicated and noticeably weaker. It is, by definition, symmetric around zero (recall that the square of the sine of half of the cone angle is used as the neural network input). The subsolar magnetopause distance is found to be maximal for zero clock angles (corresponding to the northward IMF) and minimal for clock angles of ±180° (corresponding to the southward IMF). This trend is well in line with former empirical models (e.g., Shue et al., 1997). The cone angle effect on the subsolar magnetopause distance investigated in Figure 5D is of a similar magnitude. The magnetopause is found at larger radial distances at the times of cone angle close to 0° and 180°, i.e., at the times of the radial IMF, in agreement with former studies (Dušík et al., 2010; Samsonov et al., 2012).
The tilt angle effect analyzed in Figure 5E is very weak. The small dip/peak observed at a tilt angle equal to zero is an artifact given by the predefined symmetry (recall that the absolute value of the tilt angle is used as the neural network input), and—given its magnitude being smaller than the standard deviation—can be quite ignored. Figure 5F further shows that subsolar magnetopause distance tends to be larger at the times of large negative corrected Dst index. This suggests the importance of the ring current and the corresponding magnetic field on the magnetospheric side of the dayside magnetopause (Machková et al., 2019). We note that the corrected Dst index is governed by the solar wind parameters and their short-term history, particularly by the clock angle (IMF Bz). At times of southward IMF, the clock angle effect results in smaller magnetopause distances. However, simultaneously, the Dst index is typically more negative, tending to increase the magnetopause distances. The two effects may thus partially cancel each other.
Having demonstrated the reasonable performance of our purely data-driven magnetopause model based on the neural network, we further try to understand why all the models (albeit arguably better and better) do not seem to improve too much. There seems to be an intrinsic limitation of their accuracy, no matter how complicated these models become and how many parameters possibly controlling the magnetopause location are considered. We argue that this limitation stems from the inaccurately known solar wind parameters, most importantly the solar wind dynamic pressure (as the main factor controlling the magnetopause location). These are typically not measured just upstream the Earth, but rather close to the L1 point and then propagated to Earth (i.e., essentially just time delayed). We further demonstrate that this propagation may result in a considerable inaccuracy in the solar wind dynamic pressure, eventually limiting the accuracy of the magnetopause model predictions.
A combination of the Wind spacecraft data close to the L1 point, OMNI data, and the THEMIS B and THEMIS C data just upstream the bow shock is used for this purpose. Altogether, as many as 8,268,027 THEMIS measurements of the solar wind dynamic pressure with a time resolution of 3 s are used for this purpose. Corresponding solar wind dynamic pressure value based on the measurements close to the L1 point is attributed to each data point using our two-step propagation routine as well as using the OMNI data set. Histograms of the ratios of these propagated solar wind dynamic pressures (psw) and the solar wind dynamic pressures observed by THEMIS (pTHEMIS) are depicted in Figure 6A. The red line corresponds to the OMNI data propagation, while the blue line corresponds to our two-step propagation of the Wind data. In an optimal situation, a very narrow peak centered at one would be obtained. However, this is not the case. The distribution is rather broad and, moreover, there appears to be a systematic shift towards larger pressure ratios, corresponding to a systematic difference between THEMIS and Wind measurements. This systematic difference may be partly due to some THEMIS data being measured in the foreshock region, where the solar wind is already somewhat decelerated (Urbář et al., 2019), and partly due to the internal inaccuracies of the instruments used, as is the case with the Magnetospheric Multiscale (MMS) mission, for example (Roberts et al., 2021). Nevertheless, the broadness of the distribution is the issue.
[image: Three line graphs labeled A, B, and C compare CNN (red line) and WinG (blue dashed line) models. Each graph plots the root mean square error (RMSE) of prediction over a specific variable, showing similar patterns with slight variations in peaks and spread. The x-axis represents different variables, while the y-axis shows the probability of occurrence.]FIGURE 6 | (A) Histogram of the ratio of the solar wind dynamic pressure propagated from the Lagrange L1 point and the solar wind dynamic pressure measured by the THEMIS spacecraft just upstream of the bow shock. The red histogram shows the results obtained for the propagation used in the OMNI data set, while the blue line shows the results obtained for our own propagation routine of the Wind spacecraft data. (B) The same as (A), but the respective ratios are multiplied by a constant to ensure their median is equal to one, accounting for systematic differences between the measurements of individual spacecraft instruments. (C) Histogram of the ratios of magnetopause radial distances corresponding to (B), assuming that the power law dependence of the magnetopause radial distance on the dynamic pressure with an exponent of −1/6 [image: Mathematical expression showing the relationship \( R \propto p_d^{-1/6} \).].
The systematic difference in the observed dynamic pressures can be easily accounted for, e.g., through a multiplication by a factor which ensures that the median of the distribution is equal to unity. This is done in Figure 6B. However, the issue of the widths of the distributions (standard deviations of about 0.3), indicating an intrinsic inaccuracy in the propagation itself, remains. This inaccuracy can be recalculated to the corresponding inaccuracy of the magnetopause location, assuming that the magnetopause radial distance depends on the solar wind dynamic pressure as [image: The equation shows a proportional relationship: \( R \propto p_d^{-1/6} \).]. The ratios of the solar wind dynamic pressures from Figure 6B are then converted to the ratios of the magnetopause radial distances in Figure 6C. Distributions with standard deviations of about 0.050 and 0.045 are obtained for the OMNI and our two-step propagation of Wind measurements, respectively. These effectively represent the accuracy limit of magnetopause models stemming from the inaccuracy in the solar wind dynamic pressure propagation from the L1 point. They can be directly compared with Figures 3D, 4C which depict the ratios of the observed to model magnetopause distances.
5 DISCUSSION
A large data set of subsolar magnetopause crossings compiled using data measured by several different spacecraft has been used. Being close to the subsolar point, the crossing locations are virtually unaffected by the cusp indentations, and, moreover their radial distances are comparatively low to suffer from the sampling bias due to the limited spacecraft apogee.
The primary benefit of the neural network modeling approach employed is that it nearly eliminates the need for a priori assumptions regarding the model formulation and the magnetopause location dependence on individual parameters. Additionally, the flexibility of the neural network model makes it easier to extend the model by including other possible controlling parameters.
However, two initial decisions limiting the model generality are still necessary. The first decision concerns the choice of model parameters and their possible pre-normalization to respect the symmetries involved. In our study, we use a single value to describe the magnetopause crossing direction, assuming its symmetricity around the direction of the incoming solar wind. Although this assumption is well justified by the fact that only near-subsolar region is studied, it may be possibly desirable to release this constraint in further studies. Moreover, the proper consideration of the symmetries based on the physical insight into the problem improves the model outcome considerably. This concerns, in particular, the parameterization of the IMF, where the used approach of the IMF magnitude and properly transformed clock and cone angles is superior to, e.g., considering individual Cartesian coordinates of IMF. The second, less limiting, decision needed are the technical details of the neural network configuration used. Many different configurations, parameter normalizations, and neuron activation functions have been tried. Nevertheless, it turns out that, as long as these are not very extreme, they have only a marginal effect on the neural network performance.
Two different neural network models are constructed. The first of them uses a simple parameterization exactly following the traditional Shue et al. (1997) model to allow for a direct comparison. This revealed that the neural network model performance is comparable to the Shue et al. (1997) model, demonstrating the feasibility of the neural network approach for the magnetopause model formulation. The second neural network model developed uses as many as seven different parameters and slightly outperforms the other models. However, its main aim is to show that the employed neural network approach can be used to isolate the effects of individual parameters, and to eventually obtain the respective data-driven magnetopause distance dependences. The obtained effects of individual parameters are in line with former studies. This concerns the dependence on the solar wind dynamic pressure and IMF Bz (e.g., Shue et al., 1997), cone angle (Dušík et al., 2010; Samsonov et al., 2012), IMF magnitude (Lin et al., 2010; Li et al., 2023), and corrected Dst index (Machková et al., 2019). The effect of the tilt angle appears to be very weak, which is perhaps due to our data set being limited to the vicinity of the subsolar point, avoiding the cusp regions (Safrankova and Dusik, 2005).
Finally, we focus on the evaluation of intrinsic limitations of the magnetopause location predictions due to the inaccuracy of the upstream solar wind dynamic pressure propagated from the L1 point. A comparison of the solar wind dynamic pressure measured by the THEMIS spacecraft in the solar wind just upstream the bow shock with the corresponding dynamic pressure propagated from the L1 point reveals that, albeit the two values generally reasonably agree, the distribution of their ratios is rather broad, with a standard deviation of about 0.3. Assuming that the magnetopause distance depends on the solar wind dynamic pressure roughly as [image: Equation showing \( R \propto p_d^{-\frac{1}{6}} \).], we can directly translate this to the uncertainty of about 5% in the magnetopause distance. This provides us with the accuracy limit achievable by the magnetopause models, which is not possible to surpass unless better solar wind dynamic pressure data are available. We note that the real accuracy limit is even more severe, as additional sources of error are clearly present. The content of alphas and heavier particles in the solar wind is rarely properly considered, and the propagation of other solar wind parameters—although their effects on the magnetopause location are weaker—suffers from the same problems. Various solar wind structures present at L1 may evolve during their propagation to Earth or they may actually miss Earth completely. Moreover, the time history of the magnetospheric system and the dynamic motion of the magnetopause are not considered within the static approximation employed by empirical models. Consequently, it appears that the recent empirical magnetopause models eventually approach the theoretical accuracy threshold. In this sense, a development of more accurate magnetopause models may not be possible. On the other hand, it is still possible to learn about important physical processes and dependences involved using a statistical approach, where the inaccuracies of the solar wind parameters eventually average out.
6 CONCLUSION
We used about 15,000 subsolar magnetopause crossings identified in the THEMIS A-E, Magion 4, Geotail, and Interball satellite data to investigate the possibility of modeling the magnetopause radial distance using a neural network. Furthermore, the intrinsic inaccuracy of magnetopause models due to the solar wind parameter propagation from the L1 point was demonstrated.
Two magnetopause models based on the neural network approach were constructed. The first model has only three parameters (magnetopause crossing angle θ, solar wind dynamic pressure, IMF Bz), mimicking closely the traditional Shue et al. (1997) empirical model. It was used to demonstrate the suitability of the approach, achieving the accuracy comparable with the Shue et al. (1997) model without the need of any a priori assumptions on the model formulation. The second model has seven parameters (magnetopause crossing angle θ, solar wind dynamic pressure, IMF magnitude, clock angle, cone angle, tilt angle, and corrected Dst index). It resulted in a slightly better accuracy. The analysis of the predicted subsolar magnetopause distance as a function of individual controlling parameters allowed us to demonstrate that the respective dependences are indeed quite reasonable and correspond to the expectations, albeit purely data-driven, with no a priori assumptions.
Finally, we show that the accuracy of predicting the magnetopause location is limited by our insufficient information about the upstream solar wind parameters. These are typically propagated from the L1 point. However, we show that the real upstream solar wind parameters may be quite different. Consequently, even a perfect model would not in principle predict the magnetopause location precisely, due to the inaccuracy of the input parameters. We show that this accuracy threshold is rather approached by recent empirical models.
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Modification of the solar wind parameters at the bow shock (BS) and through the magnetosheath (MSH) is essential for the solar wind–magnetosphere interaction chain. The present study uses two approaches to determine the spatial profile of magnetic field strength and plasma parameters and their fluctuations along the Sun-Earth line under different interplanetary magnetic field (IMF) orientations with an emphasis on radial IMF conditions. The first method is based on the superposed epoch analysis of all the complete THEMIS MSH crossings between 2007 and 2010. The second approach uses the distance of the observing spacecraft from the model magnetopause (MP) expressed in units of an MSH thickness for all THEMIS observations. The results of both these analyses are consistent, and their comparison with simulations reveals the following features: 1) the sign of the IMF north-south component has a negligible effect on the spatial profile of the magnetic field strength or plasma parameters as well as on the level of fluctuations; 2) the ion temperature is enhanced for a radial MF and it is nearly isotropic throughout MSH; 3) the fluctuation level of plasma parameters just downstream BS is enhanced under a radial IMF, but it gradually decreases toward MP to a value typical for other IMF orientations; 4) magnetic field fluctuations are enhanced by a factor of 1.7 in the whole magnetosheath when IMF points radially.
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1 INTRODUCTION
The Earth’s magnetosphere is embedded in the solar wind and adjusts itself to the prevailing solar wind conditions. Numerous previous studies have investigated the relations between the magnetospheric phenomena and solar wind observations recorded at the L1 point. However, the solar wind plasma and interplanetary magnetic field (IMF) undergo changes at the bow shock (BS) and pass through the magnetosheath (MSH) before reaching the magnetosphere. Thus, the changes of solar wind parameters in MSH on large and small scales directly affecting the magnetosphere should be studied deeply. Despite the importance of MSH processes, relatively few large-scale statistical studies have been devoted to the situation in the entire MSH. It might be due to the continuous motion of BS and magnetopause (MP) locations, causing difficulty in the determination of the exact location of these boundaries for a particular MSH observation.
Hydrodynamic models of MSH plasma and magnetic field profiles (Spreiter et al., 1966; Spreiter and Stahara, 1980) predict that the velocity decreases from BS toward MP, whereas the density and temperature increase. Magnetohydrodynamic simulations confirm these global MSH profiles (e.g., Liu et al., 2015). However, multipoint observation studies (e.g., Zastenker et al., 2002) show that the hydrodynamic model could only predict the large-scale MSH profile. Still, it cannot reproduce the small-scale structures where values of particular plasma parameters can differ from the predicted values by a factor of 5 (Němeček et al., 2000). Such structures can be generated in MSH, and their generation processes would depend on the IMF cone angle (arccos (|BX|/|B|)) because the hydrodynamic model predictions are less accurate when the IMF vector is aligned with a solar wind flow (Němeček et al., 2000). The follow-up study of Němeček et al. (2002) further points out that the IMF orientation strongly influences the dayside MSH radial profile of the ion flux.
Several statistical studies (Paularena et al., 2001; Longmore et al., 2005) have applied the MSH interplanetary medium reference frame (Bieber and Stone, 1979) to solve the problem of boundary locations. Their global studies have shown a dawn-dusk asymmetry in the plasma density; it is larger at the dawn side, whereas the flow speed is higher on the dusk side, and this asymmetry depends on the solar cycle. Dimmock and Nykyri (2013) applied the same method to the THEMIS data and showed the asymmetries of the magnetic field, density, and flow speed in MSH. The results also reveal that the IMF orientation plays a role in forming the MSH magnetic field strength profile. Ma et al. (2020) used more than 12 years of THEMIS data to investigate MSH and magnetospheric asymmetries and compare them with BATS-R-US simulations. The results show that the plasma density is higher at the region close to MP during northward IMF (nIMF) than southward IMF (sIMF) orientation.
One of the most critical parameters for modifying upstream solar wind parameters at BS is an angle between the IMF vector and the normal to the BS surface (ϴBN) (Czaykowska et al., 2000). BS influences only the components perpendicular to the shock normal; therefore, the solar wind parameters would exhibit more significant changes downstream quasi-perpendicular shocks (ϴBN > 45°) than downstream quasi-parallel shocks (ϴBN < 45°). The proton temperature is nearly isotropic downstream of the quasi-parallel shock, but the increase of the temperature anisotropy is typical for the downstream of quasi-perpendicular shocks. Temperature anisotropy can directly affect plasma instability excitation and growth rates (Gary et al., 1993), forming more waves in the downstream region of perpendicular shocks. On the other hand, reflected particles move upstream along the magnetic field line under the quasi-parallel shock topology, generating a foreshock region in front of BS. The highly disturbed solar wind in the foreshock ultimately propagates into MSH. Different kinds of transients (e.g., Xirogiannopoulou et al., 2024) are generated in the foreshock and influence the downstream structures (see Zhang et al., 2022 for a review). For example, the hot flow anomalies originating due to the interaction of an IMF tangential discontinuity substantially decrease the dynamic pressure (Pd) and cause a local MP expansion (Šafránková et al., 2012). Similar effects can result from the interaction of MP with the MSH jets (Němeček et al., 2023).
In addition to the different types of bow shock and foreshock effects, the plasma and magnetic field profiles are also influenced by the local structures in MSH, such as the depletion layer (Midgley and Davis, 1963). The depletion layer in front of MP is characterized by a strong magnetic field and low plasma density. Such structures also depend on the IMF orientations; the depletion layer usually appears when the IMF points northward because an inward flow compresses the magnetic field, and the increased magnetic pressure pushes the plasma away along the magnetic field lines, but dayside reconnection destroys the depletion layer under sIMF (e.g., Anderson and Fuselier, 1993; Šafránkova et al., 2009). On the other hand, MP reconnection occurs at the lobe region, and it creates a dense low-latitude boundary layer on the magnetospheric side of the MP and/or MSH boundary layer on the opposite side under nIMF, but these layers are missing for sIMF (Němeček et al., 2015). Zhang et al. (2019) studied the plasma parameters in MSH and their influence on the reconnection rate. They conclude that the IMF clock angle, MSH plasma β, and the solar wind sound Mach number are significant factors controlling the MP reconnection rate.
Based on the above results, we know that the IMF orientation plays an important role in the determination of the MSH environment. Aside from the south-north magnetic orientation, the radial IMF (rIMF) component is also essential because IMF points nearly radially approximately 10%–15% of the total observation time (Pi et al., 2014). RIMF shifts the foreshock toward the BS nose, and the foreshock covers almost the whole dayside magnetosphere (Blanco-Cano et al., 2009). Foreshock transients, such as spontaneous hot flow anomalies, foreshock bubbles, etc., are more likely to be generated in this huge region and influence the magnetosphere. RIMF forms a thinner MSH because of the low Mach number (Pi et al., 2014; Wang et al., 2020), and the magnetic field at the subsolar MSH would be low due to the low compression ratio at the quasi-parallel BS (Czaykowska et al., 2000). The radial (BX) component converts into BY and BZ components in MSH (Pi et al., 2016), and it leads to different BZ orientations in the north and south hemispheres and the simultaneous appearance of subsolar and lobe reconnection locations in different hemispheres (Pi et al., 2017). This asymmetric reconnection can generate a thick MSH boundary layer (Pi et al., 2018).
Several simulation results show that the pressure profiles, including total (Ptot), dynamic (Pd), thermal (Pt), and magnetic (Pb) pressures across MSH reflect different IMF orientations (e.g., Samsonov et al., 2012; Wang et al., 2018). The simulations reveal three interesting results: 1) Pt increases with a distance from BS for sIMF, but it shows a bump in MSH for nIMF because the depletion layer decreases Pt near MP; 2) the ratio between upstream and downstream Ptot across BS changes with upstream Pd; and Ptot decreases significantly after the BS crossing for a large Pd; 3) Ptot roughly remains constant across the whole MSH for nIMF, but it decreases during the MSH pass for sIMF (see Figs. 8, 9 in Wang et al. (2018)). Samsonov et al. (2012) compare the results of isotropic and anisotropic MHD models and show that the anisotropic temperature modeling leads to a lower effective Ptot under rIMF than the nIMF orientation. These phenomena have not yet been confirmed by observations.
In summary, we know many effects of changing the incoming solar wind parameters before reaching MP, and most depend on the IMF orientation. However, the effects themselves or whether they will occur in the whole MSH still need to be quantified, especially for rIMF. Therefore, we use 4 years of THEMIS observations to study the MSH spatial profiles of the plasma parameters, magnetic field strength, and pressure components and discuss the influence of IMF orientations on them. After the introduction, section 2 describes the data used in this study, section 3 contains the data processing methods, and section 4 is devoted to the results obtained by two different approaches. The discussion and conclusions are presented in sections 5 and 6.
2 DATA USED
We use measurements from all probes of the THEMIS mission (Sibeck and Angelopoulos, 2008) from 2007 to 2010 because these probes with apogees ranging from 10 to 30 RE provide frequent MSH observations during the selected period. The electrostatic analyzer (ESA; McFadden et al., 2008) records the plasma data continuously with a 3-s resolution. In the target region of our study, ESA often switches between the solar wind and magnetospheric modes, which could influence the statistical results. Therefore, the onboard moments (MOM) calculated from data gathered in the magnetospheric mode are selected. The fluxgate magnetometer (FGM; Auster et al., 2008) records the magnetic field vector with even higher time resolution, but all measurements mentioned above are averaged into 1-min intervals.
3 METHODOLOGY
Each statistical MSH study faces the task of determining the distance between the MSH point of observation and MP/BS without continuously recording MP/BS locations. To solve this task, we apply two approaches and check the consistency of the results.
3.1 Superposed epoch analysis
In the first approach, we visually checked THEMIS B (THB) and THEMIS C (THC) data plots during 2007–2010 to select the complete subsolar MSH crossings for different IMF orientations. Such crossing is chosen using the following steps: 1) we identified all THB and THC trajectories when the angle between the spacecraft position vector and the Sun-Earth line is smaller than 30°; 2) the complete MSH crossing (complete in here means that both the MP and BS are observed) is fully covered by the data. If there are multiple BS and MP crossings, the first (or last, based on the direction of the satellite motion) encounters of MP and BS are selected as the MSH boundaries; 3) the event is classified as an rIMF if the average IMF cone angle is ≤30°. If the upstream IMF cone angle is larger than 30° in the whole MSH period and IMF maintains one BZ polarity, the event is marked as the sIMF/nIMF event according to the BZ polarity. In the superposed epoch analysis, we apply the OMNI data set as the corresponding upstream solar wind data and BS and MP locations as reference points. The measurements in MSH were interpolated into 500 data points.
3.2 Magnetosheath coordinate method
In the second approach, we apply the MSH coordinate method where the MSH coordinate, R represents the distance of the spacecraft position from the MP model in units of MSH thickness along the spacecraft position vector. It equals zero at the model MP location and unity at the model BS. As mentioned in the Introduction section, some previous studies use the MSH interplanetary medium reference frame, but the MSH coordinate method is more straightforward and more intuitive than this frame. Moreover, our study is focused on the region near the Sun-Earth line where the MSH coordinate is sufficient for the description of the spacecraft location. We use all THEMIS measurements in MSH, and the propagated Wind observations are used for the determination of MP and BS locations as well as for the normalization of THEMIS measurements to upstream conditions. A standard two-step propagation method is applied (Šafránková et al., 2002); first, we assume 400 km/s of the solar wind speed and compute an auxiliary shifting time. The actual velocity measured by the upstream monitor at this auxiliary time is used to calculate the final time lag, and 5-min averages of solar wind observations are used as the upstream solar wind conditions.
We have tested several frequently used BS and MP empirical models, and we selected the Shue et al. (1997) MP and Chao et al. (2002) BS models because they exhibit minimum misidentifications in comparison with the method of region classifications (Jelínek et al., 2012). To account for the Earth’s orbital motion, we use the aberrated GSE coordinate system (e.g., Šafránková et al., 2002).
Since the number of MSH observations is large enough in this approach, we use only the observations within the cone ± 15° around the aberrated X coordinate.
4 STATISTICAL DETERMINATION OF SPATIAL PROFILES OF MAGNETOSHEATH PARAMETERS
4.1 Superposed epoch analysis
We identified 61 complete MSH crossings using the criteria described above (33 under nIMF, 23 under sIMF, and only 5 for rIMF). Since the number of rIMF events is too small for a statistical evaluation, we have chosen one of them with a small and stable cone angle throughout the whole crossing as a representative and show it in Figure 1; the red lines stand for the predictions of each parameter in MSH by the open GGCM model using Mshpy23 software (Jung et al., 2024). The selected period from 0506 to 0610 UT is dominated by IMF BX (Figure 1C), and the average cone angle is ∼160°. THC moves from SW and crosses the whole MSH profile from BS to MP. The upstream SW speed is constant, but the density decreases from 6 to 4 cm-3 at 0503 UT, and this change leads to a THEMIS BS crossing (Figures 1D, E, G). THC ion speed decreases toward MP, and we can only speculate whether the increase of the ion speed observed in front of MP reflects a typical MSH speed profile under radial IMF or whether it is connected with the presence of MSH jets that are frequent for such IMF orientation (e.g., Němeček et al., 2023). We prefer the latter interpretation because multiple MP crossings following the MSH interval together with stable upstream conditions probably suggest the presence of jets that modify the velocity profile and deform the magnetopause surface (Němeček et al. (2023) and references therein). The density (Figure 1E) exhibits large fluctuations just after the BS crossing, but it is more or less constant through MSH, and the same is true for the temperature (Figure 1F) and magnetic field strength (Figure 1H) because BZ and BY increase at the expense of BX when the spacecraft approaches MP. All these features correspond to the profiles published for rIMF cases (Pi et al., 2014; 2017). The comparison of observed and modeled parameters reveals a good matching of mean values, but the model does not predict the high level of fluctuations of all parameters that is typical for rIMF.
[image: Multiple line graphs display various solar wind parameters over time on August 14, with a cone angle of 159.55 degrees. Panels show radial speed and density, magnetic field components, temperature, and flow dynamics for a two-hour period from 04:30 to 06:30 hours. Data trends are depicted with color-coded lines for clarity on changes across different metrics.]FIGURE 1 | An example of a complete magnetosheath crossing under rIMF conditions recorded by THC and its corresponding upstream conditions from OMNI. From top to bottom: (A) SW speed, (B) SW number density, (C) IMF in GSE coordinates (blue for BX, green for BY, red for BZ), (D) the proton velocity, (E) proton number density, (F) proton temperature, (G) magnetic magnitude, (H) magnetic field in GSE coordinates, note that the colors stand for same components as in (C). The red lines in panels (D)–(G) are the openGGCM model predictions for each parameter.
The MSH profiles of the magnetic field and plasma parameters of each individual crossing under nIMF or sIMF orientations normalized by their upstream values (OMNI database) are shown in Figure 2 by the gray lines, and red lines stand for medians. A comparison of the left and right panels reveals that the bulk plasma velocity decreases with a distance through MSH under both IMF orientations (Figures 2A, E). The normalized temperature is constant along the whole MSH profile for nIMF (Figure 2B), but it rapidly increases just in front of MP for sIMF (Figure 2F). Since the sIMF results in magnetic reconnection at the subsolar magnetopause, this increase of the temperature is connected with a presence of the boundary layer adjacent to the magnetopause. The normalized N is stable in the first half of MSH and slowly decreases in the region close to MP for nIMF (Figure 2C), but this trend is less distinct for sIMF (Figure 2G). The normalized magnetic field magnitude increases along the path through MSH for both IMF orientations (Figures 2D, H) but the trend is more significant for nIMF (Figure 2D) as the ratio of normalized magnetic field strengths averaged over first and last tenths of the MSH thickness documtents; it is 2.32 for nIMF and 2.08 for sIMF.
[image: Graphs showing variations in plasma parameters against normalized distance from magnetopause. Panels (a) and (e) display V/V_slow, (b) and (f) show T/T_slow, (c) and (g) illustrate N/N_sw, and (d) and (h) present B/B_IMF. Red curves indicate averaged values for northward interplanetary magnetic field (nIMF) on the left and southward (sIMF) on the right. Each panel shows trends from bow shock (BS) to magnetopause (MP).]FIGURE 2 | Normalized plasma parameters and magnetic field magnitude for superposed epoch analysis. From (A–H) the proton velocity, proton temperature, proton density, and magnetic field magnitude. (A–D) represents parameters for nIMF, and (E–H) displays them for sIMF.
We have shown that the general trends are similar in both sIMF and nIMF cases—the plasma velocity decreases with distance in MSH, the plasma density and temperature are constant, and the magnetic field increases throughout the MSH. Taking into account a negligible increase of the magnetic field in front of MP for rIMF (Figure 1), we can conclude that the MSH profile under rIMF is more similar to that under the sIMF condition.
Figure 3 shows the median profiles of normalized Ptot and its components in MSH for nIMF (Figure 3A) and sIMF (Figure 3B) orientations. There is a clear decreasing trend of Ptot (black lines) for both IMF orientations, but Ptot at BS is higher under sIMF (1.0 for sIMF and 0.9 for nIMF). Nevertheless, both profiles converge to 0.8 at MP. The decreasing trend is caused by Pd (blue) because Pt (red) is nearly constant (if we ignore the sudden increase of Pt near MP), and Pb (green) increases toward MP; the increasing trend is more rapid for nIMF due to magnetic field pile-up characteristics for this IMF orientation. Nevertheless, Pb in MSH is a minor pressure component with the exception of the close vicinity of MP, where it reaches 30% of the upstream pressure. It is worth noting that the magnitudes of the three pressures are comparable near MP for nIMF, but they are clearly ranked for sIMF (Pt∼0.4, Pd∼0.3, and Pb∼0.1).
[image: Line graphs depicting normalized pressure against normalized distance from MP for niIMF and siIMF conditions. In both graphs, total pressure is black, Pd is blue, Ps is green, and Pt is red. Graph A shows pressure variations for niIMF, while Graph B represents siIMF, illustrating different pressure trends between the two scenarios.]FIGURE 3 | The normalized pressures under (A) nIMF and (B) sIMF conditions for the superposed epoch results. The different colors stand for the different pressures.
4.2 Magnetosheath coordinate approach
As noted, we chose the measurements located less than 15° from the Sun-Earth line and in the interval between −0.5 and 1.5 of MSH coordinate, R, and averaged all measurements to 1-min resolution. If the IMF cone angle was lower than 30°, the event was classified as rIMF, and to avoid overlapping of data sets, only events with IMF Bz >2 nT or IMF Bz < −2 nT were considered as nIMF or sIMF, respectively (Šafránková et al., 2009). All measurements were binned into 0.1 R distance bins and normalized to the corresponding upstream observations (propagated Wind observations). Finally, the median values of normalized measurements are used to represent the parameters in a given location. The panels in Figure 4 present (from top to bottom) the normalized values of the plasma velocity V, ion temperature T, number density N, and magnetic field magnitude B with uncertainties; three colors mark IMF orientations, and two dashed vertical lines highlight MP and BS positions. Note that we select the standard error of the mean as a measure of the uncertainties. In our study, the value in each bin is the average of more than hundreds of data points, and thus, the standard error of the mean is rather small, and it often cannot be distinguished in the figures. Hence, we can consider the difference between profiles of MSH parameters presented here as statistically significant.
[image: Graphical representation of four panels labeled A to D, showing various measurements across solar wind, magnetosheath, and magnetosphere regions. Each panel displays data lines in red, blue, and black, representing different datasets. Panel A shows velocity ratios. Panel B depicts temperature ratios. Panel C illustrates density ratios, and Panel D presents magnetic field ratios. The x-axis indicates the magnetosheath coordinate R, with regions marked for solar wind, magnetosheath, and magnetosphere.]FIGURE 4 | The normalized plasma parameters and magnetic field magnitude as a function of the magnetosheath coordinate. (A) The proton velocity, (B) proton temperature, (C) proton density, and (D) magnetic field magnitude. The colored lines stand for different IMF orientations (red for southward, blue for northward, and black for the radial field). The vertical lines mark the BS (1.0) and MP (0.0) locations.
The majority of results for nIMF (blue) and sIMF (red) in MSH are consistent with the results of a superposed epoch analysis: the velocity profiles are decreasing, the temperature is slightly higher for sIMF near both BS and MP, and the increasing trend of the magnetic field magnitude toward MP is more significant for nIMF. Small-scale features like the decrease in density and temperature increase in front of MP for nIMF are not seen due to the uncertainty of the boundary position in this approach.
The rIMF profiles (black lines) of V are similar to those for the nIMF and sIMF orientations, but the N profile shows a substantial enhancement in the last part of the MSH profile prior to MP. Furthermore, T and B show a decrease and increase trend in different MSH parts.
Although our analysis concentrates on MSH, Figures 4–7 also show normalized profiles of parameters just upstream BS or in the magnetosphere, and we can note preconditioning of the SW in front of BS due to the presence of the foreshock, especially for rIMF. In this respect, one can note a slight decrease in the velocity (Urbar et al., 2019; Xirogiannopoulou et al., 2024) and a rapid increase in the normalized temperature. Upstream temperatures for nIMF and sIMF are by a factor of ∼2 higher than SW temperatures, but it is probably connected with the THEMIS overestimation of the proton temperature (Artemyev et al., 2018).
[image: Graph showing four panels labeled A, B, C, and D, depicting variations of different pressure ratios across regions: solar wind, magnetosheath, and magnetosphere. Data lines are colored for radial (black), northward (blue), and southward (red) directions. The X-axis represents magnetosheath coordinates, R, ranging from negative 0.5 to 1.5.]FIGURE 5 | The normalized pressures as a function of the magnetosheath coordinate: (A) the total pressure, Ptotal; (B) Dp; (C) thermal pressure, Pt; and (D) magnetic field pressure, Pb. The color format is the same as in Figure 4.
[image: Line graphs labeled A, B, and C compare temperature ratios across regions: solar wind, magnetosheath, and magnetosphere. Each graph features three lines in black, blue, and red representing different coordinates or cases, marked as R, N, and S. The x-axis represents the magnetosheath coordinate, ranging from 1.5 to -0.5, while the y-axis varies across graphs indicating temperature ratios or values. Vertical dashed lines demarcate the regional boundaries.]FIGURE 6 | Normalized temperature and TANI (Tperp/Tpara) as a function of the magnetosheath coordinate: (A) perpendicular temperature, Tperp, (B) parallel temperature, Tpara, and (C) TANI. The color format is the same as in Figure 4.
[image: Four line graphs labeled A, B, C, and D display data across three regions: Solar Wind, Magnetosheath, and Magnetosphere. Each graph shows three colored lines: black, blue, and red. The x-axis represents the Magnetosheath coordinate, R, ranging from -1.5 to 0.5. The y-axes denote different σ parameters, varying across the graphs. Vertical dashed lines mark transitions between regions.]FIGURE 7 | A level of fluctuations as a function of the magnetosheath coordinate. (A) The standard deviation of proton velocity, (B) the standard deviation of proton temperature, (C) the standard deviation of proton density, and (D) the standard deviation of magnetic field magnitude. The color format is the same as in Figure 4.
Figure 5 shows the overview of MSH normalized profiles of individual pressure components for three IMF orientations (the format follows Figure 4). Ptot (Figure 5A) slightly varies around a level of about 0.8 of the upstream pressure, but it does not exhibit pronounced decreasing trend seen in Figure 3, and it is valid for all IMF orientations. Pd follows the decreasing trends for all IMF orientations that correspond to the decreasing trend of the velocity (Figures 2a, 4a). Pt is nearly constant for nIMF and sIMF, but it rapidly increases after the BS crossing for rIMF and its value is significantly larger than for other IMF orientations (Figure 5C). The large value of Pt for rIMF is caused by a combination of the larger N (Figure 4C) and T (Figure 4B, note logarithmic scale in this panel). In the superposed epoch analysis, sIMF exhibits a higher Pt in MSH than in the nIMF case (Figure 3), and it is partly consistent with Figure 5C. A similar increasing trend of Pb (Figure 5D) is observed for all IMF orientations but Pb of rIMF starts to change upstream BS due to foreshock structures. Moreover, Pb in rIMF events exhibits a peak of an unclear origin in the middle of MSH, and such a peak is also seen in the example of the rIMF event in Figure 1.
Since our analysis suggests that foreshock/magnetosheath instabilities can contribute to the overall profile of the average values of magnetic field and plasma parameters in MSH, Figure 6 analyzes profiles of the perpendicular (Tperp) and parallel (Tpara) temperatures normalized to their upstream values, as well as temperature anisotropy (TANI = Tperp/Tpara). The enhanced Tperp and Tpara for all IMF orientations in the upstream region are connected with the already mentioned overestimation of the temperature by THEMIS. On the other hand, both Tperp and Tpara for rIMF are affected by the reflected particles in the foreshock, and we observe their gradual rise toward MSH values, whereas both components are close to constant prior to the BS crossing for the other two IMF orientations. TANI for both sIMF and nIMF orientations are always larger than unity through the whole MSH and increase toward MP with the exception of the boundary layer where TANI jumps up for nIMF, whereas a slight decrease can be seen for sIMF. By contrast, the temperature for rIMF is nearly isotropic in the first half of MSH, and an increasing trend of TANI is observed in the second half of MSH.
The profiles of TANI are consistent with profiles of fluctuation amplitudes shown in Figure 7, presenting the normalized standard deviations of σV, σT, σN, and σB, which are used as a measure of the fluctuation level. The standard deviations are calculated in 1-min intervals and normalized by the average upstream SW observations. The foreshock enhances the fluctuation level in front of BS for the rIMF case, and thus, the fluctuation level of all parameters (Figures 7A–D) is higher than that in the other two cases. Also, we observe the highest fluctuation level in MSH for rIMF. A slight increasing trend in MSH of the normalized σV for sIMF and nIMF is consistent with the wave generation due to temperature anisotropy. On the other hand, the decrease of the fluctuation level of all plasma parameters (σV, σT, and σN) from BS to the middle of MSH for rIMF is consistent with TANI ∼ 1 in this region (Figure 6C). This trend stops at the middle of MSH when TANI starts to rise, and its profile is more similar to the profiles of other two IMF orientations.
The rIMF intervals are typically characterized by low N and V (Pi et al., 2014) and, thus, the low pressure exerted on MP. In order to clarify whether a small Pd itself is a proper cause of observed features, Figure 8 highlights the normalized profiles of Ptot and its components for two ranges of upstream Pd. We selected upstream Pd > 2 nPa (red lines) and compared them with Pd < 1 nPa (blue lines) to reveal its influence on other MSH parameters. The figure shows that, besides small dissimilarities like a steeper rise of Pb from BS toward MP for small Pd, the only notable difference is in enhanced normalized Pt through the whole MSH for the low Pd set. However, since this enhancement is lower than that for rIMF (Figure 5C), we can conclude that the proper cause of the enhanced Pt is the larger portion of rIMF events in the low upstream pressure set.
[image: Four line graphs labeled A, B, C, and D show variations in pressure-related measurements across solar wind, magnetosheath, and magnetosphere zones. Each graph features red and blue lines indicating pressure conditions greater than two nanopascals and less than one nanopascal, respectively. The x-axis represents the magnetosheath coordinate, and each graph reflects different aspects of pressure dynamics within these space regions.]FIGURE 8 | The normalized pressures as a function of the magnetosheath coordinate for two ranges of upstream DP (red, DP>2 nPa and blue, DP<1 nPa): (A) the tota pressure, Ptotal; (B) DP; (C) thermal pressure, Pt; and (D) magnetic field pressure, Pb.
5 DISCUSSION
This study is devoted to the influence of the IMF direction on the average spatial profiles of magnetic field and plasma parameters across dayside MSH. First, let us clarify the uncertainties affecting this study. It is known that the SW speed changes in a range of 250–800 km/s; the proton density varies from a few units to two hundred cm-3, and the temperature varies by an order of magnitude. Variations of the IMF magnitude are similar, but the IMF direction can dramatically change in seconds, and all these changes are reflected in MSH. Since the MSH parameters would be related to upstream ones, we use normalized quantities in our analysis. Unfortunately, no near upstream monitor is permanently available, and thus, we use the observations made at the L1 point and propagate them to the spacecraft location (deceleration in MSH is omitted). The propagation routines cannot take into account plasma instabilities modulating SW parameters so that the actual upstream conditions can differ from those predicted. Moreover, Urbar et al. (2019) compared the velocity measured by THEMIS upstream BS with propagated Wind data and found that THEMIS in the magnetospheric mode underestimates the velocity by a factor of 0.93, and it results in ∼15% difference in the dynamic pressure; nevertheless, the difference can be as significant as 30% in individual cases. The inter-calibration, therefore, does not allow us a direct comparison of particular values, but we believe that they cannot change the observed trends. Moreover, the width of the distribution of THEMIS/Wind velocity ratios is about ± 3%, and this uncertainty also contributes to the uncertainty of MP and BS models. The uncertainty of the Shue et al. (1997) model is around 0.8 RE near the Sun-Earth line (Lin and Wang, 2009), and the Chao et al. (2002) model exhibits an average standard deviation of around 5.7 RE (e.g., Dmitriev and Chao, 2003). For these reasons, we analyzed the MSH passes using superposed epoch analysis, where the boundaries were certain. This fact allows us to distinguish the MP boundary layers, but this approach still suffers from the uncertainty of estimations of upstream SW parameters. Since the number of MSH passes under a stable IMF orientation is limited, we apply the second approach—a method of the MSH coordinate. However, its results are affected by all aforementioned uncertainties, and it causes relatively huge standard deviations of our average profiles. For example, the average ion speed in MSH is 180.6 km/s with a standard deviation of 97.5 km/s under rIMF conditions.
We use the standard error of the mean as the measure of uncertainty and show it in plots. The number of points used to determine average profiles is large, and the error bars are often hidden within the line thickness. Therefore, we believe that differences between presented profiles are reliable and that they are associated with a particular IMF direction or with a value of the upstream pressure.
As noted, we try to answer three questions from simulation results (Samsonov et al., 2012; Wang et al., 2018):
	(1) How does the ratio of upstream to downstream Ptot at BS change with increasing upstream Pd? Specifically, does Ptot decrease significantly after the BS crossing for large Pd (Wang et al., 2018)?
	(2) How do the spatial profiles of normalized MSH pressure (Ptot and its components, Pd, Pt, Pb) vary with the IMF orientation with an emphasis on rIMF? In particular, is it roughly constant in the whole MSH profile for nIMF, and does it decreases along the MSH pass for sIMF (Wang et al., 2018) or rIMF (Samsonov et al., 2012)?
	(3) What is the role of plasma instabilities in the formation of the MSH spatial profile?

According to the simulation results by Wang et al. (2018) a large upstream pressure cause a decrease in Ptot across BS. This effect is more pronounced for nIMF but still visible for sIMF. However, our analysis (Figure 8) shows different results. The low THEMIS Pd in the upstream was already discussed and attributed to an underestimation of the ion velocity, but it would not affect the overall profiles. Nevertheless, Figure 8 shows that Ptot is maintained from the solar wind toward MP if the upstream Pd is low, and even Ptot increase in the BS vicinity is observed for higher Pd. The low MSH Ptot in the model is probably connected with an underestimation of MSH Pt that compensates the decrease of Pd. We cannot compare this feature with our analysis because it combines all IMF orientations, and thus, the higher Pt in the Pd<1 nPa set is probably connected with an enhanced portion of rIMF events in this set (Pi et al., 2014).
The influence of the IMF orientation on the pressure profiles in MSH was investigated in two ways, and their results are almost consistent (Figures 3, 5); the differences near MSH boundaries are connected with the problem of their determination in the MSH coordinate approach. The Wang et al. (2018) simulations predict constant Ptot across MSH for nIMF and its decrease toward MP for sIMF, but we do not see any notable difference between these two IMF orientations. The Pt profile in simulations rises toward MP and exhibits a bump in the MSH center for nIMF, but it is flat for all IMF orientations in observations. A much larger Pt for rIMF than for the other two orientations is consistent with calculations by Samsonov et al. (2012), but these calculations predict a gradual rise of Pt toward MP, but a decrease is observed in Figure 5C.
Figure 5 shows the distribution of Ptot and its components along the path from the SW to the magnetosphere. As could be expected, the whole system is in the pressure equilibrium because an increase in Pt and Pb for all IMF orientations balances a decrease in Pd. The only notable feature is the excess of normalized Pt for rIMF in MSH due to an increased temperature and a density peak in front of MP (Figure 4). This increase of Pt can also be related to TANI changes under rIMF conditions. As the V decreases, an increasing N is expected, but they are absent for nIMF and sIMF. It can be related to the draped magnetic field lines increasing the magnetic field strength, pushing the plasma away, and creating a depletion layer for nIMF. Note that subsolar reconnection also moves the solar wind flux away for sIMF.
Pd for rIMF shows a smooth change when it crosses BS. We suggest that it is related to BS non-stationarity. The simulations of the BS formation by De Stretck and Poedts (1999) reveal that BS under a field-aligned flow is an unstable structure. They conclude that the intermediate BS could form under rIMF conditions. Lin and Wang (2005) also performed a 3D simulation of BS under rIMF. Their results show that the quasi-parallel BS is nonstationary and its reformation frequently occurs. Both studies imply that BS is unstable under rIMF, and this can result in the non-sharp BS crossing in our statistics.
In order to elucidate the possible sources of differences between models and observations, we have investigated the role of fluctuations in the formation of the mean MSH profiles. The foreshock effect is a general phenomenon that can be noticed in our results because the foreshock can be found in front of BS under all IMF orientations and covers the whole dayside BS under rIMF conditions. The high fluctuation level of all parameters (Figure 7) in front of BS increases the temperature (Figure 4B) for rIMF. Figure 6C shows that TANI under rIMF is ∼0.5 in the foreshock region and becomes ∼1 in the first-half MSH, but Pi et al. (2022) report that TANI is close to 1 in SW for the rIMF events. The reason for the TANI decrease is the increasing TPARA (Figure 6B) by the reflected particles in the foreshock. TANI jumps to around 1 in MSH for rIMF, and it is consistent with the finding of Czaykowska et al. (2000) that quasi-parallel BS is less effective in increasing TANI than quasi-perpendicular BS. The simulation results of Samsonov et al. (2012) also imply that TANI in MSH is ∼1 for rIMF (see Figure 2 in that paper). Large MSH TANI for nIMF and sIMF orientations maintain the level of fluctuations of all parameters through the whole MSH but nearly isotropic temperature for rIMF in the first half of MSH leads to their damping. As a result, there are no noticeable differences in fluctuation levels between different IMF orientations just in front of MP, with the exception of the magnetic field.
6 CONCLUSION
We used two methods to investigate the SW modification in MSH for different IMF orientations. The first approach is based on the superposed epoch analysis of complete MSH crossings recorded by THB and THC during 2007–2010. The second method applies the radial distance of the spacecraft from the model MP normalized to the MSH thickness for all THEMIS observations in the subsolar MSH. We should note that the results of both approach analyses are generally consistent, regardless of the fact that we encountered some of the above-mentioned differences.
Applications of our two analyses allow us to summarize the results as follows:
	(1) We did not find any influence on the value of the upstream pressure on the mean magnetosheath profile.
	(2) The sign of the IMF north-south component has a negligible effect on the spatial profile of the magnetic field strength or plasma parameters as well as on the level of fluctuations;
	(3) Radially pointing IMF does not change the profiles of the magnetic field strength, ion velocity, or ion density, but the temperature is enhanced by a factor of 2 through MSH;
	(4) The temperature anisotropy, TANI, in MSH with the exception of the MP boundary layer is approximately 1.4 for nIMF and sIMF, but it is close to unity for rIMF;
	(5) The fluctuation level of plasma parameters just downstream BS is enhanced under a radial IMF, but it gradually decreases toward MP to a value typical for other IMF orientations;
	(6) When IMF points radially, the magnetic field fluctuations in the whole MSH are enhanced by a factor of 1.7.

All these features are associated with the preconditioning of the SW plasma and IMF in the foreshock that is present under rIMF but missing during the other IMF orientations.
Since we did not confirm the suggestions following from models (Samsonov et al., 2012; Wang et al., 2018), we plan to use the collected data for a complex comparison with local magnetosheath models like Vandas et al. (2020) in the near future.
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Based on a new mathematical framework and large multi-year multi-mission data sets, we reconstruct electric currents and magnetic fields around the dayside magnetopause and their dependence on the incoming solar wind, IMF, and geodipole tilt. The model architecture builds on previously developed mathematical frameworks and includes two separate blocks: for the magnetosheath and for the adjacent outer magnetosphere. Accordingly, the model is developed in two stages: 1) reconstruction of a best-fit magnetopause and underlying dayside magnetosphere, based on a simple shielded configuration, and 2) derivation of the magnetosheath magnetic field, represented by a sum of toroidal and poloidal terms, each expanded into spherical harmonic series of angular coordinates and powers of normal distance from the boundary. The spacecraft database covers the period from 1995 through 2022 and is composed of data from Geotail, Cluster, Themis, and MMS, with the total number of 1-min averages about 3 M. The modeling reveals orderly patterns of the IMF draping around the magnetosphere and of the magnetopause currents, controlled by the IMF orientation, solar wind pressure, and the Earth’s dipole tilt. The obtained results are discussed in terms of the magnetosheath flux pile-up and the dayside magnetosphere erosion during periods of northward or southward IMF, respectively.
Keywords: magnetosphere, magnetosheath, magnetopause, modeling, solar wind, IMF

1 INTRODUCTION
The dayside magnetosheath and magnetopause play a principal role in the magnetosphere response to the interplanetary plasma flow. They serve as a main gateway where the first contact occurs between the incoming magnetized solar wind and the geomagnetic field, eventually resulting in a complex chain of magnetospheric processes. Of primary importance here is the mutual orientation of the external IMF and the internal magnetospheric field, defining the reconnection pattern at the boundary. This subject has long been at the center of many studies and extensive debates in the literature, starting from the seminal ideas of Dungey (Dungey, 1961) and followed by a multitude of works, recently summarized in reviews (Trattner et al., 2021; Fuselier et al., 2024). The reconnection geometry has been traditionally addressed in the framework of two basic concepts: the component and antiparallel merging (e.g. (Fuselier et al., 2021), and refs. therein (Qudsi et al., 2023)). A significant contribution to this area was made due to in situ measurements onboard THEMIS (Atz et al., 2022) and MMS missions (e.g. (Trattner et al., 2018; Trattner et al., 2021; Petrinec et al., 2022; Pritchard et al., 2023)). An independent insight into the problem was gained via MHD simulations, revealing in particular the importance of the Earth’s dipole tilt angle [image: Please upload the image or provide a URL so I can help create the alt text for it.] on the reconnection topology and X-line geometry (Eggington et al., 2020).
Several studies have been made in the past to quantitatively describe the magnetic field in the domain between the bow shock and the magnetopause. Kobel and Flückiger (Kobel and Flückiger, 1994) developed an analytical theoretical model under assumption of a purely potential field and using parabolic approximation for both boundaries. In a much later work by Romashets and Vandas (Romashets and Vandas, 2019), a similar approach was employed, also based mostly on theory. An extended study of the magnetosheath properties was carried out by Zhang et al., 2019, but limited to only a statistical description of plasma and magnetic field parameters throughout the domain, without any numerical model. An in-depth data-based investigation of the IMF-controlled magnetic draping patterns in the magnetosheath was recently performed by Michotte de Welle (Michotte de Welle et al., 2022); however, that study used a direct data-driven approach, without an explicit external input.
This paper presents first results of an effort to implemenent the empirical approach to the problem, based on a formal mathematical framework and a large set of archived space magnetometer and plasma data, collected by several satellite missions over 25 + years of in situ observations. The basic goal of our work is to extend the data-constrained modeling of the magnetosphere, recently reviewed in (Tsyganenko et al., 2021), beyond the dayside magnetopause. An initial step in that direction was described in our previous paper (Tsyganenko et al., 2023) (henceforth TSE23), in which an empirical magnetosheath magnetic field model was developed. In that study, no magnetopause per se was included, and the field inside the magnetospheric boundary was tacitly implied as a smooth inward extrapolation of that in the magnetosheath, such that no Chapman-Ferraro current was included by construction. The present work is based on the same data; a new element is an explicitly defined data-derived magnetopause and an outer magnetosphere module, which makes it possible to study the IMF effects on the magnetopause current patterns.
Figure 1 illustrates the problem geometry with two field line configurations, corresponding to parallel and perpendicular IMF orientations. The plots were obtained using a simplified theoretical model with perfectly shielded vacuum fields on both sides of the magnetopause. In this work we develop a more realistic approach, including a general representation of the magnetosheath magnetic field by toroidal and poloidal components, unconstrained by the current-free assumption and based on a large pool of data.
[image: Two contour plots displaying magnetic field lines. Both plots feature red lines with arrows indicating direction, blue contours representing magnetic strength, a central region with high field density, and a green boundary. The left plot shows field lines converging from the right, while the right plot shows similar lines further compressed towards the central region. Both plots are labeled with coordinate axes \(X_{GSM}\) and \(Z_{GSM}\) in \(R_e\) units.]FIGURE 1 | Illustrating the problem geometry with two IMF draping plots: for 90[image: A black and white image of a geodesic dome structure made of triangular metal frames. The dome is surrounded by trees, and the sky is visible in the background.] (left) and 0[image: A black and white gradient background transitioning from dark at the edges to light at the center, forming a circular pattern.] (right) cone angles.
The paper is organized as follows: Section 2 describes the data set, Section 3 outlines the architecture of the model, starting from a brief overview of its construction logic and followed by a more detailed description of the modular structure. Section 4 presents results of the magnetopause current calculations, Section 5 discusses the model validation and pressure balance issues, and Section 6 summarizes the article.
2 DATA
As in our previous work (TSE23), the original “grand” data base included 1-min average magnetic field and plasma data, obtained over the time period from 1995 to 2022 onboard Geotail, Cluster-1, -3, -4, Themis-A, -B, -C, -D, -E, and MMS-1 missions. The data were restricted to the region sunward from [image: Sorry, I can't provide the alternate text based on the image provided.] (the GSW subscript indicates a system similar to the standard GSM, but with X-axis oriented antiparallel to the solar wind flow). Another limitation is that the data did not extend too far outward from a nominal bow shock, nor too deep inward from a nominal magnetopause. Specifically, only those points were selected whose geocentric distances [image: Italic capital letter "R" with a subscript lowercase "i".] fell within the range 0.7[image: Mathematical equation depicting constraints: \(R_{MP} \leq R_i \leq 1.4R_{BS}\).], where [image: Text displaying "R" with subscript "BS".] and [image: The image shows the mathematical notation \( R_{MP} \), typically used in equations or formulas.] were evaluated from the models (Lu et al., 2019; Lin et al., 2010), respectively. Each record was appended with concurrent solar wind and IMF 1-min data from the OMNI resource, whenever available. The total number of records meeting these criteria was 11,120,810; Figure 2 (from Figure 2 of TSE23) illustrates their spatial distribution in three projections.
[image: Three scatter plots show spatial data with axes labeled in Earth radii (Rᴇ). Each plot compares positions from different satellite missions: Cluster (green), Geotail (blue), Themis (orange), MMS (purple). The left plot has a Z < 2Rᴇ condition, the middle has Y < 2Rᴇ, and the right has X < 2Rᴇ. Background contours indicate different regions.]FIGURE 2 | Spatial distribution of data records in the preliminary subset. Data of four missions are shown by different colors, as indicated in the inset legend. Only every 50th data points out of the total of 11,120,813 are plotted, limited to planar 4[image: I cannot see the image you are referring to. Please upload the image or provide a URL for me to generate the alt text.]-thick layers centered about equatorial (left), meridional (center), and terminator (right) planes. Solid and dashed contours show, respectively, nominal and extreme positions of the MP (red) and BS (black).
At the next step, a more accurate selection of magnetosheath and magnetosphere data was performed by means of a procedure similar to that used in TSE23, employing an efficient method first proposed in (Jelínek et al., 2012). Namely, based on the measured magnetic field intensities [image: Sure, please upload the image you need alt text for, or provide a URL to it.] and ion densities [image: Please upload the image or provide its URL, and I will help you create the appropriate alt text.], two-dimensional distributions of [image: Mathematical expression showing "B" divided by "B" with a subscript "SW".] against [image: Mathematical expression showing "D" divided by "D" subscript "SW" in italics.] were plotted for each mission, with both [image: Please upload the image you'd like to receive alternate text for.] and [image: It seems there was an error while uploading the image. Please try again by ensuring the image file is properly attached or provide a URL to the image. You can also add a caption for more context if you like.] normalized by their concurrent values [image: The image shows the mathematical notation \( B_{SW} \), where "B" is a variable or function subscripted with "SW".] and [image: Stylized text showing "D" with the subscript "SW".] in the incoming solar wind. Using such diagrams in combination with a special winding algorithm allows one to more or less clearly select data taken in the solar wind (low [image: Mathematical notation showing "D divided by D subscript SW", possibly representing a ratio or differential equation.] and [image: Text "B over B subscript SW" in italic style.]), magnetosheath (high [image: Equation displaying the mathematical expression: \( D / D_{SW} \).] and [image: Mathematical expression showing "B" divided by "B subscript SW".]), and magnetosphere (low [image: Mathematical expression showing the ratio \( D / D_{SW} \).] and high [image: Italicized mathematical expression showing 'B divided by B sub SW'.]). Figure 3 shows four diagrams for THEMIS, MMS, Cluster, and Geotail, in which the magnetosphere and magnetosheath data areas are demarcated by polygonal boundaries, drawn with light/dark blue dashed lines, respectively. Most of the contour segments were chosen to follow the lines of constant data density around [image: A grayscale blurred image, with indistinct shapes and no discernible features or subjects.]100 records per square 0.[image: It seems there's an issue with the image upload or link you provided. Please try uploading the image again or provide a URL.] bins in the [image: Mathematical expression showing the ratio \( B / B_{SW} \).] and [image: Mathematical expression showing \( D / D_{\text{SW}} \).] space, while at some locations they were diverted and closed across the “isthmus” between the two domains.
[image: Four heatmap graphs display data from Themis, MMS, Cluster, and Geotail missions. Each chart shows B field values versus D^D3/2. Color gradient ranges from blue (low) to red (high), indicating data intensity. The MMS graph features a notable red area, representing higher values.]FIGURE 3 | Four [image: Mathematical expression showing "D" divided by "D" subscript "SW".] vs. [image: Mathematical expression showing "B" divided by "B subscript SW".] diagrams for four mission data used in this work: Themis, MMS, Cluster, and Geotail. Light/dark dashed lines encircle the magnetosphere/magnetosheath selection areas.
Inevitably, the adopted selection procedure is somewhat ambiguous and subjective, which is especially evident in the cases of Geotail and Cluster, where the magnetosheath data areas continuously merge with those for the solar wind and magnetosphere, as already discussed in greater detail in TSE23 (Section 4).
In order to further reduce the uncertainties and improve the data discrimination, a second filtering procedure was applied to the data subsets obtained at the first step, based on an independent pair of region identification variables: the plasma bulk speed [image: It seems like you might be referring to a mathematical symbol. If you have an image you'd like to describe, please upload it, and I can help create alt text for you.] and ion thermal energy [image: If you provide an image or a URL, I can create alt text for it. You can also include an optional caption for more context.]. Both of these parameters suddenly and drastically change on crossing the magnetopause, from which one may expect the same kind of a distinct data grouping into two separate areas. Like [image: Please provide the image by uploading it or sharing a link, so I can create the alternate text for you.] and [image: Please upload the image or provide a URL so that I can generate the alt text for you.] in Figure 3, both [image: The characters "V" and "b" in italics, with "b" as a subscript to "V".] and [image: It seems like no image was uploaded. Please try uploading the image again or provide a URL.] were also normalized by the concurrent corresponding quantities [image: Equation with the variable \( V_{\text{sw}} \).] and [image: It seems that you've included a snippet of LaTeX code rather than an actual image. If you have an image you'd like described, please upload it or provide its URL.] in the solar wind, and the binning result is shown in Figure 4 for Themis (left) and MMS (right) data.
[image: Two heat maps display data from the Themis and MMS missions. Both maps show color gradients from blue to red, indicating increasing values. Themis has a triangular red region along the bottom and left side, while MMS shows a horizontal red swath at the bottom. Axes are labeled, but specific variable details are not visible.]FIGURE 4 | [image: Mathematical expression showing "W" divided by "W subscript SW".] vs. [image: Ratio of \( V_b \) to \( V_{sw} \), where \( V_b \) is the variable in the numerator and \( V_{sw} \) is the variable in the denominator.] diagrams for Themis (left) and MMS (right). As in the previous figure, light/dark dashed lines encircle the magnetosphere/magnetosheath selection areas.
Unlike Themis and MMS, the Geotail and Cluster data were not subject to the second [image: Please upload the image or provide a URL so I can help create the alt text for it.]–[image: Please upload the image or provide a URL so I can help create the alternate text.] filtering, each for its own reason: the Geotail CPI plasma instrument provided bulk velocity data only in the solar wind, while the Cluster data were obtained mostly in the high-latitude regions with much more diffuse and unstable boundaries, such that only a single wide area could be visualized in the [image: Mathematical expression showing the ratio \( W / W_{SW} \), with \( W \) and \( W_{SW} \) in italicized font.]–[image: Math equation showing the ratio \( V_b / V_{sw} \).] diagram, without any distinct separation between the magnetosheath and magnetosphere.
Table 1 displays basic statistical information about the final data set, obtained as a result of the above selection. The table’s format is similar to that of Table 1 in TSE23, but the numbers are different: first, because the present study concentrates only on the dayside magnetosheath, such that all nightside data with [image: Mathematical expression "X subscript GSW is less than zero."] have been left out and, second, the outer magnetosphere data are now included as well.
TABLE 1 | Magnetosheath/magnetosphere data set: contributing missions, GSW latitude/longitude range, numbers of records, timespans.
[image: Table displaying data for various space missions with columns for latitude min/max in degrees, longitude min/max in degrees, number of records, begin date, and end date. Missions include Geotail, Cluster, Themis, and MMS, with records ranging from thousands to hundreds of thousands and durations spanning from the early 1990s to 2022. Total records amount to 3,059,287.]Similar to what was done in TSE23, the entire fitting data pool was split into independent training (T) and validation (V) subsets. The splitting method was to divide the data records on the basis of their observation times, such that data belonging to consecutive 30-day intervals were alternately placed into the T or V subset. Because of much shorter autocorrelation times of principal interplanetary drivers (e.g. (Marquette et al., 2018)), such a method guarantees that data in the T and V subsets are sufficiently independent and, at the same time, not affected by long-term solar cycle trends. As a result of all the filtering/selection procedures, two separate T and V subsets were created containing 1,515,097 and 1,544,190 records, respectively. In the training subset, the corresponding shares of magnetosheath and magnetospheric data are, respectively, 551,231 and 963,866 records, while in the validation subset they are 557,117 and 987,073.
Finally, to avoid situations with extreme solar wind conditions, all data records with principal interplanetary parameters outside the 5%[image: Black square with no distinguishable features or content.]95% percentiles were left out. Specifically, the following limits were applied for the IMF components: [image: Absolute value of B sub x is less than 5.5.], [image: The mathematical expression shows the absolute value of B sub y is less than 6.0.], [image: The expression shows \(|B_z| < 5.0\), indicating that the absolute value of \(B_z\) is less than 5.0.]nT; for the solar wind ion density, speed, and ram pressure: [image: Mathematical expression showing the inequality: \(2 < N_p < 15\).][image: Centimeters raised to the power of negative three, indicating cubic centimeters in inverse form.], [image: Mathematical inequality stating the condition for \(V_{sw}\), which is greater than 300 and less than 600.]km/s, [image: It seems like you posted an equation instead of an image. If you meant to upload an image, please try again and provide any additional context if needed.]nPa; for Alfvenic and magnetosonic Mach numbers: [image: The image shows a mathematical expression indicating that the value of \( M_A \) is greater than 4.5 and less than 19.0.] and [image: It seems you've provided a mathematical expression instead of an image. Please upload the image for which you need alternate text, and I would be happy to help!], respectively.
3 MODEL ARCHITECTURE
3.1 Basic steps
The main problem with creating a joint model of the magnetosheath-magnetosphere interface region lies in drastically different magnetic geometries and field intensities on the opposite sides of the magnetopause, as well as in different timescales associated with these regions. In terms of the model architecture, this prompts to represent the magnetic field with a composite structure consisting of two separate modules and, accordingly, split the model construction into two separate tasks.
At the first step, a model of the outer dayside magnetosphere is constructed, including the derivation of best-fit magnetopause parameters and their dependence on the solar wind and IMF input. In terms of data, our focus on the dayside magnetopause suggests to assemble the modeling set in such a way that only the outermost data are selected, based on the diagrams in Figures 3, 4. Fitting the magnetospheric module to the data allows to derive such basic parameters as the magnetic field magnitude, the magnetopause standoff distance, the curvature of the boundary and its tailward flaring rate, as well as response of all the above quantities to varying solar wind and IMF conditions.
At the next step, the magnetosheath part of the model is derived, similar in its structure to that described in TSE23. More specifically, the magnetic field is represented with a sum of toroidal and poloidal parts, whose generating functions are expanded into Taylor series of the normal distance [image: Greek lowercase letter delta, resembling a curved, elongated "s".] from the magnetopause and spherical functions of the angular coordinates [image: Please upload the image or provide a URL so I can help create the alternate text for it.] and [image: Please upload the image or provide a URL to it, and I will assist you with creating the alt text.], shown in Figure 5 (from Figure 1 of TSE23). A more detailed formulation of the model mathematical structure is given below.
[image: Diagram illustrating a three-dimensional shape with axes labeled \(X_{GSW}\), \(Y_{GSW}\), and \(Z_{GSW}\). The shape is two-toned, indicating different regions, with angles \(\theta\) and \(\phi\) marked.]FIGURE 5 | Coordinates used in the model formulation. Cartesian: correspond to GSW system with X-axis antiparallel to solar wind flow. Spherical: radial distance [image: Please upload the image or provide a URL so I can help create the alternate text for it.], cone and clock angles [image: Equation showing theta equals the arccosine of X divided by r.] and [image: The formula shows phi equals arctan of Y over Z.], respectively.
3.2 Magnetospheric module
A principal element of the magnetospheric module is its boundary, represented here with a simple axisymmetric analytical surface first proposed in (Shue et al., 1997):
[image: It seems you have included a mathematical expression, not an image. If you have an image you would like me to describe, please upload it or provide a URL.]
where [image: Mathematical notation showing the variable \( R_s \), possibly representing resistance or another scientific parameter, with a subscript.] is the magnetopause standoff distance and [image: The formula shows alpha equals 1.4427 times the natural logarithm of R subscript T over R subscript S.] is the parameter, defining the dayside boundary curvature in terms of the ratio of its terminator radius [image: Mathematical notation showing the letter "R" with a subscript "T".] to the subsolar distance [image: Mathematical notation for a variable, with subscript 'S'.], as well as its tailward flaring rate on the nightside, such that [image: The mathematical expression shows alpha equals zero point five.] gives a cylindrical boundary in the asymptotic limit [image: Mathematical expression showing theta approaching pi, symbolized by an arrow pointing from the Greek letter theta to the pi symbol.], while [image: It looks like the input is a mathematical notation rather than an image. The expression "α > 0.5" represents that the variable alpha is greater than 0.5. If you have an image to upload, please do so for alternate text assistance.] or [image: Please upload the image or provide a URL to it so I can create the alternate text for you.] result in a gradually expanding or tapering magnetotail, respectively.
In principle, the magnetic field inside the magnetopause can be represented by a full-scale model, including all principal intra-magnetospheric sources such as the Earth’s dipole, magnetopause, tail, field-aligned, and ring currents ((Tsyganenko et al., 2021) or (Tsyganenko, 2013) and refs. therein). This study, however, is focused on a relatively narrow region around the magnetosheath-magnetosphere interface, which suggests to use a simpler single module like that shown in Figure 1, featuring all basic properties of the dayside field near the magnetopause:
[image: The image shows a mathematical equation: \( B_{MSP} = F(b^{(dip)} + b^{(hid)}) \), labeled as equation (2).]
Here the total magnetospheric field is a sum of the dipole field [image: Mathematical expression: bold lowercase "b" with superscript "dip" in parentheses, followed by variables "r" and "psi" in parentheses.] and its shielding field [image: Mathematical notation showing a function expressed as b superscripted with "shld", and a list of variables: r, R subscript S, alpha, and psi, enclosed in parentheses.], represented by cylindrical harmonic expansions (Tsyganenko, 1995). The sum in Eq. 2 is multiplied by a flexible function [image: Please upload the image or provide a URL to it, so I can help create the alternate text for you.] of principal interplanetary drivers (specified in detail in the next paragraph) and, by construction, remains fully confined within a Shue-type magnetopause for any values of the factor [image: It seems like there is no image uploaded. Please try uploading the image again or provide a URL.] and the dipole tilt angle [image: Please upload the image or provide a URL, and I will help create the alt text for it.]. In such a setting, the scalable size of the configuration is uniquely defined by the standoff distance [image: The image shows the symbol \( R_S \), likely representing a variable or parameter in a mathematical or scientific context.], while its shape is controlled by the flaring parameter [image: It seems that there is an issue with the image upload. Please try uploading the image again or provide a URL to it. Additionally, you can include a caption for more context if needed.]. In terms of the solar wind/IMF effects, the distance [image: The image contains the mathematical symbol "R" with a subscript "S".] must depend on both 1) the ram pressure [image: Please upload the image or provide a URL to the image for which you need the alternate text.], controlling overall self-similar compression/expansion of the magnetopause, and 2) on the IMF [image: Stylized letter \( B \) with subscript \( z \) in italic font.], responsible either for the dayside magnetopause erosion or, conversely, the magnetic flux pile-up. By contrast, the flaring parameter [image: Please upload the image or provide a URL, and I'll be happy to help create the alt text for it.] is entirely defined by the IMF [image: Stylized italic letter "B" with a subscript "z".], reflecting the magnetic flux redistribution between the dayside magnetosphere and the tail lobes. This prompts us to treat [image: Capital letter "R" followed by a subscript "S".] and [image: Please upload the image or provide a URL, and I'll help you generate the alternate text.] as the current (“instantaneous”) magnetopause parameters and represent them by separate functions of the interplanetary drivers as follows
[image: Equation showing \( R_s = R_{\infty} / [(P_d/2)^2 + p(B_t/10)^\gamma] \) and \( \alpha = \alpha_0 + \Delta \alpha \exp(-B_t/10) \).]
where five unknown parameters [image: Text "R" with subscript "S" and "0".], [image: Please upload the image you'd like me to provide alternate text for. You can do so by attaching the image or providing a URL.], [image: Please upload the image you'd like me to describe.], [image: Please upload the image or provide a URL, and I will help create the alt text for it.], and [image: The image shows the Greek letters Delta and Alpha. Delta is represented as an uppercase triangle symbol, and Alpha is represented as a lowercase script letter.] define the magnetopause size and shape and its dependence on [image: It looks like the input provided is not an image file. Please upload the image or provide a URL to generate the alternate text.] and IMF [image: Text shows the letter "B" with a subscript "z", often used to represent the z-component of a magnetic field vector in scientific contexts.] (normalized for convenience by 2 nPa and 10 nT, respectively).
To further refine the internal field response to changing interplanetary conditions, the shielded dipole field Eq. 2 is allowed to change as a whole by the variable factor [image: A vector illustration of a capital letter F in a serif font. The character is displayed in black on a white background, with elegant curves and traditional proportions.], controlled by interplanetary parameters. Specifically, the magnitude factor was represented as a linear combination
[image: Equation displaying: F equals a subscript 0 plus a subscript 1 times B subscript z plus the product of a subscript 2 and a subscript 3 times B subscript z, multiplied by the square root of pi over 2 minus 1.]
parameterized by IMF [image: It seems the content is not displaying an image. Please upload the image or provide a URL for me to assist with creating alt text.] and solar wind ram pressure [image: It seems there was an issue with the image upload. Please try uploading the image again, ensuring it is in a supported format such as JPEG, PNG, or GIF. You can also provide a URL if the image is hosted online.] and including four free coefficients [image: Please provide the image or a link to it, and I will help create the alternate text for it.]–[image: Please upload the image you want me to analyze or provide its URL.]. Note here that, formally, the shielded dipole field configuration and magnitude are entirely defined by the dipole moment and the magnetopause size/shape driven by the solar wind pressure and IMF via Eq. 3, such that at first sight the factor [image: Please upload the image or provide a URL for me to help create the alt text.] might appear redundant. The reason behind its inclusion is to increase the flexibility of the model by empirically taking into account variations of the subsolar magnetic field due to intra-magnetospheric external currents and a possible interplay between the IMF and [image: It seems you tried to include an image, but it did not appear. Please upload the image or provide a URL, and I can assist you with creating alternate text.] drivers. In any case, the magnetospheric Eqs 2–4 has only four linear parameters, which definitely rules out any overfitting problems. This conjecture was computationally confirmed by that the obtained values of [image: It seems there was an error in uploading the image or providing its URL. Please ensure the image is uploaded or provide a direct link to it so I can generate appropriate alt text.] were found very close to unity, while the remaining three coefficients [image: It seems like there was an error in uploading the image. Please try to upload the image again, and I will provide the alternate text.]—[image: Please upload the image or provide a URL for me to generate the alt text.] turned out rather small (see Table 2 below).
TABLE 2 | Magnetospheric dataset and module parameters, derived by fitting to the T and V data (see Eq. 3 and text for notations). Difference between the T- and V-based values gives a rough measure of a parameter stability and error.
[image: Table comparing data sets T and V across multiple columns: N, ⟨B⟩, ⟨ΔB⟩, a₀, a₁, a₂, a₃, R₅₀, ε, γ, α₀, and Δα. Values for T: 693,739 (N), 42.1 (⟨B⟩), etc. Values for V: 728,857 (N), 41.4 (⟨B⟩), etc.]In total, the magnetospheric module has 9 free parameters to be found from data: four coefficients entering in Eq. 4 and five nonlinear parameters in Eq. 3. The fitting was performed using a Nelder-Mead simplex search in 5D parametric space, at each step of which the coefficients were found by a standard SVD algorithm.
In regard to all the above described formalism, a subtle issue should be highlighted: while the magnetospheric Eq. 2 is fitted to only the magnetospheric data (selected in advance by means of the diagrams in Figures 3, 4), it extends throughout the entire space as a smooth curl-free magnetic field and, hence, does not reproduce the required discontinuity of its tangential component at the magnetopause. A natural way to incorporate the magnetopause is to use the coordinate
[image: Mathematical equation displaying relative brightness: \( \delta = 1 - r_s(r, \theta)/R_\odot \), where \( r_s(r, \theta) = r \cos^{\alpha}(\theta/2) \). The equation involves variables \( r \), \( \theta \), \( R_\odot \), and the cosine function raised to the power \( \alpha \).]
as an independent indicator of a data point [image: Mathematical notation showing the spherical coordinates \(r, \theta, \phi\) enclosed in curly braces.] location with respect to the boundary, such that [image: Mathematical expression showing the Greek letter delta followed by a greater than sign and the number zero, indicating that delta is greater than zero.] or [image: Mathematical expression with the Greek letter delta followed by a less than sign and the number zero.] correspond, respectively, to the inside or outside of the magnetosphere. Multiplying the total model field Eq. 2 by the Heaviside step function [image: Mathematical expression showing "H" followed by the Greek letter delta in parentheses.] does not violate the [image: Equation displaying the divergence of the magnetic field B equals zero, representing one of Maxwell's equations related to magnetism.] condition, since the normal component [image: Bold letter "B" followed by a subscript "MSP", a dot, and a bold letter "n".] is zero by construction. An important thing here is that, since the standoff distance [image: Text depicting the mathematical notation "R" with a subscript "S0".] is free nonlinear parameter not known in advance, calculations of [image: Mathematical formula showing delta equals delta as a function of r, theta, and R sub S zero.] and, hence, of the classification factor [image: Mathematical notation displaying the function \(H(\delta)\), where \(H\) is a function and \(\delta\) is the variable.] must be made individually for each data record and at each simplex step of the search algorithm. As confirmed in the fitting experiments, the obtained best-fit magnetopause parameters converge to very reasonable and stable values, for both training (T) and validation (V) subsets (Table 2). Therefore, the developed method can be employed in the future as a reliable instrument for constructing the dayside magnetopause models without using direct crossing data.
Table 2 presents basic characteristics of both T and V magnetospheric data subsets: record numbers [image: Please upload the image or provide a URL, and I will help you create the alt text.] and r.m.s. field magnitude [image: A mathematical representation showing Dirac notation with a ket labeled "B".], as well as the obtained best-fit values of the corresponding module parameters, starting from the residual r.m.s. deviation of the model from data [image: Mathematical expression showing the difference between angles or values, represented as "⟨∆B⟩".]. The first thing to note is the strikingly stable values of the average standoff distance [image: The mathematical expression shows \( R_{S_0} \approx 11.1 \, R_E \), indicating that \( R_{S_0} \) is approximately 11.1 times \( R_E \).], equal to each other in T and V variants and in good agreement with many independent estimates (see (Samsonov et al., 2016) and refs. therein). A remarkable fact here is that the calculation used only in situ magnetometer data around the magnetopause, but did not employ any a priori information of the boundary location, nor direct crossing data. The same applies to the parameter [image: Please provide an image or a URL for me to create the alt text. If you have any specific details or context related to the image, feel free to include that as well.], quantifying the response of the standoff distance to variations of the solar wind ram pressure: in both cases it is found rather close to its classical theoretical estimate 1/6 [image: I can't identify or describe images directly. Please describe the image, and I can help create alt text based on that description.]0.167 (Mead and Beard, 1964). Here it should be noted in passing that Jelínek et al., 2012 and Dušik et al., 2010 found significantly larger exponents, equal to [image: Mathematical expression showing the division of one by 5.5, approximately equal to 0.18.] and [image: Mathematical expression showing one divided by four point eight is approximately equal to zero point two one.], respectively. Such a mismatch is not surprising, because of completely different methods of the magnetopause identification adopted in those works. The next parameter [image: Please upload the image or provide a URL to the image you want described.], defining the IMF influence on the boundary subsolar distance, is also close to its validation counterpart and reveals a significant sensitivity of [image: Latin letter "R" followed by a subscript "S" in italics.] on the IMF [image: Mathematical notation displaying the letter "B" with a subscript "z", indicating a component or element in the z-axis or direction.], such that negative [image: Mathematical notation showing the letter "B" with a subscript "z" in italics, commonly used in physics or engineering to denote a component of a vector or field.] result in decreasing standoff distance. The obtained values of the flaring parameters [image: It seems there might be a misunderstanding. The text you've entered, "α₀," appears to represent a mathematical symbol, not an image. If you intended to have an image reviewed, please upload the image file, and I can assist with creating alt text for it.] and [image: Delta symbol followed by the Greek letter alpha, often used in mathematics and physics to denote a change in a particular angle or quantity.] also demonstrate a strong response of the dayside magnetopause shape to the IMF [image: Mathematical notation with the letter "B" followed by the subscript "z".] orientation associated with the erosion and flux pile-up effects, with negative/positive IMF [image: A mathematical expression is shown with the letter 'B' and a subscript 'z', indicating a component or variable named B-sub-z.] resulting in larger/smaller magnetopause radius [image: Mathematical notation showing a capital letter R with a subscript T.] in the terminator plane. All these aspects will be graphically illustrated in more detail in Section 4.
3.3 Magnetosheath module
The magnetosheath magnetic field is represented by a separate mathematical framework, first described in TSE23. It is based on a sum of toroidal and poloidal components, whose generating functions are expanded into triple sums with Taylor series in powers of the normal coordinate [image: The image shows a mathematical equation: \( \delta = 1 - r_S(r, \theta) / R_S \).] and spherical functions [image: Mathematical expression displaying spherical harmonics notation: \( Y^{(mn)}(\theta, \phi) \), where \( \theta \) and \( \phi \) are angular variables.] of the angular coordinates [image: Please upload the image or provide a URL for me to generate the alt text.] and [image: Please upload the image you would like described, and I will provide the alternate text for it.] (Figure 5), such that
[image: Mathematical equation displaying \( B_{\text{MSH}} = \sum_{l,m,n} \nabla \Psi_{T}^{(l,m)} \times \nabla \delta + \nabla \times \sum_{l,m,n} \nabla \Psi_{P}^{(l,m)} \times \nabla \delta \), labeled as equation 6.]
and
[image: Mathematical equations showing two expressions. The first equation is \(\psi^{(mn)}_r = a^{(mn)} \delta^r Y^{(mn)} (\theta, \phi)\). The second equation is \(\psi^{(mn)}_p = b^{(mn)} \delta^r Y^{(mn)} (\theta, \phi)\). Both equations are labeled with equation number (7).]
where the summation limits in Eq. 6 are as follows: [image: Certainly! However, it seems there's an issue viewing the image you've described. Please upload the image or ensure the description is complete. If possible, include a caption for more context.], [image: It seems like you've included a text snippet instead of an image. Please upload the image file, and I'll be happy to provide the alt text for it.], and [image: It seems there was an error. Please upload the image or provide a URL, and I will be happy to help with the alt text.]. The coefficients [image: Mathematical expression showing the variable "a" raised to the power of natural logarithm of "m", denoted as \( a^{(\ln m)} \).] and [image: Mathematical expression displaying \( b^{(\text{lnm})} \).] are further expanded into linear combinations of principal driving parameters and their cross-terms, including IMF [image: The image shows the mathematical symbol "B" with a subscript "x".], [image: It looks like there was an issue with uploading the image. Please try uploading it again so I can help you with the alt text.], [image: Capital letter "B" with subscript "z" in italic font, representing a variable or component often used in scientific or mathematical contexts.], a pressure-dependent factor similar to that in Eq. 4, as well as first two powers of the dipole tilt angle [image: It seems there is an issue with the image upload. Please try uploading the image again or provide a URL. You can also add a caption for context if needed.]. Having imposed appropriate north-south and dawn-dusk symmetry/antisymmetry conditions (addressed in greater detail in Section 2 of TSE23) resulted in a total number of coefficients to be found from data equal to 960.
The magnetosheath module also includes the same five magnetopause parameters [image: Stylized text showing "R" with a subscript "S" and a smaller subscript "0".], [image: It seems there is no image attached. Please try uploading the image again or provide a URL if it is hosted online.], [image: Please upload the image you'd like me to provide alt text for. You can also add a caption for additional context if needed.], [image: Please provide the image or a URL so I can generate the alt text for you.], [image: Symbol depicting a capital Greek letter Delta followed by a lowercase Greek letter alpha.], found earlier from fitting the magnetospheric module and now fixed at the obtained values. They are needed here to properly define the variable reference surface with [image: It appears there is a formatting issue. Please upload the image file or provide a URL so I can help create the appropriate alt text.], around which the generating functions [image: The image shows the symbol Psi with a subscript T, commonly used in mathematics or physics.] and [image: Greek letter Psi with a subscript letter 'p'.] are expanded in powers of [image: It seems like the image wasn't uploaded. Please try uploading the image file again, or provide a URL to the image. If there's additional context you'd like to include, please add it as well.]. In this case, the expansions Eq. 6 are fitted to only the magnetosheath data subset, also compiled by means of the diagrams in Figures 3, 4. As in the case of the magnetospheric module, an apparent extrapolation problem comes up: namely, inside the magnetopause, the expansions Eqs 6, 7 are no longer constrained by data and, hence, would be inconsistent with magnetospheric observations. The easiest way to resolve this issue is to simply cut off the magnetosheath field inside the magnetosphere using the step function [image: The expression "H" followed by an open parenthesis, negative delta symbol, and a close parenthesis in italics.]. This is justified by the fact that in the present study we do not intend to develop a unified model of the entire magnetosheath-magnetosphere system, but focus on the interface between the two regions, in particular, on the magnetopause electric current. The current surface density is derived from the two independent modules by calculating the total jump of the tangential component of the magnetic field across the boundary. The toroidal component in Eq. 6 is, by construction, tangential to the magnetopause at any location and, hence, can be safely multiplied by [image: Mathematical expression showing the function \( H(-\delta) \).], which nullifies that part of the magnetosheath field on the magnetospheric side without violating [image: Equation depicting one of Maxwell's equations in electromagnetism, showing the divergence of magnetic field B is zero, symbolically expressed as del dot B equals zero.]. As for the poloidal component of Eq. 6, it is normal to the magnetopause and, hence, even though it becomes discontinuous at [image: The image shows the equation delta equals zero, represented as the Greek letter delta (𝛿) followed by an equal sign and the number zero.], its elimination inside the boundary does not affect the calculated electric current.
The above described magnetosheath module was fitted to the training (T) and validation (V) subsets, containing, respectively, 351,069 and 355,372 data records. The corresponding r.m.s. field magnitudes were, naturally, significantly lower than those for the magnetosphere: [image: Mathematical expression showing the expected value of B equals 20.76.]nT for T subset and [image: The image displays a mathematical notation indicating that the expected value of variable \( B \) is equal to twenty-one point two seven.]nT for V data. The corresponding residual deviations, however, have nearly the same magnitude (hence, larger relative noise levels around 60%) due to much higher turbulence in the magnetosheath: [image: Mathematical notation displaying the average change in quantity B equals twelve point four four.]nT and [image: Equation showing the expected value of delta B equals thirteen point zero zero.]nT for T and V subsets, respectively.
4 RESULTS
4.1 Equatorial field
Figure 6 shows three dayside equatorial distributions of the magnetic field magnitude over the modeling region, corresponding to IMF [image: Please upload the image or provide a URL, and I'll help you with the alt text.]nT, cone angle [image: θ equals arccosine of B sub x divided by B equals ninety degrees.], and three values of the clock angle: 0[image: A grayscale blurred radial pattern with a bright center fading into darker shades towards the edges, creating a vignette effect.] (purely northward IMF), 90[image: Blurred image with indistinct shapes and a central bright spot, making details unclear.] (dawn-dusk IMF), and 180[image: A radial blur effect centered on a bright white spot, gradually fading to darker shades towards the edges, creating a sunburst-like appearance.] (purely southward IMF).
[image: Three-panel magnetosphere simulation showing variations in magnetic field intensity. Each panel depicts a cross-section with color gradients from green to pink, illustrating different field strengths measured in nanoteslas. The Earth is positioned at the center left.]FIGURE 6 | Equatorial plots of magnetic field magnitude for IMF B = 5 nT, IMF cone angle 90[image: Blurred image with no discernible features or details.], and three values of the clock angle: 0[image: A smiling actor in a black bow tie and tuxedo stands in front of a backdrop with the "MBC" logo and the text "20th Anniversary Special." The actor is holding a microphone.] (left), 90[image: A symmetrical black and white pattern featuring a stylized flower-like design with multiple geometric layers radiating from a central point. The design creates a hypnotic effect.] (center), 180[image: A grayscale abstract pattern featuring a circular gradient with a bright center that fades outward into a darker, textured edge, creating a vignette effect.] (right). Magnetopause/bow shock and B isointensity contours are shown with white and black lines, resp. Due to the color saturation, the inner magnetospheric field is shown with white. Note the steady growth of the field depression in the subsolar area for larger clock angles.
Overall, the magnetosheath field magnitude steadily decreases with growing clock angle, reflecting the progressive decrease of the magnetic flux pile-up and increase of the dayside field erosion. In the case of purely southward IMF, two nearly symmetric and rather shallow field compression areas are formed near the magnetopause, centered at [image: It seems there is an issue with the image upload. Please try uploading the image again or provide a URL so I can generate the alternate text for you.]10 and [image: A sandy beach meeting a calm sea under a clear sky. Waves gently lap at the shore with faint mountain silhouettes visible on the horizon.]14 MLT hours. Given a multitude of factors at play (of physical, observational, and modeling nature), it is hard to offer an unambiguous interpretation; among plausible causes can be strong fluctuations due to intermittent reconnection, and/or partial mixing of data taken in the vicinity of the dayside magnetopause. To get a better idea about the degree of stability of these features, we calculated the model parameters and generated similar plots (Figure 6), based on the independent validation subset. The magnetic field distributions are quite similar to those in Figure 6; the largest difference is seen in the case of purely southward field (right panel), where the subsolar magnetic field and its radial gradient are substantially weaker, and the off-center compression areas are more localized. As in the previous case, a possible reason can be conjectured as due to a larger field fluctuation level in the subsolar region during the periods of southward IMF.
The next Figure 7 shows in a similar format three equatorial field distributions for more commonly observed IMF orientations, corresponding to Parker spirals with a nonzero radial component: [image: The mathematical expression shows \( B_x = -4 \).]nT and [image: Mathematical expression showing \( B_{\perp} = 7 \).]nT. The left, center, and right panels correspond to IMF clock angles [image: Please upload the image or provide a URL so I can create the alt text for you.] equal to 45[image: Abstract geometric pattern featuring a central star shape surrounded by concentric circular layers. The design is symmetrical with a grayscale gradient, creating a sense of depth and balance.], 90[image: Blurred grayscale image with indistinguishable content due to lack of clarity and focus.], and 135[image: A person in a studio with bright lighting, holding their hands up in a heart shape near their face, smiling. They are wearing a black top. The background appears soft and blurred.], respectively. The plots also include B-field vectors projected onto the [image: Stylized letters "Z_GSW" are shown, possibly representing a variable or acronym in a mathematical or scientific context.] plane, demonstrating the magnetic field draping around the magnetopause. Note the strong asymmetry of the field magnitude in the pre-noon and post-noon sectors, due to the different IMF orientation with respect to the magnetopause and bow shock: nearly orthogonal at dawn and parallel at dusk. One also sees a significant decrease of the magnetosheath field magnitude, as the clock angle increases from 0[image: A grayscale blurry image with a circular gradient pattern, transitioning from dark at the edges to bright at the center.] to 180[image: Blurred image with indistinguishable details and a central bright spot surrounded by a faded circular pattern.]. In the discussion Section 5, these issues will be addressed in more detail.
[image: Three panels show magnetic field strength around a spherical object, with colors indicating varying field intensities (green, red, purple). Arrows depict field direction. X and Y axes are labeled with units of \( R_g \). A vertical color bar on the right displays a gradient scale from 0 to 100, labeled \( B (nT) \).]FIGURE 7 | Distributions similar to those in Figures 6, 10, but for three spiral-type IMF orientations with [image: The image shows the mathematical expression \(B = 8\).]nT, cone angle [image: A mathematical representation showing the number 120 followed by the degree symbol, indicating an angle measurement of one hundred twenty degrees.]and three values of the clock angle [image: It seems there's an issue with the image upload or description. Please try uploading the image again or provide the URL. If you have any additional context or details, feel free to include that as well.]. Left: [image: The mathematical expression shows the Greek letter phi followed by an equal sign and the numerical value forty-five degrees.], center: [image: The image displays the mathematical notation for an angle, represented by the Greek letter phi, equal to ninety degrees (φ = 90°).], right: [image: Equation shows phi equals one hundred thirty-five degrees.]. Equatorial projections of the magnetic field vectors are also shown.
4.2 Electric currents on the magnetopause
Figure 8 shows front views of the electric current distribution on the dayside magnetopause for four values of the IMF clock angle [image: Mathematical expression showing the Greek letter phi, represented by a symbol that resembles a circle with a vertical line through it, is equal to zero degrees.], 60[image: A grayscale radial gradient with a bright white center transitioning smoothly to black at the edges, creating a soft, circular vignette effect.], 120[image: Black and white portrait of a man with short hair wearing a formal suit and tie, looking directly at the camera with a neutral expression. The background is blurred.], and 180[image: A grayscale radial blur effect with a bright center, fading to darker edges, creating a sense of depth and focus towards the middle.]. The current surface density [image: The equation displayed is "J equals n times delta B divided by mu subscript zero."] was calculated in mA/m from the net field jump [image: The image shows the Greek letter Delta followed by the letter B, representing the change in a variable B.] across the boundary with a local unit normal [image: It seems like there might be an issue with the image upload. Please try uploading the image again, and I will be happy to provide the alternate text for it.]. The plots correspond to IMF [image: Please upload the image you'd like described or provide the URL to it.]nT with 90[image: A black and white image of a retro film camera against a blurred background, emphasizing a detailed view of the lens and front casing.] cone angle (i.e., [image: Mathematical expression showing "B sub x equals 0," indicating the component of B in the x-direction is zero.]), untilted geodipole [image: It appears there is a text representation involving the equation \( \psi = 0 \). If there is an image you want described, please upload it or provide a URL.], and nominal solar wind pressure [image: It seems there is no image attached. Please upload the image or provide a URL, and I will be happy to help with the alt text.]nPa. The distributions are by construction symmetric with respect to their center, where the currents reach the peak density. As the IMF rotates from purely northward to southward, the currents increase by a factor of [image: Please upload the image or provide a URL, and I'll be happy to help with the alt text.]; at the same time, their pattern deforms at intermediate clock angles, and restores its dawn-dusk and north-south symmetry at [image: Mathematical expression showing phi equals one hundred eighty degrees.]. The IMF [image: It seems there might be an issue with the image upload. Please ensure the image is uploaded correctly, and I will be glad to help with the alt text. If you have a description or additional context, feel free to provide that as well.]-related deformation is the most pronounced in panel (b), corresponding to the clock angle [image: Greek letter phi equals sixty degrees.] with positive IMF [image: The image contains the typographic representation of the symbol "B" with a subscript "z", likely used in scientific or mathematical contexts.]; in panel (c) it weakens because of much larger [image: Please upload the image or provide a URL so that I can create the alt text for you.] component.
[image: Four panels (a, b, c, d) showing vector field maps with color gradients from blue to red, representing velocity magnitudes. Black arrows indicate flow directions. Axes labeled with spatial coordinates in solar radii (\(R_E\)). Color bars on the right display velocity scales from zero to over fifteen units. Panels show different stages or conditions, with varying patterns and intensities.]FIGURE 8 | Color-coded electric current surface density (in mA/m) at the dayside magnetopause as viewed from the Sun, for four values of the IMF clock angle: [image: The mathematical expression shows the Greek letter phi, \( \phi = 0^\circ \), indicating an angle measurement of zero degrees.] (A), 60[image: A blurry gray circle with a gradient effect, showing shades from light gray at the center to darker gray on the edges.] (B), 120[image: A grayscale image with a blurred radial gradient, starting from a bright white center and gradually transitioning to darker gray shades towards the edges.] (C), and 180[image: A blurred image with a gradient effect, starting from a white center and transitioning to darker shades towards the edges.] (D). The [image: Please upload the image or provide a URL, and I will create the alt text for you.] vector projections on Y–Z plane are also shown with arrows. Here and in the next Figure 9 the training subset was used for the model fitting.
The next Figure 9 displays the currents in the same format and for the same IMF orientations, but for the maximum value of the dipole tilt [image: Psi symbol followed by an equals sign and thirty degrees.], revealing in more detail the current configuration in the vicinity of the polar cusp. In this case, the northern cusp shifts to lower GSW latitudes where the data coverage is much denser, which allows to reproduce/visualize the current geometry in more detail. In particular, in the panel (b) with IMF [image: The equation displays the variable \( B_y \) equal to positive 4.3.]nT, [image: The image shows the mathematical expression \( B_z = +2.5 \).]nT one can see a strong deformation of the northern cusp-related vortex, with a significant dawnward MLT shift of its center by [image: Mathematical expression showing "approximately five R subscript E".]. An early model-based estimate (Tsyganenko and Usmanov, 1984) predicted the MLT shift of the cusp footpoint around [image: Mathematical expression showing the absolute value of delta lambda is approximately between four and eight degrees.] for IMF [image: Mathematical expression showing \( B \gamma \geq 0 \).]. Here the shift refers to the outermost throat of the cusp, rather than to its footpoint, which is why the effect is much larger.
[image: Four-part chart showing vector fields in different conditions. Panels labeled a, b, c, and d display contour plots with color gradients from blue to red, indicating variations in a parameter. Arrows depict the direction and magnitude of flow. Axes are labeled with \( Y_{\text{GSM}}/R_{\text{E}} \) and \( Z_{\text{SM}}/R_{\text{E}} \). The color scale on the right denotes numerical values.]FIGURE 9 | Same as in Figure 8, but for the maximum geodipole tilt [image: The image displays the Greek letter Psi followed by an equals sign and thirty degrees, representing an angle measurement of thirty degrees.]. The labels (A–D)correspond to the same IMF clock angles as in the previous Figure 8.
Also note that the deformation is not as strong in the panel (c), corresponding to the same IMF [image: It seems you are trying to reference an image, but I cannot access it. Please upload the image or provide a link to it, and I will assist you with the alternate text.] but negative [image: The mathematical expression shows \( B_z = -2.5 \).]nT. This is due to much stronger azimuthal current, which partially offsets the dawn-dusk asymmetry and is akin to a similar increase of the magnetotail “rigidity” against tilt-related deformations of the magnetosphere (Tsyganenko and Fairfield, 2004; Tsyganenko et al., 2015). Another noteworthy detail is a progressively higher latitude of the current vortex center as the IMF rotates from northward to southward, mostly due to the overall increase of the duskward current density in the subsolar region.
5 DISCUSSION: VALIDATION AND PRESSURE BALANCE ISSUES
As already mentioned (Section 4.1; Figures 6, 10) the modeling calculations were tested by reconstructing and comparing magnetic field configurations, based on two independent subsets of data, nearly equal in size. Another commonly used testing method is to generate a model from the training subset and compare its output with the validation data by creating scatterplots of the model field components against their observed values.
[image: Three-panel illustration of magnetospheric simulations showing color-coded magnetic field strength. Each panel highlights a different magnetic configuration with green, red, and purple hues indicating field intensity. The central circle denotes Earth's magnetosphere, and the scale on the right indicates values from 0 to 100 nT.]FIGURE 10 | Same as in Figure 6 but based on the validation data subset.
Figure 11 shows a result of such a comparison; in the upper three panels, the magnetosheath model field components are plotted against the corresponding data from the training subset, while in the bottom row the model output, calculated using the training parameters, is compared with the validation data. The comparisons reveal a noteworthy difference between the plots for [image: Stylized letter "B" with a subscript "x" in a serif font.] and [image: Please upload the image or provide a URL so I can assist you with creating the alternate text.], on the one hand, and those for [image: It seems there was an issue with the image upload. Please try uploading the image again or provide a URL.], on the other. In the former case, the [image: Text "B" with a subscript "x".] and [image: It seems like there was a mistake in uploading the image. Please try again by uploading the image file directly or providing a URL. If you want, you can include a caption for additional context.] slopes are slightly below unity (as they should be), the validation correlations are reasonably high (0.67 and 0.77) and, as expected, somewhat lower (for [image: It seems like you didn't upload an image. Please upload the image or provide a URL for me to generate the alternate text.]) or equal (for [image: Mathematical notation showing the symbol "B" followed by the subscript "x", likely representing a variable or function related to "B".]) in comparison with the training variants. By contrast, the [image: The image shows the symbol "B" with a subscript "z", typically representing the z-component of a magnetic field in physics or engineering contexts.] plots reveal abnormally extended green areas of large values above the regression line, implying a large overestimate by the model. Accordingly, the slopes exceed unity (1.07–1.09), the regression lines are shifted upwards from the main red core, and the correlations are substantially lower (0.46). The most plausible cause is the already mentioned ambiguity in separating the magnetosheath and magnetosphere data, discussed in Section 2. As can be seen from Figures 3, 4, that uncertainty applies in greater or lesser extent to data of all missions. As a result, a tangible portion of outer magnetospheric data with large positive [image: Stylized italic letter "B" with a subscript "z".] values creeps into the magnetosheath data selections, manifested in Figure 11 as the broad clouds above the main core of magnetosheath data around the main diagonal. This feature calls for more accurate methods of data selection in the future modeling studies.
[image: Six scatter plots comparing modeled values (M) against observed values (O) for B1 and B2. Points are colored by density, from blue (low density) to red (high density). Each plot includes a regression equation with slope and R values. Plots show a diagonal line indicating the line of best fit, reflecting correlation in the data. A color bar on the right ranges from 0.3 to 3.3.]FIGURE 11 | Scatterplots of the magnetosheath module field components against observations. Panels in the upper and lower rows correspond to the training and validation subsets, respectively. Data point numbers, Pearson correlation coefficients, and best-fit slopes are indicated in legends on each panel.
The next Figure 12 shows similar scatter plots for the magnetospheric module. Here all correlation coefficients are significantly higher, reflecting more ordered field structure and much lower noise level in the data. At the same time, all the slopes for both T and V subsets significantly exceed unity, which is obviously a result of a somewhat simplified module architecture, in which such important field sources as the ring, tail, and field-aligned currents are missing. Another possible cause is the already noted partial “diffusion” of the magnetosheath data into the magnetospheric subset. In the right panels, an overwhelming majority of data points lie in the first quadrant, due to the largely northward outer magnetospheric field.
[image: Six scatter plots comparing modeled and observed data in various models. Each plot shows a distribution of data points with color gradients from blue to red indicating density, and includes correlation coefficient, slope, and sample size data.]FIGURE 12 | Same as Figure 11 but for the magnetospheric module.
Another independent test of the model’s consistency deals with the issue of net force balance between the solar wind and the magnetosphere. In particular, according to theory (Spreiter et al., 1966; Petrinec and Russell, 1997), the total pressure along the Sun-Earth line should remain constant. Left and right panels in Figure 13 display the profiles of the model magnetic field variation along the Sun-Earth line, derived from the training and validation subsets, respectively. In both cases, the IMF total magnitude equals 8.0 nT and the cone angle is 120[image: A man in a white T-shirt and cap stands on a cliff, gazing at a vast mountain landscape under a clear blue sky. Rugged peaks and green valleys stretch out before him.], while the red and blue lines in each panel correspond to two values of the IMF clock angle: [image: \( \phi = 45^\circ \)] (red) and [image: The mathematical expression shows the Greek letter phi equals one hundred thirty-five degrees.] (blue) with IMF [image: Mathematical notation reads "B subscript z equals plus 5.0" in italic font.] and [image: Please upload the image or provide a link so I can help generate the appropriate alt text.]nT, respectively. These two cases correspond to the model configurations shown in the left and right panels of Figure 7.
[image: Two line graphs compare the behavior of variables labeled T and V against X, Re. Both graphs show two distinct lines for angles \(\phi = 45^\circ\) (red) and \(\phi = 135^\circ\) (purple), indicating a step change at similar intervals on the Y-axis labeled B*x,E*7, ranging from 0 to 60. Both X-axes range from 14 to 10. The graphs exhibit a stepped increase pattern.]FIGURE 13 | Variation of the total magnetic field B along the Sun-Earth line for a typical spiral-type IMF orientation, with northward IMF [image: The equation \( B_z = +5.0 \).] (red) and southward [image: The mathematical expression shows \( B_z = -5.0 \).]nT (blue). In both cases, the total IMF magnitude is 8 nT and its cone angle equals 120[image: A blurry grayscale image with no discernible features or elements visible.].
The field magnitudes jump from 8 to [image: It seems there's an issue with the image you tried to upload. Could you please try again? If you'd like, provide a caption or description for additional context.]nT at the bow shock, roughly consistent with estimates based on Rankine-Hugoniot theory (Petrinec and Russell, 1997), then gradually increase towards the subsolar point to [image: Text displaying an equation: "28 - 32".]nT, and finally experience the second upward jump [image: The equation shows "Delta B is approximately eighteen to twenty-five."]nT at the magnetopause. In the training variant, the respective geocentric standoff distances for positive and negative IMF [image: The equation \( B_z = \pm 5 \) is displayed, representing a variable \( B_z \) equal to positive or negative five.]nT were found equal to 11.57 and 10.72[image: The image shows the variable \( R_E \), representing a symbol or notation typically used in mathematical or scientific contexts.], such that the earthward shift of the subsolar point due to the southward IMF reversal [image: Equation showing ΔR sub S equals 0.85 R sub E.]; in the validation variant, the standoff distances are 11.54 and 10.77[image: Italic letter "R" with a subscript "E" in serif typeface.] and [image: The equation shown is ΔR sub S equals 0.77 times R sub E.]. For comparison, in the models by Lin et al. (Lin et al., 2010) and Shue et al. (Shue et al., 1997) the corresponding shifts due to the same IMF [image: Italic capital letter B with a subscript italic lowercase z.] reversals from +5 to −5 nT are 0.83[image: Subscript "E" following the uppercase letter "R".] and 0.51[image: Italic letter "R" with subscript "E".], respectively.
The first thing that draws attention in the plots is that, in both T and V variants, the plots for negative and positive IMF [image: The letter "B" with a subscript "z" in italic style.] virtually merge together inside the magnetopause. This means that the earthward shift of the subsolar point by [image: Symbol representing approximately 0.8 times Earth's radius, denoted by a tilde followed by the number 0.8 and the subscript "R" with an "E".] caused by the IMF [image: Italic capital letter B with a subscript z.] reversal to south is not accompanied by a compression of the magnetosphere, but represents the classical erosion of the dayside magnetic flux, found as early as half century ago (Aubry et al., 1971) (see also (Tsyganenko and Sibeck, 1994)).
As regards the overall pressure balance, in both T and V cases the subsolar field magnitudes just inside the magnetopause are in the range 50–55 nT, corresponding to the magnetic pressures [image: Please upload the image so I can provide the appropriate alt text.]1.0–1.2 nPa, which is only 50%–60% of the input ram pressure 2 nPa in the upstream solar wind, assumed in the above model calculations. A number of possible reasons of various nature can be envisioned to explain the mismatch. One of them is the unaccounted subsolar plasma pressure inside the magnetopause, which can be as high as [image: Please upload the image or provide a URL so I can help create the alt text for it.]nPa (Li et al., 2023). Another important factor is the already mentioned still imperfect separation of magnetosheath and magnetosphere data, selected on the basis of Figures 3, 4 diagrams. Next, one cannot ignore the fact that the magnetosheath is an extremely turbulent region and the magnetopause is a dynamic structure, always in incessant motion and only rarely staying in static force equilibrium. An additional factor to also keep in mind is a high fluctuation level in the solar wind and IMF data, due to inevitable propagation errors from the L1 point to the subsolar magnetosphere (Vokhmyanin et al., 2019). All these aspects are still to be explored and understood in future studies.
6 SUMMARY AND OUTLOOK
In this paper we presented first results of an empirical data-based modeling of the magnetic field and electric current structure at the interface between the dayside magnetosheath and the adjacent outer magnetosphere. Mathematically, the model is constructed as a composite framework consisting of two independent modules: 1) a magnetospheric module reproduced by the field of a dipole with variable strength and tilt, fully shielded within a magnetopause with variable size and shape, and 2) a magnetosheath module, based on flexible toro/poloidal expansions in a coordinate system, specially suited for the magnetopause and bow shock geometry. The experimental database includes multi-year sets of 1-min average magnetic field and plasma data of Themis, Geotail, Cluster, MMS, and OMNI source of interplanetary data. Based on a method by Jelinek et al. (Jelínek et al., 2012), the data are selected into magnetospheric and magnetosheath subsets, occupying distinctly different regions in the 2D space of normalized plasma density and magnetic field. Fitting the magnetospheric module to the data made it possible to derive not only the magnetic field, but also model magnetopause parameters, such as the standoff distance and the curvature/flaring rate of the boundary, as well as their dependence on the solar wind ram pressure and IMF [image: The text shows the symbol "B" with a subscript "z" in italics, typically used to represent a component of a magnetic field in physics.]. Based on the obtained boundary and complementing the model with a corresponding best-fit magnetosheath module allowed us to derive spatial patterns of dayside Chapman-Ferraro currents for different IMF clock angles and infer their response to the Earth’s dipole tilt angle.
This work should be viewed as only the first step in the empirical modeling of the IMF effects on the dayside magnetosphere boundary. Our procedure of data selection and region identification is still far from being perfect, which results in a certain degree of data intermixing between different regions. The employed method based on the diagrams needs to be upgraded by taking into account as much as possible in situ telltale signatures, such as fluctuation levels of the field and plasma parameters. Another improvement area is to refine the outer magnetosphere model by including basic extraterrestrial field sources parameterized by ground-based activity indices, in order to take into account the magnetic flux redistribution between the dayside and tail lobes, which may strongly affect the position of polar cusps on the dayside. One more way to further advance the modeling is to generalize the magnetopause shape by modifying the [image: Mathematical notation with delta, theta, and phi symbols enclosed in curly braces, indicating a set of angles or variables.] coordinate system and abandon the assumption of axial symmetry. One should also keep in mind the essentially dynamical nature of the magnetosphere-magnetopause-magnetosheath system, in view of which the adopted parameterization by concurrent 1-min averages of the solar wind and IMF observables may be not sufficient. In a more remote perspective, quite an attractive task is to use the already developed technique and large databases for constructing a unified empirical model of the entire system solar wind—magnetosheath—magnetosphere.
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Spatial distribution of plasma density and magnetic field amplitude in the dayside magnetosheath as a function of the IMF orientation
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The properties of the magnetosheath are of pivotal importance in determining the coupling between the magnetosphere and interplanetary medium. In particular, the magnetic flux pileup and plasma depletion layer (PDL) modify the boundary conditions of magnetopause reconnection. However, the spatial distribution of the magnetic field strength and plasma density in the magnetosheath and their functional dependence on the interplanetary magnetic field (IMF) orientation remain poorly understood. This study characterizes these aspects in detail through the statistical processing of decades of data from Cluster, Double Star, THEMIS, and Magnetospheric Multiscale (MMS) missions. The first part of this study focuses on the poorly known variations across the magnetosheath, from the shock to the magnetopause. The magnetic pileup and PDL are significantly correlated, with a strong dependence on the IMF cone angle. Their dependence on the IMF clock angle is found only near the magnetopause, consistent with the expected effect of magnetic reconnection. The second part of this study examines the asymmetry in the magnetic field amplitude and density between the quasi-parallel and quasi-perpendicular sides of the equatorial magnetosheath. These asymmetries are characterized for different relative distances to the magnetopause and bow shock boundaries and for different IMF orientation. The magnetic field amplitude, observed to be higher on the quasi-perpendicular side of the magnetosheath, becomes more symmetric as it approaches the magnetopause. The quasi-parallel magnetosheath exhibits a higher plasma density near the magnetopause. However, this asymmetry reverses at approximately the mid-magnetosheath with a decreasing IMF cone angle.
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1 INTRODUCTION
Upon reaching the Earth’s magnetosphere obstacle, the solar wind decelerates to a subsonic speed, compresses, and experiences a significant increase in the amplitude of the interplanetary magnetic field (IMF) in a region called the magnetosheath. The fundamental properties of the magnetosheath, in particular the way the plasma and magnetic field are spatially distributed and structured in that region, greatly determine the subsequent evolution of the magnetosphere as they represent the immediate boundary condition for all processes occurring at the magnetopause. This includes magnetic reconnection, the process known to open the magnetosphere to incoming solar wind and interplanetary magnetic flux. The main parameter governing how reconnection proceeds at the magnetopause is probably the orientation of the IMF and, more concretely, the specific way the IMF drapes around the magnetopause and establishes a more or less pronounced magnetic shear across the boundary. The draping of the magnetic field and the subsequent magnetic shear at the magnetopause have thus been studied and used in many works to constrain magnetic reconnection therein (Kobel and Fluckiger, 1994; Cooling et al., 2001; Romashets and Vandas, 2019; Trattner et al., 2021; Michotte de Welle et al., 2022). However, magnetic reconnection will also be greatly impacted by the magnetic field amplitude and plasma density distribution adjacent to the magnetopause since these quantities primarily control the rate at which the IMF is reconnected to the geomagnetic field (Cassak and Shay, 2007). Much less is known, however, about the spatial variation of field amplitude and plasma density throughout the magnetosheath and up to the close proximity of the magnetopause. Investigating spatial profiles in the magnetosheath and their dependence on upstream interplanetary conditions is challenging from an observational standpoint due to the local character of in situ measurements, the entanglement of the inherent temporal and spatial variations, and the scarcity of data.
On a large scale and as a first approximation, the interplanetary magnetic flux and plasma cannot penetrate the magnetopause. The plasma and magnetic flux thus have no other way than to pile up on the obstacle and flow around it. The reality is, however, a bit more complex than this simple picture, which was originally obtained from gas dynamics models (Spreiter et al., 1966).
The first complexity arises from the interplay between the plasma and magnetic field, which do not independently pile up onto the magnetopause from one another. As the magnetic amplitude increases, the plasma is increasingly squeezed out and its density progressively drops near the magnetopause. This so-called depletion layer, theorized as a pure magnetohydrodynamics (MHD) effect (Zwan and Wolf, 1976), has been reported in various observations (Paschmann et al., 1978; Crooker et al., 1979; Hall et al., 1990; Sibeck et al., 1990; Song et al., 1990; Fuselier et al., 1991; Paschmann et al., 1993; Phan et al., 1994; Anderson et al., 1997; Pudovkin et al., 2001; Šafránková et al., 2002). This effect has also been observed and investigated in global MHD simulations (Wu, 1992; Wang et al., 2003; Wang et al., 2004a; Wang et al., 2004b; Borovsky et al., 2008), which have shown a high dependence on the solar wind Mach number. This is well understood since the Mach number essentially determines the plasma [image: Please upload the image or provide a URL for me to generate an appropriate alt text.] within the magnetosheath and, therefore, the extent to which the enhanced magnetic field amplitude can lead to plasma depletion. The magnetic pileup and associated plasma depletion layers have since been observed and studied upstream of other planets (Øieroset et al., 2004; Gershman et al., 2013; Masters et al., 2014) or at the heliopause (Cairns and Fuselier, 2017).
The second complexity comes from the fact that the magnetic flux pileup and the associated plasma depletion layer are not only the coupled consequences of the large-scale impact of the magnetized solar wind with the impenetrable magnetospheric obstacle. In reality, magnetopause reconnection enables part of the magnetic and plasma fluxes to penetrate within the magnetosphere rather than flowing around it in the magnetosheath. Therefore, characterizing these features of the magnetosheath becomes even more complex when realizing that in nonlinear feedback, reconnection itself will impact how pronounced and deep the flux pileup and depletion layer, respectively, are (Anderson et al., 1997). Investigating the dependence of the magnetic flux pileup and plasma depletion layer properties on the upstream IMF orientation is important not only for better constraining magnetopause reconnection but also for understanding the extent to which reconnection influences these magnetosheath properties.
Several studies have thus specifically focused on the functional dependence of the flux pileup and plasma depletion layer (PDL) on the IMF orientation. In the absence of a solar wind monitoring spacecraft, this has often been done indirectly by correlating the PDL and pileup properties to the local magnetic shear at the magnetopause. These observations have revealed many interesting aspects of the pileup and PDL. Using straight crossings of the magnetopause from ISEE, Paschmann et al. (1978) identified PDL signatures in the data and estimated that the region had a thickness of approximately 0.1–0.3 [image: Mathematical symbol "R" with a subscript lowercase "e".]. Using 22 AMPTE/IRM low-latitude magnetopause crossings in low magnetic shear [image: Less than thirty degrees in angle measurement, represented by the symbol "<30°".] conditions, Paschmann et al. (1993) later reported that only half of the events revealed signatures of pileup and plasma depletion, for which the thickness would be of the order of 0.3–0.4[image: The image shows the letter "R" with a subscript "e."]. In another case study, Šafránková et al. (2002) reported thicknesses of the order of 0.6–1 [image: The image shows the Greek letter "Rho" with a subscript "e".]. Anderson and Fuselier (1993) reported weaker PDL signatures for negative [image: Italic letter B with a subscript z.] than for northward conditions, suggesting the underlying role of reconnection in regulating the PDL and pileup properties. Soon after, Phan et al. (1994) analyzed 38 AMPTE/IRM magnetopause crossings spanning most of the low-latitude dayside region. The authors distinguish low shear [image: The image shows a mathematical notation representing an angle less than thirty degrees, written as "< 30°".] from high shear [image: The text displays a mathematical expression: greater than sixty degrees, written as "greater than symbol, 60 with a degree symbol".] crossings and found, from a superposed epoch analysis, that, on average, a PDL associated with a magnetic flux pileup only exists in the former case. For shears greater than 60°, neither magnetic pileup nor PDL is observed, leading to the conclusion that reconnection at the magnetopause, which would operate under these shear conditions, is transferring magnetic flux across the boundary instead of forcing it to pile up against it. The role of magnetopause reconnection in shaping the specific properties of the pileup and PDL was later more strongly emphasized by Anderson et al. (1997). They revealed that PDL signatures weaken as the magnetic shear increases, but they can still be observed under high shears in large [image: Please upload the image or provide a URL for me to create the alternate text.] conditions, suggesting that the reconnection rate may not be able to match the driving imposed by the solar wind electric field. The rather general occurrence of a gradual density decrease approaching the magnetopause independently from the sign of the local IMF [image: Italic letter B with a subscript z.] had later been confirmed in case studies by Pudovkin et al. (2001); Šafránková et al. (2002).
By the early 2000s, research on the properties of the magnetic pileup and associated PDL started to lose momentum. The complexity of the system, unsteady upstream interplanetary conditions, magnetosheath turbulence, and scarcity of in situ single spacecraft measurements somehow hampered further progress. The precise characterization of the depth and thickness of the PDL and the intensity of the magnetic pileup, their precise functional dependence on the IMF orientation, and their spatial structure beyond the subsolar region were extremely difficult to investigate observationally. More global and parametric studies of the magnetic pileup and PDL properties became accessible only via well-resolved global MHD modeling (Wang et al., 2003; Wang et al., 2004a; Dorelli et al., 2004). Simulations revealed that isotropic MHD is enough to capture the essence of the PDL properties, and pressure anisotropies often observed in the PDL (Paschmann et al., 1993) are a consequence rather than a cause of the existence of the layer. They revealed that the PDL extends away from the subsolar region in magnetic local time and latitude although the magnetic and density profiles become increasingly shallower. Wang et al. (2004b) revealed a negligible dependence of the PDL structure on different IMF clock angles, varying from 0° to 45°. A parametric study for larger clock angles, which would allow a precise investigation of the role of reconnection, has never been performed. It is expected that radial IMF leads to weak or no global magnetic pileup and, thus, no PDL either. However, as for the clock angle, although accessible to modern numerical models, a parametric study on the pileup and PDL properties for varying IMF cone angles from 0° to 90° has never been performed.
Over the years, vast amounts of data have been accumulated from multiple missions spanning decades of explorations of the Earth’s magnetosphere and nearby interplanetary space. The compilation of large datasets has subsequently enabled us to revisit the problem of the spatial variations of fundamental plasma and field properties in the system. Several studies have, over the last decade, revisited the characterization of magnetosheath properties from a global and statistical perspective (Dimmock and Nykyri, 2013; Dimmock et al., 2014; 2016; 2020; Zhang et al., 2019; Ma et al., 2020; Michotte de Welle et al., 2022). Using a large dataset combining THEMIS and Cluster measurements, Zhang et al. (2019) showed that the profile of the magnetic amplitude reconstructed along the Sun–Earth line increases rather monotonously across the subsolar magnetosheath. They revealed that this profile depends on the IMF cone angle, with lower amplitudes for more radial IMFs, as expected. However, no dependence of the profile on the IMF clock angle was found. The magnetic profiles obtained in the study exhibit a sharp increase from the middle of the magnetosheath upon approaching the magnetopause. The authors suggested that these divergent profiles are the result of incorrect placement of magnetosphere measurements on the magnetosheath side of the magnetopause due to inaccuracies in the analytical boundary models that were used. The density profiles obtained throughout the subsolar magnetosheath typically exhibit a bell curve shape, from the bow shock to the magnetopause, independent of any interplanetary conditions, including the IMF orientation. The density shows a gradual decrease toward the magnetopause from the middle of the magnetosheath. However, being collocated with the aforementioned ramp of the magnetic field and independent of the IMF orientation, this gradual decrease is more likely the coarse-grained representation of the density transition across the magnetopause than the actual signature of the PDL. Resolving the PDL scale and, more generally, spatial variations across the magnetosheath thickness appears very challenging, particularly in the subsolar region, where the magnetosheath is typically thick of only few Earth radii. Improving ways to extract and reposition magnetosheath measurements appears as critical as using several measurements to lower statistical noise.
Studies using statistical spatial reconstructions have thus rather focused on the longitudinal variations and, more specifically, on characterizing and understanding the cause of the asymmetries observed between the dawn and dusk sides of the magnetosheath, particularly in the plasma density. Observations generally report a larger particle density on the dawn side than on the dusk side. Considering the average Parker spiral structure of the IMF, the dawn side typically tends to be the quasi-parallel side of the bow shock, making the IMF orientation a natural candidate for the source of the observed asymmetry. Using isotropic Rankine–Hugoniot MHD jump conditions and a modeled shock boundary, Walters (1964) theorized the existence of an asymmetry with somewhat larger densities on the quasi-parallel dayside magnetosheath just downstream of the bow shock. A clear correlation between the existence and level of the asymmetry and the IMF orientation has, however, not yet been firmly established. Paularena et al. (2001) reported 30% larger densities in the dawn nightside magnetosheath [image: Sorry, I can't provide the alt text for that image.] that seem to disappear during the quiet part of the solar cycle, but without clear correlation with the orientation of the IMF. Němeček et al. (2002) reported a 20% larger ion flux on the dawn side in a somewhat more earthward region [image: Mathematical expression displaying the inequality: negative fifteen times Earth's radius is less than X subscript G S E, which is less than five times Earth's radius.] without firmly establishing the causal link to the IMF orientation either. Longmore et al. (2005), using the Cluster measurements, found lower densities measured on the dawn side of the magnetosheath in the northern hemisphere and also did not find a correlation between the IMF orientation and the observed asymmetry. Using THEMIS data, Walsh et al. (2012) reported a 20% larger dawn density, but this time, it was only near the dayside magnetopause. Although, on average, the dawn region is more likely to represent the quasi-parallel side of the magnetosheath, large IMF variations often lead to the exact inverse situation, particularly during active periods of the solar cycle. Averaging measurements made in the dawn sector, regardless of the upstream IMF orientation obtained via a solar wind monitor, likely mixes quasi-parallel and quasi-perpendicular magnetosheath data. This samples a very different magnetic environment, thereby precluding the possibility of establishing a firm IMF causality. To address this issue, Dimmock and Nykyri (2013) transformed the data in the MPIM coordinate system, where each measurement is rotated into the “right” sector of the magnetosheath according to the upstream IMF, but no clear asymmetry was observed. Using a similar procedure, but this time focusing on the nearby magnetopause magnetosheath, Dimmock et al. (2016) then found a density asymmetry increasing from noon to the terminator.
Recently, Michotte de Welle et al. (2022) used a vast amount of data from multiple missions to reconstruct the structure of the magnetic field draping around the magnetopause. In this study, the key steps of magnetosheath data extraction and repositioning were significantly improved through the use of machine learning models. This enabled a detailed 3D and global reconstruction of the draping structure with unprecedented resolution, both spatially and in dependence on the upstream IMF orientation. The same technique was subsequently used to extract the plasma density along with the previously obtained magnetic field and reconstruct global maps of the magnetic shear, current density, and reconnection rate scaling law on the dayside magnetopause for any IMF clock and cone angle (Michotte de Welle et al., 2024). In this paper, we propose to use the same large magnetosheath dataset to revisit the problem of characterizing the magnetic flux pileup, plasma depletion layer, and density asymmetry in the dayside magnetosheath as a function of the IMF orientation. Section 2 provides a review of the key steps involved in the preparation of the dataset used in this study and performed by Michotte de Welle et al. (2022); Michotte de Welle et al. (2024) and explains the new technical aspects introduced in the current work. Section 3 presents the results obtained about the characterization of the magnetic flux pileup and PDL, while Section 4 focuses on those regarding the density asymmetry throughout the magnetosheath. Section 5 provides the discussion and conclusion of this study.
2 METHODS
This study uses a multi-mission dataset of magnetosheath measurements, already used by Michotte de Welle et al. (2022); Michotte de Welle et al. (2024). Measurements have been pre-processed in these studies so that each data point is paired with upstream interplanetary conditions and repositioned in between a single pair of magnetopause and bow shock boundaries. The work described in this article starts with this ensemble of pre-processed magnetosheath data points. For the sake of clarity, this section briefly reviews the key steps of pre-processing, which are represented in Figure 1 and otherwise extensively detailed by Michotte de Welle et al. (2022); Michotte de Welle et al. (2024). Additionally, the spatial distribution of the measurements for each step of the pipeline of this study can be found in Michotte de Welle et al. (2024). Lastly, we detail the techniques specifically employed in this study to investigate spatial profiles across the subsolar magnetosheath and asymmetries between its quasi-parallel and quasi-perpendicular sides.
[image: Flowchart with five sequential steps: Data (Section 2.1), Region selection (Section 2.2), IMF/SM pairing (Section 2.3), Position normalization (Section 2.4), and SW coordinates (Section 2.5).]FIGURE 1 | Overview of the pre-processing pipeline of Michotte de Welle et al. (2022) for preparing the dataset used in this study.
2.1 Data usage
The dataset compiles measurements obtained by Cluster, Double Star, THEMIS, and Magnetospheric Multiscale (MMS) missions. These missions have consistently provided data for a significant period of time on both equatorial and polar orbits with few limitations, making them ideal for automatic handling. Table 1 provides an overview of the missions, probes, periods, and instruments used in this study. The plasma and magnetic field measurements from all missions are resampled at 5 s resolutions. Additionally, the OMNI data (King and Papitashvili, 2005) are used, specifically including magnetic field, plasma bulk velocity, ion particle density, ion temperature, dynamic pressure, plasma beta, Mach number, and bow shock subsolar point position at 1-min resolution from 2000 to 2021, resampled at the same cadence as the previous data.
TABLE 1 | Source of the in situ data.
[image: Table listing space missions, probes, operational periods, and instruments used. Missions include Cluster, DoubleStar, THEMIS, Magnetospheric Multiscale (MMS), and OMNI. Instruments are ion spectrometers, magnetometers, ion analyzers, electrostatic analyzers, and plasma investigation tools. Periods range from 2001 to 2021 with specific probes for each mission.]2.2 Extraction of the magnetosheath measurements
The first step of data processing consisted of automatically selecting, per spacecraft, time intervals during which measurements were made in the dayside magnetosheath. To minimize erroneous selection of measurements in the magnetosphere or solar wind, a gradient-boosting classifier was used to extract in situ plasma data. The classifier, trained in previous studies (Michotte de Welle et al., 2022; Nguyen et al., 2022; Michotte de Welle et al., 2024), provides a point-wise classification of the data into the magnetosphere, solar wind, or magnetosheath regions based on plasma density, bulk velocity, temperature, and magnetic field. This first step ends with 50 million 5-s resolution magnetosheath measurements extracted across all considered spacecraft.
2.3 Pairing measurements with upstream solar wind properties
The second step consisted of pairing each measurement with an upstream solar wind and IMF condition. This is necessary in order to obtain the functional dependence of the magnetosheath properties on the IMF orientation by slicing our dataset for specific ranges of orientations. Another use of this pairing is to obtain the distance of each measurement to the magnetopause and bow shock boundaries from models parametrized by these interplanetary conditions. This relative distance estimate is needed to reposition data points in between a standard system of boundaries, as explained in the following section. Lastly, these paired interplanetary data are used to normalize the magnetosheath measurements. To account for the propagation up to the spacecraft, solar wind properties were selected at a time shifted from the measurement time using a propagation method adapted from Šafránková et al. (2002). An initial propagation time was estimated based on the spacecraft’s radial distance to the bow shock, where OMNI data are defined, and an average solar wind speed (400 km[image: Inverse seconds represented as "s" with an exponent of negative one, indicating a unit of frequency or rate, symbolizing per second.]). Then, the solar wind velocity was obtained from OMNI data averaged over a 5-min window centered on the estimated propagation time shift. The final values of solar wind and IMF parameters were obtained by determining a new time shift based on the updated solar wind speed. Data points for which there are no OMNI data have been discarded, lowering the total number of usable magnetosheath measurements to 46 million.
2.4 Repositioning of measurements relative to the magnetopause and bow shock
Two points in the dataset with the same absolute position may be at vastly different distances from the magnetopause and bow shock due to potentially different solar wind and IMF conditions at the time of measurement. In order for studies such as this to avoid mixing measurements made at different relative distances from the boundaries, measurements in the dataset had to be repositioned between a single pair of boundaries to reflect their estimated relative distances accurately. The distance to the magnetopause and bow shock of each point was estimated by Michotte de Welle et al. (2022) using two gradient-boosting regression (GBR) models of the boundaries. These machine learning models predict the radial distance of the bow shock and magnetopause for a given angular direction and interplanetary conditions. They were trained on 30,000 (resp. 20,000) magnetopause (resp. bow shock) crossings. Analytical models have also been used to reposition measurements, as demonstrated by Zhang et al. (2019); Dimmock and Nykyri (2013); Dimmock et al. (2016). However, the significant error made in these models’ predictions, in comparison to the machine learning models, results in a larger spurious spatial mixing scale of measurements, thereby lowering the final spatial resolution. Due to the remaining inaccuracies in the boundary models or the prior error in determining the precise causal upstream interplanetary conditions, some measurements are found to be too far outside their predicted boundaries and are, therefore, discarded. After being repositioned, the magnetosheath dataset contains approximately 45 million measurements.
2.5 Solar wind interplanetary magnetic field coordinate system
The final step in making the dataset used in this study consisted of transforming the measurements from the GSM coordinate system to the solar wind interplanetary (SWI) magnetic field coordinate system (Zhang et al., 2019). This coordinate system ensures that each point is located in the appropriate sector of the magnetosheath, either quasi-parallel or quasi-perpendicular, based on its causal IMF. The [image: Math symbol representing \( X_{\text{SWI}} \).] axis is anti-parallel to the solar wind velocity vector [image: Mathematical expression showing "V subscript SW" enclosed in parentheses.] while [image: A stylized letter "Y" followed by the letters "SWI" in bold, serif font, with a subscript stylization for "SWI". The design is in grayscale.] is along the direction of the IMF [image: Mathematical notation showing the letter "B" followed by the subscript "imf".] component orthogonal to the [image: Mathematical notation representing "X subscript SWI" in italicized serif font.] axis, with [image: The image contains a mathematical expression with the letter "B" subscripted by "ximf."] always being positive. Eq. 1 provides the unit vectors of the SWI basis for each magnetosheath measurements.
[image: Mathematical formula including three equations related to \(\hat{X}_{SWI}\). First equation: \(\hat{X}_{SWI} = -V_{SWI} / \|V_{SWI}\|\). Second equation: \(Y_{SWI} = \hat{Z}_{SWI} \times \hat{X}_{SWI}\). Third equation: \(\hat{Z}_{SWI} = \left(\hat{X}_{SWI} \times \frac{B_{x\_inf}}{\|B_{x\_inf}\|} B_{inf}\right) / \left\|\hat{X}_{SWI} \times \frac{B_{x\_inf}}{\|B_{x\_inf}\|} B_{inf}\right\|\). Equation number (1) is indicated.]
2.6 Reconstruction of the spatial profiles
The following paragraph explains the data processing specific to this study.
2.6.1 Reconstructed profiles through the subsolar magnetosheath
The first goal of this study is to characterize the spatial variation of the magnetic field amplitude and plasma density across the subsolar magnetosheath. This region is of particular interest due to the dominant component of the flow along the Sun–Earth line, which transports magnetic field lines directly from the bow shock to the magnetopause. Our working definition of the subsolar region is the cylinder enclosing all measurements made in a radius of 5 Re [image: The formula shows an inequality: the square root of the sum of Y sub SWI squared and Z sub SWI squared is less than or equal to five times Re.] spanning the magnetosheath from the shock to the magnetopause, whose projection is represented as the red area depicted in the left panel of Figure 2.
[image: Diagram with two panels labeled A and B. Panel A shows a circular grid with a central red circle and horizontal green and blue rectangles intersecting it. A black arrow runs horizontally across the center. Axes labeled \(Y_{SW}\) and \(Z_{SW}\). Panel B shows parabolic curves, encompassing orange, green, and blue lines along the \(Y_{SW}\) and \(X_{SW}\) axes.]FIGURE 2 | (A) Magnetopause terminator (dash-dotted line) viewed from the YZ plane in the SWI coordinate system. The dotted meridian at [image: The equation depicts \( Y_{\text{SWI}} = 0 \).] separates the quasi-parallel side [image: The expression "Y subscript SWI is greater than 0" is shown, indicating a condition or inequality in a mathematical or scientific context.] from that of the quasi-perpendicular. The green (resp. blue) area spans [image: The image shows the equation "10 R subscript e."] around the equator and corresponds to quasi-parallel (resp. quasi-perpendicular) thickness, over which measurements are averaged when investigating the magnetosheath asymmetry in Section 4. The red disk corresponds to the projection of the subsolar cylinder, within which measurements are averaged for each relative position [image: The alt text for the image is "Italic capital letter D followed by the subscript 'msh.'"] along the Sun–Earth line. The black arrow shows the direction of the IMF in the SWI frame. (B) SWI equatorial cut through the system. The dash dot and dashed line represent the magnetopause and bow shock, respectively. The blue line marks the relative radial position [image: Mathematical expression displaying "D sub msh equals 0.1" in italics.]. The orange lines delimit a band in the central magnetosheath of thickness [image: ΔD<sub>MSH</sub> equals 0.1, with "MSH" as a subscript.]. The green line marks the relative radial position [image: The image shows the equation \( D_{msh} = 0.9 \).].
The variations in the magnetic field amplitude and density are examined with respect to the position [image: The image displays the mathematical expression "D subscript msh" in italics.] in the magnetosheath relative to the magnetopause and the bow shock, defined in Eq. 2, where [image: It appears there is no image attached. Please upload the image or provide a URL to proceed.], [image: Capital letter "R" followed by a subscript "mp".], and [image: Mathematical notation displaying "R" with a subscript "b s".] correspond to the radial positions of the data point, magnetopause, and bow shock, respectively. The bins are spaced by [image: Greek letter "Delta" followed by "D" with the subscript "msh".] = 0.025, and the value attributed to each bin corresponds to the median of all the data points within a distance of 0.05. In addition, we will study the variation in the magnetic field and density near the magnetopause ([image: The mathematical expression shows \( D_{msh} \leq 0.1 \).]) as a function of both the IMF cone and clock angle. The supplementary material contains information about the standard deviation of the magnetic field amplitude and plasma density, as well as figures regarding the sample size per bin.
[image: Equation displaying the formula: \(D_{\text{msh}} = \frac{R - R_{\text{mp}}}{R_{\text{bs}} - R_{\text{mp}}}\), labeled as equation (2).]
2.6.2 Asymmetries between the quasi-parallel and quasi-perpendicular sides
The SWI coordinate system (see Section 2.5) is particularly useful for studying the asymmetries between the quasi-parallel and quasi-perpendicular sides of the magnetosheath.
We estimate the asymmetry, hereafter denoted as [image: It seems you're referring to a mathematical symbol. The capital letter "A" is often used to represent variables, sets, or coefficients in mathematical expressions and equations. If you have a specific image you want me to describe, please upload it or provide a URL.], of a quantity [image: It seems there was an issue with uploading the image. Please try uploading the image again or provide a URL so I can assist you with creating the alt text.] (either magnetic field amplitude or plasma density) within the magnetosheath using Eq. 3. This asymmetry is evaluated between the quasi-perpendicular and quasi-parallel regions as a function of [image: Text displaying the mathematical expression "Y subscript SWI" in italicized font.]. Positive values of asymmetry [image: Please upload the image you want described, and I will provide the alternate text for it.] signify higher values of the quantity [image: It seems there is no visible image. Please upload the image or provide a URL to it, and I can help with the alternate text.] on the quasi-perpendicular side of the magnetosheath, represented by the blue area in Figure 2, left panel. Conversely, negative [image: If you can provide an image or a link to it, I'll be happy to help with the alternate text.] indicates higher values of the quantity [image: Please upload the image or provide a URL so I can create the alt text for you.] on the quasi-parallel side of the magnetosheath, represented by the green shaded area of the same figure. For simplicity and to illustrate the point effectively, we will focus on estimating the asymmetry in the equatorial plane, defined here as measurements satisfying [image: The image contains a mathematical inequality: the absolute value of Z subscript SWI is less than or equal to 5.].
[image: Mathematical formula displaying A subscript Y subscript SWI equals one hundred times the quantity open parenthesis Q of negative Y subscript SWI divided by Q of Y subscript SWI, close parenthesis, minus one, with the condition Y subscript SWI is greater than or equal to zero, equation three.]
This study will examine the asymmetry of the magnetic field and density within the magnetosheath at three distinct relative distances: near the magnetopause ([image: Mathematical expression showing "D sub msh is less than or equal to zero point one."]), at the center of the magnetosheath ([image: Mathematical expression depicting the range of \(0.45 \leq D_{\text{msh}} \leq 0.55\).]), and close to the bow shock ([image: Mathematical expression showing D subscript msh is greater than or equal to 0.9.]). These regions are illustrated in the right panel of Figure 2. Additionally, the variation in the asymmetry throughout the magnetosheath will be studied by averaging it over all [image: Mathematical expression showing "Y" with the subscript "SWI".] for different relative distances from the shock to the magnetopause.
3 MAGNETIC AMPLITUDE AND PLASMA DENSITY THROUGH THE SUBSOLAR MAGNETOSHEATH
3.1 Variability in the magnetic pileup with the IMF orientation
Figure 3 presents the profile of the magnetic field amplitude as a function of the relative position [image: Equation showing uppercase "D" in italic font with subscript "msh" in regular font.] across the subsolar magnetosheath for various IMF cone angles [image: Mathematical expression showing the absolute value of theta subscript c zero.]. The plot reveals the presence of a monotonous increase in the magnetic amplitude across the magnetosheath, whatever the value of the IMF cone angles, resulting from the global magnetic flux pileup against the magnetosphere obstacle. We also distinctly observe that the pileup becomes more pronounced as the IMF cone angle increases. Close to the magnetopause, the magnetic field amplitude in radial IMF conditions is lower by an offset of approximately [image: Mathematical expression showing "2B" with the subscript "inf".]. Downstream of the shock, the magnetic field amplitude shows relatively similar values for all IMF cone angles.
[image: Line graph illustrating various curves of BRISque scores versus some measure denoted as \( D_{\text{map}} \), ranging from 0 to 0.9. The graph features eight color-coded lines representing angles of \( \theta_{\text{s}} \) and \( \theta_{\text{o}} \) from 0 to 75 degrees, each line decreasing as \( D_{\text{map}} \) increases, with BRISque scores between 3.5 and 7.5.]FIGURE 3 | Magnetic field amplitude in the subsolar magnetosheath [image: Square root of the sum of Y sub SWI squared and Z sub SWI squared is less than or equal to five times R sub e.] normalized by the IMF amplitude [image: The image shows the mathematical notation \( B_{\text{imf}} \) in italics.] as a function of the position in the magnetosheath [image: Equation displaying the mathematical expression "D subscript m s h" in italics.] relative to the magnetopause and bow shock. The magnetopause and bow shock are positioned at [image: Formula displaying the variable "D" with a subscript "msh" in italic font.] = 0 and [image: The image shows a mathematical expression with a capital letter D, followed by a subscript "msh".] = 1, respectively. The different colored lines represent the compression of the magnetic field for different absolute value of IMF cone angles [image: Mathematical expression showing the absolute value of theta subscript c zero, enclosed in vertical bars.].
As demonstrated by Michotte de Welle et al. (2022), the IMF cone angle has a significant influence on how the magnetic field drapes around the magnetopause. A key factor regarding how it also affects the field amplitude is that as the IMF becomes increasingly radial, it also becomes more aligned with the solar wind bulk velocity. The perpendicular component of the magnetosheath flow is geometrically smaller, thereby diminishing the rate at which magnetic flux is brought to the magnetopause boundary. Magnetic flux thus has more time to get around the obstacle without having to pile up against it, leading to overall smaller field amplitudes.
The behavior of the magnetic field is completely different when considering the impact of the IMF clock angle. Figure 4 shows the profile of the magnetic field amplitude as a function of [image: The image shows the mathematical notation "D" with the subscript "msh."] in the subsolar region for various IMF clock angles [image: Greek letter theta (θ) subscripted with the lowercase letter "cl".]. As stated previously, it is immediately visible that the magnetic field amplitude increases from the bow shock to the magnetopause, whatever the value of the IMF clock angle. However, and in contrast to the behavior observed when varying the IMF cone angle, the amplitude of the magnetic field stays remarkably independent of the IMF clock angle from the bow shock up to the last 40% of the magnetosheath. A dependence on the IMF clock angle is only visible in the last 40% of the magnetosheath, and it grows when approaching the magnetopause. Near the magnetopause, the magnetic pileup increases as the IMF clock angles decrease, with a difference of [image: Mathematical expression reading "B" over "B" subscript "imf".] of approximately 1 at the boundary between the most northward and southward IMF conditions. Interestingly, the decrease in the magnetic pileup when the IMF turns from a northward to a southward direction is not linear with the clock angle but rather abruptly changes for IMF clock angles greater than 60° ([image: The mathematical expression shows the absolute value of theta sub cl is greater than or equal to sixty degrees.]). This nonlinear transition distinguishes northward IMF conditions, with [image: Absolute value of theta subscript dcl is less than or equal to sixty degrees.], from southward IMF conditions ([image: The mathematical expression reads: absolute value of theta subscript cl is greater than or equal to ninety degrees.]), where the magnetic field amplitudes remain relatively similar. Only a slight decrease in the magnetic amplitude is seen when the IMF clock angle changes from [image: It seems there might have been an issue with the image upload. Please try uploading the image again or provide a description of it, and I will be happy to help with the alternate text.] to [image: Text displaying "180°".].
[image: Line graph showing \( \overline{B/B_{\text{ms}}} \) versus \( D_{\text{crit}} \). Six lines represent angles from 0 to 180 degrees in 30-degree intervals. All lines display a downward trend from approximately 7 to 4 as \( D_{\text{crit}} \) increases from 0 to 1.]FIGURE 4 | Magnetic field amplitude in the subsolar magnetosheath [image: Square root of Y sub SWI squared plus Z sub SWI squared is less than or equal to five times Re in parentheses.] normalized by the IMF [image: Mathematical expression showing the letters "B" in italics and "i", "m", "f" in lowercase, also italicized, enclosed within parentheses.] as a function of the position in the magnetosheath [image: Italic uppercase letter "D" with subscript "msh" in a serif font.] relative to the magnetopause and bow shock. The magnetopause and bow shock are positioned at [image: The image shows the mathematical symbol "D" with the subscript "msh".] = 0 and [image: Italicized uppercase "D" followed by the subscript letters "msh".] = 1, respectively. The different colored lines represent the compression profiles of the magnetic field for different absolute value of IMF clock angles [image: Mathematical notation showing the absolute value of the product of angle theta and distance 'd' enclosed in vertical bars, symbolizing an absolute value operation.].
The decrease in the flux pileup effect with increasing IMF clock angles is consistent with magnetic reconnection operating at the magnetopause with increasing efficiency. While the IMF is still northward for the [image: Mathematical expression displaying the number sixty followed by the degree symbol, representing sixty degrees.] clock angle, the sharp transition observed in the amount of pileup could result from the transition of the X line from high latitudes to a tilted dayside configuration. Figure 5 shows the [image: The image shows the mathematical notation "V" with a subscript "x".] component of the ion bulk velocity across the subsolar magnetosheath from the bow shock to the magnetopause, normalized by the solar wind velocity [image: Italic letter "V" with a subscript "sw".]. As for the magnetic amplitude, this spatial profile is shown for different values of the IMF clock angle. Overall, the velocity is seen to linearly decrease up to the magnetopause, as expected from plasma piling-up against the obstacle. We also note that the velocity increases with the IMF clock angle, and this occurs throughout the whole thickness of the magnetosheath. This larger flow along the Sun–Earth line for more southward conditions is, again, consistent with reconnection operating at the magnetopause in these conditions. Reconnection barely occurs, if at all, around the due north IMF conditions. As a result, the plasma flow in the magnetosheath, decelerated downstream of the bow shock, must globally be consistent with a closed magnetopause boundary condition, imposing a purely tangential flow there. In such a regime, magnetic flux and plasma pile up against the obstacle more as the only way out stands in being deflected radially from the subsolar point toward the flanks of the system. In contrast, as soon as reconnection is enabled at the magnetopause, the whole flow adjusts to the now open boundary condition at the magnetopause, acting as a new sink and essentially allowing larger transport along the Sun–Earth line. Considering [image: Equation depicting solar wind speed, noted as "V sub SW approximately equal to four hundred kilometers per second".], the offset in the velocity seen between the due north and due south IMF is approximately 10 km/s, which is consistent with the expected subsolar reconnection inflow.
[image: Line graph showing \( \frac{I(V)}{I_{\text{sc}}} \) versus \( D_{\text{aug}} \) for different angle ranges: 0°–14°, 30°–60°, 60°–84°, 90°–120°, 120°–150°, and 150°–180°. The graph depicts an upward trend for all angles, with separate lines for each angle range.]FIGURE 5 | Profiles of the Vx component of the velocity in the subsolar magnetosheath [image: Mathematical expression: the square root of open parenthesis upper Y squared plus upper Z squared close parenthesis is less than or equal to five times upper R subscript e.] normalized by the solar wind velocity as a function of the position in the magnetosheath [image: Mathematical expression showing the letter D in italics with a subscript reading "msh."] relative to the magnetopause and bow shock. The magnetopause and bow shock are positioned at [image: The image displays the mathematical expression "D" with the subscript "msh".] = 0 and [image: The text reads "D" with a subscript "msh".] = 1, respectively. The different colored lines represent the Vx component for different absolute values of IMF clock angles [image: The notation shows the absolute value of the lowercase letter theta multiplied by the lowercase letter d and the underscore indicates a subscript cl.].
Let us now focus on how the magnetic field amplitude values vary as a function of both the IMF clock and cone angles, but only near the subsolar magnetopause. Figure 6 shows the values taken by the normalized magnetic field in the subsolar region near the magnetopause ([image: \( D_{\text{msh}} \leq 0.1 \)]) as a function of both the IMF clock and cone angles. Overall, the observed variation in magnetic amplitude, ranging from approximately 5 in the southward and low IMF cone angle to approximately 8.5 (i.e. 70[image: Please upload the image or provide a URL so I can help create the alt text.] increase) in the northward and large cone angle conditions, supports previous findings. We can also see that for IMF cone angles smaller than 20°, the magnetic pileup does not appear to decrease as the IMF turns southward. This may suggest that, for such a low IMF cone angle, magnetic reconnection may not be operating at the magnetopause, or it may be so small that it does not impact how the magnetic field piles up. In contrast, for IMF cone angles greater than 60°, the magnetic pileup decreases rapidly when the IMF clock angle is between 60° and 90°, and it appears to be almost constant for more southward IMF. For such values of IMF cone angle, the magnetic field strength for northward IMF is approximately 30[image: Please upload the image or provide its URL so I can create the alt text for you.] greater than that for southward IMF.
[image: Heatmap showing the variation of \(\theta_s\) and \(\beta_s\) angles, with a gradient from blue to red indicating increasing values. The color bar on the right shows \(B/B_{ref}\) and \(R_{min}\) values, ranging from 6 to 8.5 and 1.2 to 1.8, respectively.]FIGURE 6 | Magnetic pileup [image: \( (B / B_{imf}) \) is a mathematical expression representing the ratio of \( B \) to \( B_{imf} \), with \( B_{imf} \) likely indicating a specific reference value or context for \( B \).] near the magnetopause ([image: Mathematical expression: D sub msh is less than or equal to.]0.1) in the subsolar magnetosheath [image: Square root of Y squared plus Z squared is less than or equal to five times Re.] as a function of the IMF clock [image: Mathematical expression depicting the absolute value of \(\theta_{cl}\), enclosed in vertical bars.] and cone [image: Mathematical expression: vertical bars with \(|\theta\rangle_{co}\).] angles. The two color bars provide the magnetic field amplitude in the magnetosheath, normalized by the IMF strength, and the minimum value of the magnetic field amplitude ratio, respectively.
3.2 Magnetosheath plasma density and depletion layer for various IMF orientations
We repeat the same procedure as in previous sections, but this time focusing on plasma density across the magnetosheath, particularly investigating the possible depletion layer near the magnetopause. We start by investigating the particle density profile as a function of the relative position across the subsolar magnetosheath for different IMF cone angles, considering all clock angles, as shown in Figure 7.
[image: Line graph showing \(N_p/N_{max}\) versus \(D_{sep}\) for different angles ranging from \(15^\circ\) to \(75^\circ\). Each angle is represented by a different colored line. The graph depicts a general decline in \(N_p/N_{max}\) as \(D_{sep}\) increases from 0 to 1.]FIGURE 7 | Ion density ratio [image: Equation displaying a fraction: \( N_p / N_{p_{sw}} \).] in the subsolar magnetosheath [image: Expression within parentheses: square root of Y squared plus Z squared is less than or equal to five times Re.] as a function of the position in the magnetosheath [image: Italicized uppercase "D" with the subscript letters "msh" beside it.] relative to the magnetopause and bow shock. The magnetopause and bow shock are positioned at [image: Italicized letter "D" followed by a subscript "msh".] = 0 and [image: Mathematical notation "D" with a subscript "msh" in italic font.] = 1, respectively. The different colored lines represent the profiles of the plasma density for different absolute value of IMF cone angles [image: Mathematical expression showing the Bra-Ket notation, specifically a ket labeled theta subscript c zero, enclosed in vertical bars.].
Near the bow shock, the density ratio increases with increasing IMF cone angle, reaching a maximum compression of approximately 4 when the IMF is almost perpendicular to the shock ([image: The mathematical expression shows the absolute value of theta subscript co is greater than or equal to sixty degrees.]).
For the most radial IMF conditions ([image: The mathematical expression shows the absolute value of theta subscript c o is less than or equal to thirty degrees.]), the density ratio exhibits an almost continuous increase up to the magnetopause, where no depletion is observed. In contrast, a PDL near the magnetopause is observed for IMF with cone angles greater than 30°. The density ratios increase up to approximately [image: Stylized, italicized mathematical expression representing the variable \(D_{msh}\) in a serif font.] = 0.4 ([image: Approximately 1.2 times the Earth's radius.] along the subsolar magnetosheath), after which they decrease up to the magnetopause. Interestingly, for IMF cone angles greater than 60°, the density ratio at the magnetopause is even lower than that at the bow shock. The magnitude of the depletion of plasma near the magnetopause increases with the IMF cone angle. This is consistent with the concomitant increase in the magnetic field amplitude seen in Figure 3 and has been previously discussed. It is important to note that at this point, in contrast to the findings of Zhang et al. (2019), the density depletion we observe close to the magnetopause cannot, by construction, result from mispositioning measurements made in the magnetosphere since those are excluded from the original dataset.
Similarly to our investigation of the magnetic amplitude, we now investigate how the density profile changes for different IMF clock angles. Figure 8 presents the density profile as a function of the relative position[image: Italicized uppercase letter D followed by the subscript text "msh".] throughout the subsolar magnetosheath for various IMF clock angles [image: The image shows the Greek letter theta with a subscript "d".]. We observe a PDL for each of the IMF clock angles, and there is no clear dependence on the IMF clock angle throughout most of the magnetosheath. Near the magnetopause ([image: Equation showing \( D_{\text{msh}} \leq 0.2 \).]), however, the density appears to be lower for small IMF clock angles. The deepening of the depletion seems to predominantly occur as soon as the IMF clock angle passes 60°. This pattern is consistent with the observed increase in magnetic pileup, as shown in Figure 4. Together, the magnetic field amplitude and plasma density, in their dependence on the IMF clock angle, seem to be consistent with magnetic reconnection eroding the pileup and the PDL as the IMF turns southward.
[image: Graph displaying \(N_{\text{DoS}}\) versus \(D_{\text{max}}\) with curves for different angle ranges. The graph shows varying trends in \(N_{\text{DoS}}\), peaking and then declining as \(D_{\text{max}}\) increases. Each colored line represents a different angle range, showing subtle variations in peak values and slopes.]FIGURE 8 | Ion density ratio [image: Mathematical expression showing a ratio with numerator \( N_p \) and denominator \( N_{p_{SW}} \).] in the subsolar magnetosheath [image: Mathematical expression showing the square root of \(Y^2 + Z^2\) less than or equal to \(5Re\), enclosed in parentheses.] as a function of the position in the magnetosheath [image: The image shows the variable notation "D" with a subscript "msh" in italic font, commonly used in mathematical or scientific contexts.] relative to the magnetopause and bow shock. The magnetopause and bow shock are positioned at [image: The image shows the mathematical expression "D subscript msh" in italic font.] = 0 and [image: The mathematical notation \( D_{\text{msh}} \) using subscript for the letters "msh".] = 1, respectively. The different colored lines represent the profiles of the plasma density for different absolute value of IMF clock angles [image: Mathematical notation depicting the absolute value of theta subscript cl, enclosed in vertical bars.].
Let us now focus on the region near the magnetopause and observe in more detail how the density varies with both the IMF cone and clock angles. Figure 9 shows the density ratio in the subsolar region close to the magnetopause ([image: Mathematical expression showing "D sub msh is less than or equal to 0.1".]) as a function of both the IMF clock and cone angles. The density ratio decreases as the IMF cone angle increases, with depletion of plasma between 30[image: It seems there was an issue with uploading the image. Please try uploading the image again, and I will help you with the alt text.]from small to large cone angles and northward IMF. Consistent with the magnetic field amplitude (Figure 6), the density does not seem to have a clear dependence on the IMF clock angle for IMF cones under 20°. The density ratio is the smallest for northward IMF ([image: Absolute value of theta subscript cl is less than or equal to twenty-five degrees.]) at large IMF cone angles ([image: The mathematical expression indicates the absolute value of theta subscript co is greater than or equal to forty-five degrees.]), where the magnetic pileup is maximum. In contrast, as the IMF turns southward, its value rapidly increases. Once the IMF becomes eastward ([image: The image shows the mathematical inequality: the absolute value of theta subscript d is greater than or equal to sixty degrees.]), the density values do not seem to exhibit a strong dependence on the IMF clock angle but only on the IMF cone angle. Overall, the observed variation in the density ratio is consistent with the variation in the magnetic field and the effect of magnetic reconnection.
[image: Heat map illustrating data distribution across two angles, \(\Theta_0\) and \(\Theta\), ranging from 0 to 180 degrees and 0 to 90 degrees respectively. Colors range from blue to red, indicating lower to higher values, with two scales on the right. Scale one is \(N_{\Theta}/N_0\) and ranges from 1.0 to 6.0. Scale two is \(N_{\Theta}/\text{max}(N_0)\) and ranges from 0.0 to 1.00.]FIGURE 9 | Density ratio [image: Expression showing the ratio \( N_p/N_{p_{sw}} \).] near the magnetopause ([image: Mathematical expression: \( D_{\text{msh}} \leq \)]0.1) in the subsolar magnetosheath [image: Equation in parentheses: Square root of Y squared plus Z squared is less than or equal to five times Re.] as a function of the IMF clock [image: Mathematical expression showing an absolute value notation surrounding the Greek letter theta, subscript cl, enclosed in vertical bars.] and cone [image: Mathematical expression showing the absolute value of theta subscript c subscript zero in parentheses.] angles. The two color bars provide the plasma density in the magnetosheath, normalized by the solar wind density, and the maximum value of the density ratio, respectively.
4 ASYMMETRY OF THE EQUATORIAL MAGNETOSHEATH
4.1 Asymmetry of the magnetic field amplitude
The first part of this work focused on the state of the magnetosheath along the Sun–Earth line. We now focus on the longitudinal variations and, more specifically, on the asymmetries that may develop along that dimension. Previous studies investigating the amount of asymmetry in the dayside magnetosheath either looked at the asymmetries integrated through the whole magnetosheath thickness or those close to the magnetopause only. By covering the whole dayside magnetosheath volume, our dataset presents an interesting opportunity to get more local insight into the asymmetries. Thus, in this study, we will consider how the asymmetry also varies with the depth within the magnetosheath, from the bow shock to the magnetopause.
Figure 10 presents the amplitude of the magnetic field (left panels) along the [image: The image shows the symbol "Y" with a subscript "SWI".] direction in the equatorial magnetosheath. The right panels show the associated asymmetry in the magnetic amplitude, as calculated from Eq. 3. These profiles are made close to the magnetopause, in the middle of the magnetosheath, close to the bow shock, and for varying IMF cone angles.
[image: Four pairs of graphs (A-H) compare magnetic field components (Bz/IMF Bz) and Asymmetries (AIMF) across various angle ranges. Graphs A, C, E, and G show the Bz/IMF Bz versus YSW, with different angles indicated. Graphs B, D, F, and H display AIMF over rsw1, highlighting regions where Q1 or Q2 is favored. Each set uses three colored lines representing different Dst* values (0.1, 0.45 ≤ Dst* ≤ 0.55, 0.9). The graphs analyze space physics data, focusing on asymmetries and variations in the magnetic field based on angle and storm time conditions.]FIGURE 10 | Left panels show the distribution of the magnetic field amplitude as a function of [image: Text displaying "Y\textsubscript{SWI}" in a serif font style.]. The right panels show the asymmetry [image: Mathematical expression depicting \( A(B/B_{\text{imf}}) \).] (Eq. 3) between the quasi-parallel and quasi-perpendicular side of the magnetosheath. The top, second, third, and last rows correspond to IMF cone angles of [image: The mathematical expression shows the absolute value of theta is greater than or equal to eighty degrees.], 50°[image: The mathematical expression shows the angle theta enclosed by absolute value signs, indicating that it is bounded by less than or equal to signs on both sides.] 60°, 20°[image: Mathematical expression with an absolute value of theta, represented as less than or equal to one.] 30°, and [image: The mathematical expression shows the absolute value of theta is less than or equal to parentheses.] 15°, respectively. The green, orange, and blue lines correspond to the magnetic field amplitude or asymmetry near the bow shock ([image: Mathematical expression showing "D" with a subscript "msh" followed by a greater than or equal to symbol.] 0.9), at the center of the magnetosheath ([image: Text reads: "0.45 ≤ Dₘₛₕ ≤ 0.55".]), and near the magnetopause ([image: The expression "D sub msh is less than or equal to".] 0.1), respectively. Q∥ and Q⟂ stand for the quasi-parallel and quasi-perpendicular side of the magnetosheath, respectively.
For IMF cone angles greater than 80° ([image: The mathematical expression shows the absolute value of theta subscript zero is greater than or equal to zero.] 80°), panel a reveals no significant asymmetry in the magnetic field for any magnetopause distance. The corresponding asymmetry on panel b confirms the rather symmetric configuration, with values close to zero across the magnetosheath. If the IMF is the main underlying source of asymmetry, this lack of asymmetry is expected since for such a large IMF cone angle, there is essentially no side that is more quasi-parallel than the other.
An asymmetry starts to be visible for IMF cone angles of [image: I can't view the image, but the expression provided is a mathematical inequality: "50 degrees is less than or equal to the absolute value of theta sub c o, which is less than or equal to 60 degrees."], corresponding approximately to the Parker spiral orientation. Panel c shows an asymmetry from the bow shock to the middle magnetosheath, with slightly larger magnetic amplitudes on the quasi-perpendicular side of the magnetosheath. However, the asymmetry seems to have almost disappeared near the magnetopause, where the amplitude is the strongest. Panel d shows that the asymmetry is relatively similar near the bow shock and in the middle of the magnetosheath, increasing from the subsolar region to the terminator [image: The equation \(X_{\text{SWI}} = 0\) is displayed, likely representing a scientific or mathematical concept, with a possible focus on the subscript notation "SWI" and its significance to the equation.], reaching values of approximately 20[image: It seems there's an issue with uploading the image. Please try again by attaching the image file, or provide a URL if it's hosted online. Let me know if there's any specific context or detail you want to include.] higher in the quasi-perpendicular side. Near the magnetopause, the asymmetry shows significant variability and is perhaps a little positive in the quasi-perpendicular region, if not zero.
For IMF cone angles of [image: Mathematical expression: twenty degrees is less than or equal to the absolute value of theta subscript c o l is less than or equal to thirty degrees.], panel e reveals higher values in the magnetic field on the quasi-perpendicular side throughout the magnetosheath thickness. The asymmetry, shown on panel f, reveals that the asymmetry near the shock and in the middle of the magnetosheath increases from the subsolar region to the terminator similarly. At the terminator, it reaches approximately 30[image: If you upload the image or provide a URL, I can help create the alternate text for it.] higher values in favor of the quasi-perpendicular side. In contrast, the asymmetry near the magnetopause appears to remain relatively constant, with the quasi-perpendicular side exhibiting magnetic field values of approximately 10[image: Please upload the image or provide a URL to it, and I will help you create the alternate text.] stronger.
Finally, for IMF cone angles of [image: Mathematical expression showing the absolute value of theta subscript co is less than or equal to fifteen degrees.], panel g shows slightly higher values on the quasi-perpendicular side of the magnetosheath from the shock to the magnetopause, which is confirmed in the asymmetry of panel h. As the IMF becomes almost radial, it is expected that the asymmetry will decrease. The lack of radial IMF measurements and the presence of the foreshock result in a relatively noisy asymmetry.
The asymmetry is not uniform from the shock to the magnetopause. To get a clearer vision of the dependence on the depth in the magnetosheath, we can compute the asymmetry as previously for many different depth shells and plot the average asymmetry per shell. The result is shown in Figure 11, where the average asymmetry in the magnetic field amplitude between the quasi-parallel and quasi-perpendicular sides in the equatorial region as a function of the distance in the magnetosheath thickness [image: Mathematical expression showing the symbol \( D \) with a subscript of \( \text{msh} \), enclosed in parentheses.] is plotted. For IMF cone angles greater than 80° ([image: Absolute value of theta is greater than or equal to eighty degrees.]), the average asymmetry remains relatively constant, with values close to zero, indicating a lack of distinct asymmetry throughout the magnetosheath. For IMF cone angles between 50° and 60° ([image: The mathematical expression shows the inequality \(50^\circ \leq |\theta| \leq 60^\circ\), representing the absolute value of theta being between fifty degrees and sixty degrees, inclusive.]), the average asymmetry indicates that the quasi-perpendicular side of the magnetosheath has a higher value of approximately 8[image: Please provide the image by uploading it directly or share a URL link to the image so I can generate the alt text for you.] from the shock to the middle of the magnetosheath, and then it decreases to 2.5[image: Please upload the image or provide a URL so I can help create the alt text for it.] near the magnetopause. For IMF cone angles between 20° and 30° ([image: Mathematical expression showing the range for the absolute value of theta: twenty degrees is less than or equal to the absolute value of theta, which is less than or equal to thirty degrees.]), the average asymmetry remains relatively constant throughout most of the magnetosheath, with values approximately 15[image: A percentage symbol with a slanted line and two circles, one above and one below, representing a mathematical or financial concept.] higher on the quasi-perpendicular side. However, this asymmetry decreases closer to the magnetopause ([image: Mathematical expression: \( D_{\text{msh}} \leq 0.2 \).]) to approximately 6[image: Please upload the image or provide a URL so I can help create the alternate text for it.].
[image: Line graph showing the average ΔLUB(t) (%) against D_scan with three lines representing different P_b values. The blue line (P_b at 10^-1), orange line (10^-2 ≤ P_b < 10^-1), and green line (P_b at 10^-3) depict varying trends as D_scan increases from 0.0 to 1.0. The green line shows the highest fluctuation, while the blue line is the most stable. Horizontal axis is labeled D_scan, and vertical axis is labeled average ΔLUB(t) (%).]FIGURE 11 | Average asymmetry [image: Mathematical expression showing "A" multiplied by the fraction "B over B subscript IMF".] (Eq. 3) in the magnetic field amplitude between the quasi-parallel and quasi-perpendicular as a function of the magnetosheath distance [image: Mathematical expression displaying \( D_{\text{msh}} \).]
Overall, the asymmetry in the magnetic field amplitude between the quasi-perpendicular and quasi-parallel sides of the magnetosheath decreases as the IMF cone angle increases and presents smaller values at the magnetopause compared to the rest of the magnetosheath. It should be noted that no clear effect of the IMF clock angle on the magnetic field asymmetry was observed.
4.2 Asymmetry in the plasma density
Figure 12 presents the ratio of the plasma density and its asymmetry between the quasi-parallel [image: Mathematical expression showing \( Y_{\text{SWI}} \geq 0 \).] and quasi-perpendicular [image: Mathematical expression showing that the subscripted variable \( Y_{\text{SWI}} \) is less than or equal to zero.] sides of the equatorial region of the magnetosheath.
[image: Graphical data comparing models with different Dpsr values (0.1, 0.55, 0.9) across eight panels (A-H). Panels A, C, E, G show profiles of Mz/Msw against Ysw (Re) for various angle ranges (|θci|). Panels B, D, F, H display dMx/dYsw against Ysw (Re), indicating whether Q1 or Q2 is favored. Each line represents a different model, displaying variations in data trends by angle range and Dpsr value.]FIGURE 12 | Left panels shows the distribution of the density ratio as a function of [image: The image shows the mathematical notation \( Y_{\text{SWI}} \).]. The right panels show the asymmetry [image: Mathematical expression: A times the ratio of N subscript P to N subscript P subscript SW.] (Eq. 3) between the quasi-parallel and quasi-perpendicular side of the magnetosheath. The top, second, third, and last rows correspond to IMF cone angles of [image: Absolute value of theta is greater than or equal to eighty degrees.], 50° [image: \(|\theta| \leq 60^\circ\)], [image: The mathematical expression shows the absolute value of theta within the range of twenty degrees to thirty degrees.], and [image: Mathematical expression: the absolute value of theta is less than or equal to fifteen degrees.], respectively. The green, orange, and blue lines correspond to the magnetic field amplitude or asymmetry near the bow shock ([image: Mathematical expression showing \( D_{\text{msh}} \geq 0.9 \).]), at the center of the magnetosheath ([image: Mathematical formula showing the value of D subscript m s h as greater than or equal to 0.45 and less than or equal to 0.55.]), and near the magnetopause ([image: The formula displayed is \( D_{\text{msh}} \leq 0.1 \).]), respectively. Q∥ and Q⟂ stand for the quasi-parallel and quasi-perpendicular side of the magnetosheath, respectively.
For all IMF cone angles (left panels), the density in the flanks ([image: Mathematical expression showing the absolute value of Y subscript SWI is greater than or equal to five.] Re) at the magnetopause is smaller than that in the center of the magnetosheath, indicating the presence of a PDL in these regions. Interestingly, the presence of these flank PDLs seems to be relatively independent of the magnetic field amplitude and IMF cone angle.
For IMF cone angles greater than 80° ([image: The image shows a mathematical inequality, where the absolute value of theta subscript "co" is greater than or equal to eighty degrees.]), the normalized density values are highest in the middle of the magnetosheath and smaller near the magnetopause than near the bow shock, confirming for different Y positions what was already observed in the subsolar region in Figure 7. The profiles do not show any asymmetries between the quasi-parallel and quasi-perpendicular sides of the magnetosheath. This is confirmed in the corresponding asymmetry plot (panel b), where the values remain close to zero from the shock to the magnetopause. The absence of asymmetry in the density for such IMF cone angles is consistent with the lack of asymmetry observed in the magnetic field amplitude (upper panels of Figure 10).
For IMF cone angles between 50° and 60° (50° [image: Mathematical expression showing an inequality: less than or equal to the absolute value of θ subscript col, which is less than or equal to.] 60°), the normalized density (panel c) is slightly higher in the subsolar magnetopause than near the bow shock, while remaining maximum in the middle of the magnetosheath, which is again consistent with Figure 7. The normalized density profile in the equatorial region does not exhibit a clear asymmetry between the quasi-perpendicular and quasi-parallel sides of the magnetosheath near the bow shock. However, at greater depth, in the center of the magnetosheath and near the magnetopause, the quasi-parallel side shows higher values than the quasi-perpendicular side. In panel d, the values of the asymmetry near the bow shock vary around zero, indicating no distinct asymmetry in this region. In contrast, in the center of the magnetosheath and near the magnetopause, the asymmetry increases from the subsolar region to the terminator, reaching values approximately 15[image: To provide alt text, please upload an image or provide a URL to the image you would like described.] higher in the quasi-parallel side, which is consistent with results obtained by Walsh et al. (2012); Dimmock et al. (2016). Note that in contrast to the magnetic field (panels c and d of Figure 10), the asymmetry in the normalized density seems to increase from the shock to the magnetopause.
Panel e shows the density profile for IMF cone angles between 20° and 30° ([image: Mathematical expression showing an inequality: \(20^\circ \leq |\theta_{\text{co}}| \leq 30^\circ\).]). The density near the bow shock shows higher values on the quasi-perpendicular side than on the quasi-parallel side of the magnetosheath. In contrast, in the middle of the magnetosheath, this asymmetry seems to have disappeared, and near the magnetopause, the asymmetry seems to have shifted in favor of the quasi-parallel side, as in the larger IMF cone angle interval. This reversal of the asymmetry is shown clearly in panel f. Near the bow shock side, the density values are approximately 10[image: Please upload the image or provide a URL for the image you want me to describe.] higher on the quasi-perpendicular side than on the quasi-parallel. Conversely, near the magnetopause, the density ratio, while being more variable, is approximately 10[image: If you upload an image, I can help create the alt text for you. Please provide the image or a URL.] higher on the quasi-parallel side of the magnetosheath. In between, no clear asymmetry is distinguishable in the middle of the magnetosheath. The smaller density observed on the quasi-perpendicular side, close to the magnetopause, can be understood as a deeper PDL associated with the stronger magnetic field therein. In contrast, it is unclear why the density is more pronounced on the quasi-perpendicular side just downstream of the bow shock in such low IMF cone angle conditions. Isotropic MHD jump conditions (Zwan and Wolf, 1976) predict higher density on the quasi-parallel side, but a straight comparison with our observations, averaged over all Mach and relevant shock parameters, is not possible; in addition, such MHD approximations are questionable downstream of quasi-parallel shock, where turbulence and instabilities play an important role.
Finally, for IMF cone angles of [image: The equation shows the absolute value of theta subscript c zero is less than or equal to fifteen degrees.], panel g shows slightly higher density values on the quasi-parallel side of the magnetosheath in proximity to the shock. However, there is no clear asymmetry between the quasi-parallel and quasi-perpendicular sides in the middle of the magnetosheath and close to the magnetopause (panel h).
Figure 13 presents the asymmetry in the normalized density between the quasi-parallel and quasi-perpendicular sides in the equatorial region, averaged over [image: The image shows the expression "Y subscript SWI".] and as a function of the position [image: Italicized uppercase "D" followed by the subscript letters "msh".] throughout the magnetosheath. For IMF cone angles greater than 80° ([image: The mathematical expression displays the absolute value of theta sub co is greater than or equal to eighty degrees.]), the average asymmetry remains relatively constant, with values close to zero, indicating a lack of distinct asymmetry throughout the magnetosheath. For IMF cone angles between 50° and 60° ([image: Mathematical expression showing the range of angles: fifty degrees is less than or equal to the absolute value of theta subscript c o, which is less than or equal to sixty degrees.]), the average asymmetry decreases from the values close to zero in proximity of the bow shock to approximately −8[image: Please upload the image or provide a URL, and I can help create the alt text for it.] near the magnetopause, indicating that the plasma density is larger on the quasi-parallel side than on the quasi-perpendicular side of the magnetosheath. For IMF cone angles between 20° and 30° (20° [image: Less than or equal to the absolute value of theta times subscript "col" less than or equal to.] 30°), the average asymmetry decreases from approximately 10[image: If you provide the image, I can help create the alternate text for it. Please upload the image or provide a URL.] (i.e., higher density on the quasi-perpendicular side) to −5[image: Please upload the image or provide a URL to it, so I can help create the alt text. Optionally, you can add a caption for additional context.] (i.e., higher density on the quasi-parallel side) from the shock to the magnetopause. As mentioned above, this reversal of the density asymmetry between the quasi-perpendicular and quasi-parallel sides of the magnetosheath is attributed to the combined effects of the bow shock and magnetic pileup.
[image: Line graph showing the average change in A over time in days for three different scenarios: 36-degree S played at 60 degrees (blue), 30-degree S played at 60 degrees (orange), and 30-degree S played at 30 degrees (green). The green line shows the greatest increase, while the blue and orange lines have smaller changes. The x-axis represents days from 0 to 1, and the y-axis represents percentage change from -10 to 30 percent.]FIGURE 13 | Average asymmetry [image: Mathematical expression depicting the function \( A(N_p / N_{p_{SW}}) \), involving variables \( N_p \) and \( N_{p_{SW}} \).] (Eq. 3) in the plasma density between the quasi-parallel and quasi-perpendicular as a function of the magnetosheath distance [image: Mathematical expression showing "D" with a subscript "msh", enclosed in parentheses.].
It should be noted that similar to the magnetic field, no clear effect of the IMF clock angle on the density asymmetry was observed.
5 DISCUSSION AND CONCLUSION
The magnetosheath is the region where the solar wind and interplanetary magnetic field are altered before coming into contact with the magnetopause. Its characterization, therefore, constitutes a primary objective in understanding how the Earth magnetosphere couples with its surrounding environment. Despite decades of measurements, the spatial structure of macroscopic parameters such as density and magnetic field, which primarily control how reconnection occurs at the magnetopause, remains poorly understood. By using a comprehensive dataset based on decades of multi-mission measurements, we have, in this study, proposed to explore the spatial distributions of the plasma density and magnetic field amplitude and their functional dependence on the IMF orientation. The magnetic field pileup against the magnetopause and the subsequent monotonous increase in the magnetic amplitude throughout the magnetosheath are general properties of the system. The pileup is shown to be less pronounced as the IMF becomes increasingly aligned with the Sun–Earth axis, as expected from the smaller rate at which magnetic flux is carried against the obstacle. The dependence on the IMF clock angle is more subtle and only appears clearly in the first 40% of the magnetosheath from the magnetopause. The strength of the magnetic pileup decreases non-linearly as the IMF turns to the south, which is consistent with the expected effect of magnetic reconnection occurring at the magnetopause. As for the magnetic field, the plasma density profile in the subsolar magnetosheath strongly depends on how radial the IMF is. Except for the most radial IMF orientations, a plasma depletion layer is generally observed in the first 40% of the magnetosheath from the magnetopause. The depth of the PDL increases as the IMF cone angle increases, which is consistent with the observation of a pronounced magnetic flux pileup. It also increases as the IMF clock angle decreases as a result of magnetic reconnection not being able to process incoming magnetic flux as much. The effect of magnetic reconnection has also been shown to be consistently revealed through the faster flow along the Sun–Earth line as the IMF clock angle increases, as expected from an open magnetopause boundary condition to the magnetosheath flow. It should be noted that this study interprets the variations in magnetic field amplitude and plasma density as primarily produced by magnetic reconnection. However, other processes, such as Kelvin–Helmholtz, surface waves, high-speed jets, and others, may alter the density and magnetic amplitude. Nevertheless, we anticipate that their impact will be more localized in space and time and, thus, less or not visible in large-scale statistics such as those presented in this study. The coupling between the depth of the PDL and strength of the magnetic field close to the magnetopause has also been revealed in the longitudinal variations in the quantity in the equatorial magnetosheath. The magnetic field amplitude is slightly higher on the quasi-perpendicular side of the magnetosheath adjacent to the magnetopause, resulting in a deeper PDL and a quasi-parallel favored asymmetry in that region, which is consistent with previous studies. Interestingly, we showed that the density adjacent to the magnetopause can even become smaller than downstream of the bow shock despite the overall pileup of the solar wind onto the obstacle. In contrast to previous studies, our spatial reconstruction revealed significant variations in the asymmetries in the magnetic field and density across the thickness of the magnetosheath. The magnetic field amplitude asymmetry, which was rather pronounced and quasi-perpendicularly favored downstream of the bow shock, was shown to be much weaker close to the magnetopause in the pileup region. The asymmetry of the density was shown to even reverse at mid-depth and become quasi-perpendicular favored downstream of the bow shock, particularly in the most radial IMF conditions.
This study revealed the first detailed spatial reconstruction of the plasma density and magnetic field in the magnetosheath. The study, in particular, highlighted the subtle effect of magnetic reconnection at the magnetopause on the extent to which the magnetic flux piles up and the density is subsequently depleted near the magnetopause. Our results clearly show how reconnection at the magnetopause changes the global state of the magnetosheath by changing the innermost boundary condition of the flow. Inversely and interestingly, this also implies that magnetic reconnection non-linearly modifies its own boundary condition.
We believe that the main limitation of this study is the repositioning errors of the data points, which result from a combination of errors in determining SW/IMF and the intrinsic errors of the boundary models themselves. This lack of spatial resolution results in the mixing of the plasma and magnetic structures (i.e., magnetic pileup and PDL), which could exhibit a lesser degree of variation than that observed when examining a temporal crossing of the magnetopause/magnetosheath.
The results of this study open several avenues for future investigations. First, this study examines the state of the magnetosheath primarily through the prism of the IMF orientation. Although this parameter is critically important due to its effect on magnetic reconnection, it is far from the only significant factor. Future works should focus on the dependence on the upstream Mach number and plasma beta as these parameters also significantly alter the properties of the PDL and magnetic reconnection at the magnetopause. Future work should also focus on reconstructing the spatial distribution of other parameters, such as plasma flow and plasma pressure and their anisotropy, and conditioning the development of instabilities, whose signatures (such as mirror structures) could also be spatially mapped in order to assess their effects on magnetopause processes. While they only represent an averaged overview of the global magnetosheath, the spatial reconstructions obtained in our study pave the way for new investigations of the magnetosheath from in situ measurements, which were previously accessible only to global numerical models.
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Turbulent solar wind is known to be a main driver of the processes inside the magnetosphere, including geomagnetic storms and substorms. Experimental studies of the last decade demonstrate additional ways of interplanetary plasma transport to the magnetosphere, including small-scale processes in the magnetosphere boundary layers. This fact implies that properties of the solar wind turbulence can affect the geomagnetic activity. However, in front of the magnetosphere are a bow shock and a magnetosheath region which contribute to the changes in the properties of the solar wind turbulence and may result in destructions of the association between solar wind turbulence and the magnetosphere. The present study provides the statistics of two-point simultaneous measurements of the turbulence properties in the solar wind and the magnetosheath based on Wind and THEMIS spacecraft data. Changes in the turbulence properties are analyzed for different background conditions. Solar wind bulk speed and temperature are shown to be the main factors that influence the modification of turbulence at the quasi-perpendicular bow shock at frequencies higher than the break frequency (ion transition range). Inside the magnetosheath, significant steepening of spectra occurs with an increase in temperature anisotropy without a connection to the upstream spectrum scaling that underlines the crucial role of the instabilities in turbulence properties behind the bow shock.
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1 INTRODUCTION
The turbulent nature of solar wind (SW) fluctuations has been known since the beginning of measurements in the interplanetary space (Coleman, 1968). Due to a large number of spacecraft data during the last three decades, to date, the turbulence properties of the SW plasma are generally described (Alexandrova et al., 2013; Bruno and Carbone, 2013; Alexandrova et al., 2021). The SW turbulence is characterized by the presence of several ranges of scales. At large scales (>106 km), energy is injected into the system, and the fluctuation spectra follow the f−1 power law. At intermediate scales (MHD scales or inertial range), the energy is transferred to smaller scales by the nonlinear interaction of eddies, and the spectra typically follow the f−5/3 power law (Kolmogorov scaling). The scaling may be different for perpendicular and parallel mutual directions between the magnetic field and plasma velocity due to the turbulence anisotropy (Horbury et al., 2008; Chen et al., 2011). At ion scales (∼103 km), kinetic effects become important, the spectrum breaks, and a transition to kinetic scales occurs; at these scales, the spectra usually follow the power law f−a, where a ranges from −4 to −2 (Smith et at, 2006a,b; Sahraoui et al., 2013). During the last decade, comprehensive studies of turbulence up to electron scales provided more information on the nature of the turbulent cascade and an interplay between the turbulence and reconnection (Alexandrova et al., 2009; Sahraoui et al., 2009; Sahraoui et al., 2013). However, the electron-scale turbulence is much less studied to date.
The SW (and interplanetary disturbances, mainly) is known to be the main driver of magnetospheric activity (Russell et al., 1974; Burton et al., 1975). However, magnetospheric perturbations may occur during undisturbed SW conditions. Some of the experimental results suggested turbulence to be a cause of these disturbances (D'Amicis et al., 2007; Vörös et al., 2002; Jankovicova et al., 2008; Borovsky and Funsen, 2003). The current status of a possible role of the SW turbulence in the geomagnetic perturbations is described in D'Amicis et al. (2020).
When the supersonic and superalfvenic SW meets the magnetosphere, a detached bow shock (BS) is formed with a region behind it called the magnetosheath (MSH). Properties of the MSH plasma and magnetic field have been known to differ from the undisturbed SW since the early space era (see the review by Song and Russell, 1997). This region is dominated by wave activity (Lacombe and Belmont, 1995; Schwarz et al., 1996), coherent structures including magnetic jets (Plaschke et al., 2018; Dmitriev et al., 2021), magnetic islands (Huang et al., 2016), Alfvén vortices (Alexandrova et al., 2006), and current sheets (Yordanova et al., 2020). Unlike the SW, the turbulence in the MSH is significantly less studied (see reviews by Rakhmanova et al., 2021; Zimbardo et al., 2010; Sahraoui et al., 2020) despite the obvious importance of MSH processes for the solar wind–magnetosphere coupling (Vörös et al., 2023).
Statistical studies on the MSH turbulence have demonstrated that the properties of the cascade are significantly modified at the BS. Czaykowska et al. (2001) showed the magnetic field fluctuation spectra following f−1 scaling at the MHD scales behind the BS. The observation of f−1 scaling in the regions just downstream of the quasi-perpendicular BS may be attributed to the presence of uncorrelated Alfvén and mirror waves arising there (Schwartz et al., 1996; Alexandrova, 2008), which may be convected by the solar wind flow away from the BS. Further statistical analysis by Huang et al. (2017) demonstrated that such kind of spectra can be found throughout the MSH even at a significant distance from the subsolar region (XGSE∼0 RE) and from the BS. The authors suggested that the crossing of the BS destroyed the turbulence properties and the inertial range of the cascade, which further developed again when plasma moved away from the BS. This suggestion questions the connection between SW turbulence and magnetospheric disturbances as it implies that the properties of the turbulent cascade in front of the magnetopause are formed locally in the MSH.
Later, Rakhmanova et al. (2018b) demonstrated that the spectra with f−1 scaling at frequencies below the break were typical for ion flux-value fluctuations in the vicinity of the quasi-perpendicular BS, while other regions of the MSH exhibited Kolmogorov scaling of the fluctuations. On the other hand, statistical results obtained by Li et al. (2020) demonstrated a steeper mean spectrum of magnetic field fluctuations with slope −1.47 in the vicinity of the BS of both kinds, although the spectra became steeper with the distance from the BS and from the Sun–Earth line. A case study of several BS crossings demonstrated that sometimes, the scaling of the SW spectra survived behind the BS (Rakhmanova L. S. et al., 2020). Further case study of simultaneous measurements at three points—in the SW, in the dayside MSH, and at the MSH flank—showed that for most of the cases, the spectra had f−1 scaling at the MHD scales in the dayside MSH or were dominated by wave activity and then restored a −5/3 power exponent at the flanks, regardless of the properties of the turbulence in the SW. This result confirmed the suggestions of Huang et al. (2017). However, eventually, the spectra exhibited Kolmogorov scaling in the dayside MSH.
While the changes at the MHD scales were not doubtful for the great majority of the cases, no changes at the kinetic scales were found by Huang et al. (2017) and Li et al. (2020). The authors suggested that ion-scale fluctuations did not “notice” the presence of the BS, i.e., a very short time is needed for the scaling restoration behind the BS. On the other hand, Rakhmanova L. et al. (2018) demonstrated a slight steepening of the spectra behind the BS and their restoration closer to the magnetopause. Note that former studies considered the fluctuations in the magnetic field vector (i.e., both compressible and incompressible components), while the latter study concentrated on the fluctuations in the ion flux value (compressible component). Further study of the evolution of the compressive fluctuation spectra in the MSH (Rakhmanova et al., 2022) showed significant steepening of the spectra at the kinetic scales at the BS for disturbed SW periods. Such steepening may be associated with compressive wave modes in the MSH, i.e., mirror mode. Furthermore, the authors demonstrated different scenarios of spectrum development at the kinetic scales depending on the SW type while plasma moved toward the flanks.
At the Earth’s orbit, most of the studies demonstrated variations in the slope value from −4 to −2 in the frequency range above the ion break (Smith et al., 2006). Further improvements in the experimental techniques helped find a well-established f−2.8 spectrum at higher frequencies (sub-ion scales) and attributed the variable slope at frequencies around the break to an ion transition range (Sahraoui et al., 2010; Alexandrova et al., 2013). Recently, the presence of the ion transition range and significant steepening of the spectrum in this range was demonstrated and studied at small heliocentric distances and attributed to strong dissipation or nonlinear effects (Bowen et al., 2020a; Duan et al., 2021). Bowen et al. (2020b) showed that at 0.17 au, this transition range is dominated by ion-scale electromagnetic waves associated most probably with local instabilities due to temperature anisotropy. Similar conditions occur typically behind the BS. However, the steepening in the MSH was demonstrated rarely.
Thus, to date, evidence shows that the BS can modify the properties of the SW turbulence both at the MHD and kinetic scales, but there is no clear answer on how often and in which cases the turbulence properties can survive across the BS. The present paper aims to address these questions by comparing the properties of the turbulence in the SW and in the MSH with the help of statistics of simultaneous measurements in the SW and downstream of the BS, taking into account plasma propagation time. Wind measurements are used in the SW, and THEMIS measurements are analyzed in the MSH. Note that the plasma properties differ substantially for the MSH behind the quasi-perpendicular and quasi-parallel BS (Shevyrev and Zastenker, 2005; Breuillard et al., 2018a; Yordanova et al., 2020), with the most modified spectra occurring behind the quasi-perpendicular BS (Breuillard et al., 2018b; Yordanova et al., 2020). Moreover, processes behind the quasi-parallel BS are affected by the foreshock (Gutynska et al., 2012), and the turbulence modification could be indistinguishable. Here, we focus on the MSH behind the quasi-perpendicular BS to trace the changes arising at the BS. Altogether, approximately 400 h of direct measurements were considered for various SW conditions. Comparison of the spectral features in the SW and the MSH for the MHD and kinetic scales is done. Changes in the spectral slopes as functions of a set of plasma and magnetic field parameters are considered to detect the factors that determine the turbulence modification at the BS.
2 DATA
The present study uses THEMIS mission (Angelopoulos, 2008) measurements in the MSH and simultaneous Wind measurements in the SW. The analysis covers years 2008 and 2014, which correspond to minimum and maximum of the solar cycle, respectively. In 2008, the orbits of all five THEMIS spacecraft were elongated with different apogees and seasonally drifted from dawn to dusk MSH flanks, which provided good coverage of the measurements throughout the dayside MSH. In 2014, three of the five spacecraft were in the dayside MSH, while the other two were sent to the Moon orbit and crossed the MSH at the flanks at distances XGSE ∼ -60 RE. The data were obtained from https://cdaweb.gsfc.nasa.gov/.
All periods during which one of the THEMIS spacecraft was in the MSH for more than 1.5 h were chosen for the analysis. Plasma parameters (ion density, velocity, and temperature) measured by the ESA instrument (McFadden et al., 2008) were used with a time resolution of 3–4 s, and L2 on-board moments were chosen. Magnetic field measurements obtained using the FGM device (Auster et al., 2008) with a time resolution of 0.25 s were used. The THEMIS position inside the MSH was identified with visual inspection of the data quicklooks. Density, velocity, and temperature parameters were used together with the ESA spectrograms. Transition from the SW to the MSH is typically characterized with density and temperature increase and velocity decrease accompanied by a non-zero Vy component and broadening of the proton energy spectrum. At the flanks, these changes are less pronounced but clearly visible. Crossing of the magnetopause and entrance to the magnetosphere can be determined by a decrease in the ion density and velocity. Visual inspection ensures that the crossings of the BS or magnetopause are excluded from the intervals. For cases when simultaneous measurements of the spacecraft were available at closely located (with distances less than 1RE) points, single-spacecraft data were chosen based on data quality. Altogether, data of 850 h of MSH measurement were collected.
For all periods of the THEMIS measurements in the MSH, the corresponding simultaneous Wind measurements in the SW were analyzed. SWE measurements (Ogilvie et al., 1995) with a time resolution of 92 s were used to obtain the ion density, velocity, and temperature. MFI instrument (Lepping et al., 1995) measurements of the magnetic field vector with a time resolution of 92 ms were used.
During the analyzed periods, the THEMIS data included measurements at XGSE ∼ −60 RE and XGSE > −10 RE. The latter region is further referred to as the dayside MSH and is focused on in this study. The same region was analyzed by previous statistical studies on the turbulence properties in the MSH (Huang et al., 2017; Li et al., 2020). This reduces the statistics to 550 h of measurements. Here, 70% of the dataset refers to the year 2008, and the remaining 30% refers to the year 2014.
The time shifts between data series in the SW and MSH were obtained using cross-correlation analysis. Since the time of the SW propagation from L1 to Earth is approximately 60 min for mean SW conditions, the correlation coefficient of THEMIS and Wind observations (interpolated to 92 s time resolution) was computed as a function of the time shift dt in the range −30 min < dt < 90 min for each of the 150 MSH crossings. The shift T1, which corresponded to the maximum of the correlation, was chosen for further analysis. Then, all the time shifts were manually inspected. When good visual correspondence of density measurements at both spacecraft was observed, T1 was approved for the analysis. Otherwise, the time shift was determined manually based on good visual correspondence of the time series. The method and its problems are described in more detail in Rakhmanova et al. (2022).
Figure 1 presents an example of the comparison of Wind measurements in the SW with THEMIS-D measurements in the MSH on 25 June 2008. Wind was located at (259; −40; 22) RE, while THEMIS-D was located at (5.8; 9.5; −2.9) RE. At 20:23, THEMIS-D crossed the magnetopause and stayed in the MSH till the second crossing of the magnetopause at 23:40. Panel a demonstrates density measurements on board Wind (red line) and THEMIS-D (black line); Wind measurements are shifted by T1 = 3,451 s. The blue line shows the THEMIS-D density linearly interpolated to 92 s time resolution (to match the SWE sampling rate) for the cross-correlation analysis. The left ordinate axis corresponds to THEMIS-D measurements in the MSH, while the right ordinate axis corresponds to Wind measurements in the SW. Correlation coefficient R (T1) for this interval is 0.56. Good correspondence between Wind and THEMIS-D plasma structures can be observed: although the absolute value of density differs by a factor of ∼2 in the MSH, most of the time, similar changes in the density profiles can be observed for both spacecraft. However, sometimes, differences in the time profiles occur at small scales (e.g., at 23:00–23:30), which is a typical property of the small-scale variations in the MSH and is supposed to be the manifestation of the turbulent nature of the MSH plasma (Rakhmanova et al., 2016).
[image: Panels A, B, and C show time series plots from June 25, 2008, tracking solar wind parameters and magnetic field data. Panel D presents a log-log plot with spectral density against frequency from the same date, showing data with marked slopes. Each panel indicates correlations between different variables using distinct color-coded lines.]FIGURE 1 | (A) Ion density measured on board the THEMIS-D (black line—full time resolution; blue line—time resolution reduced to match SWE time resolution) and WIND (red line), (B) magnetic field measurements obtained by THEMIS-D, (C) and magnetic field measurements obtained by Wind. Wind data are shifted by plasma propagation time; (D) spectra of magnetic field fluctuations in the MSH (black line, THEMIS-D) and in the SW (red line, Wind).
Panels b and c show the magnetic field vector registered in the MSH and the SW, respectively. The SW data are shifted in time by T1. Time profiles of the magnetic field components on the two spacecraft also demonstrate good correspondence. Thus, we conclude that during the considered interval, both spacecraft have observed the same plasma. The gray shadow shows the interval chosen for further analysis.
3 METHODS
The properties of the turbulence were estimated using Fourier transform of magnetic field vector fluctuations. Each of the collected time intervals in the MSH was cut into subintervals with a duration of 68 min, overlapped by 34 min. The duration of the intervals was chosen to guarantee enough number of data points for the reliable determination of the turbulence properties and quasi-stationary background parameters. For each MSH subinterval, the corresponding subinterval in the SW was determined. The Wind and THEMIS magnetometers have different time resolutions, which results in different durations of subintervals for the Fourier analysis—50 min in the SW versus 68 min in the MSH. The center of the SW subinterval corresponds to the center of the MSH subinterval.
When considering the properties of the turbulence using a single spacecraft, the Taylor hypothesis is usually adopted, which allows a simple conversion from spatial to frequency space when a wave speed of fluctuations is significantly lower than the speed of background plasma. This is typically valid for the SW plasma but may be invalid for the dayside MSH, where plasma is slowed down, heated, and compressed, and additional instabilities and, sometimes, whistler waves (Lacombe et al., 2006) occur. Klein et al. (2014) reported that the conversion from spatial to frequency space does not change the shape of a spectrum while the ratio Ta = Va/V > 0.3, where V is the plasma speed and Va is the local Alfvén speed. However, the presence of whistlers or other dispersive modes may result in the incorrect determination of the turbulence properties with the single-spacecraft measurements.
For each subinterval considered, the ratio Ta was checked. Among 705 subintervals considered, 662 satisfied the condition Ta > 0.3. However, the presence of dispersive wave modes has not been checked. We assumed that these modes were rare, and their possible presence would not affect the statistical results. Then, the Fourier transform was performed on each subinterval. The Hamming window was used in a frequency domain to decrease noise in spectra and to make them appropriate for approximation. Figure 1D presents an example of the resulting spectrum in the MSH (black line) and corresponding spectrum in the SW (red line) for the interval 20:30–21:38 in the MSH (20:39–21:29 in the SW), marked in panels (a–c) by vertical dashed lines (red lines refer to the SW subinterval, and blue lines refer to the MSH subinterval). For the analyzed spectra, the ion scales are Rsw = 52 km, Lsw = 73 km, and Fcsw = 0.17 Hz in the SW and Rmsh = 36 km, Lmsh = 50 km, and Fcmsh = 0.8 Hz in the MSH, where R refers to the proton gyroradius, L refers to the proton inertial length, and Fc is the proton cyclotron frequency. Arrows at the spectra denote corresponding Doppler-shifted frequencies fR = V/2πR and fL = F/2πL, as well as Fc. The values of these frequencies are fR = 1.4 Hz and fL = 1 Hz in the SW and fR = 0.71 Hz and fL = 0.66 Hz in the MSH. As shown by the example, the break in each spectrum occurs at the frequencies close to one of the characteristic frequencies. The question on the exact position of the break is still debated (Chen et al., 2014; Šafránková et al., 2015; Woodham et al., 2018; Park et al., 2023) and is out of the scope of the present paper.
For the SW spectrum, two linear parts in a log–log space can be easily observed, namely, ∼ 0.02–0.2 Hz and 0.7–3 Hz. Within each of these two ranges, the spectrum can be approximated with the function log(PSD) = A + P*log(F), where A and P are parameters of approximation. The approximation procedure is performed inside each range of frequencies independently. P1,2 are the spectrum slopes that correspond to the power exponents. For the considered example in the SW, the approximation yields slope P1 = −1.70, which is close to the Kolmogorov −5/3 scaling. The break in the spectrum occurs at frequency ∼0.55 Hz, and at the kinetic scales, the spectrum is characterized by slope −3.11. Note that this slope is somewhat lower than typically observed for the undisturbed SW as the observed period is attributed to the fast flow of the corotating interaction region (Bruno et al., 2014; Riazantseva et al., 2020). Furthermore, the turbulent cascade may be dominated by Alfvén vortices (Alexandrova et al., 2006; Perrone et al., 2017). Although lower than −2.9, observed typically in the SW at frequencies above the break, the slope value −3.11 lies within the values [-4, −2] specific for the ion transition range.
The shape of the spectrum in the MSH is more complex and includes three linear ranges of scales, namely, 0.02–0.4 Hz, 0.6–1 Hz, and 1–1.8 Hz. Approximation with the function used for the SW spectrum yields P1 = −1.44 ± 0.04, P2 = −3.3 ± 0.4, and P3 = −5.3 ± 0.2. In the analyzed statistics, the last range of spectrum steepening sometimes occurs at a specific frequency of 1 Hz, and its nature is unknown. We suggest that the presence of this steepening is an artifact of data as it is not typical for magnetic field fluctuation spectra in the MSH. Another explanation of this steepening is the presence of high-frequency waves or a network of dipole vortices (Alexandrova, 2008). This steepening confines the considered range of frequencies above the break to 1 Hz when it is present. Figure 1 shows that, in the MSH, the properties of the turbulence differ slightly from those in the SW. The spectrum is flatter at the MHD scales and deviates from the Kolmogorov scaling. At the kinetic scales, slight steepening occurs.
All subintervals were processed in a similar way using a semi-manual routine. Typically, algorithms of automatic determination of spectral slopes and break frequencies of the spectra yield good results when the spectra exhibit a particular shape with two power laws divided by a break (Riazantseva et al., 2019; Park et al., 2023). However, in the dayside MSH, the spectra often exhibit peculiarities in the range of scales around a break (Rakhmanova et al., 2016; Alexandrova and Saur, 2008). These peculiarities have a form of bumps, spectral peaks, spectral knees, or flattening due to instabilities, ion-scale waves, or coherent structures and complicate a routine approximation of the spectra. In the present study, linear approximation in the log–log scales was performed independently in two ranges of frequencies—0.02–0.1 Hz and 0.8–1.5 Hz. Similar to the example above, the approximation was made with the function log(PSD) = A + P*log(F), and parameters A and P were determined. The edges of the frequency ranges were varied by 1–5 points, and the approximation that had the minimum error was chosen. This variation of the edges helped account for the modification of a spectrum by ion-scale peculiarities or high-frequency flattening due to noise for most of the cases. For each spectrum, the number of points used for approximation was fixed, and spectral slopes obtained on a basis of less than 10 points were eliminated.
All of the spectra were visually inspected. The approximation procedure determined most of the spectral slopes in cases when the spectra exhibited two power laws with a break or a bump at frequencies 0.1–0.6 Hz. However, sometimes, the bump was shifted to lower frequencies, or the high-frequency range exhibited noises or artifacts of data processing. Such spectra were determined during visual inspection, and the corresponding slopes were eliminated from further analysis. Determination of the MHD-scale slope was impossible for 20% of cases in the dayside MSH. At the kinetic scales, 66% of spectra in the SW and for 75% of spectra in the MSH exhibited reasonable fit.
In the case of Wind MFI data, the spectra were often dominated by noise at frequencies higher than 0.7 Hz and for PSD<0.003 nT2/Hz. This point was carefully discussed in Woodham et al. (2018). The contribution of the noise may result in the flattening of the spectrum at the kinetic scales. However, visual inspection allows us to remove the frequency range affected by the noise from the approximation procedure. Spectra with the slope at the kinetic scales higher than the one at the MHD scales were not considered as they were likely to be the result of instrument noise (Smith et al., 2006). Furthermore, the criteria proposed by Woodham et al. (2018) were tested on the collected dataset and showed similar results for the approximation. Thus, we assume that there are no effects of instrument noise in our results.
For each spectrum, mean background parameters were determined both in the SW and the MSH. To analyze the influence of the BS and the magnetopause on the turbulence properties, a fractional distance D of the MSH spacecraft was calculated for each interval. The fractional distance was defined as D = (R-Rmp)/(RBS-Rmp) (Verigin et al., 2006), where R was a radius vector of the spacecraft and Rmp and RBS were distances of the magnetopause and the BS from Earth along R, determined by models (Shue et al., 1998; Verigin et al., 2001). D varies from 0 to 1, where 0 corresponds to the magnetopause crossing and 1 refers to the BS crossing. To determine the type of the BS for each spectrum, the θBN angle between the interplanetary magnetic field vector and a local BS normal was calculated in the point of the plasma entrance to the MSH (determined by the flow lines from the model proposed by Spreiter et al. (1966) and Wind input data). Altogether, ∼540 spectra in the MSH satisfied the criterion θBN > 45⁰ and were established for further analysis.
4 RESULTS
4.1 Statistics
Figure 2 presents the values of the slope P1 at the MHD scales in the MSH versus the same slopes in the SW. Panel a demonstrates a direct comparison for each pair of intervals; the histograms denote distributions of the P1 values in the dayside MSH (panel b) and the SW (panel с) for the same periods. Note that the number of points in panel a corresponds to the number of pairs of intervals when both SW and MSH spectra have been approximated successfully. Numbers N specified at the histograms correspond to the number of spectra in the region, which can be successfully approximated regardless of the corresponding spectrum in another region. For this reason, the numbers of intervals involved in the distributions are slightly different.
[image: Scatter plot (A) showing \(P^{\text{MSH}}\) versus \(p^{\text{SW}}\), with points clustered along the y = x line marked -5/3. Histogram (B) of \(P^{\text{MSH}}\) with an average value of -1.2 and \(N_{\text{points}} = 368\). Histogram (C) of \(p^{\text{SW}}\) with an average value of -1.7 and \(N_{\text{points}} = 477\). Histogram (D) displays the distribution of \(\Delta P_1\). Each plot includes reference lines or markers to assist in analysis.]FIGURE 2 | (A) MHD-scale slope of the magnetic field fluctuations in the MSH versus SW; (B) distribution of slope P1 in the dayside MSH; (C) distribution of the slope P1 in the SW; and (D) distribution of the P1 change at the BS.
The figure shows that at the MHD scales, 1) in the SW, the spectra typically follow Kolmogorov −5/3 scaling; 2) the spectra flatten in the dayside MSH and deviate from Kolmogorov −5/3 scaling; and 3) there is no relation between P1 values in the L1 point and downstream of the quasi-perpendicular BS.
Figure 3 is organized in the same way as Figure 2 and demonstrates relations between kinetic-scale slopes P2. At the kinetic scales, the spectrum slope in the MSH typically has a value close to −8/3, as predicted in some of the theoretical approaches (Boldyrev and Perez, 2012). However, the distribution is not symmetric, and there is a portion of steeper spectra, and the mean value of the slopes moves to −3.0 ± 0.4. In the SW, the distribution is not symmetric as well, with the maximum close to −7/3 and a mean value of −2.6 ± 0.4. No direct relations can be observed between the slopes measured in the SW and downstream from the BS.
[image: Scatter plot and three bar charts showing statistical data distribution. Panel A: a scatter plot of \( P^{MSH} \) versus \( P^{SW} \) with dense clustering. Panel B: horizontal bar chart of \( P^{MSH} \) intervals. Panel C: vertical bar chart of \( P^{SW} \) intervals. Panel D: vertical bar chart of \( \Delta P \) intervals. Each panel indicates the number of intervals and points.]FIGURE 3 | (A) Kinetic-scale slope of the magnetic field fluctuations in the MSH versus SW; (B) distribution of slope P2 in the dayside MSH; (C) distribution of the slope P2 in the SW; and (D) distribution of the P2 change at the BS.
To estimate the number of cases when plasma crossed the BS without changes in the turbulence properties at the MHD or kinetic scales, the distributions of the slope changes were considered. A change in the spectral slope at the BS was determined as ΔPa=(PaMSH-PaSW)/PaSW, where a = 1 for the MHD-scale slope and a = 2 for the kinetic scales. The value ΔPa >0 refers to the steepening of the spectrum at the BS, while ΔPa <0 refers to the flattening of the spectrum. The distributions of ΔP are shown in Figure 2D for the MHD scales and in Figure 3D for the kinetic scales. For 14% of cases, |ΔP1|<0.1; for these cases, the mean value of the P1 slope was −1.6 ± 0.2. Note that for |ΔP1|<0.1, the errors of ΔP1 determination vary from 0.03 to 0.2 with the mean and most probable values of 0.1. Thus, for 14% of cases, the Kolmogorov scaling survived across the BS.
At the kinetic scales, the slope remains unchanged more frequently—at 28% of cases (the most probable error value of ΔP2 determination for |ΔP2|<0.1 is 0.06). For 50% of cases, steepening occurs, with the slope changing by 10% and more. The statistics includes 306 spectral pairs, which can be approximated at both ranges of scales. Among these pairs of spectra, 12% are characterized by the differences |ΔP1|<0.1 and |ΔP2|<0.1, i.e., the turbulence properties remain unchanged during the BS crossing or are re-established to those of the SW.
4.2 Effect of the background parameters
Previous studies demonstrated dependencies of the turbulence properties in the MSH on a number of background parameters, including the SW velocity (Gutynska et al., 2012), MSH and SW densities (Rakhmanova et al., 2022), and distance to the MSH boundaries (Rakhmanova L. et al., 2018; Li et al., 2020). Here, we address the parameters that affect not only the value of the slope in the MSH but also its change at the BS.
We have calculated correlation coefficients between the slopes P1 and P2 both in the SW and in the MSH, as well as their changes ΔP1,2 for a set of background parameters, including fractional distance D, SW bulk speed, density and temperature, IMF magnitude and Bz component value, MSH magnetic field magnitude, ion density and temperature, plasma parameter βp for protons in the SW and the MSH, temperature anisotropy, and the angle between the velocity and magnetic field vectors in the MSH. The number of points for calculation varies from 290 to 523 depending on the parameter and the slope type. Obviously, there is no sense to correlate the SW slope with the MSH parameters. For those relations that have a correlation of the MSH slopes with the MSH parameters, similar correlations are considered for the SW slope and the SW parameter and vice versa.
Table 1 gives the correlation coefficients between the chosen set of parameters and the spectral slopes in the SW (R_PaSW) and in the MSH (R_PaMSH), as well as its change (R_ΔPa) at the BS for both ranges of scales (a = 1 and 2 for MHD and kinetic ranges, respectively). Correlation coefficients that exceed 0.5 are in bold.
TABLE 1 | Correlations between the turbulence properties and background parameters. Significant correlation values are bolded.
[image: Table presenting parameters with MHD scales and kinetic scales. Columns include \( R\_P_1^{SW} \), \( R\_P_1^{MSH} \), \( R\_ΔP_1 \), \( R\_P_2^{SW} \), \( R\_P_2^{MSH} \), and \( R\_ΔP_2 \). Data values for each parameter are displayed, with some numbers in bold for emphasis. Parameters range from D, \( V_{sw} \), \( B_{msh} \), among others, with corresponding numerical values.]The MHD-scale slope and its changes at the BS are slightly affected by the plasma parameter βp in the MSH: increasing βp results in an increase of P1 behind the BS and in more substantial flattening of the spectrum at the BS. Figures 4A–C show the dependence of P1 on βp in the SW, the MSH, and the change ΔP1 on βp in the MSH. Although the correlation is rather low (∼–0.4), one can observe a tendency to find spectra with Kolmogorov scaling in the MSH for low values of βp in the MSH.
[image: Three scatter plots labeled A, B, and C illustrate correlations with respective R-values of -0.15, 0.37, and -0.37. Plot A shows a spread with log-transformed data on both axes. Plot B displays a moderate positive correlation. Plot C indicates a moderate negative correlation, with data in relative units. Blue dashed lines represent reference lines in each plot.]FIGURE 4 | (A) MHD-scale slope in the SW versus SW plasma parameter, (B) MHD-scale slope in the MSH, and (C) change in the MHD-scale slope at the BS as functions of the MSH plasma parameter βp.
Other plasma and magnetic field parameters are uncorrelated with slope P1 in the MSH or its changes at the BS.
At the kinetic scales, several clear dependencies occur. Figures 5A–C show a dependence of P2 in the SW, in the MSH, and the change ΔP2 on the SW bulk speed. In the SW, the spectra become steeper with increasing speed. In the MSH, there is no clear dependence of the slope on SW bulk speed, but the steepest spectra can usually be found for the slow SW. The change in the slope at the BS is well-correlated with the SW speed. The red line in Figure 5C denotes the mean values of the slope for several equidistant ranges of the bulk speed values. Interestingly, for slow SW, the spectra tend to steepen behind the BS, while for the high-speed SW (VSW>500 km/s), slight flattening of the spectra occurs behind the BS.
[image: Three scatter plots show correlations between various parameters. Plot A shows a negative correlation (R=-0.63) between Pₛw and Vᵧsw. Plot B depicts a low correlation (R=0.22) between Pₛush and Vᵧsw. Plot C illustrates a negative correlation (R=-0.58) between ΔPₜ,ₛ_rel units and Vᵧsw, with a red line highlighting the trend. Blue dashed lines mark thresholds or averages in each plot.]FIGURE 5 | (A) Kinetic-scale slope in the SW, (B) kinetic-scale slope in the MSH, and (C) change in the kinetic-scale slope at the BS as functions of SW speed.
Figure 6A shows the dependence of the kinetic-scale slope in the SW on the SW plasma parameter βp. Panels (b–c) of Figure 6 present dependencies of the kinetic-scale slope in the MSH and its change at the BS on the MSH plasma parameter βp. There is no relation between the spectral properties and βp in the SW, and there is no relation between the change in the slope at the BS and βp; however, inside the MSH, the spectra are substantially steeper for low-beta plasma. Thus, this dependency can be attributed to processes of the turbulent cascade development inside the MSH, which do not have any relation to the SW or the BS.
[image: Three scatter plots labeled A, B, and C depict relationships between different variables with correlation coefficients of -0.3, 0.55, and -0.18, respectively. The x-axes are labeled log₁₀(φ(SW)), log₁₀(φ(MSH)), and log₁₀(φ(MSH)) for plots A, B, and C. The y-axes are labeled P⁽²⁾(SW), P⁽²⁾(MSH), and ΔP in relative units. Blue dashed lines indicate reference values on the plots.]FIGURE 6 | (A) Kinetic-scale slope in the SW versus the SW plasma parameter βp; (B) kinetic-scale slope in the MSH; and (C) change in the kinetic-scale slope at the BS as functions of the MSH plasma parameter βp.
Figure 7 and Table 1 show that there is no dependence of slope P2 in the SW on the temperature anisotropy, and there is no dependence of the change in slope ΔP2 on the temperature anisotropy, both in the SW and in the MSH. However, significant steepening of spectra occurs in the MSH with the increase in temperature anisotropy. The dependences on temperature anisotropy in the MSH exhibit very similar features to the dependence on βp.
[image: Three scatter plots labeled A, B, and C compare different variables with correlations R of 0.05, 0.5, and 0.17, respectively. Plot A relates \(P^{SW}\) with \((T/T_f)^{SW}\), plot B shows \(P^{MSH}\) versus \((T/T_f)^{MSH}\), and plot C depicts \(\Delta P\) in relative units against \((T/T_f)^{MSH}\). Blue dashed lines highlight mean values in each plot. The data clusters vary in spread and direction.]FIGURE 7 | (A) Kinetic-scale slope in the SW versus the SW temperature anisotropy; (B) kinetic-scale slope in the MSH, and (C) change in the kinetic-scale slope at the BS as functions of the MSH temperature anisotropy.
Figure 8 demonstrates the dependence of the kinetic-scale slope on the SW ion temperature in the same manner as Figure 5 . In the SW, the spectra become steeper with the increase in temperature (Figure 8A). On the contrary, in the MSH, the spectra tend to become flatter with increasing SW temperature (Figure 8B). The resulting change in the spectral slopes at the BS is well-correlated to the SW ion temperature (Figure 8C). The most significant steepening of the spectra occurs for SW ion temperatures below 10 eV, while for higher temperatures, the spectra may remain unchanged or slightly flatten at the BS.
[image: Three scatter plots labeled A, B, and C. Plot A shows \(P^{SV}\) against \(T_{SW}\) with a correlation coefficient \(R=-0.66\), displaying a downward trend. Plot B depicts \(P^{SI}\) against \(T_{SW}\) with \(R=0.14\), showing a weak positive relation. Plot C illustrates \(\Delta P_{t}\) in relative units against \(T_{SW}\), with \(R=-0.56\), indicating a moderate negative correlation. Each plot includes a horizontal dashed line at specific values for reference.]FIGURE 8 | (A) Kinetic-scale slope in the SW; (B) kinetic-scale slope in the MSH; and (C) change in the kinetic-scale slope at the BS versus the SW ion temperature.
5 DISCUSSION
The present study compares the turbulence properties in the SW and downstream of the quasi-perpendicular BS for the simultaneous measurements in these regions. The adopted method implies the consideration of the same plasma in the two regions. Values of the scaling exponents (slopes) P1 and P2 and their changes at the BS—ΔP1,2—are considered at the MHD and kinetic scales, respectively. Note that the considered range of frequencies above the break for most of the cases is attributed to ion scales rather than to well-established sub-ion scales. In other words, the transition or dissipation range of the cascade is observed.
Mean properties of the turbulence both in the SW and in the MSH are consistent with previously published results. Šafránková et al. (2019) presented the mean spectral slopes of the perpendicular component to be −1.63 at the MHD scales and −2.68 at the kinetic scales. The present study considers the spectra of magnetic field vector fluctuations, which are dominated by the perpendicular component in the SW. Thus, the values < P1SW>=-1.7 ± 0.2 and <P2SW ≥ −2.6 ± 0.4 obtained here are consistent with results obtained by Šafránková et al. (2019). Smith C. W. et al. (2006) showed the statistics of the spectral slopes of Wind magnetic field fluctuation spectra for open magnetic field lines (separately from the magnetic clouds): at the MHD scales < P1>=−1.63 ± 0.14 and at the kinetic scales < P2>=-2.61 ± 0.96. The reported values are similar to those shown in the present study. For regions just upstream from the quasi-perpendicular BS, Czaykowska et al. (2001) showed a spectrum f−1.3 without a break. In the downstream region, the authors showed flattening of the spectrum to f−1.1 at the frequencies below the break and steepening to f−2.6 at higher frequencies. Changes in spectral scaling obtained in the present study correspond to the results obtained by Czaykowska et al. (2001), although the scaling in the upstream region is different. This difference may be due to local processes in the SW in the vicinity of the BS, which are out of the scope of the present study. Statistics obtained by Huang et al. (2017) based on cluster data in the MSH showed that the P1 value ranged from −2.2 to −0.3, with a peak at −1.2 at the MHD scales, which corresponds well to Figure 2B. Furthermore, the value < P2MSH>=-3.0 ± 0.4 obtained in the present study corresponds to the statistical results obtained by Huang et al. (2014, 2017) for Cluster data in the MSH. Thus, we conclude that the used approximation methods are suitable and yield reliable results.
A direct comparison of spectral slopes upstream and downstream of the BS shows that there are no direct relations between turbulence properties in these two regions. This may indicate that the cascade ruins at the BS and is then reformed locally. On the other hand, similarity of slopes upstream and downstream of the BS may result either from the conservation of scaling during the BS crossing or from the development of the same slope behind the BS. If the latter is the case, one expects that the MHD and kinetic-scale fluctuations need different times to re-establish the spectrum. The time needed for re-establishment can be estimated as nonlinear time τNL = u/dVu, where u is a scale and dVu is the velocity fluctuation at the scale u. If the Taylor hypothesis is adopted, then u = V/(2πf), where f is the frequency of the fluctuation. Velocity fluctuation dVu may be roughly estimated from the power spectrum density (Fourier spectrum) of trace velocity fluctuations at specific frequency f. Typically, the time resolution of THEMIS measurements is not high enough to analyze kinetic scales; however, several examples can be found when the break occurs at frequencies lower than 0.16 Hz (the highest frequency resolved for a velocity fluctuation spectrum). Estimations were prepared for one of such examples. The velocity was V = 103 km/s, and frequency bands 0.01 ± 0.001 Hz and 0.1 ± 0.01 Hz were chosen to estimate τNL at MHD and kinetic scales, respectively. Calculations yielded τNL = 915 s for MHD scales and τNL = 85 s for kinetic scales. At the MHD scales, this time is of the order of 10 min, which is close to the time of plasma propagation from the BS nose to flanks, consistent with observations in Huang et al. (2017). For the kinetic scales, Plank and Gingell (2023) estimated the time that is needed to re-establish the spectrum behind the quasi-perpendicular BS as ∼10 s. Our rough estimations yield τNL, which is several times higher. However, for the case considered in the present study, the break frequency is ∼10 times lower than that in the corresponding case studied by Plank and Gingell, (2023), which may cause the difference.
Statistical distributions demonstrate the flattening of the spectra at the MHD scales (Figure 2D): for more than 85% of cases, slope P1 changes by more than 10% when the plasma crosses the BS. For 14% of cases, the Kolmogorov scaling either survives across the BS or is re-established soon after the BS crossing. Scaling of the spectra in the SW does not depend on plasma parameter βp at the MHD (as well as at the kinetic) scale, consistent with the basic idea of a cascade of turbulent eddies independent on injection and dissipation mechanisms (Frisch, 1995). The absence of any dependence of the MHD-scale slope on the local plasma parameters in the SW also indicates the universality of the cascade properties. There is a medium correlation (R ∼ −0.4) between changes in the MHD-scale slope and the plasma parameter βp: for low-beta MSH plasma, P1 tends to remain unchanged in the MSH, while the most significant flattening occurs during high βp values in the MSH. The slope in the SW does not depend on βp, and in the MSH, the spectra at the MHD scales flatten with the increase in βp with a similar correlation R∼0.4. Thus, this tendency of the slope change across the BS is due to the local MSH processes. The well-known feature of the MSH behind the quasi-perpendicular BS is the temperature anisotropy, which arises at the BS and tends to be resolved by the instability excitation (Lacombe and Belmont, 1995; Schwartz et al., 1996). The type of the instability depends on the background conditions, i.e., plasma parameter βp: for low βp, the theory predicts the excitation of Alfvén ion cyclotron (AIC) waves, while for high βp, the mirror mode waves dominate (see Alexandrova (2008) for a detailed discussion on the topic). The result presented here implies that properties of the alfvénic turbulence survive when plasma crosses the BS, while the observed deviations from the SW scaling are due to a compressive component arising at the BS most of the time. Anderson et al. (1994) also showed the increase in the amplitude of compressive fluctuations in the MSH with βp. Enhancement of the power of compressive fluctuations in the MSH is a well-known fact (Huang et al., 2017). However, differences in the changes in the properties of compressive and incompressive fluctuations at the BS should be tested more carefully in the future.
At the kinetic scale, for more than 50% of cases, the spectrum steepens behind the BS with slope P2 changing by more than 10%. In 28% of cases, the spectrum scaling does not change at the kinetic scales. On the other hand, the slope at ion scales needs negligible time (compared to the interval duration) after the BS crossing to restore its shape. The absence of a direct relation between upstream and downstream scaling, together with similar values of the slope in 28% of cases, refers to the quick restoration of turbulence properties behind the BS rather than to survived scaling across the BS. A case study by Rakhmanova et al. (2022) revealed the linear dependence of the kinetic-scale spectral slopes in the MSH and in the SW for a compressive component of fluctuations (i.e., for fluctuations in the magnetic field magnitude). Furthermore, an increase in the MSH density resulted in the clear steepening of the kinetic-scale part of the spectra. However, their result was obtained using limited statistics of disturbed SW. On the other hand, the observed differences between the present study of trace magnetic field fluctuations and a previous study of compressive fluctuations may refer to differences in the changes in turbulence properties at the BS for compressive and incompressive fluctuations. The presence of compressive waves in the MSH favors this conjecture.
Park et al. (2023) presented a statistical comparison of the magnetic field spectral scaling upstream and downstream of the interplanetary shocks of different kinds. The authors demonstrated a clear flattening of the kinetic-scale range of the spectra in the downstream region of the fast reverse shocks compared to those in the upstream region and concluded that this was a result of lower speed in the downstream region. Furthermore, the authors showed Kolmogorov scaling at both sides of the interplanetary shocks. In the case of the BS (which is also a fast reverse shock), the MSH corresponds to a downstream region, and the SW refers to an upstream region. The present study shows opposite effects of BS crossing on the kinetic-scale turbulence—either steepening or no change in the spectra is observed downstream of the BS. Thus, it is the MSH processes rather than the BS dynamics that determine the properties of both MHD and kinetic-scale turbulence in the MSH.
Scaling of the spectra at frequencies above the break in the MSH is highly affected by local plasma parameter βp and temperature anisotropy: the steepest spectra behind the BS occur for low βp and high-temperature anisotropy. Note that there are no dependencies of the spectral scaling on local density, temperature, or magnetic field magnitude, only on the combined parameter βp. The lowest values of βp are characterized by the spectral slopes P2∼–4, which is close to the values of the spectral slope in the presence of Alfvén vortices (Alexandrova, 2008). Moreover, low-beta plasma behind the quasi-perpendicular BS is favorable for the Alfvén vortex observation (Alexandrova et al., 2006; Alexandrova and Saur, 2008). Thus, steepening of the spectra with decreasing βp may be a result of the increasing contribution of the Alfvén vortices to the fluctuations. βp is typically lower in the SW than in the MSH, and Alfvén vortices may contribute to spectral formation at ion scales all the time (Perrone et al., 2016; 2017). Bowen et al. (2020b) reported that the ion-scale transition range (which is considered in the present study) can be dominated by ion-scale electromagnetic waves associated most probably with local instabilities due to temperature anisotropy. The steeper transition range of the spectra can be attributed to the presence of coherent structures (Lion et al., 2016; Perrone et al., 2016; 2017; Bowen et al., 2020a). Domination of ion-scale electromagnetic waves and coherent structures is the most probable explanation of steepening of the spectra in the MSH in the present study.
Interestingly, the present study does not reveal dependencies of the spectral slopes on the distance from the BS and the magnetopause, while these dependencies have been previously observed (Rakhmanova et al., 2018a; b, Li et al., 2020). On the other hand, Huang et al. (2017) also reported no dependency of the spectral slopes on the distance from the BS. This may be the result of the different durations of intervals under study. Rakhmanova et al. (2018a,b) and Li et al. (2020) considered intervals with durations less than 20 min, and ambient conditions had time to change across the MSH. The results obtained by Huang et al. (2017) refer to 1-h intervals, which is comparable to the period of the subsolar MSH crossing by a spacecraft. In this case, the 1-h interval of dayside MSH measurements may be affected both by the processes at the BS and at the magnetopause. This would result in smoothing of the boundary effect on the turbulence properties. The present study uses nearly 1-h intervals as well; thus, the presence of the BS and the magnetopause may be smoothed in this case.
While scaling of the MSH fluctuations is likely to be influenced by ion-scale instabilities (identified by the slope dependence on the plasma parameter and temperature anisotropy), there is no correlation between these parameters and the change in the slope at the BS. On the other hand, according to Figures 5, 8, changes in the kinetic-scale slope at the BS are influenced by the SW velocity and temperature: small-scale processes embedded to the high-speed and high-temperature plasma are not affected by the BS or are re-established faster behind the BS. Furthermore, the increase in thermal pressure (i.e., increase in temperature) (Smith C. W. et al., 2006; Lacombe et al., 2014; von Panen et al., 2014) is accompanied by the increase in the turbulence level. Thus, for a higher turbulence level in the SW, downstream turbulence development is less affected by ion-scale instabilities.
In the SW plasma, the speed and temperature are physically related. For the analyzed statistics, the correlation coefficient between these two values is close to 0.7, which corresponds well to previous statistical results (Borovsky, 2012; Elliot et al., 2012). Thus, we cannot conclude whether it is the temperature or speed that controls the changes in turbulence properties at the BS or their reformation behind it. However, all of the SW parameters are believed to be intercorrelated and to repeat some patterns corresponding to the SW origin at the Sun (Borovsky, 2018). Moreover, the SW of a different origin is known to have a different effect on the magnetosphere (Yermolaev et al., 2015; Borovsky, 2018). Borovsky (2018) reported that streams characterized by mean proton speed ∼550 km/s and proton temperatures ∼20 eV originate mainly in the coronal holes. The present results show that when the SW streams with similar parameters (see Figure 5C; Figure 8C) face the BS, the properties of the turbulent cascade at the kinetic scales either do not change at the BS or are re-established faster behind it. Borovsky (2018) reported that the interaction of the SW of the coronal-hole origin with the magnetosphere is characterized by an increased dayside reconnection driver. Thus, during this type of the SW flow, the kinetic-scale turbulence of the SW plasma may contribute to the magnetospheric disturbances. Furthermore, Borovsky and Funsen (2003) reported that the enhanced SW turbulence level (which is the case for higher temperatures and velocities) may affect the magnetospheric disturbances. Thereby, it is likely that when the SW from the coronal holes faces the magnetosphere, the SW turbulence may have an enhanced influence on the inner magnetospheric processes.
Note that changes at the BS for low-temperature and low-speed plasma are results of steeper spectra in the MSH, together with flatter spectra in the SW for these cases. In the SW, similar results were reported (Bruno et al., 2014;; Riazantseva et al., 2020). On the contrary, Li et al. (2020) did not find any relations between the turbulence features and the upstream SW speed in the MSH.
6 SUMMARY
Statistics of more than 300 spectral pairs, registered for the same plasma in the SW and in the dayside MSH behind the quasi-perpendicular BS, demonstrates the following trends.
	1 There is no clear relation between the spectral slopes in the SW and downstream of the BS; typically, substantial flattening occurs in the MSH at the MHD scales, accompanied by slight steepening at the kinetic scales.
	2 The scaling of the dayside MSH spectra matches the scaling in the SW for 12% of cases.
	3 The least modified spectra in the dayside MSH occur during periods of high-speed (>500 km/s) and high-temperature (>10 eV) SW flows
	4 Modification of the spectra at the MHD scales is more pronounced for high-beta plasma behind the BS; spectra with Kolmogorov scaling are likely to be present in low-beta MSH plasma.
	5 Regardless of the scaling of the SW turbulence, in the MSH, substantial steepening of the spectra (the slope values up to −5) occurs when beta decreases and temperature anisotropy increases.

The results show that in 12% of cases, the SW turbulent cascade may survive (or be quickly re-established) during the quasi-perpendicular BS crossing. High-speed and high-temperature SW streams (which are likely to be associated with coronal holes and increased turbulence level) favor the conservation of turbulence properties or their quicker restoration behind the BS. Thus, during the periods of fast SW streams, the SW turbulence may directly affect the inner magnetosphere processes. The association of the periods of unchanged turbulence properties with the streams from coronal holes and their geoefficiency is a subject of future work.
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The Dungey cycle is considered from the formation of a magnetic barrier and necessary for dayside reconnection conditions till the electric field generation around the Birkeland current loop and magnetic flux circulation balance. Data-based modeling of the magnetosheath magnetic field makes it possible to quantitatively assess the main factors that control formation and destruction of the magnetospheric magnetic barrier, such as the field line draping and the field intensity increase from the bow shock to the magnetopause, as well as their dependence on the orientation of the interplanetary magnetic field (IMF). The Dungey cycle has been revised to take into account the essentially time-dependent effects of magnetic reconnection. It is shown by means of the Stokes’ theorem that a powerful electric field with an effective potential difference of several tens of kV is generated around the developing substorm current system. The emerging Birkeland current loop is an important particle acceleration element in the magnetosphere, contributing to the energization of ring current protons and electrons. The electric field that arises in the dipolarization zone magnifies the already existing ring current, and the closure of its amplified part through the ionosphere generates the Region 2 field-aligned currents. The motion of the expanding partial ring current around the magnetosphere, combined with the particle drift, transfers the magnetic flux from the night side of the magnetosphere to the dayside. At the dayside magnetopause, the reconnection is also responsible for the creation of the Birkeland loop, but now the electric field in the loop area decelerates the ring current particles, and regions of weakened ring current are formed. Closure of these weakened loop currents results in a transfer of the magnetic flux from the dayside to the night side, thus ensuring its overall balance and completing the Dungey cycle.
Keywords: magnetospheric dynamics, magnetosheath, Stokes’ theorem, electric field, ring current, reconnection

1 INTRODUCTION
As time passes, it becomes clearer and clearer that the Dungey model (Dungey, 1961) of the open magnetosphere is not even so much a model, but rather a whole program of studies of the interaction of the solar wind with the Earth’s magnetosphere for many years ahead. It generated such a wide spectrum of problems (Cowley and Lockwood, 1992; Coroniti and Kennel, 1973; Lui, 1996; Pudovkin and Semenov, 1985; Trattner et al., 2021; Samsonov et al., 2024; Dai et al., 2024; Zhu et al., 2024) that it is virtually impossible to mention them all. In the present work, unlike in an encyclopaedic paper by Borovsky and Valdivia, 2018, we focus on only two, but, in our opinion, key problems that are missing in their list.
This is, first of all, the magnetic barrier or Plasma Depletion Layer (PDL) where, as we believe, the conditions necessary for the dayside reconnection are developed. Earlier, the research on the magnetic barrier/PDL gained much attention (Spreiter et al., 1966; Zwan and Wolf, 1976; Pudovkin and Semenov, 1977; Pudovkin and Semenov, 1985; Erkaev, 1986; Song and Russell, 2002). However, after Phan et al., 1994 showed by the superimposed epoch analysis that the PDL is clearly visible for the low shear magnetopause, but completely absent for the high shear magnetopause, the prevailing view became that the flow of the solar wind near the magnetopause is fully controlled by the reconnection at the magnetopause (Borovsky, 2008). Nevertheless, as recent studies (Michotte de Welle et al., 2022; Michotte de Welle et al., 2024; Tsyganenko et al., 2023; Tsyganenko et al., 2024; Han et al., 2024; Dimmock and Nykyri, 2013) have shown, the features of the magnetic barrier, namely, draping, the increase of the magnetic field and the plasma depletion from the bow shock to the magnetopause are observed for all directions of the IMF. These new results prompted us to revisit the somewhat forgotten idea that the formation of a magnetic barrier is an important factor in creating the conditions necessary for reconnection at the dayside magnetopause.
The second issue is the mechanism of magnetic flux transfer, which nowadays is understood completely as a result of magnetospheric plasma convection (Cowley and Lockwood, 1992; Trattner et al., 2021; Samsonov et al., 2024; Dai et al., 2024). Thus, the other purpose of this article is to show that there is another mechanism of the magnetic flux transfer. We show that the generation of the Birkeland substorm current loop gives rise to a strong vortex electric field induced by magnetic field variation. The Birkeland current loop is therefore an important accelerating factor in the magnetosphere, which calls for a significant modification of the Dungey scheme. In particular, one needs to consider regions of amplification or weakening of the ring current, which play an important role in the magnetic flux transfer via the Dungey cycle.
As a tool for analyzing the dynamical phenomena in the magnetosphere, we use Stokes’ theorem and apply it to a specific magnetic contour, a technique first used to assess the electric field at the reconnection line in the magnetospheric tail, based on the observed speed of the near-pole auroral arc (Semenov and Sergeev, 1981).
The paper is organized as follows. Section 2 contains the necessary information about the Stokes’ theorem and equations describing the magnetic contour method. The Section 3 addresses the magnetic barrier and discusses the conditions for reconnection. In Section 4, the main points of the method are discussed on the example of applying the magnetic contour method to the simplest case of reconnection in a planar current layer. Section 5 studies in detail the modeling of the Substorm Current Wedge (SCW) (Sergeev et al., 2014; Nikolaev et al., 2015) and shows that a vortex electric field appears in the dipolarization area. In Section 6, it is shown that the resulting vortex electric field results in amplification of the ring current and formation of a partial ring current associated with Region 2 field-aligned currents. Section 7 considers the dayside reconnection and in Section 8 we show that the night side inner magnetosphere can operate as a charged particle accelerator. The final section 9 summarizes the main conclusions of the paper.
2 STOKES’ THEOREM
Stokes’ theorem for a contour moving with velocity u relates the circulation of the electric field E′ along the contour l to the change in the magnetic flux permeating the surface stretched on this contour
[image: A mathematical equation shows the variation of electric fields. It includes an integral of \( \oint \mathbf{E'} \cdot d\mathbf{l} = -\frac{1}{c} \frac{d}{dt} \int_{\Sigma} \mathbf{B}_{n} dS \). Another equation is \( \mathbf{E'} = \mathbf{E} + \frac{1}{c} \mathbf{v} \times \mathbf{B} \). Equation number is \( (1) \).]
Here [image: It looks like there is a formatting issue, and I am unable to view the image. Please upload the image file directly, and I would be happy to assist you in creating the alt text.] is the electric field in the stationary (laboratory) frame of reference, [image: It seems like there was an issue with the image upload. Please try uploading the image again, or provide a URL to the image if possible. You can also add a caption for additional context.] is the electric field in the contour frame of reference, Bn is the magnetic field component normal to the surface. The derivation (see Landau and Lifshitz, 1984; Bittencourt, 2004) takes into account that the contour may suffer deformation with time. A well-known theorem of MagnetoHydroDynamics (MHD) states that in an ideal medium the magnetic flux does not change through a contour moving with plasma velocity v (u = v), see left panel in Figure 1 (Baumjohann and Treumann, 1996). This is a direct consequence of Stokes’ theorem (Equation 1), since in an ideal plasma the electric field E′ in the plasma associated frame of reference vanishes (Landau and Lifshitz, 1984; Bittencourt, 2004), then the circulation in Equation 1 is identically zero and the magnetic flux is conserved.
[image: Diagram illustrating the transformation of a magnetic field region. On the left, a flat, circular surface labeled Σ has a magnetic field \( B \) passing through it perpendicularly. An arrow shows velocity \( V \cdot dt \) in a plane parallel to dI. On the right, the region is shown bending into a cylindrical shape with segments labeled \( \delta \ell \) and \( \delta \ell' \). The magnetic field remains perpendicular, indicated as \( B \) and \( B' \). Arrows show the change over time, with \( V \cdot dt \) displaced laterally.]FIGURE 1 | On the left: Magnetic flux conservation through a surface, confined by the contour moving with plasma velocity. On the right: Stretching of moving magnetic flux tubes.
Using this result it is useful to derive the equation of motion of the magnetic flux tube. Let us consider a small segment of the magnetic flux tube of length δl (Figure 1, right panel). As a consequence of conservation of magnetic flux, we have
[image: It seems there might be a misunderstanding. The content you provided looks like a mathematical equation rather than an image. If you intended to share an image, please upload it or provide a link. If this equation is part of a larger context, feel free to provide more details or upload relevant content.]
Plasma mass is also conserved under frozen-in conditions:
[image: Mathematical equation showing \( \rho \cdot \delta l = \rho' \cdot \delta l' \cdot S' \) with equation number (3) on the side.]
It follows from Equations 2, 3 that the ratio of magnetic field strength to plasma density is proportional to the stretching of the magnetic flux tube (Landau and Lifshitz, 1984):
[image: Equation showing \( \frac{B'}{\rho'} = \frac{B}{\rho} - \frac{\delta I'}{\delta I} \), labeled as equation (4).]
In the future, we will need a special kind of contour, the so-called magnetic contour. Let us choose a segment perpendicular to the magnetic field lines in the equatorial plane of the magnetosphere and from each of its points let out a field line to the intersection with the ionosphere first at time t and then at time (t + dt). Stokes’ theorem (Equation 1) is applied to the moving contour thus constructed (Figure 2).
[image: Illustration of a three-dimensional geometric representation depicting areas of a surface labeled \( E_{\nu,h} \), \( E_{\nu,h+\Delta{t}} \), and \( E_{\text{out},h} \). A force \( F \) is indicated with an arrow pointing left. Time axes are labeled \( t \) and \( t+\Delta{t} \). Arrows and shading differentiate the sections.]FIGURE 2 | Scheme of magnetic contour.
Since the surface stretched on the magnetic contour is woven of magnetic lines of force, the magnetic flux through such a surface is identically zero, hence the circulation of the electric field in the reference frame of the contour is also zero and we obtain, neglecting the field-aligned electric fields:
[image: Equation showing \( \left( E_t + \frac{1}{c} \mathbf{u} \times \mathbf{B} \right) \cdot \mathbf{T}_i = E_m \cdot \Gamma_m \) with reference number (5).]
Here [image: Sorry, I cannot process LaTeX or mathematical expressions as images. Please provide the actual image file or URL.] and [image: It seems like the input is not an image. If you would like me to provide alternate text for an image, please upload the image file or provide a URL.] are the electric and magnetic fields in the ionosphere, [image: Arrow above lowercase "u" subscript "i", representing a vector notation.] is the velocity of the segment projection in the ionosphere, [image: It seems there might be an issue with the image upload. Please try uploading the image again, and I will be happy to help with the alt text.] is the length of the segment projection in the ionosphere, [image: Mathematical notation showing a vector denoted as \( \overrightarrow{E_m} \).] is the electric field in the magnetosphere, and [image: Mathematical notation displaying the symbol "l" with a subscript "m n," representing a vector or line in mathematics or physics, indicated by an arrow above the "l."] is the length of the original segment. The same expression can be rewritten in the following form:
[image: The equation shows Δφᵢ + (1/c) (∂Eᵢ/∂t) = Δφₘ, labeled as equation six.]
Where [image: Delta phi sub i, representing a mathematical expression.] is the electromotive force along the projection of the segment in the ionosphere, Fi is the magnetic flux in the ionosphere drawn by the moving projection of the segment, [image: Delta phi subscript m with a tilde over the phi symbol.] electromotive force along the projection of the segment in the magnetosphere. That is, the electromotive force (EMF) in the magnetosphere differs from EMF in the ionosphere by the magnitude of the magnetic flux drawn by the moving projection of the segment in the ionosphere.
In the stationary case, the shape of the field lines does not change with time, the contour becomes stationary, the velocity u = 0, and the EMF coincides with the electric field potential difference, which, as it follows from Equation 6, can be carried along the magnetic field lines. Therefore, the change in the magnetic flux drawn by the moving projection of the segment in the ionosphere can be considered as a measure of the emerging vortex electric field (induced by magnetic field variation), which can significantly change the coupling of the magnetospheric and ionospheric electric fields. We will refer the velocity of the segment projection motion in the ionosphere u (associated with magnetic flux change) as the projection velocity. If the projection velocity is less (better much less) than the velocity of electro-drift (u << VE), the magnetic field configuration may be considered as quasi-stationary and the magnetic fields lines may be considered equipotential. In the opposite case, u >> VE, the arising vortex electric fields must be taken into account when projecting the electric field along magnetic field lines.
It is interesting to note that the two kinds of contours considered above (the one moving with the ideal plasma and the magnetic contour) are peculiar antipodes: in the first case in Stokes’ theorem (Equation 1) the circulation is identically zero since E’ = 0, and then the magnetic flux is conserved. In the second case the magnetic flux is identically zero by construction, then the circulation is also zero and we arrive at Equations 5, 6. Knowing the behavior of the magnetospheric segment projection in the ionosphere, which often appears as a moving arc of the aurora borealis, we can obtain the distribution of the electric field in the magnetosphere. The magnetic contour was first used in Semenov and Sergeev (1981) to estimate the electric field at the reconnection line in the tail of the magnetosphere from the velocity of the near-pole auroral arc.
3 SOLAR WIND FLOW AROUND THE MAGNETOSPHERE
When building a model of the interaction between the solar wind and the Earth’s magnetosphere, the following difficulty immediately arises (Pudovkin and Semenov, 1985; Pulkkinen et al., 2007). The main energy comes to the magnetosphere in the form of solar wind kinetic energy, while the magnetospheric disturbance is controlled by the southern Bz component of the IMF (Paschmann, 2008; Borovsky and Valdivia, 2018). In the solar wind, the typical value of the Mach-Alfvén numbers MA = VSW/VA lies within 8–10, i.e., the magnetic energy density of the IMF is 1.5-2 orders of magnitude less than the kinetic energy density. It turns out that the low-energy factor (Bz component of the IMF), carrying only 1%–2% of the solar wind energy, is the key interaction factor. At first sight, this fact seems counterintuitive; to clarify it, it is necessary to trace the sequence of transformations of different types of energy in the magnetosheath and find out, what physical phenomenon is responsible for creating conditions necessary for starting reconnection in the vicinity of the magnetopause.
Since the solar wind is both supersonic and super-Alfvénic, a bow shock appears in front of the magnetosphere, on which the first and perhaps the main redistribution of energy takes place. According to the MHD model of the subsolar magnetosheath (Spreiter et al., 1966; Erkaev et al., 1999), at the bow shock the solar wind speed decreases inversely proportional to density, while the density and magnetic field intensity increase approximately in 3 times for typically large solar wind sonic and Alfvén Mach numbers. However just after the shock, the sum of the thermal and kinetic plasma energy still prevails the magnetic energy.
A further redistribution of energies occurs in the magnetosheath, as the solar wind flows around the magnetosphere. The stationary flow implies that at the magnetopause the solar wind velocity remains everywhere tangential to the surface, with a stagnation point at the nose, from which the streamlines envelop the entire boundary (Figure 3). At the stagnation point, the flow velocity v(s) is zero, such that expanding v(s) into a Taylor series over a distance s from the stagnation point and keeping only the first term, one obtains v(s)= − k s. Then the time T required for a magnetic flux tube to travel from some initial point s0 to the stagnation point is equal to:
[image: Equation showing the limit as s approaches zero:   \[ T = \lim_{{s \to 0}} \left( \int_{{s_0}}^{s} \frac{{ds'}}{{k \cdot s'}} \right) - \frac{1}{k} \ln \left( \frac{{s_0}}{s} \right) \to \infty \]  Numbered as equation 7.]
[image: Diagram illustrating a curved surface with intersecting lines and vectors. The surface is green, while the lines are red, with labels including \( S \), \( \delta \ell \), and \( \delta \ell' \). Vectors and dashed lines show direction and intersection points.]FIGURE 3 | Stretching of magnetic flux tubes in a process of solar wind flow around magnetosphere.
That is, the entire magnetopause turns out to be unreachable for the thin flux tubes (Pudovkin and Semenov, 1977; Pudovkin and Semenov, 1985). When flowing by the magnetosphere (and, in general, any blunt body), a part of the magnetic flux tube lying in the neighborhood of the stagnation point is strongly braked, while the rest of it continues to move with the solar wind. As a result, the tube is strongly stretched and, as a consequence of Equation 4, the ratio of magnetic field to plasma density B/ρ increases, and, considering Equation 7, B/ρ tends to infinity at the magnetopause. Since the field B is limited due to a finite limit on the magnetic pressure, the plasma density drops to zero over the entire surface enveloped by streamlines, and the magnetic field value peaks at the braking point. It should be kept in mind, however, that the B/ρ singularity due to the density convergence to zero has a weak logarithmic character (Erkaev, 1986), so it usually disappears in numerical calculations due to the numerical dissipation.
The above noted singularity is a mere consequence of the frozen-in magnetic field and the presence of a stagnation point. One may wonder whether it is possible to organize the flow in such a way that there is no stagnation point at all. The answer to this question is negative, as the famous algebraic topology theorem about the “hairy ball” states that there is no velocity field without singularities on sphere-like surfaces (Renteln, 2014).
Therefore, the only possibility to eliminate the difficulty and thus consistently resolve the problem of interaction of the solar wind with the magnetosphere is to abandon the ideal plasma model and to introduce some dissipation into the model, which would break the frozen-in condition of the magnetic field at least locally.
According to modern concepts, such a mechanism is the magnetic reconnection, in which the frozen-in condition is broken in small diffusion regions near the X lines or separatrices. The magnetic reconnection requires to create special conditions, first of all, a formation of a thin current sheet and accumulation of magnetic energy. As shown below, the solar wind flow with a magnetic field having a transverse component to the streamlines not only creates conditions necessary for the reconnection, but also makes it inevitable.
Since the stagnation point is nevertheless unavoidable, the magnetic flux tubes are strongly stretched when the magnetosphere is flown around by the solar wind. As a consequence, a layer is formed near the magnetopause with reduced plasma density and increased magnetic field intensity. Zwan and Wolf (1976) were among the first to discover that effect and, based on the fact of density decrease, called this layer a “Plasma Depletion Layer” (PDL). Erkaev (1986), on his part, singled out the increase of the magnetic field intensity as the main feature and, based on that, called that layer the “magnetic barrier”. Both these terms are now used interchangeably in the modern literature. Using the Lagrangian formalism, the so-called “frozen-in coordinate system” was introduced by Pudovkin and Semenov (1977), Pudovkin and Semenov (1985), in which the magnetic flux tubes played the main role. On that basis, a method was developed to solve the magnetic barrier problem in the ideal MHD approximation (Erkaev et al., 1994; Erkaev et al., 1998; Erkaev et al., 1999; Erkaev et al., 2003). The main features of the magnetic barrier were also investigated analytically by Nabert et al. (2013) and numerically by Wang et al. (2004). These features are:
	1. Draping of the magnetic field lines. Due to their braking in the front part of the magnetosphere, the magnetic field lines envelop the streamlined surface, creating a peculiar cocoon around the magnetopause. This effect is clearly visible both in theoretical calculations (Erkaev et al., 1999) and in experimental data (Michotte de Welle et al., 2022; Michotte de Welle et al., 2024; Tsyganenko et al., 2023; Tsyganenko et al., 2024; Dai et al., 2023; Dimmock and Nykyri, 2013; Han et al., 2024). The magnetic field draping in the magnetosheath for different IMF orientations, derived in data-based modeling from in-situ spacecraft observations (Tsyganenko et al., 2023), is shown in Figure 4.

As demonstrated in the next Figure 5 the magnetic field steadily increases earthward. Due to the stretching of the magnetic flux tubes, the magnetic field increases, while the plasma density and pressure decrease. To preserve the force balance, these changes occur consistently: the gas pressure decrease is compensated by an increase in the magnetic pressure, such that the total pressure remains nearly constant across the magnetosheath, [image: Equation showing pressure \( p \) plus magnetic pressure \( \frac{B^2}{8\pi} \) equals a constant.] (Erkaev et al., 2003; Nabert et al., 2013; Phan et al., 1994).

	2. Stagnation line. Due to the stretching of the magnetic flux tubes and their draping around the magnetopause, the Ampere’s force accelerates the plasma across the magnetic field lines, while the weakened gas pressure pushes the plasma along the magnetic field with less and less efficiency. This results in a change of the flow topology: instead of an axisymmetric flow away from the stagnation point (as in Figure 3), a stagnation line begins to form, extending along the magnetic field, as shown in Figure 6, Erkaev et al. (1998).
	3. Anisotropy of the gas pressure. The stretching of the magnetic flux tubes during the flow around the magnetosphere results in a progressive increase of the transverse plasma pressure, such that it gradually becomes dominant over the parallel pressure on approaching the magnetopause. This can provoke the onset of instabilities: first of the mirror type and then followed by the ion-cyclotron instability. The mirror instability occurs in an anisotropic magnetized plasma when the difference between perpendicular and parallel plasma pressures exceeds a threshold value that depends on the perpendicular plasma beta. This leads to enhanced plasma fluctuations, which in turn results in a relaxation of difference between parallel and perpendicular temperatures (see experimental data in Soucek et al., 2008). Mirror perturbations do not propagate and are carried by the plasma flow along the streamlines. Using an anisotropic stationary MHD flow model allows to calculate the growth of mirror fluctuations from the bow shock to the magnetopause along the Sun-Earth stream line. As shown by Erkaev et al. (1999), the ion-cyclotron instability begins to dominate in the immediate vicinity of the magnetic barrier, where the plasma β parameter is less than unity.
	4. Scaling. A natural question that arises is how wide is the layer by the magnetopause, in which the magnetic barrier effects are important? If one defines the outer boundary of the magnetic barrier as a surface on which the gas pressure becomes equal to the magnetic pressure (i.e., β = 1), it appears (Erkaev et al., 1998) that the thickness of the magnetic barrier is δ = L/MA2, where L is the radius of curvature of the streamlined body. Assuming the IMF strength of 5 nT, this corresponds to MA = 8, which gives a magnetic barrier thickness of about 2000 km. It turns out that the layer in which the magnetic barrier effects are important is rather thin, such that the greater part of the magnetosheath remains mostly unaffected. Nevertheless, it is just the magnetic barrier area, where the conditions necessary for the reconnection are created.

[image: Four-panel figure showing contour plots with different colors representing values from 0 to 30 in nanoteslas. Each panel is labeled (a) to (d). The x-axis represents \(X_{GSW} R_E\) and the y-axis represents \(V_{sw} R_{E} t_{0}\). The plots display magnetic field variations influenced by hypothetical factors, with color gradients transitioning from blue to red. The central black circle appears in each plot, indicating a focal reference point.]FIGURE 4 | Draping of the magnetic field in the magnetosheath (equatorial plane) as obtained in the empirical model of Tsyganenko et al., 2023 with B = 7 nT for four values of the IMF cone angle: θ = 0° (A), θ = 30◦ (B), θ = 60◦ (C), and θ = 90◦ (D).
[image: Graph showing two step functions of variable \( V \) against \( X, Re \). The red line represents \( \phi = 45^\circ \) and the purple line represents \( \phi = 135^\circ \). Both lines show increasing steps with decreasing \( X \) values. The graph spans \( 10 \) to \( 14 \) on the \( X \)-axis and \( 0 \) to \( 60 \) on the \( V \)-axis.]FIGURE 5 | Increase of the total magnetic field B along the Sun-Earth line for a typical spiral-type IMF orientation, with IMF Bz = + 5.0 (red) and Bz = − 5.0 nT (blue). In both cases, the total IMF magnitude is 8 nT and its cone angle equals 120° (after Tsyganenko et al., 2024)
[image: Diagram depicting the magnetosphere with curved lines and arrows indicating magnetic field lines. The vectors B and u are shown, representing different directional forces. The structure appears three-dimensional.]FIGURE 6 | The structure of the magnetic field (dotted lines) and solar wind plasma flow (solid lines) around the magnetosphere according to numerical simulation (Erkaev et al., 1998).
To address this issue from the data-based modeling viewpoint, let us consider the electric current density at the magnetopause:
[image: Equation showing \( J = ne(\vec{v}_p - \vec{v}_e) \), labeled as equation eight.]
The current density j is determined mainly by the magnetic field jump across the magnetopause (Michotte de Welle et al., 2024; Tsyganenko et al., 2024; Han et al., 2024) (Figure 7). For the southern IMF at the dayside magnetopause, it increases about twice, the plasma density decreases, such that the current velocity [image: Mathematical expression showing an arrow above V subscript P minus another arrow above V subscript E, enclosed in parentheses.] in Equation 8 should increase significantly along with the strengthening of the magnetic barrier. Thus, the conditions necessary for the magnetic reconnection, namely, the formation of a thin current sheet and accumulation of magnetic energy in its vicinity, are created.
[image: Four panels labeled A to D show heat maps with streamlines and arrows indicating vector fields. Colors range from red (higher values) to blue (lower values). Each panel depicts varying distributions and patterns across coordinates \(Y\) and \(Z\) marked on the axes. Panel A has a symmetric pattern, B shows diagonal flow, while C and D highlight central concentrations.]FIGURE 7 | Color-coded electric current surface density (in mA/m) at the dayside magnetopause as viewed from the Sun, for four values of the IMF clock angle: ϕ = 0° (A), 60° (B), 120° (C), and 180° (D). The J vector projections on Y–Z plane are also shown with arrows (after the empirical model of Tsyganenko et al., 2024).
An important parameter that determines the characteristic values of plasma density and magnetic field at the current sheet boundary is the dissipative length ddif, at which the frozen-in condition is violated. In plasma, there is a whole hierarchy of scales at which this can happen. At the smallest scale, the inertial length of the electrons de, the electrons are unfrozen. As the PIC-simulation shows, it is the electron inertial length de that determines the thickness of the electron diffusion region (Vasyliunas, 1975; Hesse et al., 2016). At the scale of the proton inertial length di, the proton component is unfrozen, the protons cease to be magnetized and their connection with the magnetic flux tubes is lost (Hesse et al., 2016). In the magnetosheath, another scale associated with turbulence is distinguished, the so-called magnetic correlation length, of the order of ∼10 di, characteristic for reconnection in thin electron current sheets (Stawarz et al., 2022). All these scales differ from each other by 1-2 orders of magnitude, and which one should be used is not completely clear. Fortunately, both in the Petschek type reconnection model and in the magnetic barrier theory, the main parameters that determine the reconnection rate (Petschek, 1964; Erkaev et al., 2000), plasma density, and magnetic field near the magnetopause (Pudovkin and Semenov, 1985, Erkaev, 1986) only weakly (logarithmically) depend on the dissipative length, so its actual value is not much important. What is really important is that taking into account the dissipative length removes the singularity, such that the density does not fall to zero, but remains at a finite level (Song and Russell, 2002; Dimmock and Nykyri, 2013; Han et al., 2024).
Thus, in the absence of reconnection, the magnetic barrier is formed in the same way for all IMF directions (as the magnetopause approaches, the magnetic field increases, the density and gas pressure decrease, and a plasma flow with a field-aligned stagnation line emerges). At the same time, due to the stretching of the flux tubes, for each specific IMF direction, a specific region appears on the magnetopause in which the currents on the magnetopause (and, as a consequence, the probability of reconnection) are maximal (see Figure 7). For Bz < 0, the vicinity of the subsolar point acts as such a region (Figure 7D), for Bz > 0, the region behind the cusps (Figure 7A). After the reconnection has begun, the flow pattern changes dramatically, since the reconnection line (which now plays the role of a stagnation line for the flow) must be located across the magnetic field.
The formation of a magnetic barrier is a necessary element that guarantees the onset of magnetic reconnection on the dayside, as the beginning of the Dungey cycle.
4 MAGNETIC CONTOUR AND RECONNECTION
Though the Dungey cycle is initiated by the dayside reconnection, we find it more convenient for understanding to start the analysis from the night side. Also for the sake of simplicity, we begin with reconnection of antiparallel fields in a planar two-dimensional current sheet (Figure 8), in which the magnetospheric and ionospheric scales in Equation 5 are the same: lm = li. In such a setting, the model ionosphere is a planar surface perpendicular to the current sheet. As shown in Figure 8, the reconnection line (X-line) projection along the separatrix maps the reconnected magnetic flux Frec and, hence, the associated model auroral bulge onto this plane, such that the bulge velocity u is proportional to the electric field E along the reconnection line. These two quantities, electric field at X-line and reconnected magnetic flux, are the most important characteristics of the non-stationary reconnection process (Semenov et al., 1983; Biernat et al., 1987; Semenov et al., 1992).
[image: Diagram illustrating magnetic reconnection, showing magnetic field lines in blue converging at a central point, with red lines indicating the reconnection process. Arrows represent the direction of flow, and vector labels include \( B \), \( \vec{E}_{rec} \), and \( U \).]FIGURE 8 | 2D time-dependent reconnection in a planar current sheet model. The projection of the X-line along the separatrix maps the reconnected magnetic flux Frec on the plane, perpendicular to the current sheet.
It is interesting to discuss in detail the formation of the reconnection region projection. The problem lies in that the causality principle limits the speed of any signal propagation by the speed of light. At the same time, during the reconnection the X-line projection (hence, the model bulge) is formed instantaneously, i.e., with infinite speed. However, it is clear that before the arrival of the first physical agent (kinetic Alfvén wave, ordinary Alfvén wave, energetic particles, see Sergeev, et al., 2021; Duan et al., 2016; Dai, et al., 2017) to the ionosphere, there should be no physical perturbations. This means that, during this entire time period, the following relation must be strictly satisfied:
[image: The equation displays the derivative of E with respect to t, multiplied by 1 over c, equals delta phi subscript m. This is labeled as equation nine.]
or, for maximal values:
[image: Formula with a fraction reads: one over c subscript max, multiplied by B subscript l equals maximum of E subscript m, multiplied by l subscript m. Equation is numbered ten.]
which sets the maximum projection velocity that guarantees complete absence of perturbations in the ionosphere. In other words, the auroral bulge comes into existence as soon as the reconnection starts in the current sheet, but it remains undisturbed (hence, invisible) until the physical agents (waves, particles, field-aligned currents) arrive. These agents can often be associated with various auroral forms (arcs, rays, brightening spots, filaments). If an auroral arc [e.g., at the near-pole edge of the auroral bulge (Akasofu, 1964)] is traveling at a velocity close to umax (see Equation 10), one will not see anything in the ionosphere, since the above relation disconnects the ionosphere from the reconnection region. The magnetospheric EMF is compensated by the projection term in Stokes’ theorem (9) and does not appear in the ionosphere in any way. This is the direct consequence of the causality principle.
5 STOKES’ THEOREM AND SUBSTORM CURRENT WEDGE (SCW)
Figure 9 shows a scheme of a three-dimensional reconnection with finite X-line length in a planar current sheet following an electric field pulse on the X-line (Semenov et al., 1992; Semenov et al., 2004; Pudovkin and Semenov, 1985). Figure 9 shows the situation when the reconnection at the X line has already ended, the auroral bulge has formed and no longer changes.
[image: Three-dimensional plot showing two conical shapes protruding from a flat green plane with red lines. The cones are symmetrically aligned, and the red lines form a grid pattern intersecting the plane and cones.]FIGURE 9 | Modeling of BBF accelerated plasma flows propagating in both directions from the X-line (red segment in the center). At this time moment, the reconnection is already complete and the electric field at the X-line has disappeared. In this case, the accelerated plasma flows, bounded by slow shock waves (light green), detach from the X-line and propagate as solitary waves. The last reconnected magnetic field lines form a separatrix (red).
If we place the magnetospheric segment on the path of the moving Bursty Bulk Flow (BBF), it is easy to see that its projection to the ionosphere first appears at the equatorial bulge edge and then spreads to the entire bulge, and reaches its pole edge at the moment of the time when the magnetospheric segment exits from the BBF. Moving the magnetospheric segment closer and closer to Earth, this pattern will be repeated: the projection starts at the equator edge and runs to the pole. The main question here is: what will be observed in the ionosphere when the physical agents actually get there.
Before answering it, let us consider the current system arising from a reconnection pulse with finite X-line length in a planar current sheet (Figure 10). In the diffusion region with reduced effective conductivity, the electric current is weakened, which triggers an Alfvén wave propagating on both sides of the X-line. The resulting field-aligned currents are responsible for generating the magnetic field component normal to the current sheet. Over time, the Alfvén wave reaches the ionosphere, forming a SCW, which is the most important element in the whole concept of a magnetospheric substorm. It is important to note that during the reconnection process, not only the magnetic flux, mass, and energy are transferred along the current sheet, but also the electric current (Semenov et al., 1998).
[image: Diagram showing a spherical Earth mapped to a rectangular coordinate system. The rectangular map includes points \( P_L \), \( P_0 \), and \( P_R \) connected by blue and red lines. It demonstrates the transformation from spherical to planar coordinates.]FIGURE 10 | The current system of time dependent reconnection of antiparallel fields with finite X-line (red). Drop of plasma conductivity in diffusion region launched Alfvénic wave, propagating in both directions from X-line and carrying field-aligned currents. Upper panel–initial stage, low panel–final stage, which shows appearance of SWC.
It can be assumed that such a current system is a fundamental feature of the magnetic reconnection not only in a planar current sheet, where analytical results can be obtained, but also in the real current sheets.
The current wedge of a substorm was proposed by Boström (1964), McPherron et al. (1973) based on the analysis and generalization of ground-based and satellite magnetic variation data. Subsequently, this current wedge was comprehensively studied and developed in numerous papers (Vasilyev et al., 1986; Sergeev et al., 2014; Nikolaev et al., 2015; Birn and Hesse, 2013; Birn and Hesse, 2014; Palin et al., 2016), which constituted the basic element of the magnetospheric substorm concept.
A natural bridge between the Stokes’ theorem and the substorm current systems is the modeling of the SCW, calculating the projections and comparing the results obtained with experimental data. In the modeling by Nikolaev et al. (2015), the current loop consisted of two parts (see Figure 11): the high-latitude R1 field-aligned currents flowing into the ionosphere at dawn and out at dusk, with the total current of 1 MA, and the oppositely directed R2 currents located closer to the Earth with a lower intensity of 0.5 MA. A strong increase of the equatorial Bz component inside the loop is clearly seen, indicating the field dipolarization, such that virtually all magnetic perturbations are confined within the SCW sector. The following Figure 12 shows how the field-aligned projections of the equatorial circular segments are deformed at ionospheric altitudes. Analyzing these projections makes it possible to distinguish three characteristic deformation regions, as follows.
[image: Diagram labeled "a" shows magnetosphere regions with red and green boundary lines, labeled R1 and R2. The 3D model has axes labeled x, y, and z. Diagram labeled "b" is a heatmap representing magnetic field intensity with a color gradient from blue to red over an area labeled with X and Y axes in GSM coordinates.]FIGURE 11 | Modeling the SWC. (A) - a schematic picture of R1 and R2 currents of magnetospheric substorm; (B) - Bz component of magnetic field distribution in equatorial plane after a substorm associated dipolarization occurred (after Nikolaev et al., 2015).
[image: Ionospheric mapping diagram showing current flow with and without Substorm Current Wedge (SCW). Green lines indicate with SCW; red lines without. Symbols represent upward and downward field-aligned currents.]FIGURE 12 | Ionospheric mapping of equatorial geocentric circle arcs. The red lines show neutral sheet mapping using the T89+IGRF model; the green lines show mapping of the same points using the influence of SCW. Ionospheric locations of upward (downward) FACs are indicated by diamond (cross) symbols (after Nikolaev et al., 2015).
The first one is the dipolarization region in the equatorial plane between the R1 and R2 currents. Here the Bz component significantly increases after the onset of the current wedge, such that all ionospheric projections shift poleward by as much as 8 degrees of latitude.
The second region corresponds to the twisting of the force lines around the field-aligned segment of the R1 current, manifested by the spiral-shaped contours in Figure 12. The combination of the type 1 and type 2 deformations creates a large-scale structure resembling the auroral bulge expanding poleward.
The third deformation region is due to the R2 current in the equatorial plane, placed here at a distance of 6Re. Ionospheric projections corresponding to equatorial distances closer than 6Re are shifted equatorward, owing to the field line twisting around the R2 currents. The resulting ionospheric pattern protrudes equatorward and also has a bulge-like shape, but it is smaller in size than the auroral bulge.
The above described modeling of the current wedge shows that the natural boundary separating the essentially different types of deformations is the projection into the ionosphere of the equatorial current R2. North of it is the auroral bulge, in which the projections of circular segments are shifted to the pole. From the Stokes’ theorem it then follows that a westward electric field is set in the dipolarization region in the magnetosphere. South of the projection of the equatorial current R2 there is an equatorial bulge in which the projections of circular segments shift to the equator. It then follows from Stokes’ theorem that an eastward-directed electric field must appear in the corresponding region of the magnetosphere. It is still difficult to say anything about the magnitude of the electric field because the Stokes’ theorem does not include the displacements of the projections themselves, but their velocities, and then the disturbance level depends on how quickly the current wedge appears.
Sergeev et al. (2019), found an event on 28 July 2017, in which it was possible to control the electric field reconnection near the X line in the tail of the magnetosphere on the MMS satellites and the corresponding development of the auroral bulge in the ionosphere. It turned out that the reconnection rate E = 3.3 mV/m (in terms of the effective potential difference of 42 kV/Re) led to the formation of an auroral bulge propagating toward the pole with a velocity of 2 km/s, which apparently corresponds to a near-maximum value. Typical velocities are usually half as fast (1 km/s), giving 21 kV/Re. Nevertheless, the conclusion turns out to be rather important: strong electric fields with an effective potential difference of several tens of kV should appear in the zone of the current loop of a substorm. Such fields have not been taken into account properly in the development of the magnetospheric substorm concept so far, and their consideration should lead to its substantial modernization.
6 SUBSTORM CURRENT WEDGE AND PARTICLE ACCELERATION
As already mentioned, a Bursty Bulk Flow (BBF), i.e., a reconnected magnetic flux tube with an increased Bz component and a decreased plasma density relative to the background, is triggered by a reconnection pulse in the tail of the magnetosphere usually at a distance of 20 Re (Baumjohann et al., 1990). Propagating along magnetic field lines, the BBF carries magnetic flux, energy, mass, and electric current to the Earth (Semenov et al., 1998). The most important question here is how deep the BBF can penetrate into the inner magnetosphere, where its effective interaction with the ring current is possible. According to modern understanding, confirmed by both theory and MHD calculations (Birn et al., 2009; Kepko et al., 2015), as well as by comparison with satellite data (Dubyagin et al., 2010), the BBF moves Earthward until its entropy is equal to the entropy of the surrounding plasma. This usually occurs near the transition between stretched and dipole field lines near the inner edge of the tail current sheet, but can vary depending on geomagnetic activity (Kepko et al., 2015).
Thus, a dipolarization zone in the inner magnetosphere appears, which is blown by the ring current, with protons drifting to the west and electrons to the east (Figure 13). As was shown in the previous section, an electric field with an effective potential difference of the order of several tens of kV (as on the X line) should be generated in this region, which accelerates charged particles as they drift around the Earth. Since protons and electrons are magnetized in the inner magnetosphere, the energy gain occurs due to betatron acceleration: the particles are pushed by the electric field to the inner L shells with a stronger magnetic field, and while the magnetic moment W┴/B = const, the energy of the particle W increases. The energy gain depends on how long the charged particle is in the acceleration zone. As the theory shows (Baumjohann and Treumann, 1996) the average drift period (that is, the time required to perform a complete circuit around the Earth) in hours is simply:
[image: An equation showing average duration in hours: \( \langle \tau_d \rangle_p = \langle \tau_d \rangle_e \approx \frac{1.05}{W(\text{MeV}) \cdot L} \left(1 + 0.43 \sin \alpha_{eq}\right)^{-1} \).]
Here W is particle energy in MeV, L-is the L-shell number, [image: Variable "α" with subscript "eq".] is the equatorial pitch-angle. To estimate the time when any particle is inside the accelerating region this value must be multiplied by the coefficient (dtMLT/24) where dtMLT is the width of the Birkeland loop in hours. Let us take for estimation dtMLT = 2 h and L = 6, then for a 100 keV particle we get 9 min, and for a 1 keV particle this time increases to 15 h. A powerful electric field arises in the SCW zone for relatively short periods of time of 5–10 min, therefore ring current particles with an energy of 100 keV and higher are able to effectively gain energy, and current sheet particles with keV energy must undergo many acceleration events, before they gain noticeable energy.
[image: Illustration depicting a ring current around Earth with arrows indicating movements of particles and currents. Lines represent paths labeled with symbols and colors, and a sheet on the right shows directed lines labeled "Shell current."]FIGURE 13 | Generation of electric field Em in the region of dipolarization inside SCW.
In the early phase of SCW formation, the polar arc of the auroral bulge moves with a maximum speed of the order of km/s (Akasofu, 1964), which, according to Stokes’ theorem, creates a maximum electric field in the dipolarization region. This field accelerates protons and electrons (mainly of the ring current), increases their azimuthal speed and as a result creates a pulse of enhanced ring current, or rather even two pulses - separately protons to the west and electrons to the east. Subsequently, these accelerated particles drift around the Earth and transfer the magnetic flux from the night side to the dayside in the regions of enhanced ring current. This, in fact, is the main our idea about the role of the ring current in the Dungey cycle.
Closing through the ionosphere, the pulse of the enhanced ring current gives rise to field-aligned currents of the R2 (Figure 13), which is a partial ring current expanding to the west with protons and to the east with electrons with a drift speed.
In the ionosphere at the initial phase, as already mentioned, there should be no noticeable disturbances - the magnetospheric source is compensated by the projection term in the Stokes’ theorem (see Equation 9). This seems strange, since the Alfvén wave with a field-aligned current has already reached the ionosphere, so there is a current, but there are no disturbances. The fact is that in the reference frame of the running polar edge of the auroras, the electric field of the wave is equal to zero, which is the condition for its complete reflection. In turn, the reflected Alfvén wave gives rise to a train of Pi2 pulsations, which is an important diagnostic signature of the onset of a substorm. In a certain sense, recalling the reasons for the connection between the magnetospheric electric field and the change in magnetic flux through the auroral bulge (see Equation 9), it turns out that the launch of Pi2 pulsations is associated with the principle of causality.
As time passes, the current system R2 begins to increase, the projection velocity u decreases, and to fulfill Stokes’ theorem the electric field in the ionosphere Ei must increase. This means that the ionosphere is connected to the magnetospheric source, the substorm begins.
Briefly, the chain of events leading to the development of a substorm appears as follows. The initiator of a substorm is a magnetic reconnection in the tail of the magnetosphere, it triggers a BBF moving towards the Earth. The BBF carries energy, magnetic flux, electric field and electric current in the form of an Alfvén wave, which penetrating into the inner magnetosphere creates an R1 current system, a dipolarization region and an electric field in this region. Energetic particles of the ring current are accelerated by this electric field and create an electric current pulse propagating with drifting protons to the west and with electrons to the east, which transfers the magnetic flux from the night side to the day side. This current pulse is an expanding partial ring current that closes into the ionosphere creating the R2 current system. The increasing current in this system decreases the projected velocity and connects the ionosphere to the magnetospheric source, the substorm begins.
7 DAYSIDE RECONNECTION
The reconnection at the magnetopause at the subsolar X-line is similar to the night side reconnection, but has a number of important differences. In contrast to the tail of the magnetosphere, the current sheet at the magnetopause is curvilinear, strongly asymmetric (cold dense moving plasma on the solar wind side and hot rarefied plasma with a strong magnetic field on the magnetosphere side), and the role of the edge of the current sheet is played by the cusp region, more precisely by the boundary of the polar cap.
For IMF Bz < 0, the most probable place of reconnection is the X line in the subsolar region. We again consider a time-limited reconnection pulse that triggers an accelerated plasma flow moving along the magnetopause with reconnected open magnetic flux tubes. This plasma flow carries magnetic flux, electric field, and electric current like any other reconnection-related jet. In the cusp area, it partially branches off to the ionosphere to form the dayside auroral bulge (Cowley and Lockwood, 1992) and the Birkeland current system of the R1 (Figure 14).
[image: Illustration of Earth's magnetosphere showing the magnetopause as a boundary in orange, with a green Earth and blue magnetic field lines extending from the poles. Labeled areas include the DCF, R0, polar cap, and X-line.]FIGURE 14 | Scheme of magnetic reconnection on the day side magnetopause.
The important question is how the zone of interaction between the reconnected flux tube and the ring current looks like. At a first glance it is absent, since the reconnected tube is aligned along the magnetopause and then descends to the boundary of the polar cap, whereas the ring current is mainly concentrated near the equatorial plane. The point is that a strong electric field is present not only inside the reconnected tubes, but also in the inflow region, where it is delivered by a fast magnetosonic wave. For night side events this is not so important, since the X-line is far away (∼20 Re according to Baumjohann et al., 1990) and has little effect on the inner magnetosphere, but for dayside reconnection this is of decisive importance. The ring current is directly adjacent to the subsolar part of the magnetosphere, appearing in the region of the influence of the electric field of the reconnection (Figure 14).
The electric field of the reconnection on the dayside (as well as on the night side) is directed to the west, but now it acts against the ring current, slows down the drifting protons and electrons and pushes them to the outer L-shells with a weaker magnetic field. As a result, two pulses (protons and electrons) of the weakened ring current are formed, propagating at the drift velocity from the dayside to the night side and carrying the magnetic flux. Closing in the ionosphere, this pulse is an expanding partial ring current of the R2 zone.
In the balance, the transfer of magnetic flux from the dayside to the night side and back is compared and we arrive at the classical Dungey cycle with a constant electric field and stationary convection of magnetospheric plasma.
8 INNER MAGNETOSPHERE AS AN ACCELERATOR OF ENERGETIC PARTICLES
In the stationary case in a constant electric field the ring current particles drifting around the Earth, of course, cannot gain energy, the gain of energy on the night side is fully compensated by its loss on the dayside. However, in reality, the reconnection current pulses at the magnetopause and in the tail of the magnetosphere, which are separated by huge distances, can hardly be the same, so some imbalance in activity is quite probable, and the question of energy gain needs more careful consideration.
On the dayside, the region of interaction between the ring current and the reconnection electric field is adjacent to the magnetopause and is located at about distances L = 7–10. Protons and electrons are braked in this area and pushed to higher drift shells. On the night side, the interaction zone is determined by the entropy criterion; it appears to be located somewhat closer at L = 5–9. Charged particles suffer electric drift in the current wedge region towards the Earth and may well appear at L = 3-5, where in the absence of strong electric fields they are able to persist for a long time. Taking into account these considerations, one can conclude that the inner magnetosphere, more precisely its night side, is an accelerator of charged particles.
It is important to note that the energy gain by particles in the SCW zone is even more effective than on the X-line in the tail, although, it would seem, they pass the same potential difference (Emlm). In the tail in the diffusion region the particles gain energy under the action of electric field of reconnection moving along X-line, where B = 0. This motion is unstable, as soon as the particle slightly deflects from the X-line, the magnetic field immediately appears, and then the Lorentz force throws the particle out of the region of acceleration. Therefore, the characteristic velocity that the particles gain in the reconnection process is the Alfvén velocity and the corresponding energy is of the order of first keV.
In the SCW region, the hot (>100 keV) particles undergo a gradient and centrifugal drifts around the Earth and pierce the acceleration zone, gaining additional energy (Emlm). This means that they add a few tens of keV more to the existing 100 keV. In the course of a magnetic storm, several hundred reconnection events can occur, and then some ring current particles can gain energy up to a few MeV. For this purpose, they need to get into randomly appearing small current wedges of substorms, and then energization will require a considerable time - days or even weeks.
In the paper by Hua et al. (2022) the relativistic electron fluxes in the Earth’s outer radiation belts were analyzed using 5-year measurements on Van Allen probes. The fluxes were found to reach a maximum around L ∼ 4.7 near the center of the outer belt, showing much greater variability at higher energy values (>1 MeV) than at the energies of hundreds of keV. Their stronger correlation with the time-integrated substorm indices (AL, AE) confirms the significant cumulative effect of substorms on the electron dynamics. Judging from the maximum correlation coefficient, electrons with energies of 0.3 MeV appear immediately, electrons with energies of 1 MeV after 4–5 days, and electrons with energies of 2.2 MeV after 8–12 days after the onset of the storm. In other words, it takes quite a long time, 1–2 weeks, to accelerate electrons to relativistic energies.
Since the time-integrated AL index serves as some measure of the magnetic flux released by the magnetosphere, the result by Hua et al. (2022) suggests that the more magnetic flux enters the Earth’s magnetosphere, the higher the energies to which the acceleration of charged particles is possible, with the acceleration time being proportional to the reconnected magnetic flux. This is quite consistent with the proposed scenario of the Dungey cycle.
In Tverskaya (1986) an important correlation between the position Lmax of the maximum of the relativistic electron fluxes after the magnetic storm (i.e., a few days after its onset) and the minimum value of the Dst variation during the storm (i.e., a few hours after its onset) was obtained.
[image: The absolute value of Dst equals two point seven five times ten to the fourth power, divided by L sub max to the fourth power.]
Here Dst is measured in nT. At the initial phase of the storm, the main contribution to the minimum value of the Dst variation is determined by the tail currents (Maltsev et al., 1996) and, therefore, this value serves as a measure of the current density in the tail and, as a consequence, is proportional to the magnetic flux accumulated in the tail lobes. In this connection, the Tverskaya (1986) relation can be interpreted in such a way that the larger the reconnected magnetic flux, the deeper the energetic particles are pushed inside the inner magnetosphere by the electric field. This also corresponds to the proposed scheme of the Dungey cycle.
9 RESULTS
An analysis of the entire set of experimental data from the Geotail, Cluster, Themis, and MMS missions shows that the solar wind with a frozen-in magnetic field flows around the magnetosphere. Then, as follows from the well-known theorem of algebraic topology, at least one stagnation point in which the wind velocity is zero should form on the streamlined surface (magnetopause). As shown above, those parts of magnetic flux tubes that pass through the vicinity of the stagnation point experience particularly strong braking, while the rest of their parts continue to move with the solar wind. As a result, the flux tubes experience strong stretching, while the magnetic field strength increases and the density decreases as they approach the magnetopause. That fact became clear from the very beginning when Spreiter et al. (1966) made a gas-dynamic calculation of the flow around the magnetosphere and then tried to find the magnetic field according to the frozen-in approximation (Song and Russell, 2002; Pudovkin and Semenov, 1985). We draw attention to the fact that the flux tube passing through the stagnant point must experience not just strong, but infinite stretching and, therefore, must break and, hence, reconnect with the magnetospheric magnetic field. In other words, the flow around the magnetosphere with the IMF not parallel to the solar wind inevitably leads to the reconnection at the dayside magnetopause. Therefore, the observed signatures of stretching of magnetic flux tubes (draping, the magnetic field increase and the plasma density decrease) create conditions necessary for reconnection at the magnetopause.
Reconnection at the dayside magnetopause triggers a Dungey cycle, one of the main features of which is the transfer of the magnetic flux first from the dayside to the nightside, and then back. Dungey himself (1961) and all later researchers (Cowley and Lockwood, 1992; Trattner et al., 2021; Samsonov et al., 2024; Dai et al., 2024; Zhu et al., 2024) associated the magnetic flux transfer with the convection of magnetospheric plasma. Recently, many important and interesting results have been obtained in numerical 3D MHD modeling of magnetospheric convection (Samsonov et al., 2024; Dai et al., 2024). However, it should be realized that the MHD approximation ignores particle effects, such as their gradient/centrifugal drifts and, therefore, does not directly describe the ring current.
As shown above, a powerful electric field arises around the SCW, capable to accelerate ring current particles, create pulses of amplified current, and carry the magnetic flux. This mechanism of the magnetic flux transfer operates in combination with the convective one, such that the areas of amplification and weakening of the ring current play here a key role. To consistently take into account both mechanisms, methods and approaches developed at Rice University as a RCM model to embed particle effects into the MHD codes (Toffoletto et al., 2003; Cramer et al., 2017) are very useful.
The main results in regard to the ring current mechanism can be summarized as:
	1. The Birkeland current loop associated with SCW results in a buildup of powerful electric field, with EMF equal to the potential difference along the X-line in the magnetospheric tail.
	2. On the night side in the loop zone, the ring current intensifies, its effective magnetic moment increases, and the magnetic flux is transferred to the dayside.
	3. On the dayside in the loop zone, the ring current weakens, the effective magnetic moment decreases, and the magnetic flux is transferred to the night side.
	4. SCW related field-aligned currents having the polarity of R1 currents arise as a result of magnetic reconnection in the magnetotail and the transfer of tail currents by the Alfvén wave. Region 2 of field-aligned currents arises as a result of the generation of a partial ring current due to its amplification in the dipolarization region.
	5. The inner magnetosphere operates as an accelerator with the SCW as an accelerating element.
	6. Acceleration occurs in two stages: to the Alfvén velocity (energy of several keV) during the reconnection process in the magnetospheric tail and then to an energy of several tens of keV due to passing the potential difference along the X-line inside the inner magnetosphere in dipolarisation region.
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The Earth’s magnetosheath is a vital source region of soft X-ray emissions generated by the solar wind charge exchange (SWCX) mechanism in geospace. Soft X-ray imaging provides valuable insights into the overall morphology of the magnetosheath. Nevertheless, the dynamic variations in X-ray images during extreme space weather have not been comprehensively studied. Using a global magnetohydrodynamic code, we simulated the temporal variations of the magnetosphere on 10-11 May 2024, during the most intense geomagnetic storm of Solar Cycle 25. The X-ray images of the magnetosphere during the entire event are presented to assess the response of the magnetosphere to the impact of the coronal mass ejection (CME), with a particular focus on the periods of sudden solar wind number density increase, the southward turning of the interplanetary magnetic field (IMF), and an extreme solar wind condition. With the advent of the Solar Wind-Magnetosphere-Ionosphere Link Explorer (SMILE), a joint mission between ESA and CAS, investigations into the large-scale structure and dynamic evolution of magnetopause will be enabled via global X-ray imaging.
Keywords: magnetosheath, soft X-ray imaging, geomagnetic storm, MHD simulation, SMILE

1 INTRODUCTION
The Earth’s magnetosphere is the spatial region around the Earth where the planet’s magnetic field dominates, extending from the ionosphere outwards to the location where the solar wind pressure equilibrates with the Earth’s magnetic field. The boundary between the magnetosphere and the solar wind is known as the magnetopause, and its dynamic variations in both position and shape serve as a fundamental indicator of the interaction between the solar wind and the magnetosphere. This interaction can be further manifested in the Earth’s magnetosheath, which becomes luminous in the soft X-ray band through the solar wind charge exchange (SWCX) mechanism.
SWCX was first proposed by Cravens (1997) to explain observations of X-ray emissions from the Comet Hyakutake (Lisse et al., 1996), and subsequently SWCX emissions have been observed in a variety of planetary environments, including Earth (Wargelin et al., 2004), Jupiter (Branduardi-Raymont et al., 2004), Mars (Dennerl et al., 2006), and the Moon (Collier et al., 2014). SWCX occurs when highly ionized solar wind species interact with the neutral atoms, such as geocoronal hydrogen in the Earth’s exosphere (Carter and Sembay, 2008; Carter et al., 2010). During this process, the solar wind ions capture electrons and enter into an excited state. As the ions return to their ground state, they emit single or multiple photons in the extreme ultraviolet (EUV) or soft X-ray band.
The highly ionized ions in the magnetosheath originate from the solar corona. Due to the obstruction of the Earth’s magnetic field, most of these ions are prevented from entering the magnetospheric cavity, resulting in their predominant presence in the magnetosheath, cusps, and solar wind. In contrast, the magnetospheric plasma derived from the Earth’s thermosphere and exosphere is not able to be highly ionized. In addition, the solar wind plasma cannot easily penetrate the magnetopause. As a result, the soft X-ray emissions are primarily concentrated outside the magnetopause, forming a sharp boundary, with minimal emissions inside the magnetospheric boundary. Imaging the large-scale plasma structures including the bow shock, magnetosheath, magnetopause, and cusps can therefore provide crucial information about the interaction between the solar wind and the magnetosphere.
Recent advances in X-ray imaging, such as the development of wide-field lobster-eye telescopes, have made it possible to observe the Earth’s magnetopause from a global perspective. Based on this progress, the Solar Wind Magnetosphere Ionosphere Link Explorer (SMILE) has been proposed, which is due to launch at the end of 2025. SMILE is a joint European Space Agency (ESA) and Chinese Academy of Sciences (CAS) mission (Branduardi-Raymont et al., 2018; Wang and Branduardi-Raymont, 2018) that aims to observe the solar wind–magnetosphere interaction via simultaneous, soft X-ray images of the magnetosheath and polar cusps, UV images of global auroral distributions, and in situ measurements of the solar wind/magnetosheath plasma and magnetic field. The scientific payloads onboard SMILE will include the Soft X-ray Imager (SXI), the Ultra-Violet Imager (UVI), the Light Ion Analyzer (LIA), and the Magnetometer (MAG). The SXI will provide images of the magnetosheath, with a field of view (FOV) of 16° by 27°, enabling large-scale observations (Samsonov et al., 2022a; Samsonov et al., 2022b; Collier and Connor, 2018; Connor et al., 2021; Wang et al., 2024). While most previous studies have primarily focused on simulations under stable solar wind conditions or idealized solar wind sudden change (Samsonov et al., 2024; Sun et al., 2015; Sun et al., 2021), there has been a relative lack of research on the dynamics of the magnetosphere during geomagnetic storms (Xu et al., 2022). Given the significant impact of geomagnetic storms on space weather, it is important to investigate the behavior of the magnetosphere under extreme solar wind conditions. Even though the simulations include the evolution of the solar wind evolution, the primary goal of the study is not to reproduce a dynamic event. Rather, it aims to compare the soft X ray emission for different space weather configurations.
Recently, a super geomagnetic storm, classified as G5, occurred on 10-11 May 2024, with a peak Dst index below [image: Silhouette of a person, possibly posing with arms extended and one leg bent. The figure appears black against a transparent background, suggesting movement or dance.]400 nT and AE index above 3,000 nT, making it the third largest recorded storm in the past four solar cycles and the most intense one in nearly 20 years. The tremendous compression caused by the solar wind dynamic pressure forced the bow shock below the geostationary orbit for a few minutes.
Observing the variations of magnetosheath during extreme events is essential, as it provides valuable insights into magnetospheric dynamics during geomagnetic storms. Moreover, the applicability of boundary tracing methods in such extreme conditions will contribute to the scientific success of the SMILE mission. For the case of the SMILE mission, it is of particular interest to investigate whether the SXI can effectively observe the magnetosheath under extreme conditions, such as those encountered during the G5 geomagnetic storm of May 2024. Several studies have indicated that the day-side magnetopause was continuously compressed below the geostationary orbit (6.6 When considering the vignetting effects, increasing the exposure time results in a slight change in error, and the improvement remains within the simulation grid spacing of 0.2 [image: Mathematical notation of the letter "R" in italics with a subscript "E".]. Therefore, for cases with higher solar wind proton flux, increasing the exposure time has a negligible impact on the results.) for approximately 6 h (Tulasi Ram et al., 2024), a phenomenon that could potentially push the magnetopause beyond the field of view (FOV) of the SXI. Therefore, this paper investigated the observation capacity of SXI onboard SMILE during the super storm. Moreover, the dynamic magnetopause response during a geomagnetic storm has been first predicted in large-scale X-ray images, and the previously developed boundary tracing method has been further validated for 3-D magnetopause reconstruction under these disturbed solar wind conditions.
2 SIMULATION METHODS
2.1 The X-ray intensity
The global magnetohydrodynamic (MHD) model used in this study is the PPM (piecewise parabolic method)-MHD model developed by Hu et al. (2007) in the Geocentric Solar Magnetospheric (GSM) coordinate system. This model employs an extended Lagrangian version of the piecewise parabolic method to solve the MHD equations, simulating the solar wind-magnetosphere-ionosphere system within the solution domain of [image: Silhouette of a person holding a guitar, jumping in mid-air. The background is plain white, emphasizing the dynamic pose and the guitar's outline.]300 [image: \( R_E \leq x \leq \)] 30 [image: The image shows a mathematical notation with the letter "R" followed by a subscript "E".], [image: Icon of an arrow pointing left with a simple, bold design and a transparent background.]150 [image: Mathematical expression showing \( R_E \leq y, z \leq \).] 150 [image: The image shows the mathematical notation \( R_E \), often used to represent Earth's radius in scientific contexts.]. The grid spacing is constant at 0.2 [image: Mathematical expression of the letter "R" followed by a subscript "E".] inside an Earth-centered cube with a side length of 20 [image: Mathematical expression "R" with subscript "E", typically used to denote a specific variable or constant such as electrical resistance or earth's radius, depending on the context.], and gradually increases outside this cube. The inner boundary of the simulation domain is defined by a spherical shell with a radius of 3 [image: The mathematical notation "R subscript E" is depicted, indicating a variable or constant with the subscript E.]. Plasma parameters required to estimate the X-ray emissivity, such as plasma density, velocity components, magnetic field components, and pressure, are produced by the code. The influence of the Earth’s dipole tilt is not considered. The X-ray intensity [image: It seems there was an issue with the image upload. Please try uploading the image again or provide a URL if available. Optionally, you can add a caption for additional context.] along a particular line of sight (LOS) is then estimated through line integration of X-ray emission [image: It seems there is an issue with the image you are trying to reference. Please ensure the image is uploaded or provide a URL to it. If there is any additional context or caption, feel free to include that for a more accurate description.] (Cravens, 2000; Sun et al., 2015; Sun et al., 2019; Sun et al., 2020; Sun et al., 2021):
[image: Equation depicting a formula for luminosity. It includes integrals with terms for density, cross-section, and velocity related to astrophysical processes. The units are in keV per square centimeter per second per steradian.]
Where [image: It appears there was an issue with the image upload. Please try uploading the image file again, and I will be happy to help with the alt text.] and [image: Mathematical expression displaying the variable \( u_{sw} \) with subscript "sw".] are the number density and velocity of solar wind proton, respectively, and [image: The image shows the italicized mathematical expression for the variable \( u \) with the subscript "th."] is the plasma thermal speed, the values of which are provided by the MHD simulation. The number density of exospheric hydrogen atoms is denoted by [image: Italicized lowercase "n" followed by a subscript uppercase "H".], for which a reasonable approximation is adopted as [image: \( n_H = 25(10R_E/r)^3 (\text{cm}^{-3}) \)] (Cravens et al., 2001; Hodges and Richard, 1994). Here, [image: It seems like the image did not attach correctly. Please upload the image or provide a URL so I can help create the alt text for you.] denotes the total interaction efficiency factor, which depends on the SWCX cross section, the compositions and abundances of the solar wind heavy ions, and other related factors. Following Cravens (2000) and Whittaker and Sembay (2016), we adopt [image: The equation \( \alpha_X = 1 \times 10^{-15} \, \text{eVcm}^2 \) is displayed.] in this study. Inside the magnetosphere, the density of highly charged ions is assumed to be much lower, rendering the X-ray emission negligible. Consequently, the magnetopause and polar cusp regions are identified in the simulation result and the X-ray emissivity inside is set to zero in this paper, which will be discussed in Section 3.1.
2.2 The X-ray photon counts images
The MHD simulation provides a two-dimensional image of the X-ray intensity observed from a given viewing position, which serves as input for the instrument simulator to produce a soft X-ray photon counts image (Peng et al., 2018; Guo et al., 2022; Sembay et al., 2024). The SXI simulator employs a ray-tracing method, where the initial conditions of each incident ray are specified, including its position, direction, and energy. Additionally, the geometric parameters of the imaging optics are defined. The incident rays are reflected by the micro-channels of the focusing element, and the coordinates and energy of the outgoing rays on the image plane are then recorded to obtain the final imaging results. The sky background, which affects SXI observations during the mission, is primarily dominated by the diffuse astrophysical X-ray background. Based on the ROSAT All-Sky Survey diffuse background maps, the intensity of the soft X-ray background in a typical SXI pointing direction is estimated to be around 50 [image: The text "KeV s to the power of negative one, cm to the power of negative two, sr to the power of negative one" is presented in a mathematical format.] in the SXI energy range (HEASARC). This constant noise is taken as the sky background in the following simulations. This process involves integrating the MHD-derived X-ray emissivity distribution, which is originally defined in three-dimensional space, within the field of view (FOV) of the idealized SXI instrument (Sun et al., 2020; Sun et al., 2021).
In this approach, each pixel of the MHD X-ray image is treated as an individual point source, and the corresponding SXI photon counts images are then simulated. The SXI instrument, with a pixel resolution of [image: Graph of a scatter plot with blue data points distributed evenly throughout. The horizontal and vertical axes are labeled from negative to positive, with grid lines in the background.] on the image plane, ensures adequate photon collection in each pixel. The fundamental optical parameters of the SXI, which determine the performance and response of the instrument, are listed in Table 1 for reference. In the context of this study, a [image: It seems there was an issue with the image upload. Please try uploading the image again, and I will be happy to help create the alt text for it.] field of view is utilized for the simulation, which is larger than the actual FOV of the SXI instrument onboard the SMILE mission [image: Please upload the image or provide a link to it so I can create the alternate text for you.].
TABLE 1 | Parameters of SXI.
[image: Table listing optical parameters and their values: Optic FOV is sixty degrees by sixty degrees, optic focal length is three hundred millimeters, micro channel width is forty micrometers, thickness is six micrometers, length is 1.2 millimeters, optic coating is Iridium, and surface roughness is 0.5 nanometers.]2.3 The tangent fitting approach
In order to derive the 3-D magnetopause from a single X-ray image, Sun et al. (2020) proposed a novel method referred as the Tangent Fitting Approach (TFA), which is used to analyze the X-ray images in this paper. The TFA relies on two assumptions: (1) a parameterized functional form model which has the capacity to describe the magnetopause profiles, and (2) the locations of maximum intensity in the X-ray image correspond to the tangent directions of the magnetopause (Collier and Connor, 2018). The magnetopause model is a modified Shue et al. (1997) model, developed by Jorgensen et al. (2019), which takes into account the asymmetry of the magnetopause along the [image: It seems there is no image attached. Please upload the image you want me to describe, or provide a URL.] and [image: Certainly! Please upload the image you would like the alt text for.] axes of the GSM coordinate,
[image: The image shows a mathematical equation defining \( r(\theta, \phi) \) as the product of \( r_y(\theta) \) and \( r_z(\theta) \) divided by the square root of the sum of \( \left[r_z(\theta) \cos \phi\right]^2 \) and \( \left[r_y(\theta) \sin \phi\right]^2 \). It is labeled as equation (2).]
where [image: Please upload the image or provide a URL, and I will help you create the alt text.] is the angle between [image: It seems like you've used a specific symbol for a vector (r with an arrow on top). This symbol is often used in mathematics and physics to denote a vector quantity. If you meant to ask about an image, please upload it or provide a URL for further assistance.] and the [image: Please upload the image or provide a URL so I can help create the alt text for it.] axis, and [image: Please upload the image or provide the URL so I can generate the alt text for you.] is the angle between the [image: Please upload the image or provide a URL to it, and I'll be happy to help provide the alternative text.] axis and the projection of [image: Please upload the image or provide a URL for the image you would like described.] to the [image: Mathematical expression showing the subtraction of z from y, written as \( y - z \).] plane. In the equation, [image: It looks like you're trying to describe a mathematical notation or symbol. If this is part of an equation or expression, please provide more context or detail about how it fits into the larger formula or text for a more accurate description.] and [image: Certainly! Please upload the image or provide a URL so I can create the alt text for you.] are
[image: Mathematical equation showing \( r(\theta) = r_0 \left( \frac{2}{1 + \cos \theta} \right)^{n_s} \), labeled as equation (3).]
and
[image: The equation presented is \( r(\theta) = r_0 \left( \frac{2}{1 + \cos \theta} \right)^{c_2} \). This is labeled as equation (4).]
Where [image: Please upload the image for me to provide the alt text.] is the standoff distance, and the level of tail flaring on the [image: The image shows the mathematical expression \( x - y \).] and [image: Text showing the equation "x minus z".] plane is represented by [image: Please upload the image or provide a URL, and I will create the alternate text for you. Optionally, you can add a caption for more context.] and [image: Please upload the image or provide a URL so I can create the alternate text for you.], respectively. The three parameters [image: Please upload the image or provide a URL so I can help you with the alternative text.], [image: The Greek letter alpha followed by the subscript letter y.], and [image: It seems there was an error with the image upload. Please try uploading the image again or provide a URL. If you have any specific details or context you'd like included, feel free to share!] in Equations 3, 4 of this model describe the large-scale morphology of the magnetopause. For each combination of these parameters, the tangent directions of the magnetopause are calculated numerically. The basic idea of TFA is to compare the set of modeled tangent directions with the observed directions from X-ray images, in order to identify the optimal match. The tangent directions corresponding to this optimal match are used to determine the parameters that define the reconstructed magnetopause. By varying [image: Please upload the image you'd like me to describe.], [image: A mathematical symbol representing alpha sub y in italics.], and [image: Please upload the image or provide a URL so I can assist you with creating the alt text.] within reasonable ranges, a set of magnetopause profiles can be generated. In this paper, realistic values are then calculated in Section 3 and presented in Table 3 as the “Truth” parameters. Based on that, these variables are varied within the following ranges: 4–10 [image: The image displays the mathematical notation "R" with a subscript "E".] for [image: It seems there is an issue with displaying the image. Please upload the image file or provide a direct URL to the image.] in 0.1 [image: The image displays the variable \( R_E \) in italicized font, likely representing a mathematical or scientific notation.] steps and 0–1 for [image: Sorry, I can't help with that if there is no image. Please upload the image you'd like me to describe.] and [image: It appears there isn't an image to describe. Please upload the image or provide a URL to it, and I will help create the alt text for you.] in 0.02 steps.
3 RESULTS
Using the PPMLR-MHD code, we simulated the temporal variations of the magnetosphere from 15:00 UT on 10 May 2024 to 00:00 UT on 12 May 2024, with a time resolution of 1 min. By comparing these simulations with real-time solar wind data from the OMNI database (the OMNI data were obtained from the GSFC/SPDF OMNIWeb interface at https://omniweb.gsfc.nasa.gov), we selected five representative time points (shown in Figure 1; Table 2) to analyze the effects of solar wind parameters on the magnetopause position. In particular, we investigated the influence of solar wind number density [image: Mathematical notation displaying the expression in parentheses: N subscript SW.], as observed in Case 1 and Case 2 of Group 1; the orientation of the interplanetary magnetic field (IMF) component [image: A mathematical expression showing the letter "B" with a subscript "z".], as seen in Case 3 and Case 4 of Group 2; and the impact of extreme solar wind conditions, as represented in Case 5 of Group 3. The influence of solar wind number density can also be interpreted as the effect of solar wind proton flux, given that in the X-ray calculation Equation 1, the X-ray intensity is proportional to the product of solar wind number density and solar wind velocity (Zhang et al., 2023).
[image: Line graphs depicting solar wind data over several days in May. The graphs show variations in Bz GSM (magnetic field), Vy velocity GSE (solar wind speed), proton density, and flow pressure, each with time on the x-axis. Vertical colored lines mark specific events.]FIGURE 1 | The solar wind conditions of IMF [image: Please upload the image or provide a URL for me to generate the alt text.], [image: Stylized text depicting a bold, uppercase letter "B" followed by a subscript "Z".], [image: It seems like there is no image provided. Please upload the image or provide the URL, and I can help you with the alt text.] velocity, proton density, and flow pressure during the geomagnetic storm on 10–11 May 2024 from OMNI database (obtained from the GSFC/SPDF OMNIWeb interface at https://omniweb.gsfc.nasa.gov). The two red lines represent Group1 (Case1 and Case2) during the dynamic pressure pulse, where [image: Mathematical expression showing the variable \( N_{\text{SW}} \), which typically represents a specific value or measurement in a scientific or mathematical context.] increases; the two green lines represent Group2 (Case3 and Case4) during the southward turning of the IMF [image: The image shows a bold, serif-style capital letter "B" followed by a subscript letter "Z".]; and the blue line represents Group3 (Case5) under an extreme solar wind condition.
TABLE 2 | Solar wind conditions for the studied simulation runs.
[image: Table displaying data across six columns: Group, Case, Time, Velocity (km/s), Number density (cm²), Bz (nT), By (nT), and Subsolar point (RE). Each row presents specific measurements, with varying values for dates in May 2024. Velocities range from -462.06 to -726.38 km/s, and number densities from 7.76 to 43.36 cm². Values for Bz and By range from -28.18 to 14.74 nT and -28.00 to 1.60 nT, respectively. Subsolar point varies from 4.9 to 9.1 RE.]In this paper, we utilize the streamline method to locate the magnetopause position from the MHD simulation results, as shown by the white dashed line in Figure 2a4. More specifically, the streamline formula [image: Differential equation showing dx over V sub x of x, y, z equals dy over V sub y of x, y, z equals dz over V sub z of x, y, z.] is applied in conjunction with the solar wind velocity components provided by the MHD code to identify the magnetopause position. This method generally returns a relatively smooth magnetopause profile, except in the vicinity of the subsolar point. To address these singularities, we conducted a detailed analysis of the variations in particle number density, thermal pressure, current density, and magnetic field to precisely pinpoint the magnetopause at the subsolar point. The locations of the subsolar point for Cases 1, 2, 3, 4, and 5 are 9.1, 5.3, 5.9, 5.3, and 4.9 [image: Mathematical notation with the letter "R" and a subscript "E".], respectively, as summarized in Table 2. It is worth noting that the compression of the subsolar point below the geostationary orbit is an unusual phenomenon and is not typically observed under standard solar wind conditions. Additionally, the cusp boundaries are delineated through the analysis of thermal pressure contours on a series of spherical shells extending from just above the inner boundary of the MHD code (r = 3.5 [image: Stylized capital letter "R" with a subscript "E" in a serif font.]) to the high-latitude magnetopause (Sun et al., 2019). On each spherical shell, the location with the maximum thermal pressure [image: The image shows the mathematical expression "p" with the subscript "max".] is defined as the center of the cusp region, while the cusp boundary is determined as the location where thermal pressure decreases to 60% of [image: The image shows the mathematical notation \( p_{\text{max}} \), indicating the maximum value of a variable \( p \).].
[image: Four panels display scientific visualizations of data related to atmospheric measurements. Panel (a1) and (b1) show colored contour maps with a central feature and axes labeled "pN" and "2φi". Panels (a2) and (b2) present scatter plots with color gradients, showing variations across "X-Degrees" and "Y-Degrees". Panels (a3) and (b3) feature similar scatter plots with different data ranges. Panels (a4) and (b4) depict color-coded maps with circles, labeled "sheath", "flanks", and "BSLyon". Each panel includes a color scale bar indicating intensity or value range.]FIGURE 2 | The X-ray images, SXI photon counts images, and reconstructed magnetopause images with a special viewing geometry. For Case 1 to 4 (A1–A4): (A1) the MHD simulated X-ray image; (A2, A3) the SXI photon counts images with exposure times of 300s and 900s, respectively; (A4) the contours of thermal pressure in the noon-meridian plane, with reconstructed magnetopause positions marked in the figures. The white dashed line represents the magnetopause position in MHD simulation, and the dark blue line indicates the reconstructed magnetopause derived from the photon counts images with exposure times of 900s. The yellow circle at the origin corresponds to a radial distance of 3 [image: The text shows "R" with a subscript "E".]. For Cases 2 to 4 (B1–B4): (B1) the MHD simulated X-ray image; (B2, B3) the SXI photon counts images, with (B3) incorporating the vignetting function; (B4) the contours of thermal pressure in the noon-meridian plane, with reconstructed magnetopause positions marked in the figures.
After determining the positions of both the magnetopause and the polar cusps, the X-ray emission within the magnetopause is set to zero. This modification allows for a more accurate calculation of the X-ray intensity throughout the magnetosphere. Assuming that there is an idealized telescope at a potential position of SMILE: (8.0, 0.0, 18.33) [image: Stylized equation representing the relative permittivity with subscript "E" in italicized serif font.] pointing towards (8.0, 0, 0) [image: The text shows the mathematical notation "R" with a subscript "E".], the X-ray images are then simulated for all the cases studied and discussed in the following section. This specific viewing geometry is chosen because the UVI and SXI instruments have a pointing angle of 23.5°, and the selected observation point is near the apogee of the SMILE candidate orbit, ensuring the telescope’s line of sight effectively covers the relevant regions of the magnetosphere and magnetosheath. All the SXI photon counts images account for the X-ray cosmic background, which is considered at 50 [image: Text showing a scientific unit for measurement: \( \text{KeV s}^{-1} \text{ cm}^{-2} \text{ sr}^{-1} \), indicating a flux density typically used in physics to describe energy dispersion over an area and solid angle per second.]. Unless otherwise specified, the exposure time is 300s.
3.1 The effect of the solar wind number density
Figure 2 shows the dynamic evolution of the X-ray intensity, photon counts and reconstructed magnetopause as the solar wind number density [image: Mathematical notation showing the letters "N" and "SW" enclosed in parentheses.] increases from 7.76 [image: Mathematical expression for cubic centimeters raised to the power of negative three, often used to denote measurement or concentration in scientific contexts.] to 29.62 [image: Text showing "cm" to the power of "-3", indicating cubic centimeters in inverse notation.]. The images are in the [image: Mathematical symbols for theta and phi side by side.] coordinate system, with the axis labels [image: Spherical coordinates depicted as a pair of angles, theta (θ) and phi (φ), commonly used in three-dimensional space to specify positions.], where (0, 0) corresponds to the direction of the SXI pointing, and the positive [image: Please upload the image or provide a URL so I can generate the alt text for you.] axis points towards the Sun. The X and Z-axes are in the GSM coordinate system. The first row presents the results for Case 1, simulated on 2024/05/10 at 16:50 UT, while the second row shows the results for Case 2, simulated at 17:44 UT. Panels (a1, b1) show X-ray images, where the black rectangle marks the FOV of SXI on SMILE. Panels (a2, a3, b2, b3) are SXI photon counts images derived from X-ray intensity under different input parameters. The panels in the last column (a4, b4) show the contours of thermal pressure in the noon-meridian plane, with reconstructed magnetopause positions marked in the figures. The white dashed line represents the magnetopause position in MHD simulations, and the dark blue line indicates the reconstructed magnetopause derived from the photon counts images. The exposure times used to derive the magnetopause shown in (a4) and (b4) are 900s and 300s, respectively.
To better evaluate the reconstruction results, Equation 2 is used to directly fit the position and shape of the 3-D MHD magnetopause, which is labeled as “Truth.” Since the FOV of the X-ray image is [image: The image shows the mathematical expression "16 degrees times 27 degrees" with degree symbols next to the numbers.], which roughly corresponds to the region with [image: Theta is less than or equal to thirty-two degrees.] observed from this viewing geometry on the equatorial plane (where [image: Please upload the image or provide a URL for me to generate the alt text.] is defined by Equation 2), the portion of the magnetopause with [image: Theta is less than or equal to thirty-two degrees.] is used to fit and obtain the “Truth” parameters.
As [image: Mathematical notation depicting "N" with a subscript "SW".] increases in Group1, a significant compression of the magnetopause is observed in the X-ray intensity images Figure 2a1, b1, with its position shifting from just inside the SMILE FOV to almost beyond it. A similar compression is also evident in the plasma thermal pressure from Figures 2a4–b4, where the subsolar point moves from 9.1 [image: Mathematical notation displaying the letter "R" with a subscript "E".] to 5.3 [image: The text "R" with a subscript "E" next to it.].
For Case 1, where [image: \( N_{SW} \leq 10 \, \text{cm}^{-3} \)], due to the relatively weak intensity of X-ray radiation under this solar wind condition, two exposure times, 300s and 900s, are considered for analysis. It is evident that, in this scenario, the intensity of the cosmic X-ray background surpasses that of the SWCX emissions, leading to the magnetospheric signal being obscured by the cosmic background noise. As a result, the distribution of maximum photon counts in the image does not represent the true position of the magnetopause, as shown in Figure 3A for “MHD” (blue circle) and “SXI” (green circle). Figure 3 the X-ray maximum intensity of MHD X-ray and SXI photon counts images. Panels (a), (b), (c), (d), and (e) correspond to Case 1, 2, 3, 4, and 5, respectively. The enlargement of the black box is the FOV of the SXI on SMILE. “MHD” refers to the X-ray maximum intensity of MHD X-ray images. “SXI” and “SXI-vig” represent X-ray maximum intensity of SXI photon counts images, with and without considering the vignetting effect. “SXI-vig-TFA” plots reconstruction magnetopause from photon counts image with vignetting function applied. Unless otherwise stated, the exposure time is 300s.
[image: Five graphs compare different cases of Y against X/Degrees labeled (a) to (e), showcasing data in various colors: blue (MHD), red (SOX), and green (SKY) with different methods like SKY-wq and SKY-wg-TFA. Each graph represents a case with specific conditions detailed above them, such as density (N) or magnetic field (Bz/T).]FIGURE 3 | The X-ray maximum intensity of MHD X-ray and SXI photon counts images. Panels (A–E) correspond to Case 1, Case 2, Case 3, Case 4, and Case 5, respectively. The enlargement of the black box is the FOV of SXI on SMILE. “MHD” refers to the X-ray maximum intensity of MHD X-ray images. “SXI” and “SXI-vig” represent X-ray maximum intensity of SXI photon counts images, with and without considering the vignetting effect. “SXI-vig-TFA” plots reconstruction magnetopause from photon counts image with vignetting function applied. Unless otherwise stated, the exposure time is 300s. In panel (A), “SXI-900s-TFA” represents the reconstruction result from the “SXI-900s” image, which is derived from SXI photon counts with a 900s exposure time. In panel (C), “SXI-fov-[image: It seems like there's an error, as I cannot view images directly. Please provide an image or a URL, and optionally, add a caption for additional context.]” refers to the SXI image derived from a 30[image: It seems there's an issue with displaying the image. Please upload the image again or provide a URL so I can help you create alt text.] 27° FOV.
The magnetopause model parameters are then calculated using TFA reconstruction based on the SXI simulated photon counts images under two integration times. For the 300s exposure time, the photon counts image displayed in Figure 2a2 corresponds to the TFA parameters “SXI”: [image: The text shows mathematical expressions: r subscript zero equals eight point four, alpha subscript y equals zero point six, and alpha subscript z equals one point zero.]. Similarly, for the 900s exposure time, as shown in Figure 2a3, the corresponding TFA parameters “SXI-900s” are: [image: Text displaying mathematical parameters: \( r_0 = 8.7, \alpha_y = 1.0, \alpha_z = 0.1 \).]. The numerical values of the TFA reconstruction parameters for all situations are listed in Table 3. When evaluated against the “Truth” values: [image: I'm unable to view or analyze the image directly. Please describe the image or upload it again so I can assist you in creating alt text.], the fitting parameters corresponding to the 900s exposure time demonstrate better consistency, with “SXI” (red asterisks) showing better agreement with “MHD” (blue circles) in Figure 3A compared to “SXI-900s” (green circles). The contours of thermal pressure in the noon-meridian plane with reconstructed magnetopause positions shown in Figure 2a4 is derived using the TFA parameters obtained from the 900s exposure time. It can be observed that the magnetopause derived from “SXI-900s” is closer to the Earth compared to the “Truth,” with an error of [image: Mathematical notation showing three variables: change in \( r_0 \) equals 0.4, change in \( \alpha_y \) equals 0.36, and change in \( \alpha_z \) equals 0.1.]. The final rescontruction results is plotted by red dash line (“SXI-900s-TFA”) in Figure 3A and blue line in Figure 2a4. Hence, for lower solar wind number density, it can be concluded that a longer exposure time is required to determine the magnetopause location. Alternatively, image pre-processing (e.g., to reduce the influence of the cosmic background) can be considered for analysis of the X-ray image to enable a more accurate reconstruction of the magnetopause.
TABLE 3 | Results of TFA reconstruction.
[image: Table listing experimental results for various cases in three groups. Columns include parameters \( r_0 \), \( \alpha_y \), \( \alpha_z \), and their differences \( \Delta r_0 \), \( \Delta \alpha_y \), \( \Delta \alpha_z \). Bold values indicate best reconstruction results for each case. Group 1 includes cases 1 and 2, Group 2 includes cases 3 and 4, and Group 3 has case 5.]In Case 2, it can be seen in Figure 2b1 that when [image: Mathematical expression of an uppercase "N" followed by subscript "SW".] is relatively large, the magnetopause is compressed almost outside the FOV of the payload. In other words, the photon signals from the magnetopause received by the SXI are located at the edge of the imaging FOV, as shown in Figure 2b2. “SXI” does not match the “MHD” in Figure 3B, which can be attributed to the vignetting effect, a phenomenon in which the SXI-detected X-ray intensity decreases towards the edges of the image compared to the center. This effect is caused by limitations in the optical system, such as the aperture size and the angular constraints of the lenses, which prevent incident photons at large field angles from fully reaching the sensor. In addition, the sensor’s response to photons varies with the angle of incidence, with reduced efficiency for photons rays entering at larger angles, particularly in the peripheral regions of the FOV. After considering the effect of vignetting function, the original X-ray signal and its maximum are plotted in Figure 2b3 and “SXI-vig” of Figure 3B, and the associated TFA parameters in Table 3 are labeled as “SXI-vig.” This function quantifies the variation of photons intensity as a function of position within the field of view and is commonly applied to model or correct for the vignetting effect induced by the optical system. Notably, this effect has been incorporated into the modeling of the spatially varying effective area of the SXI on SMILE (Sembay et al., 2024). After applying the vignetting correction, it can be seen that the position of the magnetopause in the photon counts image is more closely aligned with that in the X-ray image. It is also shown that the error between the “Truth” and reconstruction results is reduced from 1.4 [image: Mathematical notation showing the symbol "R" with the subscript "E".] to 0.4 [image: Mathematical notation showing the letter "R" with a subscript "E".], and [image: I'm unable to view any images directly. If you upload the image or provide a URL, I can assist with creating alternate text. If you have context or a description of the image, please share it for more specific help.]. In cases of relatively large solar wind number density, it is not advisable to use the pixel points with photon counts maxima directly to determine the magnetopause position, as the presence of the vignetting function can significantly affect the accuracy of the maximum value determination. Therefore, it is necessary to first eliminate the vignetting effects before proceeding with the boundary tracing.
3.2 The effect of IMF [image: The equation shows the letter "B" with a subscript "Z".] turning from north to south
Figure 4 illustrates the changes in Group2 when IMF [image: The mathematical expression shows the letter "B" in uppercase followed by the letter "z" in lowercase, both in italic style.] turns from northward to southward, from 14.74 nT to [image: Silhouette of a person sitting in a meditative pose with one leg crossed over the other, set against a white background. The figure appears calm and composed, illustrating mindfulness and relaxation.]28.18 nT, while the number density remains nearly constant. From 2024/05/11 at 06:02 UT to 06:33 UT, both the X-ray intensity and the contours of thermal pressure show significant increases, as illustrated in panels (a1, a4) to (b1, b4). This is accompanied by a pronounced compression of the magnetosheath, resulting in a sharper boundary. The “Truth” parameters are fitted with [image: I'm sorry, it appears you've provided a mathematical expression. Please upload the image you want to describe, or provide more context.] for the northern IMF [image: Stylized serif letter "B" with a subscript "Z" in a small font, likely representing a mathematical or scientific variable.] (Case3), while for the southern IMF [image: Mathematical notation displaying the letter 'B' with a subscript 'Z', in a serif font style.] (Case4) [image: The image contains a mathematical notation showing parameters: \( r_0 = 5.3 \), \( \alpha_y = 1.0 \), and \( \alpha_z = 0.0 \).]. Although, when [image: The image shows the mathematical expression "B subscript Z" in italicized font.] is southward for about 15 min, most regions are compressed beyond the FOV, except near the subsolar point. This can also be observed in the X-ray maximum intensity of the MHD X-ray and SXI photon counts images (Figures 3C, D). After considering the vignetting function, the subsolar point positions can still be determined based on the small portion of the magnetopause remaining within the FOV, which are consistent with the simulation results.
[image: Series of six scientific plots display data from solar observations. The top row shows data from 05:11 and the bottom row from 05:33. Each row contains plots labeled (a1) to (a4) and (b1) to (b4), illustrating different data types involving angles, intensity, and spatial measurements. Intensity is shown using a color scale, with blue to red representing low to high values.]FIGURE 4 | The X-ray images, SXI photon counts images, and reconstructed magnetopause images for Case 3 (A1–A4) and Case 4 (B1–B4). (A1, B1) the MHD simulated X-ray image; (A2, B2) the SXI photon counts images; (B2, B3) SXI photon counts images incorporating the vignetting function; (A4, B4) the contours of thermal pressure in the noon-meridian plane, with reconstructed magnetopause positions marked in the figures. The white dashed line represents the magnetopause position defined by streamline methods, and the dark blue line indicates the reconstructed magnetopause.
For Case 3, the error between the “Truth” and “SXI” is calculated as [image: Graph showing three-dimensional trajectory paths with varying parameters. Δr₀ = 0.9, Δαᵧ = 0.0, Δα𝓏 = 0.1. The paths illustrate curves with different rotations and distances.], while the error between the “Truth” and “SXI-vig” (which considered vignetting effect) is [image: Mathematical expression showing changes in variables: Delta r sub zero equals 0.3, Delta alpha sub y equals 0.0, Delta alpha sub z equals 0.1.]. The reduction in error [image: Mathematical expression of the change in radius, represented as a delta symbol, followed by a subscript zero and lowercase "r."] is evident, and photon counts maximum for “SXI-vig” matches the X-ray maximum intensity of MHD X-ray better than “SXI” in Figure 3C. This indicates the necessity of incorporating the vignetting function in future reconstruction studies, particularly under extreme solar wind conditions during geomagnetic storms. In this case, we also examine the results for another exposure time of 600s, both without and with vignetting function, referred to as “SXI-600s” and “SXI-600s-vig” in Table 3. When considering the vignetting effects, increasing the exposure time results in a slight change in error, and the improvement remains within the simulation grid spacing of 0.2 [image: The image shows the characters \( R_E \), with \( R \) in uppercase and a subscript lowercase \( E \) in a serif font.]. Therefore, for cases with higher solar wind proton flux, increasing the exposure time has a negligible impact on the results.
For Case 4, the error between “Truth” and “SXI” is [image: Text displaying mathematical expressions: Delta r sub zero equals 1.4, Delta alpha sub y equals 0.0, and Delta alpha sub z equals 0.1.], as for “SXI-vig” it is [image: The image displays a mathematical expression: Δr₀ = 0.3, Δαᵧ = 0.2, Δα_z = 0.4.]. Although the errors in [image: Symbol for a lowercase Greek letter alpha, followed by a lowercase letter y, possibly representing a mathematical variable or parameter.] and [image: Please upload the image or provide the URL to the image you want described, and optionally include a caption for context.] exhibit some increase, it should be noted that the FOV of the SXI primarily focuses on the dayside of the magnetosphere and does not extend sufficiently to capture the flanks and tail regions, the reconstructed parameters and exhibit less sensitivity compared to [image: Please upload the image or provide a URL, and I will help you create the alt text.] (Sun et al., 2020). Nevertheless, [image: Please upload the image or provide a link to it, and I will help you create the alternate text for it.] remains the most critical parameter for analysis, and the results considering vignetting effects show a better agreement with the simulated results.
3.3 The effect of extreme solar wind conditions
Figure 5 presents Case 5, an extreme solar wind condition where solar wind number density [image: Mathematical notation with the term "N" in parentheses followed by a subscript "SW".] reaches a high value of 43.36 [image: The text shows "centimeters" with a superscript negative three, representing cubic centimeters to the power of negative three, or per cubic centimeter.], while the IMF [image: Stylized black letter "B" with a small "z" positioned as a subscript.] is southward with a magnitude of 25 nT. In this case, the magnetopause erosion is significant. In Figure 5A1, A4, it can be seen that the cusps are compressed into very small regions, making them not very distinct. The footprints of the cusps are at a low latitude, and cusps altitude are also very low. The positions of the magnetopause and cusp regions are located outside the FOV, a pattern that is more distinctly observable in the maximum X-ray intensity, as depicted in Figure 3E. Due to the low position of the bow shock at this moment, a time delay of 4 min has been considered. The “Truth” parameters are fitted with [image: The equation displays variables: \( r_0 = 4.9 \), \( \alpha_y = 1.0 \), and \( \alpha_z = 0.0 \).] that show a particularly strong magnetopause erosion. The “SXI” parameters, as plotted in Figure 5A2, are [image: The text "r₀ = 6.5, αᵧ = 1.0, α_z = 0.1" represents three variables, where r₀ is 6.5, alpha sub y is 1.0, and alpha sub z is 0.1.], while “SXI-vig” parameters, as plotted in Figure 5A3, are [image: Mathematical expression showing \( r_0 = 5.5, \alpha_y = 0.9, \alpha_z = 0.3 \).], with errors in [image: Delta r subscript 0, indicating a change in a variable r, with an initial reference point 0.] are 1.6 [image: The image shows the letter "R" followed by a subscript "E" in a serif font, commonly used to denote a variable in scientific or mathematical equations.] and 0.6 [image: An italicized capital letter "R" followed by a subscript capital letter "E".], respectively. Given that the pixel size of the SXI is about 0.5°, corresponding to a spatial accuracy of about 0.2 [image: Mathematical expression "R" with subscript "E" in italic font.] in spatial scales, the variation of [image: Mathematical expression showing a triangle symbol (Delta) followed by "r" with a subscript zero, commonly used to represent a change in a variable.] across different scenarios exceeds the instrument’s error, regardless of whether the vignetting function is considered. At this point, the introduction of the vignetting function is no longer applicable, and it may be necessary to adjust the instrument’s line of sight to achieve a three-dimensional large-scale reconstruction of the magnetopause.
[image: Four-panel scientific visualization displaying different aspects of space or atmospheric data. Each panel shows a color gradient from blue to red, indicating varying intensities or measurements. Panel (a1) displays a curved pattern, panels (a2) and (a3) feature vertical data distributions labeled SXI, and panel (a4) shows a circular formation or vortex. Each panel is labeled with axes and color scales representing measurement units or degrees.]FIGURE 5 | The X-ray images, SXI photon counts images, and reconstructed magnetopause images for Case 5. (A1) the MHD simulated X-ray image; (A2) the SXI photon counts images; (A3) the SXI photon counts images incorporating the vignetting function; (A4) the contours of thermal pressure in the noon-meridian plane, with reconstructed magnetopause positions marked in the figures.
4 DISCUSSION
Based on the results of the TFA reconstruction parameters, the reconstructed magnetopause positions in the Cases (2, 3, 4) are located closer to the subsolar region compared to the true values. This is related to the fact that, in these cases, the magnetopause is located at the edge of the instrument’s FOV, which affects the reconstruction. It is therefore essential to take the vignetting effect into account in such scenarios. Upon incorporating the vignetting function, the reconstructing error in [image: Please upload the image or provide a URL so I can create the alt text for you.] reduce from more than 1 [image: Stylized capital letter "R" with a subscript "E" in italic serif font.] to less than 0.5 [image: Italic capital letter "R" followed by a subscript capital letter "E".]. In Cases 2 and 4, where only a small portion of the magnetopause is within the FOV, it is reasonable that reconstruction results for [image: Mathematical symbol representing alpha sub y.] and [image: It seems there was an attempt to include an image, but what appeared is a mathematical expression: α subscript z. If you need assistance with an image, please upload the image file or provide a URL.] are not as good as [image: Please upload the image you would like me to describe or provide a URL to it, and I'll create the alt text for you.]. Furthermore, we examine a hypothetical scenario in which the FOV is extended from [image: Mathematical expression showing "16 degrees times 27 degrees" with the degree symbols placed as superscripts next to the numbers.] to [image: A close-up image of a calculator display showing mathematical operations or numbers with small buttons and part of the surrounding device visible.] and calculate corresponding 3-D magnetopause parameters for Case 3. The comparison between the results obtained with and without the vignetting function reveals that the errors in [image: Mathematical notation showing the change in a variable, represented by a capital delta symbol followed by a subscript "r" and superscript "0".] is 0.0 [image: Mathematical notation showing the symbol "R" with a subscript "E".]. Thus, for cases such as 2, 3, and 4, where the magnetopause is located near the edge of the FOV, the introduction of the vignetting function effectively declines the impact of edge effects, significantly improving the precision of the final reconstructed magnetopause near the subsolar point.
With regard to the instrument exposure time, the analysis of Case 1 and Case 3 shows that under conditions of relatively low solar wind number density, where X-ray emissions are weak, an increase in exposure time contributes to a reduction in reconstruction errors. Therefore, for scenarios with lower solar wind number densities, future TFA applications should consider image preprocessing techniques, such as increasing exposure time or reducing the influence of cosmic background, to improve the accuracy of magnetopause reconstruction.
5 CONCLUSION
In this paper, we conduct simulations of dynamic soft X-ray images generated by SWCX in the Earth’s magnetosheath and cusps using the PPMLR-MHD model, as well as photon counts images derived from SXI simulations, during the super storm of 10-11 May 2024. The analysis focuses on evaluating the effectiveness of the SXI simulation and the Tangent Fitting Approach (TFA) in reconstructing the 3-D structure of magnetopause under dynamic and non-standard solar wind conditions, with a particular emphasis on the magnetopause near the subsolar point.
The results demonstrate that when the magnetopause is within the FOV, these methods can reconstruct a precise subsolar magnetopause with errors within 0.5 [image: Subscript text showing the letter "R" with a subscript "E".], which satisfies the scientific requirements for the SMILE mission. Specifically, three groups of solar wind conditions are analyzed: varying solar wind number density or solar wind proton flux (Group 1), different IMF [image: The image shows a mathematical representation with the letter "B" and subscript "Z".] orientations (Group 2), and an extreme condition with high number density and strong southward IMF [image: The image shows the italicized letter "B" with a subscript "Z" in a serif font.] (Group 3). Nevertheless, due to the limited FOV of the SXI, in certain scenarios the magnetopause is located at the edge of the FOV, restricting the observable region to only a small part near the subsolar point. As a result, the level of magnetopause tail flaring in the x-y and x-z planes is less detailed than subsolar region. After accounting for the vignetting effect in SXI imaging, the TFA-derived subsolar magnetopause from the SXI simulation exhibits good agreement with the true profile. During the dynamic pressure pulse, [image: Mathematical expression with the italicized letters "N" and "SW."] increases, resulting in an erosion of the magnetopause by 3.8 [image: Equation image showing capital letter R with a subscript E.]. Simultaneously, when the IMF [image: The image shows a capital letter "B" with a subscript "Z" written in italics, typically representing a magnetic field component in physics.  ] turns southward for about 15 min, the corresponding compression is 0.7 [image: Formula depicting a variable \( R_E \) in a serif font style.]. During extreme solar wind condition, the magnetopause location is compressed to 4.9 [image: The image shows the symbol \( R_E \), which typically denotes the emitter resistor in electronic circuit diagrams.], which exceeds the FOV of SXI. At this point, it may be necessary to adjust the instrument’s line of sight.
In conclusion, this study shows that: (1) the dynamic variations of the magnetopause during the geomagnetic storm are effectively captured by X-ray imaging; (2) the reconstruction results for the magnetopause location are provided in a quantitative description, offering valuable insights into its position and behavior during the storm; and (3) under the solar wind conditions associated with this particular geomagnetic storm, the observational limits of the SMILE SXI have essentially been reached. These configurations of the magnetopause in Case 2 and Case 4 reflect its maximum compression states under the current viewing pointing of SMILE.
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