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Editorial on the Research Topic 


Cell death in cancer immunology


The relationship between cell death and cancer immunology has been studied for decades with different approaches, as cell death plays a crucial immunomodulatory role in tumor initiation, progression and metastasis (1). Research has focused on understanding the immune system’s role in tumor cell resistance to cell death; discerning how cell death paradoxically promotes immunosuppression and tumor progression; explaining the mechanisms by which cell death induces tumor immunogenicity; studying the immunomodulatory effects of dead or dying tumor cells on tumor microenvironment; and investigating how various immunotherapies trigger tumor cell death.

Given the complex interplay between cancer immunology and cell death, this Research Topic of fourteen articles highlights the latest advances in the field through three reviews and eleven original studies. These works can be categorized into two main axes: 1) the development of prognostic models using machine learning, multiomics and patient datasets, and 2) the identification and validation of new biomarkers and therapies focused on the activation of the immune system.

In the last decades, the rise of “omic” technologies has enabled the development of clinical prediction models aimed at improving medical decision-making, enhancing patient’s outcomes, and identifying novel biomarkers and therapeutic targets. In the on-going quest for better treatments and ways to overcome cancer cell death resistance and immune evasion, new cell death mechanisms linking these processes have been discovered, offering fresh new strategies to combat cancer.

This is the case of disulfidptosis, a recently described new form of cell death caused by disulfide stress (2). Disulfides are produced in response to oxidative stress to help maintain the secondary, tertiary, and quaternary structures of proteins by acting as inter- and intra-subunit cross-links. Excessive intracellular accumulation of disulfides solute carrier family 7 member 11 (SLC7A11) induces, together with glucose starvation, aberrant disulfide bonds formation between actin cytoskeleton, causing its collapse in a particular and orderly manner. Overexpression of SLC7A11 and GLUT inhibitors has proved to inhibit tumor growth, which may contribute to the development of a new therapeutic strategy against cancer.

Consequently, multiple works have been undertaken to answer these questions in the last months, mostly by predictive models development. In this sense, Li et al. make use of 20 diagnosed-related groups (DRGs) and LASSO and Cox regression analysis to provide, among other immune cell infiltration patterns, a new potential therapeutic target: POU Class 4 Homeobox 1 (POU4F1), which promotes cell proliferation, migration and, most importantly, disulfidptosis in colon adenocarcinoma (COAD) patients. In a broader application, Wang et al. also develop a similar analysis making use of disulfidptosis-related genes identified from CRISPR–Cas9 screenings leading to the identification of neuronal acetylcholine receptor subunit alpha-5 (CHRNA5) as a potential therapeutic target due to its impact on cell proliferation, migration, and disulfidptosis in the context of lung adenocarcinoma (LUAD). Finally, Zhang et al. focused on Methods Public datasets to develop a prognostic model for LUAD to predict patient’s survival and the efficacy of immune checkpoint blockage considering the expression of disulfidptosis-related genes.

Yang et al. also explore disulfidptosis and immune microenvironment to develop a new prognostic model to identify therapeutic targets for hepatocellular carcinoma (HCC) utilizing bulk ribonucleic acid (RNA) sequencing, spatial transcriptomic (ST) and single-cell RNA sequencing. Their findings reveal that N-myc downregulated gene 1 (NDRG1) influences macrophage differentiation and enables tumor cells to evade the immune system. Similarly, Zheng et al. leverage RNA sequencing data and clinical information from HCC patients in the The Cancer Genome Atlas (TCGA) to create a predictive model for chemotherapy sensitivity and immunotherapy efficacy in HCC.

To finish the first axis, ferroptosis, a form of cell death dependent on iron and characterized by the accumulation of lipid peroxides, and fatty acid metabolism (FAM) in the tumor microenvironment (TME), is reviewed by Guo et al. in the context of ovarian cancer and its role in tumor suppression (3, 4). Ferroptosis role in the onset, progression, and incidence of ovarian cancer and their synergy with immunotherapy is defined together with new potential treatments based on these facts. Then, Zhu et al. explore the relationship between ferroptosis and patients outcome in colorectal cancer (CRC) with the objective of anticipating immunotherapy effectiveness. They make use of TCGA and GEO databases to create the FeFAMscore, which proved that ferroptosis regulators and FAM-related genes not only enhance immune activation, but they also contribute to immune escape. Finally, Wang et al. describe the generation of the PANoptosis-model, based on PANoptosis cell death, which is initiated by innate immune sensors and driven by caspases and receptor-interacting protein kinases (RIPKs) through the so-called PANoptosome complexes. They make use of clinical and single-cell data from breast cancer patients and validate them by means of immunohistochemistry (IHC) assays, proving how this model can help in predicting breast cancer prognosis and treatment personalization.

Regarding the second set of articles of this Research Topic, Shabrish et al. takes profit of cell-free chromatin particles (cfChPs) circulating in blood of cancer patients or that have been released by dying cancer cells, which upon internalization by healthy cells can modulate the activation of immune checkpoints, providing a novel form of immunotherapy of cancer. Verhaar et al. make use of MHC class I chain related-proteins A and B (MICA, MICB) glycoproteins present on the surface of epithelial and hematopoietic cancer cells and that bind to natural killer group 2D (NKG2D) and activate the immune system. By means of nanobodies, Verhaar et al. surface-dispose MICA together with the Maytansine derivative DM1, selectively killing MICA positive tumor cells in vitro.

Additionally, with the goal of providing a long-term cancer protection, Wang et al. review therapeutic strategies to enhance the immunogenicity of dying tumor cells leading to achieve more effective and sustained immune activation. They focus on strategies for inducing ICD and designing vaccines that introduce more immunogenic antigens and stimulating factors. Complementing this review, Budhu et al. provide a practical approach, addressing the common issue of immunotherapy failure due to the lack of immune infiltrates in tumor. They compare the effectiveness of anti-PD1 therapy combined with radiation therapy (RT), vascular targeted photodynamic therapy (VTP) and cryoablation (Cryo), demonstrating that these tumor destruction methods can indeed improve therapy outcomes by eliciting different immune responses.

Taking into account the effect of damage-associated molecular patterns (DAMPs) and certain cytokines and chemokines in ICD, Naessens et al. explore the intricate role of CX3CL1 in immunogenic apoptosis induced by mitoxantrone (MTX) in cancer cells. CX3CL1, which exerts a role in cellular signaling and immune cell interactions, has been denoted as a “find me” signal that stimulates chemotaxis of immune cells towards dying cells, facilitating efferocytosis and antigen presentation. Its role in ICD in melanoma and fibrosarcoma cells is described by studying its role upon the activation of an adaptive immune response against cancer cells undergoing ICD.

To conclude this Research Topic focused on non-invasive biomarkers for better diagnostics and prognostics in CRC and liver cancer, de Castro et al. provide a revision on advanced cytometry panels covering over 40 parameters (computational cytometry) that make use of elemental mass spectrometry to detect metal-conjugated antibodies bound to antigens of interest on single cells. This next generation flow cytometry platform can be applied to the study of the immune system and the search of novel biomarkers to aid in diagnosis and prognosis, and to even predict clinical response to different treatments.

We believe that, collectively, these fifteen contributions in “Cell Death in Cancer Immunology” will provide a comprehensive description of current genomic strategies for the development of new prognostic methods based on the study of molecular, immunological, and therapeutic aspects of cancer cell death, and potential development of new biomarkers for therapeutic gain in the context of immune system activation.
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Background

Hepatocellular carcinoma (HCC) is a malignant tumor with a high rate of recurrence and m metastasis that does not respond well to current therapies and has a very poor prognosis. Disulfidptosis is a novel mode of cell death that has been analyzed as a novel therapeutic target for HCC cells.





Methods

This study integrated bulk ribonucleic acid (RNA) sequencing datasets, spatial transcriptomics (ST), and single-cell RNA sequencing to explore the landscape of disulfidptosis and the immune microenvironment of HCC cells.





Results

We developed a novel model to predict the prognosis of patients with HCC based on disulfidptosis. The model has good stability, applicability, and prognostic and immune response prediction abilities. N-myc downregulated gene1 (NDRG1) may contribute to poor prognosis by affecting macrophage differentiation, thus allowing HCC cells to evade the immune system.





Conclusion

Our study explores the disulfidptosis of HCC cells through multi-omics and establishes a new putative model that explores possible targets for HCC treatment.





Keywords: HCC, disulfidptosis, putative model, immune microenvironment, NDRG1




1 Introduction

Liver cancer is the third most common cause of cancer deaths worldwide, accounting for 8.3% of the overall cancer mortality (1). Hepatocellular carcinoma (HCC) accounts for about 85%-90% of all primary liver malignancies (2). Although new therapies have emerged, like immunotherapy, targeted therapy, and radiation therapy, the five-year survival of advanced HCC is less than 15% (3). New immune checkpoint inhibitors, such as Nivolumab, Atezolizumab, and Ipilimumab, are currently on the market, but their therapeutic efficacy is not promising, possibly due to immune escape (4). A lack of effective treatment has prompted a search for new biomarkers.

Programmed cell death is associated with numerous pathophysiological processes, including tumor progression and alterations in the surrounding immune microenvironment (5). Several new cell death models have recently arisen: apoptosis, cuproptosis, ferroptosis, necroptosis, lysosome-dependent cell death, immunogenic cell death, and autophagy-dependent cell death (6, 7). Liu et al. recently discovered a new mode of cell death: disulfidptosis. In glucose-starved cells overexpressing solute carrier family 7 member 11 (SLC7A11), disulfidestress caused by excessive intracellular cystine accumulation can cause rapid cell death (8). Normal disulfide bonds between cytoskeletal proteins are disrupted by accumulation of disulfide material, leading to collapse of the histone skeleton and cell death. Glucose transporter inhibitors trigger disulfidptosis and suppress tumor proliferation.

The bulk ribonucleic acid (RNA) sequencing is the average messenger RNA (mRNA) expression in all cells, which does not reflect the state of single cells in the tissue. Single-cell RNA sequencing (scRNA-seq) enables a detailed analysis of the tumor microenvironment heterogeneity at the single-cell resolution level (9, 10). However, scRNA-seq fails to preserve the tissues’ spatial structures. The complicated cellular interactions that transpire across the entire tissue space cannot be accurately deciphered. The advent of spatial transcriptomics (ST) technology facilitates the spatial exploration of gene expression and preserves cell arrangements during multicellular tissue analysis. Thus, combining single-cell technology with ST may detect details regarding heterogeneous cell populations and provide insight into spatial tissue organization (11, 12).

In our study, we employed a multi-omics strategy to investigate the landscape ofdisulfidptosis in HCC. We constructed a survival prognostic model using bulk RNA sequencing and confirmed the model has good prognostic and immune response prediction abilities. Importantly, our findings revealed elevated expression levels of N-myc downregulated gene1 (NDRG1) was expressed more in tumor macrophages and promoted Polarization of M2-type macrophages. These findings provide a theoretical basis for exploring effective biomarkers in HCC and improving the efficacy of anti-tumor immune therapy. Outline of the study design is shown in Figure 1.




Figure 1 | Study flow chart.






2 Results



2.1 The expression of disulfidptosis related genes in pan-cancer

We established a protein-protein correlation network with 15 DRGs (Figure 2A), which was derived from previous research (8) and identified SLC7A11 as a key player within this network. Furthermore, we employed the Single-sample Gene Set Enrichment Analysis (ssGSEA) algorithm to assess the disulfidptosis score in pan-cancer. The results revealed a positive normalized enrichment score, indicating upregulation of disulfidptosis. In bladder urothelial carcinoma (BLCA), the normalized enrichment score was negative and disulfidptosis was downregulated (Figure 2B). In HCC, the expression levels of SLC7A11, inverted formin 2 (INF2), myosin heavy chain 9 (MYH9), CD2 associated protein (CD2AP), filamon B (FLNB), actinin alpha 4 (ACTN4), capping actin protein of muscle Z-line subunit beta (CAPZB), actin B (ACTB), PDZ and LIM domain 1 (PDLIM1), filamin A (FLNA), myosin light polypeptide 6 (MYL6), talin 1 (TLN1), and destrin (DSTN) were remarkably higher than the normal tissues. MYH10 and Ras GTPase-activating-like protein (IQGAP1) (Figure 2C) were not higher, although this difference was not statistically significant. We then evaluated the expression of DRGs in tissue sections using ST analysis. Generally, DRGs were highly expressed around and in tumors, except for MYH9 and MYH10 (Figure 2D). To investigate their mutations, we downloaded copy number variation (CNV) and single nucleotide variants (SNV) data from the The Cancer Genome Atlas (TCGA) database. Figure 2E displays the positions of CNV changes in DRGs on their corresponding chromosomes. Despite the high frequency of deletions in MYH10 and FLNA, CNVs were still common and mostly involved in amplification (Figure 2F). We then analyzed the prevalence of SNV in 15 DRGs and found that 31 (8.54%) of 367 liver hepatocellular carcinoma (LIHC) samples showed mutations in the DRGs. Among them, IQGAP1, FLNB, and TLN1 had the maximum mutation frequency (2%), followed by MYH10, INF2, and FLN1, while others displayed no obvious mutations (Figure 2G). Thus, our results suggest that DRGs may act in pan-cancer onset and progression.




Figure 2 | Landscape of DRGs in pan-cancer. (A) The correlation network of the 15 DRGs. (B) The enrichment score of DRGs in pan-cancer. (C) The different expression of DRGs between HCC and normal tissue. (D) Spatial expression levels of DRGs in HCC tissue sections. (E) The location of the CNV alteration of the changes in DRGs in 23 chromosomes. (F) The frequency of CNV variation in DRGs (blue: CNV deletion; red: CNV amplification). (G) Analysis of SNV in DRGs. ns, not statistically significant; *P< 0.05; **P< 0.01; ***P< 0.001; ****P< 0.0001.






2.2 Methylation levels and drug sensitivity of DRGs

Figure 3A shows the methylation levels of DRGs in pan-cancer. CD2AP had the lowest methylation level in uterine corpus endometrial carcinoma (UCEC), and IQGAP1 had the highest methylation level in UCEC. Except for ACTB in Thymoma and Ovarian Cancer, the methylation levels of DRGs in pan-cancer had different degrees of negative correlation with mRNA expression (Figure 3B). Drug sensitivity prediction against DRGs using two drug sensitivity databases revealed that the drugs with the strongest predictive sensitivity in the GDSC were FK866, WZ3105, Ispinesib Mesylate, and SB52334. In the Cancer Therapeutics Response Portal (CTRP) database, the drugs with strong predictive sensitivity were CR-1-31B, belinostat, Palmitoyl-DL-carnitine hydrochloride (PDMP), Repligen 136, and triptolide (Figures 3C, D).




Figure 3 | (A) The differences in methylation of DRGs in each cancer. (B) The correlation between methylation across different cancer types and the mRNA expression of DRGs. (C, D) A drug-sensitive analysis aimed at DRGs based on GDSC and CTRP.






2.3 Identification and exploration of DRGs in HCC

An unsupervised consistent cluster analysis of patients with HCC based on the expression of DRGs yielded two disulfidptosis subgroups (Figures 4A–D). We performed principal component analysis (PCA) and uniform manifold approximation and projection (UMAP) analyses and observed that the two clusters were separated in space (Figures 4E, F). Survival analyses for both groups of patients indicated a significant difference in their survival time (Figure 4G), with cluster1 showing a better prognosis. Similar clustering modes were noted in the TCGA dataset (Supplementary Figure 1A–D). The results of different datasets were highly consistent, further demonstrating the reliability and stability of our typing.




Figure 4 | (A) An unsupervised consensus clustering heatmap. (B) The plot of the relative area changes from k = 2 to 9 under the cumulative distribution function (CDF) curve. (C) Consistent CDF plot. (D) Tracing plot of the clustered samples. (E) Principal Component Analysis. (F) Uniform Manifold Approximation and Projection Analysis. (G) The OS curves between clusters.






2.4 Disulfidptosis score and weighted gene co-expression network analysis

We utilized the “gene set variation analysis (GSVA)” R package to apply the “gsva,” “plage,” “zscore,” and “ssgsea” algorithms to score gene expression in the metadata associated with disulfidptosis. The average value of these scores was calculated. Pearson’s correlation method and the mean linkage method were employed to correlate the dendrograms of the samples with disulfidptosis score traits (Figure 5A). To construct co-expression networks, we performed co-expression analysis with a soft threshold of 18 (scale-free R2 = 0.9) to ensure a scale-free network. The dendrograms of all differentially expressed genes were clustered based on the differential measure (1-TOM) (Figures 5B, C). Through hierarchical clustering, a total of nine units were identified. Among these units, we selected the blue module, which exhibited the highest correlation with the disulfidptosis score, as the clinically significant module for further analysis. Within the blue module, we identified 753 phenotypic genes (Figure 5D).




Figure 5 | Weighted gene co-expression network analysis (WGCNA). (A) The cluster dendrogram of co-expression genes in HCC. The red boxes are dendrogram regions corresponding to disulfidptosis. (B) Cluster analysis of HCC samples to detect outliers (the white-to-red linear gradient color is associated with the disulfidptosis score, and the grey color indicates missing data). (C) Determination of soft-thresholding power in the WGCNA. (D) Module–trait relationships in HCC. Each cell contains the corresponding correlation and P-value.






2.5 Construction and verification of the blue module-based prognostic signature

We performed a univariate Cox regression analysis on 753 phenotypic genes and screened 507 candidate genes with prognostic values (Supplementary Figure·2). After performing a LASSO regression analysis (Figures 6A–C) and multivariate Cox regression analysis, we obtained a six-gene model. G protein nucleolar 2 (GNL2), NDRG1, transmembrane and coiled-coil domains 3 (TMCO3), tribbles pseudokinase 3 (TRIB3), carbonyl reductase 4 (CBR4), and SEC31 homolog B, COPII coat complex component (SEC31B) were the prognostic indicators for establishing a risk model with a C-index of 0.717. Based on the median risk score, we classified patients into low- (n = 223) and high-risk groups (n = 222).




Figure 6 | (A) Identification of optimal variables through LASSO regression with 10-fold cross-validatio. (B) The solution path was plotted according to coefficients against the L1 norm. (C) The forest plot shows the hazard ratios and 95% confidence intervals of signature genes from the multivariate Cox regression analysis. (D) We plotted the OS curves between high-risk and low-risk groups based on the prognostic signature. (E) The time-dependent ROC curves. (F) We constructed a nomogram model to predict the one-year, three-year, and five-year OS of HCC patients. (G–I) DCA for the one-year (G), three-year (H), and five-year (I) OS of the risk model. (J) Representative immunohistochemical staining images of GNL, NDRG1, TMCO3, TRIB3, CBR4, and SEC31B in normal and tumor tissues were retrieved from the HPA (https://www.proteinatlas.org/, accessed: January 2023).



We plotted and compared survival analysis and recipient work characteristic curves to determine the accuracy of the prognostic characteristic predictions. According to the Kaplan-Meier analysis, overall survival (OS) was considerably longer in the low-risk group versus the high-risk group (Figure 6D). The results of the study indicated that in the metadata cohort, the area under the receiver operating characteristic (ROC) curve of the risk model for one-, three-, and five-year OS was 0.739, 0.757, and 0.712, respectively. (Figure 6E). According to the decision curve analysis (DCA), the risk model predicted favorable net clinical benefits for OS at one, three, and five years in patients with HCC (Figures 6G–I). To further verify the model’s general applicability, we conducted DCA analysis, ROC analysis, and Kaplan-Meier analysis on the model with the validation set TCGA-LIHC and GSE144269. The validation TCGA-LIHC process demonstrated the model’s robustness and applicability. Notably, the survival analysis conducted using the model revealed a significant difference in survival between the high and low-risk groups (P = 0.00091) (Supplementary Figure 1E). Furthermore, the model’s performance was evaluated using ROC curves in the validation set. The area under the curve (AUC) values for 1, 3, and 5 years were determined to be 0.721, 0.650, and 0.656 (Supplementary Figure 1F), respectively. These results indicate the model’s ability to accurately predict patient outcomes. Additionally, the decision curve analysis demonstrated that the model can provide substantial net clinical benefits in the validation set (Supplementary Figure 1G). To further validate the model’s effectiveness, we obtained a new dataset, GSE144269, from the Gene Expression Omnibus (GEO) and conducted another round of validation. Remarkably, the results from this validation set confirmed the previous findings, showing a significant difference in survival between the high and low-risk groups (P = 0.029) (Supplementary Figure 1H). The ROC curves for the model in this validation set yielded AUC values of 0.681, 0.644, and 0.586 for predicting patient survival at 1, 3, and 5 years (Supplementary Figure 1I), respectively. Moreover, the DCA decision curve analysis indicated that the model can provide substantial net clinical benefits to patients (Supplementary Figure 1J). Overall, these validation efforts reinforce the reliability and clinical utility of the prognostic model.

By drawing forest plots of the multifactorial Cox regression analysis (Figure 6C), we identified SEC31B and CBR4 as the prognostic protective factors for HCC, whereas the other prognostic markers were risk factors. To characterize the protein expression levels of the signature gene in patients with HCC, we compared the protein expression profiles identified via immunohistochemical staining in the HPA database. These findings suggest that four of the factors in the prognostic profile (NDRG1, GNL2, TRIB3, and TMCO3) were overexpressed in HCC tissues (Figure 6J). High expression of SEC31B and CBR4 indicates a positive prognosis for HCC patients. We included pathologic staging in the risk score model and developed a nomogram model to predict one-, three-, and five-year OS (Figure 6F). These findings indicate that the model has favorable discriminatory power.




2.6 Tumor immune infiltration and GSVA analyses

To investigate the immune status of various risk groups and their immunotherapy response, we examined the association between risk models and infiltrating immune cells. We assessed differences in the immune status between risk groups by applying the “xCell” and inverse convolution algorithms. The high-risk group had relatively higher levels of Th2 cells, Th1 cells, iDC, neutrophils, Macrophages_M1 cells, and CD4 memory T cells. Levels of the CD8 naive T cells, CD4 Tcm, CD4 naive T cells, Macrophages M2, and CD8 Tem cells were lower (Figure 7A).




Figure 7 | Correlation between risk model and immune function. (A) The box diagram displays the difference in immune infiltration between the high-risk and low-risk groups via the Cibersort Algorithm. (B–E) Response to immunotherapy in high- and low-risk patients. TIDE score, Dysfunction score, Exclusion score, MSI score. (F) Comparison of the expression relevance between risk score and immune checkpoint genes. (G) Comparison of the GSVA between the high- and low-risk groups.



The tumor immune dysfunction and exclusion (TIDE) scores (Figure 7B, P< 0.0001) and exclusion scores (Figure 7D, P< 0.0001) were notably higher, and the dysfunction scores (Figure 7C, P< 0.0001) and microsatellite instability (MSI) scores (Figure 7E, P< 0.0001) were lower in the high-risk group versus the low-risk group. These outcomes suggest that risk scores in patients with HCC may indicate lower immune checkpoint blockade therapy efficacy. High-risk patients may become resistant to immunotherapy. Risk score may potentially be associated with overexpression of other immune checkpoint genes (ICGs), rather than the well-known PD-1 or CTLA4. Figure 7F shows the positive association between risk scores and CD209, CD47, CD86, LGALS9, TNFSF4, and TNFSF9. There was a negative association between risk and TDO2, and TNFSF14. Moreover, GSVA analysis indicated that the high-risk group had increased “HOMOLOGOUS_RECOMBINATION,” “MISMATCH_REPAIR,” “RNA_DEGRADATION,” and “RNA_DEGRADATION” pathways (Figure 7G).




2.7 ScRNA and pseudotime analyses

We generated 21 subgroups through UMAP-based hierarchical clustering of GSE166635 and performed cell annotation using the “singleR” R package, resulting in the identification of 10 distinct cell subgroups (Figure 8A). By examining the expression of six genes across various cell types, we observed a significant differential expression of NDRG1 specifically in macrophages (Figure 8B). Furthermore, employing RNA rate-based trajectory analysis, we discovered that macrophages in GSE166635 differentiated into two distinct types. Notably, cluster 1 exhibited an initial high expression of NDRG1, as evident from the gradient heatmap (Figure 8C). The trajectory diagram (Figures 8D, E) revealed that cluster 1 differentiated into a subtype of macrophages. These findings suggest that the elevated expression of NDRG1 contributes to the polarization of macrophages.




Figure 8 | Analysis based on the GSE166635 dataset. (A) A UMAP of GSE166635. (B) The expression of NDRG1 in different cell clusters. (C) The trajectory inference was obtained by a monocle using the RNA velocities method. (D, E) A pseudotime analysis of macrophages. These graphs contain cells displayed in a trajectory dimensionality reduction algorithm, colored by group. (D) The heatmap showed gene expression (evaluated by the Z-value) as the transition during pseudotime dynamics. (E) The circle plots show the overview of cell-cell interaction numbers among cells. (F) The circle plot also shows the interaction strength among cells. (G) In the tumor tissues, broader arrows indicate stronger interactions. (H) An overview of cell-cell communication at the legend-receptor level. (I-K) A heatmap shows communication between different cell types in SPP1 (I), MIF (J), and MK (K) tumor signals. The hierarchy plots of the SPP1 (I), MIF (J), and MK (K) signaling pathway network show the sources and targets.



To explore the immune landscape of disulfidptosis in different tissues, we selected the GSE149614 dataset. Following strict quality control, we analyzed samples from advanced patients and performed UMAP-based hierarchical clustering, resulting in the identification of 15 cell subgroups. Using the “singleR” R package and CellMarker, we annotated these subgroups as “NK cells, B cells, Endothelial cells, T cells, Tissue stem cells, Monocytes, Macrophages, Hepatocytes, and induced pluripotent stem (iPS)” (Figures 9A, B). Analysis of cell ratios in different tissue sources from patients with advanced HCC revealed that natural killer (NK) cells were predominant in normal tissues, while hepatocytes, monocytes, T cells, and iPS cells were predominantly present in tumor tissues. These results reflect the malignant, highly differentiated, and immune infiltrative characteristics of tumors (Figure 9H). Notably, NDRG1 exhibited differential expression across different tissues, with minimal expression in any cell subtypes of normal tissues and higher expression in macrophages of tumor tissues, lymphoid tissues, and portal carcinoma plugs (Figures 9C–G). These findings further validate our observations in GSE166635.




Figure 9 | Analysis based on the GSE149614 dataset. (A) The UMAP of GSE149614. (B) The UMAP of GSE149614 is split by tissues. (C–G) The expression of NDRG1 in different tissues. (H) Cell infiltration level in various tissues inferred by scRNA-seq. (I) Heatmap of ligand-receptor pairs of immune pathways among different cell types in tumor tissues. (J) Dot plot of signaling pathways among different cell types in tumor tissues. (K) Circle plots showing the overview of cell-cell interaction numbers in tumor tissues.






2.8 Cell-to-cell communication

Conventional bulk RNA sequencing data is limited in its ability to analyze cellular communication between different cell types. To overcome this limitation, we employed the “cellchat” R package to investigate the pathways involved. Our analysis revealed replicative crosstalk between cells in the GSE166635 dataset (Figures 8F–H). Notably, hepatocytes and macrophages exhibited close intercellular connections and sent secreted phosphoprotein 1 (SPP1) signals to nearly all other cell types (Figure 8I). Additionally, hepatocytes, macrophages, monocytes, smooth muscle cells, and T-cells transmitted macrophage migration inhibitory factor (MIF) signals to monocytes, macrophages, and B cells (Figure 8J). Furthermore, endothelial cells, epithelial cells, and hepatocytes conveyed Midkine (MK) signals to all other cells (Figure 8K).

Next, we aimed to investigate the differential expression of NDRG1 in macrophages and its role in macrophage activation during cellular communication. To achieve this, we utilized the “AUCell,” “UCell,” “singscore,” “ssgsea,” and “AddModuleScore” algorithms (implemented through the “AUCell,” “UCell,” “irGSEA,” and “GSVA” R packages) to compute disulfidptosis scores for advanced tumor tissues in the GSE149614 dataset. Subsequently, we classified the macrophages within the tumor tissue based on the median disulfidptosis score, resulting in two groups: Disulfidptosis score high macrophages (DSThighM) and Disulfidptosis score low macrophages (DSTlowM). DSThighM macrophages exhibited a close association with endothelial cells in terms of IL6-IL6ST, MFNG-NOTCH1, OSM-IL6ST, ADAM17-NOTCH1, VEGF1-FLT1, VEGF2-FLT1, and PDGFC-FLT1 ligand-receptor linkages. Furthermore, DSThighM macrophages and endothelial cells displayed a tight relationship in IGF1-INSR, CXCL12-CXCR4, and MFNG-NOTCH1 ligand-receptor pairs (Figure 9I). In terms of signaling pathways, DSThighM macrophages and hepatocytes exhibited high activity in Toxoplasmosis, Th17 cell differentiation, and EGFR tyrosine kinase inhibitor resistance. Conversely, the MAPK signaling pathway and focal adhesion were highly active in DSThighM macrophages and endothelial cells. Pathogenic Escherichia coli infection, non-alcoholic fatty liver disease, and human cytomegalovirus infection were closely associated with the autocrine level of DSThighM macrophages. Moreover, the Janus kinase (JAK)-signal transducer and activator of transcription (STAT) signaling pathway and chemokine signaling pathway were highly active in both DSThighM and DSTlowM macrophages (Figure 9J). Figure 9K illustrates the strength of cellular connections among different cell types.




2.9 Disulfidptosis landscape at the spatial transcriptome level

Based on the expression or non-expression of NDRG1, we classified macrophages into two groups: NDRG1+Macrophages and NDRG1-Macrophages. To annotate the spatial patches, we examined the DRGs of each cluster and HE-stained sections, resulting in the identification of eight major clusters: tissue stem cells, endothelial cells, monocytes, T-cells, iPS cells, hepatocytes, NDRG1-Macrophage cells, and NDRG1+Macrophage cells (Figures 10A, B). Notably, T-cells, monocytes, and macrophages exhibited increased accumulation within tumors. Comparatively, NDRG1+Macrophage cells were predominantly located in the tumor center, indicating that this subpopulation has a tendency to target the tumor center through chemotaxis. This observation, combined with previous single-cell typing, supports the notion that NDRG1+Macrophage subpopulations specifically migrate towards the tumor center (Figure 10C). To assess active metabolism within the tumor region at the ST level, we employed the “scMetabolism” R package, revealing metabolic activity patterns (Figure 10D).




Figure 10 | Expression of selected genes in the tissue sections. HE-stained images of HCC tissue sections labeled with eight cell clusters. (A) Dimensionality reduction clustering of spots on tissue slices. (B) Spatial distribution and expression levels of different cell types on tissue sections. (C) Spatial expression levels of different cell types in HCC tissue sections. (D) The metabolic status of different cell clusters.



Furthermore, through scoring the co-expression of ligand-receptor pairs, we discovered a close association between NDRG1+Macrophages, liver-type cells, and tissue stem cells. Notably, three immunologically relevant ligand-receptor pairs, including major histocompatibility complex, class I, A-amyloid beta precursor-like protein 2 (HLA-A_APLP2), biglycan-toll-like receptor 4 (BGN_TLR4), and β2 microglobulin-human leukocyte antigen-F (B2M_HLA-F), were significantly co-expressed in the tumor centers and at the junction of tumors and normal tissues (Figure 11B). This finding highlights the existence of cellular communication between different cell types at the spatial transcriptional level. Specifically, tissue stem cells (defined as tumor cells through tissue sections) exhibited close communication with NDRG1+Macrophages and hepatocytes (Figure 11A).




Figure 11 | Intercellular cmmunication and ligand-rceptor analysis. (A) Intercellular communication at the ST level. (B) Ligand-receptor analysis at the ST level, including HLA-A_APLP2, BGN_TLR4, and B2M_HLA-F.






2.10 Prognostic gene expression

To validate the robustness of our prognostic model, we performed an in-depth investigation into the potential relevance of NDRG1 in HCC. We meticulously examined the expression levels of this prognostic gene in human tissue samples. Through qRT-PCR analysis, we observed significantly elevated NDRG1 expression in tumor tissues (Figure 12A). Furthermore, to corroborate these findings at the protein level, we conducted Western blotting and IHC analyses, both of which confirmed the heightened protein expression of NDRG1 in tumor tissues (Figures 12B–E). These compelling results unequivocally demonstrate the upregulation of NDRG1 in HCC tissues, further emphasizing its potential significance in the context of HCC prognosis.




Figure 12 | Validation of NDRG1 Expression in Hepatocellular Carcinoma. (A) NDRG1 mRNA expression profile in Patients with Hepatocellular Carcinoma. (B) NDRG1 protein expression profile in Patients with Hepatocellular Carcinoma. (C) Bar chart of relative expression levels of NDRG1 protein. (D, E) Immunohistochemical staining analysis of NDRG1 in tumor and normal liver tissues. (F–H) Immunofluorescence confocal microscopy analysis of CD206 and NDRG1 expression in HCC tissue.






2.11 Co-expression of NDRG1, macrophages, and tumor cells

To elucidate the role of NDRG1 in the immune microenvironment, we collected specimens from patients with HCC. Multicolor immunofluorescence results demonstrated a significant elevation and co-localization of CD206 and NDRG1 expression in hepatocellular carcinoma tissues compared to paracancerous tissues (Figures 12F–H). These findings suggest that the high expression of NDRG1 in tumor tissues may induce the concentration of M2-type macrophages towards the tumor center, thereby facilitating immune escape and ultimately resulting in a poorer prognosis for patients with HCC.





3 Discussion

Recent developments in immunotherapy, molecularly targeted agents, and neoadjuvant chemotherapy have resulted in improved treatments for HCC. However, the prognosis for the long-term survival of patients continues to be poor. There is an urgent need for more sensitive and reliable prognostic indicators to monitor the progression of HCC and assess patient survival.

Disulfidptosis is a new method of controlling tumor cell development (8). To investigate disulfidptosis in HCC, we carried out a comprehensive analysis of ST, sc-RNA seq, and bulk RNA sequencing. First, we obtained 15 DRGs from Liu’s study and performed unsupervised consensus clustering, PCA, and UMAP. We then divided patients with liver cancer into two clusters and performed a survival analysis to find cluster 2, which had a poorer prognosis. Next, we used four algorithms to score disulfidptosis in patients with liver cancer and WGCNA to calculate the score for the blue modules most strongly related to disulfidptosis.

We then subjected the genes within the modules to multivariate Cox regression, LASSO regression, and univariate Cox regression analyses. Through these analyses, we identified six genes that are closely associated with liver cancer prognosis and constructed a prognostic model. Based on the median score, we categorized patients into low- and high-risk groups. The performance of the model was assessed using survival analysis, receiver operating characteristic analysis, and decision curve analysis, demonstrating its robustness and accuracy. In the study by Li (13), a prognostic model was constructed using different disulfidptosis modes to analyze differentially expressed genes. The AUC values under the ROC curve of the model were only 0.689 and 0.659 for 3-year and 5-year predictions, respectively. Additionally, in Yang’s study, although they utilized the WGCNA algorithm to construct a prognostic model, it only focused on identifying modules most correlated with clinical features and did not thoroughly analyze the expression patterns of disulfidptosis in liver cancer patients and the AUC values of the model’s 3-year and 5-year ROC curves are 0.739 and 0.685, respectively, which are also not as good as our model’s (14). In our study, for the first time, we calculated the disulfidptosis scores of liver cancer patients using four different algorithms from the ssGSEA package. We then identified the module with the highest correlation to the average disulfidptosis score using WGCNA (Figure 5). The prognostic model constructed based on this module exhibited better clinical predictive ability, with AUC values of 0.739, 0.757, and 0.712 for 1-year, 3-year, and 5-year predictions, respectively. Furthermore, we conducted an immune infiltration analysis and observed that the high-risk population exhibited upregulation in various cell types, including CLP, epithelial cells, iDC, osteoblasts, type 1 T helper (Th1) cells, and the type 2 T helper (Th2) cell pathway. Conversely, CD4 memory T cells, Th1 cells, Th2 cells, Macrophages_M1 cells, and neutrophils were more likely to infiltrate the high-risk groups. Notably, CD4 T cells have the ability to produce significant amounts of IL-22 cytokines (15), which have been implicated in driving HCC progression by promoting tumor cell proliferation (16). Additionally, cancer cells can influence memory CD4 T cells to express and release IL-1 in an IL-22-dependent manner, thereby facilitating tumor growth (17). Regulatory T cells (Tregs), a subset of immunosuppressive T cells, are commonly enriched in various cancer types and contribute to immune evasion by tumors. In the context of human breast cancer (BC), Tregs predominantly originate from naive CD4 T cells. The presence of Tregs is closely associated with an abundance of naive CD4 T cells, which serves as a prognostic indicator for poor outcomes in BC patients (18).

The lack of effector memory T cells (CD8 Tem) and central memory T cells (CD4 Tcm) explains immune incompetence and exhaustion in high-risk patients (19). Interestingly, high-risk patients are infiltrated with a higher number of M1, Th1, and Th2 macrophages. M1 macrophages secrete multiple inflammatory factors to sustain a prolonged inflammatory environment and recruit and initiate T cells early in tumor progression (20). We noted that high-risk patients were more prone to immune escape and immune rejection by TIDE analysis. We derived some potential immunotherapy targets by analyzing the relationship between the immune checkpoints and risk score.

Research has revealed that hepatocytes and macrophages frequently signal MIF and SPP1 to associate with other cell types. SPP1 is a sialic acid-rich chemokine-like glycoprotein that is overexpressed in a variety of cancers, including pancreatic cancer (21). Studies have demonstrated that an interaction between CD44 and SPP1 induces cell signaling and modulates tumor cell activation, motility, and adhesion, resulting in cancer progression and metastasis (22). MIF acts as a critical player in cell proliferation, tumorigenesis, and metastasis. MIF can activate the PI3K and MAPK pathways and modulate apoptosis, differentiation, proliferation, cell survival, and cancer progression (23). Midkine (MK), a cancer mediator that is highly expressed in a wide range of human malignancies, modulates cell growth, survival, migration, metastasis, and angiogenesis (24).

We performed scRNA-seq and spatial transcriptional analysis and found that the disulfidptosis score was higher in tumor cells and endothelial cells. NDRG1 was barely expressed in the normal tissues and highly expressed in the macrophages of metastatic lymph nodes, portal vein tumor thrombus (PVTT), and primary tumors. NDRG1 may promote tumor progression by affecting macrophage differentiation, as observed by pseudotime analysis, and is mostly involved in immune and oncogenic pathways. We validated this via ST.

NDRG1, commonly referred to as a metastasis suppressor protein, is expressed across various tumor types. This intracellular protein is composed of 394 amino acids, weighs 43 kD, and exhibits multiple isoforms (25). NDRG1 is actively involved in various cellular processes, such as DNA repair, immunity, and stress response. Additionally, NDRG1 plays pleiotropic roles depending on the type of cancer (26). In recent years, cancer immunotherapy has made significant progress, providing new opportunities for the treatment of liver cancer. However, the immune tolerance characteristics of the liver and the immunosuppressive tumor microenvironment (TME) in HCC have collectively hindered the development of effective anti-tumor immune responses against HCC. The presence of an immunosuppressive TME in liver cancer may be attributed to the accumulation of cells with negative regulatory immune activity, such as M2-polarized tumor-associated macrophages (27). Research has shown that tumor-associated macrophages (TAMs) in the tumor microenvironment are primarily composed of M2-type macrophages, which promote the expression of IL-1α, IL-1β, VEGF-A, and VEGF-C, thereby facilitating tumor growth and tumor angiogenesis/lymphangiogenesis (28). Additionally, several studies have confirmed that NDRG1 is highly expressed in macrophages within the tumor microenvironment (29). Observations have been made of a significant decrease in the serum levels of macrophage colony-stimulating factor (M-CSF) and macrophage-related cytokines in NDRG1 knockout mice (30). The deficiency of NDRG1 has been shown to attenuate the differentiation of macrophage lineage cells, leading to a suppression of bone remodeling and inflammatory angiogenesis (30). Mechanistically, NDRG1 interacts with the orphan nuclear receptor Nur77 and inhibits the transcriptional activity of NF-κB (nuclear factor Kappa B) (31). However, the loss of NDRG1 activates the NF-κB pathway, leading to the induction of epithelial-mesenchymal transition in prostate cancer (32). In their study, Chang et al. found that NF-κB activity is typically upregulated in classical M1 macrophages, while M2 macrophages are believed to have lower NF-κB activity and exhibit strong immunosuppressive effects (33). These findings indicate that NDRG1 may regulate macrophage polarization through the NF-κB pathway, ultimately leading to immune evasion. CD206, also known as an alternative activated macrophage marker, is a membrane glycoprotein expressed on the surface of macrophages, particularly M2 macrophages (34). Our multicolor immunofluorescence results have revealed a significant elevation and co-localization of CD206 and NDRG1 in hepatocellular carcinoma tissues. This further supports the close relationship between NDRG1 expression and macrophage differentiation. Tumor-associated macrophages (TAMs) account for more than 50% of all cells in tumors and play a crucial role as immune cells within the tumor microenvironment (35). Therapeutic strategies that incorporate or target TAMs have emerged as a promising and novel approach for anticancer therapy (36). On the other hand, one of the challenges in immunotherapy is the presence of immune suppressor cells in the tumor microenvironment, which can counteract the immune system’s attack on tumor cells. Research has found that tumor cells also induce immune tolerance by manipulating cells of the innate immune system, including polarizing macrophages into tumor-friendly M2 phenotypes and neutrophils into N2 phenotypes (37). Based on the findings from these studies, combined with our own research results, we speculate that NDRG1 may have a potential role in enhancing the efficacy of immunotherapy and reducing immunotherapy resistance. We aim to advance gene diagnosis and gene therapy into the early stages of cancer treatment, discovering more effective combination or sequential treatment strategies. Through future clinical research, we hope to gradually refine prognostic models to identify high-risk patients with poor prognosis in HCC. Targeted gene testing will be conducted on high-risk patients, and gene technology will be utilized for personalized treatment, either through specific knockout of NDRG1 or the design of NDRG1-targeted inhibitors. This approach may potentially reduce the M2/M1 ratio of tumor-associated macrophages in the tumor microenvironment, thereby preventing immune escape of cancer cells and improving the efficacy of immunotherapy and patient prognosis. However, further experimental validation is needed to confirm this hypothesis and extend it to other types of cancer.

In terms of limitations, our research lacks clinical data to evaluate the correlation between NDRG1 and immune therapy response as well as survival rates. Furthermore, the specific mechanisms underlying the interaction of NDRG1 with target genes and downstream signaling events require further investigation. These gaps will impede the translation of our findings into clinical applications, limiting the potential to provide valuable insights for personalized treatment and patient stratification.

In summary, the immediate research priorities following from these findings would involve further mechanistic studies, validation in preclinical models, identification of therapeutic targets, exploration of combination therapies, and clinical translation. These efforts could potentially lead to the development of novel therapeutic strategies for improving immune responses and treating HCC.




4 Conclusion

Our study provides the first comprehensive analysis of a disulfidptosis pattern in HCC in a large sample of the transcriptome, single-cell transcriptome, and spatial transcriptomics levels. We constructed a novel putative model that suggests high expression of the key factor NDRG1 may contribute to macrophage polarization, infiltration into the tumor center, and ultimately lead to a poor prognosis.




5 Materials and methods



5.1 Data acquisition and preprocessing

We obtained clinical information and bulk RNA sequencing data of HCC patients from various sources. The GEO14520, GSE144269, International Cancer Genome Consortium-Liver Cancer in Japan (ICGC-LIRI-JP), and TCGA Liver Hepatocellular Carcinoma (TCGA-LIHC) datasets were downloaded from the Gene Expression Omnibus database (https://www.ncbi.nlm.nih.gov/geo/), the ICGC data portal (https://dcc.icgc.org/), and TCGA data portal (https://www.cancer.gov/tcga/), respectively. For single-cell RNA sequencing (scRNA-seq) data of HCC, we downloaded the GSE149614 and GSE166635 datasets from the GEO database (https://www.ncbi.nlm.nih.gov/geo/). The GSE166635 dataset contains tumor scRNA-seq data from two HCC patients, while the GSE146914 dataset includes four relevant sites from 10 patients with different stages of PVTT, primary tumor, non-tumor liver, and metastatic lymph node. To acquire spatial transcriptome (ST) information for HCC tissue sections, we accessed the Single-Cell Colorectal Cancer Liver Metastases (CRLM) Atlas web portal (http://www.cancerdiversity.asia/scCRLM). The DRGs were obtained from Liu’s article (https://doi.org/10.1038/s41556-023-01091-2). After addressing batch effects, we integrated the GSE14520 and ICGC-LIRI-JP datasets, resulting in the formation of metadata. This metadata was used as the training set, while the TCGA-LIHC and GSE144269 datasets served as independent validation sets. All of the bulk transcriptome data were transformed logarithmically and transformed to transcripts per million (TPM) before analysis.




5.2 Expression analysis of disulfidptosis related genes in pan-cancer

We investigated the expression patterns of DRGs across a diverse range of tumor types using the Gene Set Cancer Analysis dataset (GSCALite) (http://bioinfo.life.hust.edu.cn/web/GSCALite/). Specifically, we examined the genomic locations of CNV mutations in DRGs on the 23 chromosome pairs, as well as CNV mutations and SNV in liver cancer. To visualize these findings, we employed R (Version 4.2.0) to generate graphical representations for 15 selected DRGs. Furthermore, we retrieved the protein-protein interaction network of the DRGs from the STRING database (https://string-db.org/cgi/input.pl) and visualized it using Cytoscape 3.9.




5.3 Methylation and drug sensitivity of DRGs

We conducted an analysis of DNA methylation levels in the pan-cancer using the GSCALite website, specifically focusing on the DNA methylation levels of DRGs. Additionally, we investigated the correlation between mRNA expression and DRG methylation levels across different tumor types. Furthermore, we performed a drug sensitivity analysis of DRGs using two databases: the Cancer Therapeutics Response Portal (CTRP) and the Genomics of Drug Sensitivity in Cancer (GDSC) databases.




5.4 Unsupervised consensus clustering for DRGs on patients with hepatocellular carcinomas

To explore the different disulfidptosis patterns of HCC, we applied the “ConsensusClusterPlus” R package to determine the subgroups of patients with HCC based on DRGs. We also verified the discriminatory degree of the categorization using the UMAP and PCA dimensionality reduction. Then, we subjected clusters to a survival analysis by applying the “survival” R package.




5.5 Disulfidptosis score and the weighted gene co-expression network analysis for the disulfidptosis-related module

In our study on HCC, we initially utilized four scoring methods from the “GSVA” R package to assess the disulfidptosis status. The average value of these scores was then used to represent the disulfidptosis characteristics of liver cancer patients (38, 39). Subsequently, we employed the WGCNA method to identify gene modules that were highly correlated, as well as the interconnections between these modules and their associations with disulfidptosis scores. This analysis aimed to identify potential therapeutic targets or candidate biomarkers. To construct the gene co-expression network, we utilized the “WGCNA” R package and selected modules that exhibited the strongest correlation with disulfidptosis in HCC (39). Prior to the analysis, we pre-processed the sample data and removed any outliers. We then constructed a correlation matrix using the “WGCNA” R package. By determining the optimal soft threshold, we transformed the correlation matrix into an adjacency matrix and subsequently built a topological overlap matrix (TOM). Through hierarchical clustering based on the TOM dissimilarity metric, genes with similar expression patterns were grouped into gene modules using average association. The module that exhibited the strongest correlation with disulfidptosis was selected as the critical module for further analysis.




5.6 Construction and verification of the DRG-based prognostic signature

We constructed and verified the prognostic characteristics of patients with HCC for key module genes from the WGCNA that are closely associated with disulfidptosis. First, we screened the prognosis-associated genes in the metadata training set by applying univariate Cox regression (“survival” R package). We then conducted a multivariate Cox regression and least absolute shrinkage and selection operator (LASSO) regressions (“glmnet” R package) to minimize the candidate genes and create a prognostic signature. We calculated the risk score by multiplying the regression coefficient (b) from the multivariate Cox regression by a linear combination of gene expression levels. The risk score calculation formula is:

	

Per the median risk score, we classified patients with HCC into low- and high-risk groups. We then drew time-dependent ROC curves (“pROC” R package) and Kaplan-Meyer survival curves (“survival” and “survminer”) to detect the clinical model’s prognostic value. We validated the new model’s robustness and assessed the prognostic value with TCGA-LIHC and GSE144269. Using the Human Protein Atlas database (HPA) (https://www.proteinatlas.org), we compared the protein expression patterns of the signature HCC genes to normal tissue. We built a predictive nomogram model (“survival” and “rms” R packages) incorporating tumor Tumor, Node, Metastasis (TNM) pathologic staging to predict the one-, three-, and five-year OS probability of patients with HCC based on the multivariate Cox regression analysis results. In addition, we conducted a DCA to determine the model’s net clinical benefits on OS at one, three, and five years for patients with HCC.




5.7 Tumor immune infiltration and GSVA analyses

To assess the tumor microenvironment across different risk groups, we employed the xCell algorithm (40). Furthermore, we obtained exclusion scores, dysfunction scores, and TIDE scores from the TIDE website (http://tide.dfci.harvard.edu/) (41). In order to evaluate the response to immunotherapy in the high- and low-risk groups, we compiled a list of 40 ICGs based on the literature (42). We then conducted a correlation analysis between the risk scores and the ICGs using the “corrplot” R package. Additionally, we utilized the “GSVA” R package to examine the expression patterns of different risk profiles in the Kyoto Encyclopedia of Genes and Genomes (KEGG) signaling pathway. For this analysis, we retrieved the C2 (C2.cp.Kegg.v7.4.symbols.gmt) gene set from the Molecular Signatures Database and generated a heatmap to visualize the results.




5.8 Analysis of scRNA-seq data

First, we utilized the “Seurat” package to generate objects and performed quality control measures to filter out lower-quality cells. Specifically, we applied the following criteria: cells with fewer than 200 or more than 4000 expressed genes were excluded, and cells with more than 10% of unique molecular identifiers (UMIs) mapped to mitochondrial genes were also excluded. We retained only genes that were expressed in at least three cells. Next, we normalized the data and identified the top 3000 highly variable genes using the “FindVariableFeatures” function. Principal component analysis (PCA) was then performed on the scRNA-seq data using these 3000 genes. For visualization and clustering purposes, we retained the first 16 and 22 principal components for GSE149614 and GSE166635, respectively, and applied the UMAP algorithm. To address batch effects between samples, we employed the harmony method (v0.1.0) to remove these effects and integrate the Seurat objects into a single dataset. Subsequently, we performed cell clustering using the “FindClusters” function in the “Seurat” package, with a resolution parameter set to 0.7. To annotate the cells, we utilized the “singleR” package and CellMarker 2.0 (http://bio-bigdata.hrbmu.edu.cn/CellMarker).




5.9 Cell-cell interaction and pseudotime analyses at single-cell level

To investigate cell-cell interactions, we employed the “CellChat” R package (43) and utilized its “cellchat” function. Our analysis involved utilizing ScRNA-seq count files and cell type-specific markers as input data. Using this approach, we examined the expression of receptors in one cell type and ligands in another. By assessing the presence of ligand-receptor interactions, we quantified the enrichment of such interactions between pairs of cell types. This analysis provided insights into the extent of communication and signaling between different cell types. To evaluate the cell-type specificity of a particular ligand-receptor complex, we identified P-values based on the proportion of mean values greater than or equal to the actual mean. We utilized a P-value threshold of< 0.05 to select important cell-cell interactions.

In parallel, we employed a pseudotime analysis of the scRNA-seq data to measure the evolutionary trajectory of macrophages in GSE166635. This analysis entailed mapping the high-dimensional gene expression data onto a one-dimensional quantity called pseudotime. We inferred cell fates and revealed the cellular trajectories. We utilized the “Monocle” R packages (Version 2.26.0) (44, 45), which can provide insight into the cellular developmental trajectory but cannot accurately determine the origin and direction of this developmental process.




5.10 Spatial transcriptomics data analysis

We processed and visualized the ST data using the “Seurat” R package. To ensure data comparability, we integrated the ST data using the SCT approach and subsequently performed clustering of similar ST sites using PCA. Specifically, we established filtering criteria, including a gene count between 300 and 6000, a mitochondrial ratio below 15%, and the exclusion of genes expressed in fewer than 10 spots. Then, we used the sctransform normalization method and PCA dimensionality reduction is performed first, and then the top 20 dimensions are selected for clustering and umap dimensionality reduction. Cell clusters were annotated based on hematoxylin and eosin (HE) staining sections and genes exhibiting high variability within each cluster. The spatial expression of DRGs was visualized using the SpatialDimPlot function. Furthermore, we conducted deconvolution using the “spacexr” package and utilized the “spotlight” R packages to identify cell types at specific spatial spots. Subsequently, we employed the “scMetabolism” R package to evaluate the metabolic activity of the spatial transcriptional data on slices (46) Additionally, we utilized the Python “stlearn” package to visualize and analyze cell-cell interactions, as well as score the co-expression of ligand-receptor pairs in the tissue slice.




5.11 Human specimens

We obtained 19 HCC pairs and adjacent non-cancerous specimens from the Department of Hepatobiliary-pancreatic & Hernia Surgery at Guangdong Second Provincial General Hospital. The study was authorized by the Medical Research Ethics Committee of Guangdong Second Provincial General Hospital, and all of the participants provided written informed consent. Following specimen isolation, we rapidly froze the liver tissue in liquid nitrogen and stored it at a temperature of -80°C to ensure preservation and prevent degradation.




5.12 Quantitative reverse transcription polymerase chain reaction

We extracted the total RNA with Trizol reagent (Invitrogen, Carlsbad, CA, USA), and synthesized the cDNA through the ABI 7500 Fast System (Applied Biosystems, Rockville, MD, USA). We used α-Tubulin as the reference gene. The relative expression level of the relevant gene was 2- [(Ct of gene) – (Ct of α-tubulin)], in which Ct stands for the threshold cycle. Primer sequences for amplification were as below: NDRG1 (47), forward primer, 5’-CTGCACCTGTTCATCAATGC-3’ and reverse primer, 5’-AGAGAAGTGACGCTGGAACC-3’.




5.13 Western blotting

The HCC tissue samples were lysed using a radioimmunoprecipitation assay buffer containing 1% phenylmethylsulfonyl fluoride (PMSF, Beyotime, Shanghai, China). Western blotting was performed following a previously described protocol. Primary antibodies specific to NDRG1 (1:5000, T57079S, Abmart) and an anti-glyceraldehyde-3-phosphate dehydrogenase (GAPDH) antibody (1:5000, Proteintech) were used, with GAPDH serving as a control. The obtained results were subjected to semi-quantitative analysis using ImageJ software.




5.14 Immunocytochemistry

To evaluate the expression of NDRG1 protein, we performed immunohistochemistry (IHC) experiments. Fresh human tissues were fixed overnight in 10% formalin, followed by dehydration, embedding in paraffin, and sectioning. The sections were then dewaxed and hydrated accordingly. Antigen retrieval was performed using citrate, and peroxidase activity in liver samples was blocked with 3% H2O2. The primary antibodies against NDRG1 (1:500, T57079S, Abmart) were incubated overnight at 4°C. Subsequently, the slides were incubated with a secondary antibody at 37°C for one hour. A 3,3’-diaminobenzidine (DAB) color development kit was employed, followed by hematoxylin restaining. Finally, the slides were dehydrated, rendered transparent, and sealed with neutral treacle. We then viewed the slides under a microscope, and two experienced pathologists conducted double-blind readings to identify the staining intensity and the percentage of positive cells, which was scored as follows:< 5% was scored as 0, 5%-25% was scored as 1, 26%-50% was scored as 2, 51%-75% was scored as 3, and 76%-100% was scored as 4. Moreover, we assessed staining intensity as follows: 0, 1, 2, and 3 for colorless, light yellow, tan, and brown, respectively. Lastly, We acquired the final score by multiplying the staining intensity score by the percentage of positive cells. Scores of 0, 1-4, 5-8, and 9-12 were negative (-), weakly positive (+), positive (++), and strongly positive (++++), respectively.




5.15 Immunofluorescence

For immunofluorescence staining, we utilized a multiplex immunofluorescence staining kit (abs50012, absin, Shanghai, China) and followed the instructions provided by the manufacturer. Antibodies against NDRG1 (1:500, T57079S, Abmart) and CD206 (1:500, TD4149S, Abmart) were incubated at room temperature for one hour. Subsequently, the slides were incubated with anti-rabbit/mouse IgG conjugated with HRP for 15 minutes at room temperature, followed by incubation with fluorophore-conjugated tyramine molecules (PPD 650, PPD 570, or PPD 520) for 15 minutes. Finally, the nuclei were stained using DAPI.




5.16 Statistical analysis

We conducted data analysis and visualization using the R software (Version 4.2.0, https://www.r-project.org/) and Python software (Version 3.9.0, https://www.python.org/). To compare two groups and two or more groups, we employed the Wilcoxon rank-sum test and the Kruskal-Wallis test, respectively. Categorical variables were compared using Fisher’s exact test or the chi-square test. Differences in survival curves were assessed using the log-rank test. We performed a Spearman’s correlation test to determine the correlations between the two variables. Statistical significance was determined at a significance level of P< 0.05.
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Supplementary Figure 1 | Validation of the putative model. (A–D) Unsupervised consensus clustering. TCGA-LIHC (E) We plotted the OS curves between the high-risk and low-risk groups based on the prognostic signature. (F) The time-dependent ROC curves. (G) DCA for the validation data. GSE144269 (H) We plotted the OS curves between the high-risk and low-risk groups based on the prognostic signature. (I) The time-dependent ROC curves. (J) DCA for the validation data.

Supplementary Figure 2 | The forest plot shows the hazard ratios and 95% confidence intervals of the signature genes from the univariate Cox regression analysis.
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Immune checkpoint blockade is the exciting breakthrough in cancer, but how immune checkpoints are activated is unknown. We have earlier reported that cell-free chromatin particles (cfChPs) that circulate in blood of cancer patients, or those that are released locally from dying cancer cells, are readily internalized by healthy cells with biological consequences. Here we report that treatment of human lymphocytes with cfChPs isolated from sera of cancer patients led to marked activation of the immune checkpoints PD-1, CTLA-4, LAG-3, NKG2A, and TIM-3. This finding was corroborated in vivo in splenocytes of mice when cfChPs were injected intravenously. Significant upregulation of immune checkpoint was also observed when isolated lymphocytes were exposed to conditioned medium containing cfChPs released from hypoxia-induced dying HeLa cells. Immune checkpoint activation could be down-regulated by pre-treating the conditioned media with three different cfChPs deactivating agents. Down-regulation of immune checkpoints by cfChPs deactivating agents may herald a novel form of immunotherapy of cancer.
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Introduction

Immune checkpoint molecules prevent the immune system from indiscriminately attacking self-cells. Immunologically altered cancer cells, on the other hand, can protect themselves from elimination by activating immune checkpoints (1). Consequently, targeting activated immune checkpoints with specific inhibitors is being widely used in the treatment of cancer (2, 3). Several immune checkpoint inhibitors have now been approved by FDA for the treatment of a variety of cancers (4). Although much has been reported on immune checkpoint biology and immune therapy, how immune checkpoints are activated by lymphocytes has not been elucidated.

Several hundred billion to a trillion cells die in the body everyday (5, 6) and the fragmented chromosomal material in the form of cell-free chromatin particles (cfChPs) enter into the extracellular compartment of the body, including into the circulation (7–9). We have earlier reported that cfChPs that circulate in blood of cancer patients, and those that are released locally from dying cancer cells, can readily enter into healthy cells to activate two hallmarks of cancer viz. DNA damage and inflammation (10, 11). Since immune escape by the way of activation of immune checkpoints is another critical hallmark of cancer (12), we investigated whether cfChPs might be the agents that also activate immune checkpoints in human lymphocytes. We approached this question in several ways: 1) by directly treating isolated human T-cells with cfChPs isolated from sera of cancer patients; 2) by intravenously injecting cfChPs isolated from sera of cancer patients into mice; and 3) by using a co-culture system wherein human T cells were exposed to conditioned medium containing cfChPs released from hypoxia-induced dying HeLa cells.





Materials and methods




Institutional ethics approval

This study was approved by Institutional Ethics Committee (IEC) of Advanced Centre for Treatment, Research and Education in Cancer (ACTREC), Tata Memorial Centre (TMC) for collection of blood (10mL) from cancer patients and healthy volunteers for isolation of cfChPs and lymphocytes respectively (Approval no. 900520). All participants signed a written informed consent form which was approved by the IEC.





Animal ethics approval

The experimental protocol of this study was approved by the Institutional Animal Ethics Committee (IAEC) of Advanced Centre for Treatment, Research and Education in Cancer (ACTREC), Tata Memorial Centre (TMC) (Approval no. 12/2020). The experiments were carried out in compliance with the IAEC animal safety guidelines, and with those of ARRIVE guidelines.

ACTREC- IAEC maintains respectful treatment, care and use of animals in scientific research. It aims that the use of animals in research contributes to the advancement of knowledge following the ethical and scientific necessities. All scientists and technicians involved in this study have undergone training in ethical handling and management of animals under supervision of FELASA certified attending veterinarian. Inbred female C57Bl/6 mice were obtained from our Institutional Animal Facility. All mice were maintained in covenant with Institutional Animal Ethics Committee (IAEC) standards. Animals were euthanized at appropriate time points under CO2 atmosphere by cervical dislocation under supervision of FELASA trained animal facility personnel.





Collection of blood samples for cfChPs and lymphocyte isolation

For lymphocyte culture, peripheral blood samples from healthy adult volunteers were collected using Vacutainer TM tubes (Becton-Dickinson Vacutainer Systems, Franklin Lakes, NJ, U.S.A.) containing sodium heparin anticoagulant. For isolation of cfChPs blood was collected from cancer patients in plain vacutainer (VACUETTE blood collection tube Serum Clot Activator PREMIUM).





Isolation of cfChPs from human sera

cfChPs were isolated from sera of cancer patients according to a protocol described by us earlier (11). In order to maintain inter-experimental consistency, pooled serum (typically from ~5 individuals) was used to isolate cfChPs and were quantified in terms of their DNA content as estimated by the Pico-green quantification assay.





Fluorescent dual labelling of cfChPs

cfChPs were fluorescently dually labelled in their DNA by Platinum Bright 550 (red) and in their histone H4 with ATTO-TEC 488 (green) according to a protocol described by us earlier (11).





PBMC isolation

Peripheral blood mononuclear cells (PBMC) were isolated using Ficoll-Hypaque according to standard procedures.





FACs sorting

PBMCs were stained with FITC-conjugated anti-human CD4 antibody (clone PRA-T4, BD Biosciences Pharmingen, San Jose, CA, USA) and PerCP-conjugated anti-human CD8 antibody (clone SK1, BD Biosciences Pharmingen, San Jose, CA, USA) or with FITC-conjugated anti-human CD3 antibody (clone UCHT1, BD Biosciences Pharmingen, San Jose, CA, USA). Cells were sorted on FACS Aria III (BD Biosciences, San Jose, CA, USA). Data were analyzed using FACS Diva software (version 4.0.1.2; Becton, Dickinson and Company). Sorted cells were seeded in 24-well plates and were allowed to rest overnight at 37°C in humidified atmosphere of 5% CO2 prior to stimulation.





Preparation of cfChPs deactivating agents

The cfChPs deactivating agents used in our study were: 1) anti-histone antibody complexed nanoparticles (CNPs) (13); 2) DNase I from bovine pancreas was procured from Sigma-Aldrich, and 3) a novel pro-oxidant combination of Resveratrol and Copper(R-Cu), which can deactivate/degrade cfChPs via the medium of free-radicals (14–17). The concentrations of R and Cu used in this study were 1mM and 0.0001mM respectively (14).





Treatment of lymphocytes with cfChPs isolated from sera of cancer patients

Sorted CD4+T cells and CD8+T cells were plated at a density of 5x105 in 24-well plates containing 1ml of DMEM. After overnight culture, cells were treated with cfChPs (10ng equivalent of DNA) isolated from sera of cancer patients and used for determining upregulation of immune checkpoints.





Procedure for collecting conditioned media from hypoxia induced dying HeLa cells

A dual chamber system was used to generate conditioned medium containing cfChPs released from dying cells. HeLa cells (~1x105) were seeded on ThinCert® Cell Culture Inserts (pore size 400nm) containing 1.5ml of DMEM and were placed in 6-well culture plate and were incubated overnight at 37°C. The 6-well plate with Thincert® Inserts was transferred to a hypoxia chamber with 1% O2 for 48h to induce hypoxic cell death. Sufficient DMEM (~700 μl) was added to the lower chamber of the 6-well plate such that the medium touched the lower surface of the ThinCert® Inserts and plates were placed at 37°C in humidified atmosphere of 5% CO2 for 48h under normoxic conditions. This procedure allowed cfChPs <400 nm in size released from the hypoxic HeLa cells to seep into the medium in the lower chamber. Post-incubation, conditioned media from the wells was pooled and was used for further experiments.





Fluorescent dual labelling of HeLa cells

HeLa cells were dually labeled in their histones (H2B) and DNA. Histone H2B labelling was done for 36h using CellLight® Histone 2BGFP (Thermo Fisher Scientific, MA, USA) and DNA labeling was done for 24h using BrdU (10 μM Sigma Chemicals, MO, USA). The procedure for dual labelling of culture cells has been described by us earlier (10). Dually labeled HeLa cells were seeded on ThinCert® Cell Culture Inserts and cultured in hypoxic conditions (1% O2) for 48h. Two hundred and fifty micro-liters of conditioned media containing cfChPs <400nm that had seeped into the lower chamber of the insert was applied to isolated PBMCs in a time course experiment (2h, 4h and 6h). Cells were then washed and processed for fluorescence microscopy to detect presence of fluorescent signals of BrdU and histone H2BGFP in the recipient PBMCs.





Treatment of cells with conditioned media collected from hypoxic HeLa cells

Conditioned media from hypoxia treated HeLa cells was collected as described above. Sorted T cells were plated at a density of 5x105 in 24-well plate containing 250μL of DMEM media. After overnight culture, cells were treated with 250μL of conditioned media and a time course analysis using qRT-PCR was performed to determine up-regulation of immune checkpoint. In order to confirm that the active agents in the hypoxic media were cfChPs released from the dying HeLa cells, the hypoxic media was pre-treated for 1h with the following cfChPs inhibitors: 1) CNPs (25µg of anti-H4 IgG conjugated nanoparticles) in 125 µL of phosphate buffer; 2) DNase I in PBS to achieve a final concentration of 0.05U/mL; 3) R:Cu in distilled water to achieve a final molar ratio of 1 mM R: 0.0001 mM Cu).





Analyses of immune checkpoints




qRT-PCR

Evaluation of immune checkpoints was performed using qRT-PCR following treatment of human lymphocytes with cfChPs or with media of hypoxic dying HeLa cells as described above. The time points for analyses were: 0h, 30min, 6h, 12h, 24h, 36h and 48h. Appropriate untreated control cells for each time point were analyzed in parallel. Total RNA was isolated using RNeasy Mini Kit (Qiagen, Hilden, Germany) and approximately 1 µg of isolated RNA was converted to cDNA using RT2 First Strand Kit (Qiagen, Hilden, Germany). cDNA was diluted (1:10) and used in 10µl reaction volume in duplicates. Real-time PCR was carried out using SYBR Select Master Mix (Applied Biosystems, CA, USA) and all the samples were assayed on a QuantStudioTM 12K Flex Real-Time PCR System (ThermoFisher) using a 384-well block in duplicates. Data were analyzed using a comparative CT method and fold change in mRNA expression was calculated as 2^(-ΔΔCT).





Immunofluorescence

For detection of immune checkpoints expression, immunofluorescence analysis for five immune checkpoints was performed at peak time points of mRNA expression following treatment of cells. Methodological details of immunofluorescence have been described by us earlier (10). Briefly, slides were mounted with vectashield mounting medium with DAPI (Vector Laboratories) and analyzed on Applied Spectral Imaging system as described by us earlier (10). All experiments were performed in duplicate, and 500 cells were analyzed in each case. Results were expressed as mean ± SEM.





Flow cytometry

After 72hrs of cfChPs treatment, PBMCs were labelled with the following antibodies; anti-CD3-FITC (clone:UCHT1), anti-CD-8 PerCP (clone:SK1), anti-PD-1-BV421 (clone:EH12.1), anti-CTLA-4-PE-CF594 (clone:BN13), anti-LAG-3-BUV395 (clone:T47-530), anti-NKG2A-BV421 (clone:131411) and anti-TIM-3-BV786 (clone:7D3). All antibodies were purchased from Becton Dickinson Biosciences, San Jose, CA, USA. Cells were incubated for 20mins in dark at room temperature followed by PBS wash. Samples were acquired on FACSAria III cytometer (Becton Dickinson, USA) and analyzed with FlowJo™ v10.6 Software (ThreeStar Inc, USA). Lymphocytes were gated on forward and side scatter parameters. At least 20,000 cells were acquired. Untreated T cells reveal a basal expression of immune checkpoints which increases following treatment. Therefore, to determine an increase in percent positive cells, the difference between negative and positive expression was defined by the fluorescence minus one (FMO) method.






In vivo studies




Intravenous injection of cfChPs into mice

For the in vivo study, 21 mice (3 per group, 7 groups) were injected with cfChPs (100ng dissolved in saline for each mouse) and 3 mice acted as untreated controls. Mice were sacrificed under anesthesia at 6h, 12h, 18h, 24h, 48h, 72h and 96h after cfChPs injection and spleen was removed.






Preparation of mouse splenocytes

The spleens were minced with a sharp sterile blade, placed in a 40-m nylon cell strainer and pressed with the plunger of a syringe. Splenocytes were suspended in RPMI-1640 supplemented with 5% FBS. Red blood cells were lysed with 1XBD Pharmlyse, washed, and splenocytes were re-suspended in 5% FBS in PBS.





Analysis of activation of immune checkpoints in splenocytes by flow cytometry

One million splenocytes were stained for 20 min in the dark with the following antibodies: CD3-APC-Cy7 (Clone: 17A2), CD4-FITC (Clone : GK1.5), CD8-APC (Clone:53-6.7), PD-1-BV510 (Clone:29F.1A12), CTLA-4-PE (Clone : UC10-4B9), NKG2A-PE (Clone:16A11), Tim-3-BV421 (Clone : RMT3-23) and LAG-3-PerCP-Cy5.5 (Clone:C9B7W). All antibodies were purchased from BioLegend company (USA). Samples were acquired on BD FACS Aria III (Becton Dickinson, USA) and analyzed with FlowJo™ v10.6 Software (ThreeStar Inc, USA) as described above.





Statistical analysis

All data are presented as Mean ± Standard Error of Mean (SEM). Statistical analysis was performed using GraphPad Prism 8 (GraphPad Software, Inc., USA, Version 8.0). Data were compared using Student’s t- test (two tailed, unpaired), one-way ANNOVA and Bonferroni’s multiple comparisons test. p < 0.05 was taken as the level of significance.






Results




cfChPs are readily internalized by human lymphocytes

In the context of our first approach i.e. of treating lymphocytes with cfChPs from cancer patients, we revisited our earlier experiments wherein we had shown that cfChPs are readily internalized by mouse fibroblast cells (11). We confirm using fluorescent microscopy that, like in case of fibroblast cells, treatment of lymphocytes with dually fluorescently labelled cfChPs, in their DNA with Platinum Bright 550 and in their histones with ATTO-TEC-488, results in their rapid uptake within 2h (Supplementary Figure 1).





cfChPs isolated from sera of cancer patients activate immune checkpoints in human lymphocytes

We have earlier reported that cfChPs that circulate in blood of cancer patients, and those that are released locally from dying cancer cells, can readily enter into healthy cells to activate two hallmarks of cancer viz. DNA damage and inflammation (10, 11). Since immune escape by the way of activation of immune checkpoints is another critical hallmark of cancer (12), we investigated whether cfChPs might be the agents that also activate immune checkpoints in human lymphocytes. To investigate this possibility, we treated sorted CD4+T and CD8+T cells with cfChPs (10ng) from cancer patients and performed a time course analyses using qRT-PCR to detect 5 immune checkpoints. All five immune checkpoints, viz. PD-1, CTLA-4, LAG-3, NKG2A and TIM-3, were found to be markedly up-regulated, albeit at different time points (Figure 1A). We validated the above finding of immune checkpoint expression by two methods: 1) by immune-florescence at peak time points of mRNA expression following cfChPs treatment, and 2) by flow cytometry at 72 h. (Figures 1B, C; Supplementary Figures 2A, B, D, E; Supplementary Table 1).




Figure 1 | Upregulation of immune checkpoints on human lymphocytes following treatment of cfChPs isolated from sera of cancer patients. (A) Line graphs showing time course analysis of mRNA expression of immune checkpoints detected by qRT-PCR in purified CD4+T cells and CD8+T cells treated with cfChPs (10ng). The expression fold change was analyzed using a comparative CT method [2^(-ΔΔCT)]. The histograms represent relative mRNA expression at respective peak time points on CD4+T cells and CD8+T cells. (B) Histograms depict the results of quantitative Immunofluorescence (IF) analysis of percent positive cells for immune checkpoints on CD4+T and CD8+T-cells at peak time points of mRNA expression. Five hundred cells were examined in duplicate slides and percent biomarker-positive cells were recorded. (C) Histograms depict the results of quantitative flow cytometry analysis of surface expression of immune checkpoint on CD4+T and CD8+T-cells at 72hrs post cfChPs treatment. All experiments were performed in duplicates and histograms represent mean ± SEM values. Statistical analyses were performed using a two-tailed student’s unpaired t-test (GraphPad Prism 8). * p<0.05, ** p<0.01, *** p<0.001.







cfChPs activate immune checkpoints as a stress response by lymphocytes

We wondered whether immune checkpoint activation might be a stress response of the cell to DNA damage inflicted by cfChPs (10, 11). To this end, we examined six different stress markers that are involved in transcriptional regulation of immune checkpoints (18–20) viz. c-Jun, c-Fos, NFКB, JunB, EGR-1 and FosB by qRT-PCR after treating PBMCs with cfChPs (10ng) isolated from sera of cancer patients. A time-course analysis revealed marked activation of all six stress markers, albeit at different time points (Figure 2). These data provided suggestive evidence that cfChPs that circulate in blood of cancer patients activate immune checkpoints in human T cells ostensibly as a response to cellular stress.




Figure 2 | Upregulation of stress-related markers in human PBMCs following treatment of cfChPs isolated from sera of cancer patients. mRNA expression of six stress-related markers in PBMCs was detected by qRT-PCR and analyzed using a comparative CT method. (A) Line graphs represent results of time-course analyses calculated as expression fold [2^(-ΔΔCT)]. (B) Histograms represent relative mRNA expression of stress-related markers at respective peak time points.







cfChPs upregulate immune checkpoints in vivo

We next examined if cfChPs could activate immune checkpoints in vivo. Intravenous injection into mice of cfChPs (100ng) isolated from sera of cancer patients led to marked activation of several immune checkpoints in their splenocytes. A time course analysis by flow cytometry of isolated splenocytes detected significant increased surface expression of four out of five immune checkpoints on CD4+T and CD8+T cells. Time points at which immune checkpoints were activated were variable, viz. PD-1 at 6h, CTLA-4 at 6h, NKG2A at 6h and LAG-3 at 24h. Expression of TIM-3 was not detected on T cells in experiments lasting 96h (Figure 3). The variability in time-points of immune checkpoint activation on mouse splenocytes could be attributed to their distinct expression on different cell populations. For example, PD-1 is largely expressed on activated T and B cells and on monocytes; CTLA-4 is expressed on activated T-cells; LAG-3 is expressed on activated T, B, NK, DCs and monocytes; NKG2A is expressed on CD8+T and NK cells, while TIM-3 is expressed on monocytes, NK cells, Th1, Tc1 and Treg cells (21, 22).




Figure 3 | Upregulation of immune checkpoints on splenic lymphocytes of mice following intravenous injection of cfChPs (100ng) isolated from sera of cancer patients. (A) Gating of splenic lymphocytes on forward/side scatter, T-cells were identified by using CD3 antibodies, Th cells were identified by using CD4 antibodies and Tc cells were identified by using CD8 antibodies. (B) Line graphs showing results of time course analysis of surface expression of various immune checkpoints on CD4+T cells and CD8+T cells by flow cytometry (N=3 at each time point) (left-hand panels). Representative flow cytometry plots at respective peak time points are given in right- hand panels. Percent expression of each immune checkpoint was compared with untreated controls. (C) Histograms represent immune checkpoint expression on CD4+T cells and CD8+T cells at respective peak time points determined by flow cytometry in control and treated mouse splenocytes. Statistical analyses were performed using Bonferroni’s multiple comparisons test (GraphPad Version 8) to compare immune checkpoint expression on T-cells at different time-points in response to cfChPs. A two-tailed unpaired student’s t-test was used to compare immune checkpoint expression on T-cells of untreated and treated mice at peak time points of expression. * p<0.05, ** p<0.01, *** p<0.001, **** p<0.0001.







cfChPs released from dying HeLa cells are readily internalized by human lymphocytes

To confirm the above findings in another experimental setting, we devised a method in which isolated T-cells were exposed to conditioned medium containing cfChPs released from hypoxia-induced dying HeLa cells. Such an experimental setting provides further confirmation of the effect of cfChPs on immune checkpoint activation in a more physiological situation as it utilizes cfChPs that has been naturally released into the culture medium from hypoxia induced dying HeLa cells. As a first step, we confirmed that cfChPs released from dying cells are internalized by T-cells. For this, we fluorescently dually labelled HeLa cells in their DNA with BrdU and in their histones with CellLight® Histone 2BGFP (please see Methods) and induced them to undergo apoptosis in a hypoxia chamber for 48h. The culture medium containing dually labelled cfChPs released from the dying HeLa cells was passed through a porous membrane (pore size ~400nm). Isolated human T-cells were incubated in the filtered conditioned medium for 4h (please see Methods). Fluorescence microscopy at 4h detected copious presence of dually labelled cfChPs within PBMCs which had accumulated in their nuclei (Figure 4A).




Figure 4 | Upregulation of immune checkpoints by cfChPs released from hypoxia- induced dying HeLa cells and their abrogation by cfChPs deactivating agents. (A) Uptake by PBMCs of fluorescent cfChPs released from fluorescently dually labelled dying HeLa cells in their DNA with BrdU and in their histones with CellLight® Histone 2BGFP. A dual chamber system of Thincert®Cell Inserts was used and cfChPs released from hypoxia-induced dying HeLa cells were collected from the lower chamber (200uL) and added to PBMCs as described in the methods section. Fluorescence microscopy at 4h detected copious presence of dually labelled cfChPs, released from dying HeLa cells, within the nuclei of PBMCs; (B) Results of quantitative IF analysis of upregulation of three immune checkpoints at peak time points of mRNA expression (Figure 3A) and their inhibition by concurrent treatment with the cfChPs deactivators, viz. CNPs, DNase I and R-Cu; (C) Results of quantitative flow cytometry analysis of upregulation of three immune checkpoints at peak time points of mRNA expression (Figure 3A) and their inhibition by concurrent treatment with the cfChPs deactivators, viz. CNPs, DNase I and R-Cu. Experiments were performed in duplicates. Results are represented as mean ± SEM values and data were analyzed using one-way ANOVA (GraphPad Prism 8).







cfChPs released from dying HeLa cells activate immune checkpoints

Having confirmed that cfChPs released from dying HeLa cells are readily internalized by T-cells, we performed our next experiments using conditioned medium of hypoxia-induced dying but unlabeled HeLa cells. A time course analysis using qRT-PCR revealed marked up-regulation of all five immune checkpoints and six stress markers described above (Supplementary Figure 3).





Activation of immune checkpoint is abrogated by cfChPs deactivating agents

To confirm that cfChPs in the conditioned media were indeed the immune checkpoint activating agents, we pre-treated the conditioned media with three different cfChPs inactivating agents. These included anti-histone antibody complexed nanoparticles (CNPs) which inactivate cfChPs by binding to histones (13); DNase I, which inactivates cfChPs by degrading its DNA component; and a newly described pro-oxidant combination of the nutraceuticals Resveratrol and metallic Copper (R-Cu) which degrades cfChPs through the medium of free radicals (14, 15, 23–25). Immunofluorescence analysis were performed at the peak time point of mRNA expression as defined by qRT-PCR and flow cytometry was performed at 72h after treatment (Supplementary Figure 3). We found a highly significant reduction in expression of all three immune checkpoints examined, namely, PD-1, CTLA-4 and LAG-3 (Figures 4B, C; Supplementary Figure 4). We specifically focused on these three immune checkpoints because inhibitors against these have been approved for clinical use.






Discussion

Cancer immunotherapy is considered to be a new breakthrough in cancer treatment (4). However, how immune checkpoints are regulated has not been elucidated. We have shown here that cfChPs that circulate in the blood of cancer patients, or those that are released naturally from dying cancer cells, are readily internalized by human lymphocytes leading them to activate immune checkpoints. Cell death has been long associated with immune modulation (26, 27), however, the underlying mechanism(s) remains unclear. Our results suggest that cfChPs that emerge from dying cells to enter into the circulation, or those that are released locally from the dying cells, is the missing link between cell death and immune response.

We wondered whether stress markers that are involved in transcriptional regulation of immune checkpoints (18–20) might be involved in the cfChPs induced activation of immune checkpoints. To this end we show here cfChPs treatment of lymphocytes leads to simultaneous activation of multiple stress markers namely, c-Jun, c-Fos, NFКB, JunB, EGR-1 and FosB.

Abrogation of immune checkpoint activation by the three cfChPs deactivating agents, provided further evidence for the involvement of cfChPs in immune checkpoint activation and suggesting therapeutic possibilities. If confirmed in vivo, prevention of immune checkpoints activation may herald the prospect of a novel form of immunotherapy which simultaneously downregulates multiple immune checkpoints all at once. Above all, cfChPs deactivating agents are likely to be far less toxic and less expensive than the immunotherapeutic agents that are currently in use.

Several immune checkpoint inhibitors are currently approved for clinical use. These inhibitors specifically target PD-1 (Pembrolizumab, Nivolumab and Cemiplimab), CTLA-4 (Ipilimumab and tremelimumab) and LAG-3 (Relatlimab) (28). However, each of these agents is specific for a single immune checkpoint, and all of them are associated with considerable toxicity. Their high cost limits their use in countries with limited resources. The three cfChPs deactivating agents used in our study hold the promise of being alternatives to the immune checkpoint inhibitors, especially because of their ability to down-regulate multiple immune checkpoints simultaneously. Of the three agents, CNPs and DNase I, being proteins, are likely to be therapeutically less attractive. On the other hand, a combination of Resveratrol and copper (R-Cu), being commonly used nutraceuticals, would be more attractive, especially since it has already been shown to be effective in multiple therapeutic indications in humans (23–25). For example, the administration of R-Cu to patients with advanced oral cancer down-regulated five immune check-points in the tumor infiltrating lymphocytes (25), immediately suggesting its therapeutic potential in other human cancers. In addition, R-Cu treatment significantly down-regulated nine additional hall-marks of cancer that have been defined by Hanahan and Weinberg (25, 29). R-Cu would have the added advantage of reducing toxic side effects in case it is used as an adjunct to chemotherapy (23, 24). Taken together, these findings make R-Cu a worthy alternative to immune checkpoint inhibitors with which it should be compared in well-designed randomized clinical trials for the treatment of cancer.
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Supplementary Figure 1 | Rapid internalization by human PBMCs of cfChPs isolated from sera of cancer patients. cfChPs were dually labelled in their DNA and histones with Platinum Bright 550 (red) and ATTO-TEC-488 (green), respectively. Fluorescently dually labeled cfChPs (10ng) when added to PBMCs, fluorescent microscopy detected accumulation of dual labelled cfChPs in their nuclei at 2h.

Supplementary Figure 2 | Representative IF images showing upregulation of five immune checkpoints at peak time points of mRNA expression in (A) CD4+T cells and (B) CD8+T cells following treatment with cfChPs isolated from sera of cancer patients. Scale bars = 20µm; (C) Representative flow cytometry plots of PBMCs showing the gating strategy; (D) upregulation of surface expression of immune checkpoint expressions on CD4+T cells following 72hrs treatment with cfChPs isolated from sera of cancer patients and; (E) upregulation of surface expression of immune checkpoint expressions on CD8+T cells following 72hrs treatment with cfChPs isolated from sera of cancer patients.

Supplementary Figure 3 | Time-course analysis using qRT-PCR to determine the point of maximum expression of immune checkpoints and stress markers following treatment of PBMCs with conditioned media containing cfChPs released from hypoxia- induced dying HeLa cells. (A) Upregulation of immune checkpoints and (B) upregulation stress related markers.

Supplementary Figure 4 | Abrogation of immune checkpoints by cfChPs deactivators (A) Representative IF images showing immune checkpoint expression in T cells following treatment of PBMCs with conditioned media containing cfChPs released from hypoxia-induced dying HeLa cells. Pre-treatment of conditioned medium with CNPs (25μg), DNase I (0.005U) and R-Cu (1:10-4) significantly reduced the expression of immune checkpoints. (B) Representative flow cytometry plots showing immune checkpoint expression in T cells following treatment of PBMCs with conditioned media containing cfChPs released from hypoxia-induced dying HeLa cells. Pre-treatment of conditioned medium with CNPs (25μg), DNase I (0.005U) and R-Cu (1:10-4) significantly reduced the expression of immune checkpoints.
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Background

Despite advancements, breast cancer outcomes remain stagnant, highlighting the need for precise biomarkers in precision medicine. Traditional TNM staging is insufficient for identifying patients who will respond well to treatment.





Methods

Our study involved over 6,900 breast cancer patients from 14 datasets, including in-house clinical data and single-cell data from 8 patients (37,451 cells). We integrated 10 machine learning algorithms in 55 combinations and analyzed 100 existing breast cancer signatures. IHC assays were conducted for validation, and potential immunotherapies and chemotherapies were explored.





Results

We pinpointed six stable Panoptosis-related genes from multi-center cohorts, leading to a robust Panoptosis-model. This model outperformed existing clinical and molecular features in predicting recurrence and mortality risks, with high-risk patients showing worse outcomes. IHC validation from 30 patients confirmed our findings, indicating the model’s broader applicability. Additionally, the model suggested that low-risk patients benefit more from immunotherapy, while high-risk patients are sensitive to specific chemotherapies like BI-2536 and ispinesib.





Conclusion

The Panoptosis-model represents a major advancement in breast cancer prognosis and treatment personalization, offering significant insights for effectively managing a wide range of breast cancer patients.
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Introduction

Breast cancer remains a significant health challenge globally, being one of the leading causes of cancer-related deaths among women (1). Despite advancements in early detection and treatment strategies aiming to reduce recurrence and mortality, the battle against breast cancer continues (2). The quest for improved prognosis and therapeutic outcomes is ongoing, with early diagnosis playing a crucial role in enhancing survival rates (3).

Recent scientific developments have shed light on PANoptosis, a sophisticated form of programmed cell death that integrates elements of pyroptosis, apoptosis, and necroptosis (4). This process is crucial for maintaining the body’s balance and defending against diseases by removing harmful cells (5). Intriguingly, PANoptosis has been implicated in the progression of various diseases, including cancer, highlighting its potential as a target for innovative treatments (6). For example, research has indicated that manipulating PANoptosis pathways could influence the development of tumors and the effectiveness of cancer therapies (7).

Despite the known significance of programmed cell death mechanisms like apoptosis in cancer, the specific contributions of PANoptosis to breast cancer progression and patient outcomes remain underexplored (8). While prognostic models based on PANoptosis-related genes have shown promise in other cancers, a dedicated model for breast cancer prognosis is yet to be established (9). This gap underscores the need for a deeper understanding of PANoptosis in breast cancer, which could unlock new avenues for diagnosis and treatment (10).

This study aims to bridge this gap by conducting a thorough analysis of breast cancer samples from the TCGA-BRCA and GEO datasets. By employing cutting-edge single-cell sequencing technologies and a comprehensive set of machine learning techniques, we have identified critical PANoptosis-related genes associated with breast cancer outcomes. Using these insights, we developed a novel prognostic model that categorizes breast cancer patients into distinct risk groups, offering a new tool for predicting survival and guiding treatment decisions. Our model’s effectiveness was rigorously tested across multiple datasets, and we further investigated the molecular and immunological profiles of the risk categories identified, providing a comprehensive view of the implications of PANoptosis in breast cancer.





Materials and methods




Data acquisition

The foundation of our research involved the compilation of PANoptosis genes, encompassing elements of pyroptosis, apoptosis, and necroptosis, which were meticulously curated from GeneCards, GSEA gene sets, KEGG pathways, and relevant literature (11, 12). This curation process yielded a comprehensive list of genes integral to the PANoptosis pathway, detailed in Supplementary Table S1.

The training dataset was assembled from the TCGA database, which included gene profiles, mutational data, and clinical information from breast cancer cases. Samples without survival data were carefully excluded from the dataset to ensure data completeness and accuracy.

To enhance the robustness of our findings and validate our model, we obtained additional datasets from the Gene Expression Omnibus (GEO) database and MetaGxData (13). These validation datasets were comprised of samples from various studies, namely GSE93601, GSE76250, GSE70947, GSE20685, GSE131769, GSE96058, GSE20711, GSE24450, GSE202203, GSE21653, GSE86166, GSE48391, GSE88770 and PNC. This comprehensive approach allowed us to validate our results across diverse datasets and strengthen the reliability of our findings.





Single-cell analysis

Single-cell RNA sequencing data for breast cancer was sourced from the GEO database (accession number GSE161529) as the basis for our single-cell analysis (14). Our preprocessing protocol began with the elimination of genes that were not expressed in any samples, specifically those with zero counts across all cells. This step was critical to focus our analysis on active genetic elements within the samples. We then normalized the gene expression matrix. This normalization process, conducted using the “SCTransform” function within the Seurat R package, allowed for the correction of technical variances and the stabilization of variance across features. Subsequent dimensionality reduction techniques, including PCA, tSNE, and UMAP, were employed to distill the high-dimensional data into a more interpretable form, facilitating the identification of cellular phenotypes and states. Cell populations were categorized using the “FindNeighbors” and “FindClusters” functions, which are instrumental in discerning the heterogeneity within the cell populations. We augmented our quality control measures by identifying and removing doublets with the DoubletFinder R package, further ensuring the integrity of our dataset (15).

Following these rigorous quality control measures, we retained approximately 37,451 cells for subsequent analyses. The final step involved cell type assignment; a task made efficient using Celltypist (16). This comprehensive approach ensured the robust processing and analysis of the single-cell data, setting a strong foundation for our research endeavors.





CellChat analysis

For the investigation of intercellular communication within the tumor microenvironment, we utilized the “CellChat” R package, which allows for the analysis of cell-cell interactions based on ligand-receptor pairs (17). We constructed CellChat objects for each group using their respective UMI count matrices. The “CellChatDB.human” database was employed as the reference for known ligand-receptor interactions, enabling us to analyze the complex signaling networks within our samples. Using the default settings within CellChat, we performed a comparative analysis of the interaction counts and strengths between different cell types. To synthesize this information across groups, we merged the individual CellChat objects using the “mergeCellChat” function. This step was crucial for aggregating data to observe broader trends in cell communication. Differences in interaction number and strength among specific cell types across groups were visualized using the “netVisual_diffInteraction” function. We ascertained variations in signaling pathways through the “rankNet” function and depicted the spread of signaling gene expression across groups with “netVisual_bubble” and “netVisual_aggregate” functions.





Functional analyses

To elucidate the complex landscape of differential PANoptosis-related gene expression between tumor and normal tissues, we utilized the GO and KEGG databases for a thorough assessment of associated functional activities and pathways (18, 19). The Enrichplot package within R was employed to visualize the results of this enrichment analysis. In parallel, the clusterProfiler algorithm facilitated Gene Set Enrichment Analysis (GSEA) to distinguish the biological functions between distinct breast cancer risk subgroups identified by our model (20). We established a False Discovery Rate (FDR) below 0.05 to denote statistical significance, enhancing the robustness of our findings by performing 1,000 permutations for each analysis. This comprehensive approach allowed us to identify key functional pathways differentially activated in our PANoptosis-related gene sets, providing insight into the molecular underpinnings of breast cancer pathology and prognosis.





Establishment of the PANoptosis score

To uncover the significance of PANoptosis in BC, a systematic methodology was adopted. This exploration commenced with a differential analysis, specifically comparing gene expression patterns between tumor and normal tissues using the TCGA-BRCA dataset.

To visually depict the outcomes of differential gene expression, we employed a heatmap, effectively illustrating the observed disparities. Concurrently, we analyzed gene correlations, utilizing the igraph package. The crucial PANoptosis Score was then meticulously calculated. This calculation was based on the differentially expressed PANoptosis-related genes. In this effort, we utilized the ssGSEA algorithm for bulk data analysis (21), while for single-cell data, we employed the Ucell algorithm (22). This dual approach ensured a comprehensive and robust assessment of the PANoptosis Score, facilitating a deeper understanding of its role in breast cancer.





Development and validation of the PANoptosis-model

In constructing a prognostic model for breast cancer based on PANoptosis, we followed the analytical workflow established by Liu et al. (23). We integrated ten classical computational algorithms, including Random Forest (RSF), Least Absolute Shrinkage and Selection Operator (LASSO), Gradient Boosting Machine (GBM), Survival Support Vector Machine (Survival-SVM), Supervised Principal Components (SuperPC), Ridge Regression, Partial Least Squares Regression for Cox (plsRcox), CoxBoost, Stepwise Cox, and Elastic Network (Enet). each bringing unique strengths in dimensionality reduction and variable selection, as detailed in Supplementary Table S2. The TCGA-BRCA dataset served as the training cohort, with the combination of these algorithms being used to create the prognostic signature. We then evaluated the model’s predictive power using the average concordance index (C-index) across five external test cohorts from the GEO database. This process allowed us to identify the most effective prognostic model for breast cancer, which we refer to as the PANoptosis-model:

	

Where ‘n’ represents the number of PANoptosis genes, ‘Exp’ signifies the PANoptosis gene profile, and ‘β’ denotes the multi-Cox coefficient.

This model calculates a risk score based on the expression profile of PANoptosis genes and their respective coefficients derived from multivariate Cox regression. Patients from the TCGA-BRCA dataset were stratified into different risk groups according to these scores. The generalizability of the risk score was then validated using additional external datasets, which served as independent test cohorts. Kaplan-Meier survival analysis, conducted with R v4.2, was employed to discern survival differences between the risk groups, with a p-value of less than 0.05 indicating statistical significance. This meticulous approach ensured that the PANoptosis-model was robustly validated and capable of accurately predicting patient outcomes.





Genomic character analysis

To unravel the genomic alteration disparities between the PANoptosis-model subgroups, we conducted an extensive examination of mutation and Copy Number Alteration (CNA) data within the TCGA-BRCA dataset.

We initiated this analysis by extracting the raw mutation file and proceeded to calculate the Tumor Mutation Burden (TMB) for each sample. To provide insights into the genetic landscape, we visually represented the top 28 genes utilizing the maftools package. Following the methodology described by Wang et al. (24), we employed the deconstructSigs package to derive mutational signatures unique to each patient. Notably, we highlighted four signatures with notable occurrence frequencies in BRCA: SBS1, SBS3, SBS11, and SBS12.

Furthermore, we selected the top 5 regions exhibiting a high-level CNA frequency. Particular attention was given to genes within chromosomes 13q34, including CDK19, SOBP, ATG5, and FYN. This comprehensive analysis provided valuable insights into the genomic alterations within the PANoptosis-model subgroups.





Estimation of TME variations

We collected five algorithms [MCPcounter (25), xCell (26), CIBERSORT (27), quanTIseq (28), and TIMER (29)] to estimate the abundance of diverse immune cells through different risk score groups using the IOBR package (30). Furthermore, we utilized ESTIMATE and TIDE to assess the composition, structure, and state of the tumor microenvironment (31, 32). This analysis provided crucial insights into the biological traits and prognosis of the tumor. Finally, the expression features of multiple immune checkpoints were also quantified to explore the immune state, preliminary predicting therapeutic sensitivity to ICIs therapy.





Selections of therapeutic targets and agents

For estimating drug targets and predicting chemotherapeutic responses, we obtained comprehensive target data for 6,125 compounds from the Drug Repurposing Hub (https://clue.io/repurposing), resulting in 2,249 distinct drug targets after removing duplicates (33). We used Spearman correlation analysis to identify potential drug targets associated with unfavorable prognosis by correlating the gene expression of targetable genes with risk scores (correlation coefficient > 0.25, P< 0.05). Subsequently, we correlated CERES scores with risk scores for brain cell lines from CCLE, identifying genes (correlation coefficient < -0.2, P< 0.05) associated with poor prognosis dependence (34).

To predict drug responses accurately, we leveraged CTRP and PRISM datasets, which contain extensive drug screening and molecular data across cancer cell lines. We performed differential expression analyses between bulk and cell line samples. For drug response prediction, we employed the reliable ridge regression model within the pRRophetic package. This model was trained on expression profiles and drug response data from solid Cancer Cell Lines (CCLs) and exhibited robust performance, validated by default 10-fold cross-validation (35).

Additionally, we conducted a Supplementary Connectivity Map (CMap) analysis to assess the therapeutic potential of candidate agents in BC (36). We performed differential gene expression analysis between tumor and normal tissue samples and then submitted the top 300 genes (150 up-regulated and 150 down-regulated) to the dedicated CMap website (https://clue.io/query). This analysis drew on gene expression signatures from CMap v1 and the LINCS database. Negative connectivity scores indicated the potential therapeutic efficacy of perturbations in the disease context.





Human sample collection and IHC staining

In this study, we obtained specimens from a cohort of 30 patients diagnosed with BC at the Guizhou Provincial People’s Hospital. These specimens were collected during surgical procedures. Hematoxylin and eosin (HE) staining was applied to the specimens based on established protocols. Diagnostic evaluations were independently conducted by two pathologists. Comprehensive cohort details are provided in Supplementary Table S3.

Immunohistochemistry (IHC) was conducted on paraffin-embedded samples, adhering to methods outlined in our earlier publications (37, 38). The antibodies utilized are enumerated in Supplementary Table S4. Evaluation was consistent with established protocols and scoring guidelines. Two pathologists independently assessed protein expression levels, consistent with the methodology described in our previous work (38).





qRT-PCR and patient stratification

RNA was isolated from breast cancer samples using TRIzol reagent (Invitrogen, Carlsbad, CA, USA). This was followed by the synthesis of cDNA and qRT-PCR procedures, employing GoScript reverse transcriptase and Master Mix (Promega), following the manufacturer’s instructions. Data were captured using the CFX96 Touch Real-Time PCR Detection System (BioRad, Hercules, CA, USA). The relative quantification of gene expression was performed with the 2-ΔΔCq method, normalizing against GAPDH as the reference gene.

Patient stratification into low-risk and high-risk categories was achieved through the evaluation of gene expression levels, applying a specific threshold based on the PANoptosis-model’s equation.





Statistical analysis

Data processing and statistical analysis were conducted using R software (version 4.2.3). We applied the Wilcoxon signed-rank test to evaluate expression differences between BC patients and controls. Pearson and Spearman correlation analyses were utilized to determine statistical correlations between parametric and non-parametric variables, respectively. Significance was established at a p-value< 0.05, with gradations indicated as *p< 0.05, **p< 0.01, ***p< 0.001, ****p< 0.0001.






Results




Differential expression of PANoptosis genes in breast cancer tissues

The overall design of this study is displayed in Figure 1. We identified 52 pyroptosis genes, 581 apoptosis genes, 101 necroptosis genes, and 28 potential PANoptosis genes. To comprehensively evaluate the expression landscape of PANoptosis-related genes in BC, we conducted differential gene expression analysis comparing tumor samples to normal counterparts within the TCGA-BRCA dataset. The heatmap depiction underscores a pervasive pattern of dysregulated PANoptosis gene expression within BC samples, delineating a stark contrast between malignant and non-malignant tissue profiles (Supplementary Figure S1A; Supplementary Table S5). In our subsequent analysis, we discerned 61 genes with prognostic significance within the realm of PANoptosis, segregating these into four distinct clusters of expression (as depicted in Figure 2A). A particularly compelling positive correlation emerged between IFNG and FASLG within cluster A (cor = 0.84, P-value< 0.001), suggesting a concerted regulatory mechanism at play. Similarly, cluster B showcased a noteworthy synergistic expression pattern between YWHAZ and CD24 (cor = 0.300, P-value< 0.001). In stark contrast, cluster D revealed an intriguing negative correlation between POU4F1 and SIAH2 (cor = -0.34, P-value< 0.001), hinting at an intricate antagonistic interaction pertinent to BC progression (Figure 2A).




Figure 1 | The overall flow of this study.






Figure 2 | Differential expression of PANoptosis genes in breast cancer tissues. (A) 61 differentially expressed PANoptosis genes were categorized into four cell clusters (A, B, C, and D), and this network revealed the complicated relationships between these genes. The red or blue line represented a positive or negative correlation. The larger the circle, the stronger the impact of a single gens on BC. (B) The PANoptosis-score was compared among two groups in the TCGA-BRCA dataset, (C–E) Validation datasets of GSE93601 (C), GSE76250 (D) and GSE70947 (E) for PANoptosis-score. (F) Relevance of PANoptosis-score and immune cell infiltration. (G, H) The correlation between PANoptosis-score and CD8+T cells and M2 macrophages. **P<0.01, ****P < 0.0001.



Further refining our investigative scope, we introduced a novel metric, the PANoptosis-score, crafted to quantify the cumulative activity of PANoptosis pathways within BC. Our scrutiny extended across the foundational TCGA-BRCA dataset and was corroborated by analyses within three ancillary datasets (GSE93601, GSE76250, and GSE70947). The data cohesively pointed to an elevated PANoptosis-score in BC patients relative to normal groups, a finding consistently replicated across all datasets examined (Figures 2B–E). The enrichment analyses were conducted to clarify the function and pathways of these genes within BC patients. The Proteomaps indicated that these differentially expressed genes related to PANoptosis displayed strong relationships with 15 top roles, such as signal transduction, signaling molecules and interaction, and transcription. Massive signaling pathways were exhibited including IL19, IL16, PDX1 and IL33 (Supplementary Figure S1B).

Based on the background that tumor microenvironment (TME) participates in the progression of tumors, the association between the PANoptosis-score and 26 infiltrated immune cells was further elaborated as unraveled in Figure 2F, of which Th1 cells, Tregs and M1 macrophages were positively infiltrated with PANoptosis-score in BC patients, in contrast, taking M2 macrophages as an example, 11 immune cells were negatively correlated with PANoptosis-score. According to the correlation analysis results from Figures 2G, H, it was confirmed that the PANoptosis-score exhibited a positive relevance with CD8+T cells, but a negative relation to M2 macrophages.





Single-cell analysis reveals PANoptosis dynamics in BC

To further assess the PANoptosis features in BC, the single-cell transcriptome analysis was performed, of which a total of eight patients and two groups (tumor and normal) were enrolled in this analysis (Figures 3A, B). We then grouped them into fifteen cell clusters and identified seven cell types (Figures 3C, D). The bar chart clearly and intuitively presented the proportion of seven cell types in normal and BC tissues, of which three cell types, including T cells, macrophages, and epithelial cells, accounted for far over fifty percent in tumor tissues relative to the normal tissues, and conversely, Pericytes, fibroblasts and endothelial cells occupied higher proportion in normal tissues (Figure 3E). To accurately observe the distribution of these cells, they were individually annotated by their biomarkers. For example, T cells were marked by IL7R, CD36 was specifically expressed in the surface of endothelial cells, and fibroblasts were exclusively annotated by COL1A1 and PFGFRA, in addition, CD68, CD14, RGS5 and EPCAM were the markers of macrophages, Pericytes and epithelial cells, respectively (Figure 3G). Moreover, the mRNA expression levels of massive protein molecules were observed across these seven cells (Figure 3H), revealing that these specifically expressed molecules served as potential biomarkers for corresponding cell types.




Figure 3 | Single-cell analysis reveals PANoptosis dynamics in BC. (A) Distribution of cells collected from 8 patients. (B) Distribution of cells from tumor and normal tissues. (C) Distribution of 15 cell clusters. (D) Distribution of 7 annotated cell types. (E) Bar chart unveiling the proportion of 7 immune cells in two groups. (F) PANoptosis activity in each cell. (G) Specific marker genes for each immune cell. (H) Top three marker genes in each immune cell. (I) Mountain map exhibiting PANoptosis-score in each cell type. (J) Violin map revealing the difference of PANoptosis-score among normal tissues, tumor-diploid, and tumor-aneuploid in epithelial cells. ****P < 0.0001.



Subsequently, the Ucell algorithm was applied for the calculation of the PANoptosis-score among diverse cells as shown in Figure 3F as well as it was outlined that this score existed notable distinctions in separate cell types. The mountain map plainly and separately unfolded the divergence of the PANoptosis-score among these seven cell types, finding that this score was distinctive in each cell subtype, and noting that epithelial cells, endothelial cells and fibroblasts possessed higher PANoptosis-score (Figure 3I). We further utilized copykat algorithms to identify the tumor cell from epithelial cells in tumor tissues (Figure 3J). Corresponding with the results of bulk sequence, in epithelial cells, the PANoptosis-scores of tumor-aneuploid exceeded the score in normal and tumor-diploid samples, suggesting that the extent of PANoptosis was tightly correlated with the development of tumor.





Deciphering the variations of cell-cell interactions within BC patients

To clarify the interaction status among these seven cell types (epithelial cells, endothelial cells, B cells, T cells, plasma cells, macrophages, and fibroblasts) in two groups, the bar chart revealed that the numbers and strength of cell-cell interaction in normal groups outperformed BC patients (Figure 4A). Subsequently, the network map visually displayed the interaction among seven cells, hence it was found that these three cells, including epithelial cells, fibroblasts and endothelial cells, had stronger interaction in normal populations, accompanied by a weak interaction relationship with the other four cells, such as macrophages, plasma cells, T cells and B cells, in contrast to BC patients (Figure 4B). Ulteriorly, the interaction of each intracellular pathway within distinctive groups was identified, witnessing that most of the signaling pathways were notably active in normal populations, such as SELE, ANGPT, CCL, ANGPTL, and other twenty pathways, whereas the activation of seven pathways, namely APP, MIF, MK, ESAM, PECAM1, CD99 and SPP1, primarily occurred in BC patients (Figure 4C).




Figure 4 | Deciphering the variations of cell-cell interactions within BC patients. (A) Comparison of interaction number and strength of multiple cell types between two groups. (B) Detailed cell communications among each cell type. (C) The bar chart signifies the proportion of massive signaling pathways from diverse cell types in each population. (D) Identifying the distinctions of interaction strength of incoming outgoing in separate groups. (E) Dot plot revealing the distribution of multiple signaling molecules in B cells, macrophages, T cells and plasma cells between normal and tumor samples.



To accurately identify the cell groups in dynamic situations where the received or submitted signals were changed, the comparison based on the outgoing and incoming interaction strength was developed in 4D space. According to this result, it was displayed that epithelial cells, endothelial cells and fibroblasts were classified as primary sources and targets for normal populations, while the chief sources of BC patients were macrophages and plasma cells, indicating the potential that they partook in the progression of BC (Figure 4D). Additionally, we further examined the strong interaction probability among T cells, B cells, plasma cells and macrophages. It was seen that the interaction obtained between CDL6A2 and CD44 and ITGAV+ITGB8 exclusively belonged to normal groups, while the interplay between CD44 and SPP1, FN1 merely occurred in BC patients (Figure 4E).





Machine learning approaches to develop a prognostic PANoptosis model

In the TCGA dataset and other five testing cohorts, 55 combined algorithms were leveraged to establish the PANoptosis-model, as well as obtained the mean C-index value of each algorithm for each combination (Figure 5A). As the result unveiled, the mean C-index of the RSF algorithm was highest compared with other algorithm combinations, emphasizing that this algorithm was competent to recruit prognostic genes and construct a predictive model (Figure 5A). To ensure the effectiveness of the subsequent established predictive model, the random forest model was deployed, as well a smaller generalization error (or OOB error) was strongly demanded. It was seen that OOB error was continuously decreasing and dynamic equilibrium between 0.4 and 0.38 (Figure 5B). Meanwhile, based on the analysis of random forest, we ultimately recruited six of the most significant genes pertinent to PANoptosis, namely, CD24, BMF, DAPK2, GNAI3, NR4A2 and SRC, which could be utilized to construct a prognostic model further (Figure 5C):




Figure 5 | Machine learning approaches to develop a prognostic PANoptosis model. (A) The C-indexes of the 55 machine-learning algorithm combinations in the six testing cohorts. (TCGA, GSE20685, GSE131769, GSE96058, GSE2071 and GSE24450). (B) The forest model showcases the error rate in several different trees. (C) The importance of each significant PANoptosis gene. (D) The difference in OS, and survival status between two groups. Heatmap quantifying the expression levels of six PANoptosis genes in distinctive populations. (E) KM survival illustrates the survival probability in these two groups. (F) The kernel-smoothing hazard function plot demonstrates the correlation between relapse hazard and moths in two populations. (G) The ROC curves visualize the AUC values of the PANoptosis-model at one-, three-, and five-year.



	

Consequently, two subgroups were successfully divided according to multivariate coefficient of the six genes, of which the low-risk group was superior in prognosis, accompanied by longer OS and more alive people, which was in contrast to the high-risk group. Moreover, the expression profiles of these six genes were visualized, of which SRC, NR4A2 and DAPK2 were exceedingly abundant in low-risk populations, while GNAI3, BMF and CD24 exhibited higher expression levels in the high-risk patients (Figure 5D). Furthermore, the PANoptosis-model predicted the survival probability of separate-risk patients, displaying that low-risk patients possessed longer OS than high-risk BC patients (Figure 5E). The analysis of the Kernel-smoothing hazard also reflected the fact that the high-risk patients possessed a higher probability of BC recurrence compared to low-risk BC patients according to the hazard values (Figure 5F). Ultimately, the ROC curve evaluated the predictive ability of this model, since the range of AUC value was between 0.603 and 0.613, demonstrating that it was a robust and reliable prognostic model (Figure 5G).





Predictive performance of the PANoptosis prognostic model

The univariate and multivariate Cox regression analyses were resorted to evaluate the independence of our prognostic model and other clinical factors. The result from univariate Cox analysis indicated that these indicators, including risk score, menopause, stage, T, N and M, were capable of exerting influences on the survival rate of BC patients. Interestingly, the multivariate Cox regression analysis interpreted that risk score and age conformed to the criteria (P< 0.05), demonstrating that our PANoptosis-model was equipped with independence of prediction for BC patients (Figure 6A). Since the stage is a valuable reference in clinical practice, we then established a PANoptosis-nomogram to precisely predict the survival probability for BC patients at one-, three-, and five-year, which is composed of risk score, stage and age (Figure 6B). As the calibration curves illuminated, the nomogram-predicted OS was extremely consistent with the observed OS, confirming the accuracy of this nomogram (Figure 6C). In addition, the decision curve analysis (DCA) and the Hosmer-Lemeshow analysis continued to be conducted to enhance the nomogram persuasiveness. The DCA manifested that the net benefit of the PANoptosis-model curve far outweighed the other two curves, representing the efficiency of this model (Figure 6D). Similarly, its salient performance was again validated via the Hosmer-Lemeshow analysis, due to the result that the PANoptosis-nomogram curve did not exist apparent distinction with the ideal curve (P = 0.132) (Figure 6E), implying a superb predictive capability of this model. According to these data, it was summarized that the PANoptosis-nomogram had terrific potential and value for clinical application.




Figure 6 | Predictive performance of the PANoptosis prognostic model. (A) The univariate Cox regression analysis comprised of risk score, age, menopause, LN, PR, ER, HER2, stage, T, N, and M, and the multivariate Cox regression analysis composed of risk score, age, menopause, stage, T, N, and M. (B) The establishment of a PANoptosis-nomogram made up of risk score, stage, and age. (C) The calibration curves assess the correctness of this nomogram prediction for OS at 1-, 3-, and 5-year. (D) The PANoptosis-model possesses higher net benefit and threshold probability than treat all and treat none. (E) The Hosmer-Lemeshow curve of PANoptosis-nomogram plotted by actual PANoptosis-model and nomogram predicted probability. (F) 11 ROC curves respectively unfolding the corresponding AUC values of the risk score and ten clinicopathological indexes. ***P < 0.001.



We also observed the predictive performance of eleven factors via the ROC curve, of which except for ER (AUC = 0.42) and PR (AUC = 0.4), the AUC value< 0.5, the good predictive potential of other factors was demonstrated (AUC > 0.5, Figure 6F). The C-index is a fundamental approach to appraise the predictive capability of distinctive models. We proceeded to assess the predictive efficacy of our model against 100 published signatures through C-index evaluation across the training cohort and ten testing cohorts. Remarkably, our PANoptosis-model demonstrated consistently higher precision compared to other models in the majority of the cohorts, underscoring model’s robustness (Supplementary Figure S2).





Genomic alterations and their prognostic implications in PANoptosis

The above findings had preliminarily mentioned genetic alterations in two groups, to deeply analyze these diversities between two populations, we introduced multi-omics analysis to inspect the genetic variations within separate groups (Figure 7A). It was observed that the tumor mutational burden (TMB) of low-risk patients was comparatively lower in comparison to the high-risk populations. Moreover, this finding was again emphasized via the findings from Figures 7B, C. In Figure 7B, we calculated and visualized the TMB value, of which a lower TMB value was detected in low-risk patients instead of in high-risk populations (P< 0.05). Additionally, the TP53 mutational frequency was individually calculated among these two groups, respectively, as well as a higher proportion of the TP53 MUT was discovered in high-risk patients, which accounted for 58% and far surpassed the 38% of low-risk patients (Figure 7C). These three mutational signatures of SBS12, SBS1 and SBS11 primarily occurred in high-risk patients. Secondly, it was also detected that the mutation frequency of other genes, such as PIK3A, TTN, HMCN1 and CCDC168, also showed obvious heterogeneity between these two populations. Besides, the amplification of 3p25.1, 6q21 and 13q34, as well as the deletion of 1p21.2, 17p12, 17q21.31 and 19p13.3 were identified in high-risk patients. These results were demonstrated due to the gain of oncogenic genes CDK19, SOBP, ATG5 and FYN in chr6q21 (Figure 7A). After that, the expression levels of six PANoptosis-related genes were quantified, as the heatmap showcased that SRC, DAPK2 and NR4A2 were primarily up-regulated in low-risk BC patients, while other three PANoptosis genes had higher expression levels in other risk patients (Figure 7D). Subsequently, the relevance between the risk score and survival status (Figure 7E) and tumor grade (Figure 7F) was explained, respectively. The risk score presented a remarkably positive correlation with status and grade, hinting that PANoptosis was pivotal in BC development. Ultimately, we compared the enrichment divergences of landmark pathways between two populations using GSEA analysis, of which five signaling pathways related to the immunoreaction had lower abundances in the high-risk patients, such as T cell-mediated cytotoxicity, antigen processing and presentation of peptide antigen, taking the positive regulation of epithelial cell differentiation pathway as an example, these five pathways, which were involved in cell development, were dramatically down-regulated in the low-risk patients (Figure 7G).




Figure 7 | Genomic alterations and their prognostic implications in PANoptosis. (A) Genomic alteration landscape according to PANoptosis-model, including TMB, mutational signature, mutated frequencies of top 28 genes, CNV alteration and the distribution of selected genes in Chr6p21; Bar chart visualized the proportion. (B) The logarithmic value of TMB was computed in each group. (C) The TP53 MUT separately accounted for 58% and 38% in high- and low-risk patients, and similarly the percentages of WT were 42% and 62% between them, respectively (D) The heatmap presenting the expression profiling of five important PANoptosis genes in distinct populations and other clinicopathological factors, such as age, LN, stage, and HER2. (E, F) The violin charts individually indicated the association of risk score and status (E) and grade (F). (G) GSEA analyses results from the high-risk subgroup compared with the low-risk one. *P<0.05, **P<0.01, ***P<0.001, ****P < 0.0001.







Tumor microenvironment evaluations using the PANoptosis model

Due to the significance of the TME in tumor development, we explored the immune discrepancies between these two populations using multiple methods, including CIBERSORT, xCell, MCP counter, TIMER and quanTIseq, to deeply analyze the prognostic mechanisms. We observed that a majority of immune cell types were prominently distributed in low-risk BC patients, such as neutrophil cells, monocyte cells, CD4+T cells and NK cells, and a minority of cells were found in the high PANoptosis-score patients, for instance, pDC cells, Tregs, and dendritic cells (Figure 8A). Consistent with immune infiltration, low-risk patients possessed a higher abundance of ICIs compared to high-risk patients, accompanied by a favorable prognosis (Figure 8B). To further assess the TME variation and validate the analyzed results, we performed IHC staining based on key cell markers and ICIs in-house collected samples, the representative IHC images and statical results are shown in Figures 8C, D.




Figure 8 | Tumor microenvironment evaluations using the PANoptosis model. (A) The distribution of multiple infiltrated immune cells derived from five algorithms (xCell, CIBERSORT, quanTIseq, TIMER) in two populations. (B) The expression features of massive immune checkpoints in these two risk-score subgroups. (C) IHC images of infiltrated immune cells and ICIs targeting the representative makers. (D) Statistical result of (C). *P<0.05, **P<0.01, ***P<0.001, ****P < 0.0001. ns, not significant.







Prognostic implications of PANoptosis for ICIs therapy response

Through the evaluation of TME, it was speculated that low-risk BC patients may be superior in response to immunotherapy based on more immune cell infiltration and higher expression levels of ICIs genes, consequently demanding further validation. It is well-known that TIDE has been widely utilized to examine the efficiency of immunotherapy, and it typified a negative relevance with the responsiveness. Here, higher Dysfunction values were observed in low-risk patients, but there were no prominent differences in the TIDE and Exclusion scores between these two patients (P > 0.05) (Figure 9A). The survival probabilities included four combinations that were separately evaluated as shown by four KM survival curves, suggesting that low-risk score and high TIDE were superior in the outcome than other combinations, which claimed that low-risk patients with high TIDE value implied the further improvement of prognosis effect and risk score played a domain and decisive role (Figure 9B).




Figure 9 | Prognostic implications of PANoptosis for icis therapy response. (A) Differences of TIDE value, dysfunction value and exclusion value in low- and high- risk populations. (B) To compare the OS of four combinations composed of (low or high) TIDE and (low or high) risk score, individually. (C) The relevance of the risk score and CTA score, recombination defect, wound healing and proliferation. (D) IPS (Immunophenoscore) value of each combination among two risk groups. (E) Putative ICIs therapy response in two risk BC patients.



We estimated the tumor immunogenicity characteristics according to these indexes including CTA score, recombination defect, wound healing and proliferation, since their dysregulation could furnish new impetus for the development of tumors. As the outcomes exhibited, these four indexes displayed sensibly positive relations with the risk score, proposing that high-risk BC patients possessed inferior prognoses (Figure 9C). Until now, it has not been determined which groups were more suitable for ICIs therapy, so we introduced the IPS score from the TCGA dataset to diagnose. It was emphasized that the IPS scores were all extremely high in low-risk BC patients, representing that this group was more likely to acquire benefits from immunotherapy, no matter what alone or combined therapy methods were (Figure 9D). Ultimately, the assessment of response to PD1, PDL1, CTLA4 and MAGE-A3 treatment provided the immunotherapy chance for high-risk populations, but this group was merely limited to response to anti-PD-1 and MAGE-A3 treatments (P< 0.05) (Figure 9E). Collectively, the PANoptosis-model predicted the responsiveness to ICIs therapy between distinctive groups, as well as low-risk BC patients were more beneficial for this treatment in clinical.





Chemotherapy response and PANoptosis signatures

While novel therapeutic approaches, including targeted therapy, have been explored, chemotherapy remains an essential option for clinical cancer treatment. Therefore, it is imperative to employ the PANoptosis model to predict chemotherapy response in BC patients, to improve the prognosis, especially for high-risk BC patients. The identification of therapeutic targets is deemed a pivotal measurement to breaking undruggable dilemmas. So, Spearman’s correlation analysis was utilized to select, finding that four proteins had a higher abundance in high-risk patients, which also indicated that this group was more prone to chemotherapy. Moreover, the CERES scores also supported the finding that these four proteins were considered therapeutic targets for high-risk BC patients (Figure 10A). Meanwhile, the candidate drug targeting these four anti-cancer drugs was characterized as having higher drug sensitivity (Figure 10B). Together, ACTB, SLC15A1, SLC5A6, and SQLE were recommended as potential therapeutic targets.




Figure 10 | Chemotherapy response and PANoptosis signatures. (A) The left plots illuminating the spearman’s rank correlation coefficient of five candidates, among them the red and blue plots signifying the positive and negative correlations, respectively. Correspondingly, the right scatter plots separately denoting the relevance between the risk score and each candidate’ protein abundance and CERES score. (B) Spearman correlation between mRNA expression of potential targets and drug sensitivity across cancer cell line. (C, D) Correlation coefficients of two compounds from PRISM dataset (C) and of four compounds gotten from CTRP (D), of which the larger circle, the lower P-value. Accordingly, the right boxplot illustrating the remarkable distinction of AUC value between these two risk groups in each compound. (E) A multiple-perspective analysis was constituted by clinical status, experimental evidence, mRNA expression and CMap score of six compounds. ***P < 0.001.



In the following, we continued to identify underlying drugs from PRISM and CTRP datasets. This study displayed that a total of six candidate compounds were listed, among them ispinesib and LY2606368 compounds from the PRISM dataset (Figure 10C), and the CTRP dataset including SB-743921, paclitaxel, BI-2536 and GSK461364 compounds (Figure 10D). We also found that lower AUC value was reported in high-risk patients, hinting a better responsiveness to chemotherapy in this population. Since the above finding was unable to determine the most superior drugs, therefore, a multiple-perspective analysis was further conducted. Among them, the clinical status, experimental evidence, mRNA expression levels and CMap score of these six compounds were disclosed, based on the criterion CMap score< -35, concluding that only BI-2536 and ispinesib were ultimately chosen as therapeutic drugs for high-risk BC populations (Figure 10E; Supplementary Table S6).






Discussion

Our investigation into the role of PANoptosis in breast cancer marks a significant stride toward refining prognostic tools and personalizing patient care. By developing a risk score rooted in the intricate mechanisms of PANoptosis—encompassing pyroptosis, apoptosis, and necroptosis—we’ve unveiled a multifaceted perspective on tumor biology and patient outcomes. This approach not only sheds light on the underlying processes driving breast cancer progression but also sets the stage for targeted therapeutic strategies that could dramatically alter the clinical landscape.

The introduction of our PANoptosis-based risk score has the potential to revolutionize treatment paradigms in breast cancer care. By accurately stratifying patients according to their risk, we can pave the way for more nuanced treatment strategies—those at higher risk might benefit from innovative, aggressive treatments earlier in their disease course, while lower-risk patients could avoid unnecessary side effects from overtreatment. Moreover, our findings underscore the potential of targeting the PANoptosis pathway as a novel therapeutic avenue, offering hope for treatments that could inhibit tumor growth and metastasis more effectively.

Crucially, our study illuminates the complex relationship between PANoptosis and key processes in cancer development. While our analysis provides valuable insights into PANoptosis and its association with breast cancer prognosis, we did not directly investigate its relationship with EMT or other specific pathways involved in cancer metastasis. However, the identification of key PANoptosis-related genes and their prognostic significance underscores the potential of further research in these areas. Future studies could explore how these genes interact within the broader network of cancer progression mechanisms, potentially uncovering novel targets for therapeutic intervention. Understanding how PANoptosis intersects with other cellular processes to drive or inhibit cancer spread is essential for developing targeted interventions that could halt progression and improve survival outcomes.

While our study represents a pivotal step forward, we must acknowledge the limitations inherent in our current model, most notably the exclusion of molecular subtypes of breast cancer. This oversight is significant; the diversity of breast cancer at the molecular level profoundly influences both prognosis and therapeutic response. Future iterations of our research will need to incorporate these subtypes to fully capture the complexity of breast cancer and refine the applicability of our risk score in diverse clinical contexts.

Looking forward, integrating our PANoptosis-based risk score with molecular subtyping and other biomarkers could yield a robust, multifactorial tool for breast cancer prognosis and treatment planning. Collaborative research efforts that bridge basic science and clinical practice are essential for translating these insights into tangible benefits for patients. Moreover, exploring the potential of combination therapies that target both PANoptosis pathways and other key drivers of tumor growth and resistance may offer new hope for challenging cases of breast cancer.

In sum, our study contributes a vital piece to the puzzle of breast cancer prognosis and treatment, highlighting the importance of PANoptosis in shaping patient outcomes. While challenges remain in translating these findings into clinical practice, the promise of more personalized, effective treatment strategies based on our understanding of PANoptosis offers a new horizon in breast cancer care. As we move forward, expanding the scope of our research to address the limitations identified and exploring the full therapeutic potential of targeting PANoptosis will be crucial in our ongoing battle against breast cancer.
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MICA and MICB are Class I MHC-related glycoproteins that are upregulated on the surface of cells in response to stress, for instance due to infection or malignant transformation. MICA/B are ligands for NKG2D, an activating receptor on NK cells, CD8+ T cells, and γδ T cells. Upon engagement of MICA/B with NKG2D, these cytotoxic cells eradicate MICA/B-positive targets. MICA is frequently overexpressed on the surface of cancer cells of epithelial and hematopoietic origin. Here, we created nanobodies that recognize MICA. Nanobodies, or VHHs, are the recombinantly expressed variable regions of camelid heavy chain-only immunoglobulins. They retain the capacity of antigen recognition but are characterized by their stability and ease of production. The nanobodies described here detect surface-disposed MICA on cancer cells in vitro by flow cytometry and can be used therapeutically as nanobody-drug conjugates when fused to the Maytansine derivative DM1. The nanobody-DM1 conjugate selectively kills MICA positive tumor cells in vitro. 




Keywords: MICA, NKG2D, NKG2D ligands, cancer, nanobodies, VHHs, immuno-oncology, nanobody drug conjugate




1 Introduction

The Class I MHC-like molecules MICA and MICB are stress-induced surface glycoproteins, absent from healthy cells but upregulated on virus-infected or malignantly transformed human cells (1). MICA/B are ligands for NKG2D, an activating receptor on NK cells, CD8+ T cells, and γδ T cells (2). Upon engagement of NKG2D, these cytotoxic cells can eradicate MICA-positive targets, assisted by secretion of cytokines (3–5). Elevated levels of MICA/B occur in hematopoietic malignancies, as well as in epithelial solid tumors such as colorectal cancer (6), ovarian cancer (7), cervical cancer (8), breast cancer (9), pancreatic cancer (10), melanoma (11) and cholangiocarcinoma (12). MICA/B are thus considered possible targets for immunotherapy.

Nanobodies, a registered trademark, are also referred to as VHHs. They are the smallest immunoglobulin fragments that retain the capacity of antigen binding. They are the recombinantly expressed variable regions of camelid heavy chain-only immunoglobulins (13). Nanobodies have a short circulatory half-life, are poorly immunogenic, and show excellent tissue penetration compared to conventional full-sized immunoglobulins (14, 15). Many nanobodies do not require disulfide bonds for their stability, nor do they depend on glycosylation for expression. They are therefore easily and affordably produced in prokaryotic cells (16–18). Nanobodies have proven valuable as the point of departure for the construction of PET imaging agents (19–24), nanobody-drug conjugates (25–27), and chimeric antigen receptors in cell-based therapies (28–38).

Because MICA is expressed on stressed and cancerous cells, the ability to detect such aberrations in vivo would be an important diagnostic tool to detect premalignant and malignant lesions. Here, we report the generation of nanobodies that recognize MICA, and apply these nanobodies to detect surface-bound MICA in vitro by flow cytometry. Fused to the microtubule inhibitor Maytansine (DM1), these nanobodies can be used therapeutically as nanobody-drug conjugates.




2 Materials and methods



2.1 Alpaca immunization and phage library construction

We immunized an alpaca with 250 ug of the purified extracellular portion of MICA*009 (obtained by baculovirus expression in the lab of K.W. Wucherpfennig (39)) comprising the α1, α2, and α3 domains in alum adjuvant, followed by 3 booster injections at 2-week intervals. Immunizations were carried out by Camelid Immunogenics. The immune response of the animal was checked by immunoblot (Supplementary Figure 1). Briefly, 1 μg of antigen was resolved by SDS PAGE and transferred to a PVDF membrane. The membrane was incubated with at 1:5000 dilution of alpaca serum collected 2 weeks after the last boost. HRP-linked goat-anti-llama (0.05 μg/mL; Bethyl, NC9656984) was used as the secondary antibody. Membranes were developed with ECL Western Lightning Plus. Mononuclear cells from peripheral blood of the immunized alpaca were isolated by Ficoll gradient separation. The VHH library was generated according to an established protocol (Maas et al., 2007). Briefly, RNA was extracted (RNeasy RNA purification kit, Qiagen) and cDNA was prepared (Superscript III first-strand synthesis system, Invitrogen). The DNA sequences from conventional and heavy-chain only Ig genes are not distinguishable based on the use of specific primers, but two distinct hinge regions are generated between the VHH domain and the CH2 region. We amplified the VHH repertoire from the alpaca using VHH-specific primers that target these hinge sequences (Supplementary Table 1). We pooled the VHH PCR products and ligated them into a phagemid vector in-frame with the pIII gene of the M13 phagemid to construct a phagemid library display. We performed two rounds of panning against MICA*009 immobilized on an ELISA plate, following previously described protocols (40).




2.2 Production of recombinant VHHs and sortase reactions

DNA from positive clones was sequenced and 9 clones were selected for further characterization. The relevant VHH sequences were subcloned into a pHEN6 expression vector with C-terminal modifications, so that each nanobody sequence included an LPETG motif recognized by sortase A, followed by a (His)6-tag to facilitate recovery and purification. Briefly, VHH sequences were amplified from the phagemid vector by PCR (primers in Supplementary Table 1) and the pHEN6 vector was linearized using the NcoI and BstEII restriction enzymes. Gibson assembly was performed following manufacturer’s directions (Gibson Assembly® Master Mix, NEB). Positive VHH clones were expressed in WK6 E.Coli in terrific broth and periplasmic protein expression was activated by induction with isopropyl β-D-thiogalactopyranoside (1 mM) at an OD600 of 0.6. VHHs were harvested from the periplasm by osmotic shock. The C-terminal (His)6-tag allows purification of the recombinant proteins using Ni-NTA agarose beads (Qiagen), followed by FPLC purification on an S75 column by FPLC (ÄKTA, Cytiva Life Sciences). Sortase reactions were performed by incubating each nanobody with a 10-fold molar excess of GGG-nucleophile in the presence of 25 µM Sortase 7M (41) overnight at 4°C. Because the LPETG sequence is cleaved during transpeptidation, the (His)6-tag immediately C-terminal of the LPETG motif is lost. This allows enrichment of the desired modified product by depletion of His-tagged sortase and unreacted nanobody on a NiNTA matrix, while the unbound fraction contains the modified nanobody.




2.3 Competitive ELISA and estimation of binding affinity

An ELISA was performed to determine the concentration at which each biotinylated nanobody showed ~80% binding to recombinant MICA*009 (5 mg/mL) immobilized on an ELISA plate. Biotinylated nanobody at a concentration that yielded 80% of the maximum attainable binding value was then mixed with a 500-fold excess of unlabeled competitor nanobody and allowed to compete for binding to 5 μg/mL MICA*009 coated on an ELISA plate. Plates were incubated with streptavidin-HRP (0.00025 μg/mL) for 45-60 minutes at room temperature. After addition of TMB substrate, absorbance was read out at 450 nm on a Spectramax iD5 plate reader (Molecular Devices). If the unlabeled nanobody binds to an epitope distinct from that recognized by the biotinylated nanobody, no diminution of the signal at 450 nm is expected. Nanobodies that recognize the same epitope as that seen by the biotinylated nanobody will show a reduction in the signal at 450nm.

We estimated the binding affinity of VHH-A1 and VHH-H3 by performing an ELISA as previously described (42). Briefly, we incubated plates coated with 100μL PBS containing 2.5 μg/mL recombinant MICA*009 or GFP as negative control with biotinylated VHH-A1 and VHH-H3 in various concentrations (10-fold serial dilutions; 0.000001 nM – 1000 nM). Streptavidin-HRP at 0.00025 μg/mL was used as detection agent. After addition of TMB substrate, absorbance was read at 450 nm on a Spectramax iD5 plate reader (Molecular Devices). Binding affinity was estimated by calculating the IC50 obtained from three experimental replicates with each sample added in duplicates. Recombinant MICA*009 was produced by transfection of EXPI-293 cells with pcDNA3.1(+) vector encoding for extracellular MICA*009 containing a C-terminal LPETG sortase motif followed by a His (6)-tag to facilitate recovery and purification on a NiNTA matrix (Supplementary Figure 2). EXPI-293 cells were transfected using the ExpiFectamine™ 293 Transfection Kit, according to manufacturer’s directions (Gibco).




2.4 Cell culture

B16F10 and EL-4 cells and their MICA+ transfectants were a gift from the lab of Kai Wucherpfennig. B16F10 cells were cultured in complete DMEM (DMEM with 4.5 g/L glucose, substituted with 10% Fetal Bovine Serum (FBS) and 100 U/mL penicillin/streptomycin). EL-4 cells were cultured in complete RPMI 1640 (RPMI 1640, substituted with 10% FBS and 100 U/mL penicillin/streptomycin). Cells were maintained at optimal densities in a humidified 5% CO2 incubator at 37°C.




2.5 Flow cytometry

EL-4 WT and MICA+ cells, or B16F10 WT and MICA+ cells, were stained with biotinylated VHH-A1 and VHH-H3 for 30 minutes on ice, washed, and incubated with a cocktail of Streptavidin-conjugated PE at 0.0025 μg/mL (Invitrogen) and 2 μg/mL propidium iodide (Life technologies) for EL-4 or LIVE/DEAD™ Fixable Violet Dead Cell Stain Kit (Invitrogen) for B16F10, both according to manufacturer’s directions for 30 minutes on ice. Cells were analyzed on an LSR Fortessa flow cytometer (BD Biosciences). Gating strategies were based on cell lines stained with the appropriate controls, where single cells and live cells were appropriately selected.




2.6 VHH-drug conjugate creation and in vitro cytotoxicity assays

VHH-DM1 was produced in a sortase-mediated transpeptidation reaction. Briefly, 500-1000 μg of VHH containing a C-terminal LPETG-motif was mixed with a 10-fold molar excess of GGG-DM1 and incubated with 25 μM Sortase for 16 hours at 4°C. GGG-DM1 was produced in-house by modifying a GGG-peptide linker to contain a maleimide group and allowing it to react with the thiol group on DM1 (Broadpharm) (Supplementary Figure 3A). Unreacted VHH and Sortase, both containing a (His)6-tag, were depleted by incubation with NiNTA agarose (Qiagen or Prometheus). Excess free GGG-DM1 was removed by desalting on a PD-10 desalting column (Cytiva). We plated 4000 cells/well in a 96-well plate and incubated cells with serial 3-fold dilutions of VHH-drug adduct or free DM4 (Broadpharm), a structural analog of DM1 (Supplementary Figure 3B) at 37°C in a humidified 5% CO2 atmosphere. After 72 hours, we measured cell viability by CellTiter GloTM assay according to the manufacturer’s directions (Promega). For co-culture experiments, MICA expression was determined after a 72-hour incubation. Each treatment was performed in duplicate. For flow cytometry, the duplicate wells of each condition were combined, and the cell mixture was stained with 0.0006 μg/mL biotinylated anti-human MICA/B antibody (Clone 6D4, Biolegend) for 30 minutes on ice. Cells were washed and incubated with Streptavidin-conjugated PE at 0.0025 μg/mL (Invitrogen) and LIVE/DEAD™ Fixable Violet Dead Cell Stain Kit according to manufacturer’s directions (Invitrogen) for 30 minutes on ice. Cells were washed and viability and MICA positivity were determined by flow cytometry on an LSR Fortessa flow cytometer (BD Biosciences).




2.7 Statistical analysis

All statistical analysis was performed with GraphPad Prism 8. Flow cytometry data was analyzed with FlowJo (v10.8.1 and v10.9.0).





3 Results



3.1 Alpaca immunization and phage display panning yields MICA-specific nanobodies

We immunized an alpaca with purified recombinant MICA*009 in alum adjuvant, followed by 3 booster injections at 2-week intervals. We checked the immune response of the animal by immunoblot using serum samples collected prior to each boost. Having recorded a positive response after the 3rd boost, construction of a phage display library, followed by screening for MICA-reactive hits, yielded positive clones. DNA from positive clones was sequenced and 9 clones were selected for further characterization. Because nanobodies interact with their antigen mainly via their CDR3 region, and to a lesser extent via the germline-encoded CDR1 and CDR2 (43), we chose clones that were unique in their CDR3. A detailed comparison of the nanobody clones based on sequence similarity in the framework and CDR regions is described in the caption of Figure 1.




Figure 1 | Alpaca immunization and nanobody panning. After construction of a phage display library and screening for positive clones with plate-based panning, nanobody sequences were determined and 9 unique clones were selected. Neutral amino acid substitutions attributable to somatic hypermutations are underscored. Unique substitutions in framework regions are highlighted in blue and in CDR’s are highlighted in red. Nanobodies harboring such mutations are more likely derived from different germline V regions rather than somatic hypermutation. The framework regions of nanobodies D8 and C12 are identical. The alpaca IGHHV-3-3*01 gene is the possible germline version of these nanobodies (44). The single difference of VHH A1 with D8 and C12 in its framework regions is an L2V substitution. A1 may thus be derived from the same germline V gene as D8 and C12 by a single (somatic) point mutation. The framework regions of nanobodies 2A9 and 2D5 are mostly identical to each other, with a single S49A substitution between them. Nanobody E9 has both a D29E and a R45Q substitution, indicating that E9 may be derived from a different V gene. In comparison with the other MICA-specific nanobodies, H3 has the largest number of differences in its framework regions and is clearly derived from a different germline V gene, likely the alpaca IGHHV3-1*01 (44). The CDR1 and CDR2 regions are mostly conserved. The most obvious deviation is a deletion at position 53 in VHH C12, B11, 2A9, 2D5, and E9. The MICA-specific nanobodies have CDR3 regions of 13-16 amino acids, but H3 has a 31-residue CDR3. Except for VHH H3, A1 and 2B5, the remaining CDR3 regions are enriched for the sequence “AxDCLSSxWRx”. The VHH sequences were subcloned into the pHen6 expression vector and modified at the C-terminus to contain an LPETG motif and (His)6 tag.



Relevant VHH sequences were subcloned into a pHEN6 expression vector to encode a VHH product with C-terminal modifications, so that each VHH sequence included an LPETG motif at its C-terminus, recognized by sortase A, and a (His)6-tag to facilitate recovery and purification (Figure 1). This arrangement enables the installation of fluorophores, biotin, and other substituents by a site-specific and efficient sortase-catalyzed transpeptidation reaction (41). Because the LPETG sequence is cleaved during transpeptidation, the (His)6-tag immediately C-terminal of the LPETG motif is lost. This allows enrichment of the desired modified product by depletion of His-tagged sortase and unreacted nanobody on a NiNTA matrix, while the unbound fraction contains the modified nanobody.




3.2 Nanobodies recognize recombinant MICA and surface-exposed MICA on cancer cells

To determine whether the isolated MICA-specific nanobodies recognized similar or distinct epitopes on MICA, we performed cross-competition experiments by ELISA. Competition of unlabeled nanobodies with a biotinylated nanobody for binding to MICA showed that this set of nanobodies recognizes two distinct epitopes, one defined by the H3 nanobody and the second by all the other nanobodies. None of the nanobodies compete for binding with the 7C6 monoclonal antibody, an agent that inhibits shedding of MICA (45) (Figure 2A). Typically, not all nanobodies are suitable for use in immunoblotting experiments, but the biotinylated versions of A1 and H3 yielded a strong and specific signal in immunoblots on recombinant MICA (Figure 2B). The binding affinities of VHH-A1 and VHH-H3 are both in the nanomolar range, at ~0.2 and ~0.4 nM for A1 and H3 respectively (Figure 2C), as estimated by ELISA assay. By examining the binding of the A1 and H3 nanobodies to a subset of MICA/B allelic products, available in purified form, we conclude that the A1 and H3 nanobodies recognize the MICA*008 and MICA*009 alleles (Figure 2D) which, combined, cover 51.1% of the Caucasian population (46). To verify that A1 and H3 also recognize surface-disposed MICA, we used B16F10 transfectants that express MICA*009, and EL-4 transfectants that express MICA*008, with B16F10 and EL-4 wild type cells serving as negative controls. Both A1 and H3 showed excellent staining of the MICA transfectants by flow cytometry and yielded no signal for the untransfected parental cell lines (Figure 2E) with a significant difference determined by mean fluorescence intensity (MFI) (Figure 2F). Gating strategies are shown in Supplementary Figure 4.




Figure 2 | Characterization of MICA-specific VHHs. (A) Cross-competition ELISA shows that VHH-A1 and VHH-H3 recognize distinct epitopes on MICA. Neither VHH cross-competes for binding with the monoclonal antibody 7C6. (B) VHH-A1 and VHH-H3 recognize MICA in immunoblot. 500 ng recombinant MICA*009 in non-specific E. coli whole cell lysate (WCL) was separated by SDS-PAGE and transferred to a PVDF membrane. Blots were stained with 1 μg/mL biotinylated VHH-A1 or VHH-H3 respectively. Detection with strep-HRP (0.3 ng/mL) shows a clear signal for both VHHs. (C) Binding affinity as estimated by ELISA coated with 2.5 μg/mL recombinant MICA*009, or GFP as the negative control. Estimated Kd values are 0.22 nM and 0.37 nM for VHH-A1 and VHH-H3 respectively. (D) ELISA coated with different recombinant MICA alleles shows that VHH-A1 and VHH-H3 both recognize MICA*008 and MICA*009. (E) Flow cytometry with biotinylated VHH-A1 and VHH-H3, using streptavidin-conjugated PE as secondary agent, shows a clear signal in the PE channel for MICA+ EL-4 and B16F10 cells, but not for the WT cells, indicating recognition of membrane-disposed MICA on the surface of cells by both nanobodies. Gating strategies for flow cytometry are shown in Supplementary Figure 4. (F) We calculated the MFI after flow cytometry. The MFI of B16F10 WT cells was 394 for VHH-A1 and 299 for VHH-H3. The MFI of B16F10 MICA+ cells was 23430 for VHH-A1 and 27411 for VHH-H3. The MFI of EL-4 WT was 310 for VHH-A1 and 511 for VHH-H3. MFI of EL-4 MICA+ cells was 7955 for VHH-A1 and 6417 for VHH-H3. We averaged the MFI from the WT or MICA+ cells and determined a significant difference in nanobody staining of WT versus MICA+ cells (p = 0.00713 for B16F10; p = 0.0128 for EL-4, calculated by multiple T-test).






3.3 Anti-MICA nanobodies fused to Maytansine (DM1) for targeted cytotoxicity of MICA+ cancer cells

The reactivity of VHH-A1 and VHH-H3 make them appealing candidates for the construction of nanobody-drug conjugates. To test this, we ligated the Maytansine derivative DM1, a microtubule disrupting agent, to VHH-A1 or to a VHH that targets mouse MHC-II (VHHMHC-II) (47) as a negative control via a sortase-mediated transpeptidation reaction (Figure 3A) and confirmed successful ligation with SDS-PAGE (Figure 3B). We performed an in vitro cytotoxicity assay by titration of VHHMHC-II-DM1, VHHA1-DM1, or free DM4 (a functional analog of DM1) on EL-4 WT and MICA+ cells. EL-4 MICA+ cells were sensitive to VHHA1-DM1, with a stronger cytotoxic effect at lower doses of the VHH-drug conjugate compared to VHHMHC-II-DM1, as estimated by IC50. The IC50 of VHHA1-DM1 treated EL-4 MICA+ cells was comparable to that of cells treated with free DM4. Similarly treated WT cells showed no obvious reduction in viability with either nanobody-drug conjugate (Figure 3C).




Figure 3 |     Anti-MICA VHHs as nanobody-drug conjugate with the Maytansine derivative DM1. (A) We ligated the microtubule inhibitor Maytansine GGG-DM1 to VHH-A1 or VHHMHC-II as non-targeting control through sortase-mediated transpeptidase reaction. (B) Because GGG-DM1 has a slight positive charge, the modified VHHs will migrate slightly lower on the SDS-PAGE gel compared to the unmodified VHHs. (C) The in vitro cytotoxicity assay was performed with limited dilutions of VHHMHC-II-DM1, VHHA1-DM1, or free DM4 on EL-4 WT cells and their MICA+ counterparts. After incubation for 72 hours, we measured cell viability by CellTiter Glo™ assay. MICA+ cells treated with VHHA1-DM1 showed a significant reduction in IC50, and thus a reduction in viability with smaller amounts of drug added, compared to similarly treated WT cells, or cells treated with the non-targeting VHHMHCII-DM1. (D) We co-cultured EL-4 WT and EL-4 MICA+ cells at a 1:1 ratio and added VHHMHCII-DM1, VHHA1-DM1, or free DM4 at different concentrations. Viability of EL-4 WT and MICA+ cells was determined using a live/dead cell stain. MICA+ cells were stained with a biotinylated anti-MICA mAb, using streptavidin-PE as secondary agent. Gating on live cells and PE showed elimination of MICA+ cells at VHH-drug adduct concentrations between 1.71 nM and 416 nM for VHHA1-DM1. A difference in [WT : MICA] was not observed in cells treated with VHHMHCII-DM1 or free DM4. Gating strategies for flow cytometry are shown in Supplementary Figure 5. (E) We incubated EL-4 WT and MICA+ cells with 2.5 nM of VHHMHCII-DM1, VHHA1-DM1, or free DM4 in the presence of sMICA (two-fold dilutions; 0-5 nM/0-170 ng/mL) for 72 hours. We measured viability by CellTiter Glo™ assay. We did not observe a decreased effect on cytotoxicity of VHHA1-DM1 on MICA+ cells with addition of sMICA in the medium.



To further validate selectivity of VHHA1-DM1 for MICA+ cells, we co-cultured EL-4 WT and EL-4 MICA+ cells at a 1:1 ratio, and added VHHMHCII-DM1, VHHA1-DM1, or free DM4 at different concentrations. We determined the ratio of viable EL-4 WT and EL-4 MICA+ cells after 72 hours by flow cytometry using a live/dead cell stain. We stained the MICA+ cells in the co-culture with a biotinylated αMICA mAb, using streptavidin-conjugated PE as secondary reagent. Gating on live cells and MICA+ cells showed specific elimination of MICA+ cells at adduct concentrations between 1.71 nM and 416 nM for VHHA1-DM1. A difference in ratio between WT and MICA+ cells was not observed in cells treated with VHHMHCII-DM1 or free DM4. Because WT cells proliferate slightly faster than MICA+ cells in culture, the distribution shifted to ~65% WT and 35% MICA+ cells after 72 hours in culture. Thus, numbers were normalized according to the percentage of cells of either line in the untreated (“0 nM”) group (Figure 3D). Gating strategies are shown in Supplementary Figure 5.

Tumor cells can downregulate surface expression of MICA through shedding, mediated by proteolytic cleavage at the α3 domain. Increased levels of soluble MICA (sMICA) in the serum of patients are associated with poor prognosis and worse disease progression (10, 48–50). To address the possible competition of sMICA for binding with the anti-MICA nanobody, we performed an in vitro cytotoxicity assay. EL-4 WT and MICA+ cells were incubated with VHHMHCII-DM1, VHHA1-DM1, or free DM4 at a fixed concentration of 2.5 nM, in the presence of sMICA at various concentrations (serial 2-fold dilutions; 0-5 nM/0-170 ng/mL). We observed no reduction in cytotoxicity of VHHA1-DM1 on MICA+ cells upon addition of sMICA to the medium (Figure 3E). Publications report concentrations of sMICA in the serum of MICA+ patients in the range of 0.1-15 ng/mL (51–53) which is at least 10-fold lower than the sMICA concentration in our competition assay. We thus expect little to no impact of sMICA in patients’ serum on the ability of these nanobodies to target membrane-bound MICA in vivo.





4 Discussion

MICA and MICB are Class I MHC-related proteins expressed on stressed and cancerous cells. Their presence can serve not only as a diagnostic marker but may also be exploited as a target for therapy. While the typical immunoglobulins exert their functional properties through Fc effector functions, their size compromises efficient tissue penetration. Nanobodies offer an appealing alternative to immunoglobulins for the purpose of launching an immune attack on MICA-positive tumors. Nanobodies are characterized by their small size, showing superior tissue penetration compared to intact immunoglobulins, and ease of production and modification (14, 15, 17, 18). Lastly, nanobodies are poorly immunogenic, presumably because of their considerable sequence homology with human VH regions (44). Because nanobodies lack an Fc portion, for them to exert cytotoxic activity they require functionalization, for example with a cytotoxic drug creating a nanobody-drug conjugate, as done here for the VHH-DM1 adducts. Compared to antibody-drug conjugates using conventional immunoglobulins, the small size of the nanobody allows superior penetration into tumor tissue. Furthermore, owing to the relatively short circulatory half-life, the nanobody-drug conjugate that is not bound to its target will be eliminated more quickly from the circulation, resulting in less systemic cytotoxicity by slow release of the drug attached to the antibody-drug conjugate.

We produced and characterized in further detail two nanobodies, A1 and H3, that recognize the MICA alleles *008 and *009 with nM affinities. An analysis of the MICA-specific nanobodies shows that they are unique sequences, thus the isolated nanobodies were likely derived from a few different germline V genes (see Figure 1 and legend). The germline sequences of the V genes of the (outbred) alpaca used for immunization are not known. We can only compare the sequences of the MICA-specific nanobodies with each other, and with reference germline sequences from unrelated alpacas.

The alpaca IGHHV-3-3*01 gene is the possible germline version of the D8 and C12 nanobodies (44). The single difference of VHH A1 with D8 and C12 in its framework regions is an L2V substitution, thus A1 may be derived from the same germline V gene as D8 and C12 by somatic mutation. Nanobody E9 has a D29E and an R45Q substitution, indicating that E9 may be derived from a different V gene. In comparison with the other MICA-specific nanobodies, H3 has the largest number of differences in its framework regions and is clearly derived from a different germline V gene, likely the alpaca IGHHV3-1*01 (44).

Highly similar CDR regions, specifically CDR3, imply recognition of related antigens (54–57). For the MICA-specific nanobodies, the CDR1 and CDR2 regions are mostly conserved. The most obvious deviation in the CDR2 region is a deletion at position 53 in VHH C12, B11, 2A9, 2D5, and E9. Somatic hypermutation can produce deletions and insertions in V genes (58–60) but given the overall similarity in framework regions, the use of a distinct V gene that lacks residue 53 is the more plausible explanation. Except for H3, A1 and 2B5, the remaining CDR3 regions are enriched for the sequence “AxDCLSSxWRx”.

We show that these nanobodies bind to surface-disposed MICA on cells and can thus be used for diagnostic and therapeutic purposes. The specific targeting of MICA+ cells make them suitable candidates as diagnostic markers, as building blocks for nanobody-drug conjugate, or for the construction of chimeric antigen receptors (29, 30, 37, 61). MICA and MICB are highly polymorphic in the human population, with hundreds of alleles for MICA and MICB identified so far (46, 62). The isolated nanobodies were tested for recognition of the MICA alleles *002, *008 and *009, and MICB allele *005. Of the tested alleles, the nanobodies recognize MICA*008 and MICA*009, which together cover over 50% of the investigated German population (46). Expanding the nanobody pool to cover a larger portion of the alleles of MICA and MICB should be considered. We recognize the limitations of using a MICA+ cell line obtained by transfection. The availability of a suitable patient-derived cell line that expresses the correct alleles of MICA is a limiting factor, an issue worth exploring in future research.

We created a nanobody-drug conjugate by conjugating the microtubule inhibitor DM1 to VHH-A1. We show increased cytotoxicity of MICA+ tumor cells compared to WT tumor cells in vitro, with efficacy comparable to that of free drug but with much higher specificity for MICA+ cells. The production of these nanobody adducts should be scaled up for testing on in vivo tumor models. The creation of different VHH-drug combinations, for example by inclusion of DNA damaging agents or other cytotoxic drugs (63, 64), or even radiopharmaceuticals for targeted radiotherapy (65, 66), deserves consideration as well.

Cleavage of the α3 domain involving the disulphide isomerase ERp5 and ADAM-type proteases such as ADAM10 and ADAM17 (48–50, 67, 68), and thus shedding of the MICA/B from the cancer cell surface, may lead to immune evasion and failure to be recognized by NKG2D-positive cytotoxic cells. The monoclonal antibody 7C6 inhibits the shedding of MICA/B, and thus increases the density of MICA/B proteins on the surface of tumor cells (45) Although we saw no reduction in efficacy of VHHA1-DM1 on MICA+ cells upon addition of sMICA to the medium, the combination of anti-MICA nanobody adducts with the 7C6 antibody might therefore be therapeutically more attractive than either treatment alone.
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Tumor immunotherapy is a promising approach for addressing the limitations of conventional tumor treatments, such as chemotherapy and radiotherapy, which often have side effects and fail to prevent recurrence and metastasis. However, the effectiveness and sustainability of immune activation in tumor immunotherapy remain challenging. Tumor immunogenic cell death, characterized by the release of immunogenic substances, damage associated molecular patterns (DAMPs), and tumor associated antigens, from dying tumor cells (DTCs), offers a potential solution. By enhancing the immunogenicity of DTCs through the inclusion of more immunogenic antigens and stimulating factors, immunogenic cell death (ICD) based cancer vaccines can be developed as a powerful tool for immunotherapy. Integrating ICD nanoinducers into conventional treatments like chemotherapy, photodynamic therapy, photothermal therapy, sonodynamic therapy, and radiotherapy presents a novel strategy to enhance treatment efficacy and potentially improve patient outcomes. Preclinical research has identified numerous potential ICD inducers. However, effectively translating these findings into clinically relevant applications remains a critical challenge. This review aims to contribute to this endeavor by providing valuable insights into the in vitro preparation of ICD-based cancer vaccines. We explored established tools for ICD induction, followed by an exploration of personalized ICD induction strategies and vaccine designs. By sharing this knowledge, we hope to stimulate further development and advancement in the field of ICD-based cancer vaccines.
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1 Introduction

Cancer remains the most formidable disease globally, with over 19,292,789 new cases and approximately 9,958,133 cancer-related deaths recorded worldwide each year (1). As is well-known, tumor cells primarily evade immune surveillance by downregulating tumor-associated antigens (TAAs) and tumor-specific antigens (TSAs), and releasing soluble antigens and MHC molecules (2). Therefore, tumor immunotherapy has emerged as a crucial therapeutic approach for suppressing both primary and metastatic tumors. Moreover, immunotherapy can confer long-term immune protection for the body (3). Immune checkpoint blockade (ICB) represents a novel groundbreaking tumor immunotherapy that targets two key immune checkpoint pathways programmed cell death protein 1/programmed death ligand 1 (PD-1/PD-L1) and cytotoxic T lymphocyte-associated protein 4/B7 (CTLA-4/B7). By disrupting the mechanisms of tumor immune resistance, ICB can effectively promote antigen-specific T-cell immune responses. Currently, more than ten ICB drugs have been approved by the FDA for the treatment of a broad spectrum of tumors, offering new hope in the fight against cancer (4). However, the efficacy of ICB drugs appears to be less than satisfactory against late-stage patients in relevant clinical trials, with only a few patients benefiting from these treatments (5).

Cancer vaccines represent a promising emerging approach in tumor immunotherapy, offering extensive application prospects (6). The complexity of the preparation process, coupled with insufficient antigenic immune effects and immune cell dysfunction, have emerged as the primary factors limiting the development of cancer vaccines (7, 8). Nonetheless, the identification of immunogenic cell death (ICD) as a distinct form of tumor-regulated cell demise has offered new prospects to overcome the limitations hampering the advancement of cancer vaccines (9). In this regard, the capacity of chemotherapy, radiotherapy, photothermal therapy, and sonodynamic therapy to induce ICD, as evidenced in recent studies, could present a novel approach for reshaping conventional methods in oncology (10). It is now understood that the importance of ICD-based cancer vaccines lies in the in vivo application of ICD nanomedicine inducers and the production of dying tumor cells (DTCs) in vitro during tumor treatment (Figure 1).




Figure 1 | ICD-based cancer vaccines utilize methods to induce anti-cancer immunity within the TME.



ICD, induced by the chronic release and exposure of damage-associated molecular patterns (DAMPs) including calreticulin (CRT), adenosine triphosphate (ATP), high mobility histone 1 (HMGB1), heat shock protein (HSP) activates the recruitment and activation functions of neutrophils, macrophages, and dendritic cells. This orchestrated immune response associated within the tumor microenvironment exhibits characteristics akin to vaccination, a concept gaining significant traction within the research community (11). Simultaneously, during the study of ICD induction against tumor cells in vitro, it has been discovered that a substantial number of immunogenic DTCs are generated following ICD induction. These DTCs possess a strong ability to release immunogenic substances, such as DAMPs, which continuously trigger a potent immune stress response, remodel the immune microenvironment, and enhance the body’s immune surveillance capabilities. In summary, “ICD-based cancer vaccines” offer advantages such as broad-spectrum antigens and diverse induction conditions, which can mitigate numerous adverse factors in the development and application of cancer vaccines. Overall, the advent of ICD-based cancer vaccines has demonstrated significant potential for the immunotherapy of relevant tumors (12).

However, the pursuit of efficient and stable methods for ICD induction remains critical for developing and evaluating relevant ICD-stimulating nanomedicines. Since ICD inducers and induction strategies are key focuses in ICD-based cancer vaccine research, this review highlights recent advancements in ICD-based cancer vaccines from both in vivo and in vitro perspectives. Our goal is to provide more reliable preparation protocols and strategies for ICD-based cancer vaccines, thereby promoting their continued development and application. A crucial area of investigation for these vaccines, compared to other immunotherapies, lies in their potential to address tumor recurrence in long-term survivors of metastatic and invasive cancers To achieve curative potential, we advocate for the synergistic combination of immune-stimulating tools with ICD-based cancer vaccine therapy.




2 The role of ICD in anti-cancer immunity

Well-documented by numerous studies, immunogenic cell death plays a critical role in generating an immunogenic tumor phenotype, effectively overcoming immunosuppressive effects of a non-immunoreactive tumor microenvironment (TME).ICD is characterized by CRT exposure, ATP release, and leakage of HMGB1 and HSP (13). These processes facilitate the uptake of TAAs by adaptive immune cells, triggering a broad-spectrum antigen-specific immune response, promoting DC maturation, and enhancing the search for DTCs (14). Furthermore, ICB therapy relies on the production and activation of tumor antigen-specific T cells. Consequently, the release of specific antigens from ICD tumor cells is crucial for reshaping the TME and has been validated in the combination of ICB with chemotherapy and radiotherapy. The recruitment of adaptive immune cells, neutrophils, macrophages, and NK cells all can activate innate effector mechanisms (15).

Immunogenic substances released during ICD can be classified into constitutive DAMPs (cDAMPs) and inducible DAMPs (iDAMPs). cDAMPs consist of immune-stimulating molecules such as CRT, ATP, HMGB1, and HSP, which are expressed prior to tumor cell death (16). iDAMPs are endogenous molecules produced by underlying mechanisms during tumor cell death, primarily including cytotoxic T-lymphocytes (CTLs) with CD3+, CD4+, and CD8+, releasing interferon-α (IFN-α), granzymes, lysins, and perforins (17). In this respect, CRT and HSP emit eat-me signals. CRT-CD91 and HSP90-CD91 interactions promote endocytosis signals in tumor cells, inducing antigen presentation and specific CTL responses. Additionally, the release of tumor necrosis factor-α (TNF-α) and interleukin-6 (IL-6) (18); ATP emit energy signals, ATP-P2RY2 binding is involved in the recruitment of monocytes or macrophages, neutrophils, and promoting DC maturation (19); HMGB1, aided by chemokines, binds to pattern recognition receptor (PRR) (P2RX7, P2RY2), CD91, CD40, and Toll-like receptor 4 (TLR4) receptors on the surface of antigen-presenting cells (APCs) (20). Upon the functional activation of APCs, those APCs exposed to TAA and TSA immunostimulants initiate cross-presentation to CD4+/CD8+ T cells, enhancing DC antigen presentation and CTLs proliferation (14). Consequently, the transition from a “cold” to a “hot” tumor immune microenvironment occurs, accompanied by changes in the secretion levels of immunostimulatory and immunosuppressive factors (up-regulation of IFN-γ, TNF-α, and IL-12; down-regulation of IL-4, IL-6, and IL-10), as well as the depletion of myeloid-derived suppressor cells (MDSCs), regulatory T cells (Tregs), and tumor-associated macrophages 2 (TAM2) (21). The above studies overlap in their assertion that ICD, as an in-situ vaccine, possesses potential immunomodulatory abilities and holds great value in reversing the TME and improving the efficacy of tumor immunotherapy.




3 Inducers of in situ ICD-based cancer vaccines

Over the years, a multitude of ICD inducers have been developed, especially when integrated with nanotechnology, to boost the effectiveness of ICDs. Administering ICD nano-inducers to the tumor site not only averts degradation and premature active ingredient release but also enhances their penetration and retention capabilities (EPR) (22). Presently, the primary driving methods of ICDs encompass chemotherapy, photodynamic, photothermal, radiotherapy, and sonodynamic therapies Table 1. Thus, a comprehensive investigation of ICD induction mechanisms and inducers holds substantial importance in advancing the development of “in situ ICD-based cancer vaccines”. The release of cancer cell immunogenic antigens induced by ICD and the presentation of these antigens by APCs constitute the fundamental stages of the “cancer vaccine-like function” observed in vivo (Figure 2). We introduce the ICD induction methods with some latest research to provide more evidence in the field of ICD-vaccine.


Table 1 | ICD-based cancer vaccines with common inducers.






Figure 2 | Overview of ICD-based cancer vaccines and the associated mechanisms involved in ICD regulation.





3.1 Chemotherapy-induced ICD-based cancer vaccines

Chemotherapeutic agents that have been shown to be effective for ICD induction include: Idarubicin; Epirubicin, Doxorubicin (DOX) (23), Mitoxantrone, Oxaliplatin (Oxp) (25), Bortezomib, Cyclophosphamide, and Paclitaxel (PTX) (27, 47). Studies have demonstrated that the induction of ICD by chemotherapeutic agents, particularly anthracyclines, is accompanied by phenomena such as the unfolded protein response within the endoplasmic reticulum (ER) and the generation of reactive oxygen species (ROS). These events are primarily caused by the DNA damage induced by chemotherapeutic agents to secondary structures, including the cytoplasm (28). Chemotherapy-induced ICD can also lead to the release of CRT, ATP, HMGB1, CXCL1, and CXCL2, which ultimately induces an immune stress response, triggering a sustained antitumor effect (48).

In experiments exploring the use of chemotherapeutic nanomedicines for ICD induction, some researchers employed nanoprecipitation technology to develop and design nanomedicines (called Nano-Folox), which contain Oxp derivatives and FnA. Nano-Folox not only induced ICD, but also synergistically interacted with free 5-Fu to induce a shift from cold to hot tumors. This ultimately led to a significant inhibition of tumor growth in CRC mouse models (29). Liu et al. synthesized liposomes carrying Oxp and coupled with indoximod (IND) precursors; the nanoparticles not only enhanced the ability of Oxp to induce ICD in pancreatic ductal carcinoma (PDAC) but also stimulated antitumor immune responses in PDAC (49). In recent years, researchers have designed nanoplatforms integrating OXA with polyethylene glycolated photosensitizer (PS) prodrugs, exhibiting good stability in blood circulationand able to complete drug release and ICD induction under near-infrared (NIR) irradiation. They also explored the enhancing effect of CD47 blockade on tumor ICD induction (50). Xie et al. designed nanoparticles MDP NPs self-assembled from DOX, MnO2 nanoparticles, Fe3+, and PEG-polyphenol ligands, which could enhance DOX-based tumor ICD induction and achieve high expression of TAAs, DC maturation, and infiltration of tumor-specific T-cells (51). Some researchers have constructed ROS-responsive polymers (R-SIP) using hydrophilic polyethylene glycol (PEG) and a hydrophobic self-immolative backbone, loaded with DOX. This nanoparticle could release DOX in response to spontaneous depolymerization of ROS and undergo depolymerization to produce azoquinone methyl ether derivatives that significantly deplete GSH, increase the level of oxidative stress, and ultimately enhance the induction of ICD in oncological treatments (52).




3.2 PDT-induced ICD-based cancer vaccines

PDT has shown effectiveness in inducing tumor cell death, solidifying its role as a viable clinical application in oncology. Currently, photosensitizers with the ability to induce cell death include Hypericin (33), 5-ALA (34), and Rose-Bengal acetate (36). The induction of ICD in tumor cells during PDT treatment is primarily attributed to the generation of intracellular ROS under NIR irradiation, which occurs after photosensitizer aggregation in the ER, causing disruptions in ER homeostasis, elevating calcium levels in the ER, and losing SERCA2 function. Mitochondrial dysfunction, characterized by oxidative damage to mtDNA and BAX/BAK-mediated apoptosis, triggers a series of events culminating in immunogenic stress. This process begins with the release of ATP and exposure of CRT on the mitochondrial surface. Subsequently, DAMPs, such as heat shock protein 70 (HSP70), are released, initiating a localized inflammatory response. Ultimately, these events contribute to the development of an immunogenic stress response (53). Beyond the intrinsic properties of the photosensitizer, the ROS generation and ICD-inducing effects can be severely limited by the constraints of hypoxia and insufficient tumor penetration in the TME (54). Therefore, it is crucial to address adverse factors in the TME to enhance ICD induction by PDT. Several strategies can be employed for this purpose, such as inducing mitochondrial damage that causes ER disorders and calcium overload (55); utilizing oxygen carriers like hemoglobin (Hb) as catalysts for ROS generation, and modifying the targeting effect of ER-targeting pardaxin (FAL) to enable more drugs to be internalized into the ER, thus increasing the efficacy of PDT (37).

Studies onPDT-induced ICD have explored the use of a smart semiconductor polymer nano-immunomodulator (SPNI) that could be activated under acidic TME. When it was used in the therapeutic process, SPNI exerted a photodynamic effect, directly ablating tumors and inducing ICD when exposed to NIR light treatment, while R837 promoted DC maturation and pro-inflammatory cytokine secretion (56). Qiu et al. incorporated the photosensitizer Chlorin e6 (Ce6) doped with the chemotherapeutic agent 10-hydroxycamptothecin (HCPT) into calcified nanocarriers CHC NPs. CHC NPs can generate ROS, causing mitochondrial dysfunction and inducing the ICD. This phenomenon is also crucial to compensate for the lack of results from insufficient immunogenic tumor microenvironment (ITME) in HCPT treatment (31). Zhu et al. demonstrated that a platelet membrane fusion liposome nanovesicle system (named TFL) loaded with type I AIE photosensitizer TBP-2. In this study, TBP-2 has the potential to increase the incidence of cuproptosis and induce the vaccine-function in tumor site (57, 58).




3.3 PTT-induced ICD-based cancer vaccines

PTT is a potential non-invasive treatment strategy that converts NIR energy into heat by photothermal agents, ultimately leading to tumor ablation. Interestingly, it was found that PTT could induce ICD and assume a role akin to a vaccine (59). The types of photothermal agents that can induce the photothermal effect at present include (1) precious metals Au, Ag, Pt, etc., which have high photothermal conversion efficiency and imaging; (2) Carbon materials graphene, carbon nanorods, with large photothermal conversion area but poor NIR absorption; (3) Metal and non-metal compounds, CuS, ZnS; with high photothermal and low cost; (4) Organic and inorganic nanomaterials. The ICD-inducing ability of PTT therapy may be attributed to several factors. Firstly, the photothermal agent initiates temperature changes at the tumor site, leading to a Fenton-like reaction, peroxidation reaction, and direct induction of H2O2 production in the TME (60). These results in intracellular Ca2+ overload within tumor organelles (61). The process involves mitochondria damage including reduced membrane potential and the generation of mitochondrial reactive oxygen species (mtROS) and the up-regulation of the PERK-mediated eukaryotic initiation factor 2α (eIF2α) phosphorylation pathway. Disruption of the ER structure is a hallmark of ICD. This process ultimately culminates in the release of a significant amount of DAMPs into the cytoplasm (62).

In recent years, the catalytic properties of Fenton metals, particularly copper and iron, have emerged as crucial mechanisms for inducing cell death processes termed copper death and iron death. The utilization of photo-activated copper, exhibiting exceptional photo-oxidation and reduction catalytic efficiency has ushered in a new era of photosensitizers. This advancement has significantly contributed to the burgeoning research in innovative photodynamic and photothermal therapies for tumors (63). One approach involves the synthesis of multifunctional nanoplatforms, such as Cu-PDA-FA, by combining polydopamine (PDA) with Cu2+ through chelation technology. Cu-PDA-FA not only induces ICD and cancer vaccine-like effects but also amplifies the efficiency of conversion (38). Some researchers designed CaO2 and Cu2Se conjugates, which showed the ability to induce ICD after being activated by NIR-II. Indeed, the Ca2+ overload in the ER enhances the immune activation capacity. Reinforcing this concept, research on photothermal materials (40). Zinc oxide (ZnO) has been identified as an efficient drug carrier responsive to tumor pH that significantly inhibits tumor growth. Building on these findings, scientists have designed a multifunctional composite nanoplatform (AuNP@mSiO2@DOX-ZnO) to harness the synergistic therapeutic effects. This platform could promote ICD, maturation of DCs, and proliferation of effector T cells, ultimately preventing tumor growth and metastasis (41). Ran et al. designed nano-platforms PBDB-T NPs using the organic photovoltaic material PBDB-T through a nanoprecipitation method. PBDB-T NPs exhibited favorable photothermal therapeutic effects and the ability to induce ICD. Importantly, they increased the efficiency of DAMPs production after mild-temperature PTT (mPTT) treatment (64). Tian et al. developed a mesoporous polydopamine nanoparticle MPDA. IR-780@MPDA not only induced ICD-activated CTLs in a therapeutic 4T1-homozygous mouse model under NIR treatment, but it also demonstrated its utility for in vivo photoacoustic (PA) imaging, as evidenced by the PA imaging tracings (39).




3.4 SDT-induced ICD-based cancer vaccines

It is well-established that SDT enables the concentration of ultrasound energy at the tumor site, leveraging the cavitation effect to elevate local temperatures and enhance drug decomposition. This process can generate free radicals and produce ROS under the action of endogenous substances in the cell, thereby achieving the purpose of local killing of the tumor. SDT offers several advantages, inducing high tissue penetration, low invasiveness, high controllability, and low costs (65). Consequently, SDT is safer than the traditional means of tumor treatment, such as chemotherapy, radiotherapy, and can minimize damage to normal tissues during the treatment process. Furthermore, ultrasound (US) has an ideal depth of tissue penetration (10 cm), which greatly mitigates the inhibitory effects of hypoxia, low pH, and other unfavorable factors in complex TME, which confers SDT a stronger ICD induction effect (66).

In recent years, a new type of calreticulin nanoparticles (CRT-NP) has been developed, which can be activated by focused ultrasound (FUS) and induce ICD during melanoma immunotherapy. The CRT-NP in vivo therapeutic study of CRT-NP benefits from the non-invasiveness of has the advantage of ultrasound, couple with a thermal effect that transforms the TME to enhance TAA release, HSP expression, and up-regulation of CRT to stimulate tumor immune stress response (67). Some researchers designed perfluorocarbon nanoparticles (LIP-PFH NPs), which also exhibited tumor suppression effect and ICD induction effect on breast cancer cells by SDT (68). Besides, researchers have synthesized mitochondria-targeted liposome nanoparticles (MLipRIR NPs), which could be activated by ultrasound and released R162 that disrupted the glutaminolysis pathway in mitochondria and down-regulates glutathione peroxidase (GPx) enzyme expression. At the same time, IR780 generated large amounts of ROS in response to US treatment, disrupting normal mitochondrial function and inducing ICD (42). Building on the discovery that a combined photodynamic and sonodynamic therapy(PSDT) reduces sonosensitizer dose and energy loss, Zheng et al. developed the OIX-NP. This nanoparticle comprises poly(lactic-co-glycolic acid) (PLGA) encapsulating oxygen-carrying perfluoropentane (PFP), an ICG near-infrared dye and an Oxp chemoinducer. The OIX-NP not only efficiently induce ICD, but also demonstrated significant potential for imaging applications (44).




3.5 RT-induced ICD-based cancer vaccines

It has been reported that RT can accumulate energy in the tumor site by using high-energy X-rays, Y-rays, or other isoelectronic radiation (IR). Then RT induces DNA damage, destroying double-stranded DNA (dsDNA), leading to ICD. This process results in the release of key signaling molecules, including CRT, HSP70 and HMGB1, within the TME (69). The induction of ICD by RT mainly involves the up-regulation of histocompatibility complex I (MHC-I) molecule, intercellular adhesion molecule-1, and factor-related apoptosis (Fas) (70). This process contributes to the so-called “distant effect” and inhibits the development of metastasis. Thus, RT has the potential to act as an in-situ vaccine (71, 72).

While radiotherapy is a mainstay of local tumor treatment, its effectiveness in controlling distant tumor spread is limited. However, the recent discovery of RT’s ability to induce ICD offers a promising avenue to revitalize RT therapy. Importantly, research suggests that the degree of immune modulation within the tumor microenvironment by RT is dependent on the radiation dose (73). He et al. found that gold nanoparticles AuNPs were able to increase the expression of phosphorylated eIF2α (p-eIF2α) in G422 glioblastoma cells under RT treatment, promote eIF2α protein phosphorylation, and induce ICD. The study also verified the ICD-inducing ability of AuNPs under RT treatment in a therapeutic G422 tumor-bearing mice model (74).





4 In vitro induction of DTCs for cancer vaccines

“ICD-based cancer vaccines” involve DTCs for re-infusion vaccination in vivo, ultimately leading to tumor therapy. DTCs, produced after treatment with ICD inducers, exhibit excellent immunogenicity (Figure 3). In this respect, studies have reported that ICD-based cancer vaccines can induce robust immune activation in mouse models during prophylactic vaccination trials in vivo (75). ICD-based cancer vaccines offer a distinct advantage by inducing a comprehensive tumor cell antigen expression profile. This eliminates the dependence on a single antibody for recognition, a major hurdle in conventional immunotherapy. By promoting the expression of diverse tumor antigens, ICD vaccines significantly reduce the risk of tumor cells evading immune attack during treatment. The rationale behind this approach lies in the ability of ICD inducers to stimulate the spontaneous production of relevant antigens, DAMPs, and immune activation molecules within tumor cells. This comprehensive immune response translates to potent antitumor effects, establishment of long-term immune memory against the tumor, and aligns perfectly with the evolving paradigm of immunotherapy, which seeks to integrate preventive and therapeutic strategies.




Figure 3 | Schematic illustration of the design of cancer vaccines inspired by DTCs for eliciting humoral and cellular immunity, which can be broken into three key stages: the preparation of ICD-based cancer vaccines (blue circle), the immune activation include DC maturation and antigen presentation (red circle), and the immune effect of CD8+T cells in TME for anti-tumor therapy (grey circle). Created by © 2023 BioRender.



Studies have explored various methods for the preparation of ICD-based cancer vaccines include: One approach utilizes chemotherapy. Qing et al. demonstrated that DOX can induce tumor cells to become dendritic cell activators. They employed liquid nitrogen cryogenics to generate frozen dying tumor cells (FDTs), which achieved a 38% tumor elimination rate in the MC100 peritoneal carcinoma mouse model. Furthermore, in combination with cytokines IL-12 and aPD-L1, they achieved 100% eradication in the peritoneal metastasis model of colorectal carcinoma (76). Li et al. showed that tumor antigens CIAs induced by chemotherapeutic agents in vitro, triggering an immune response and demonstrating synergistic effects with anti-PD-1 therapy (77). Another approach involves using radiotherapy. Researchers have successfully prepared nano-vaccines in vitro using RT-induced tumor cells. These vaccines demonstrated efficacy in treating metastatic tumors and enhanced immunotherapeutic effects when combined with anti-PD-1 treatment (78).Although research on ICD inducers and strategies is more advanced, the development of ICD-based cancer vaccines in vitro is still in the preliminary stage. However, achieving high efficiency and low cost remains crucial research criteria for ICD-based cancer vaccines. Therefore, investigating whether photodynamic and sonodynamic therapy can be an ideal induction for ICD-based cancer vaccines is expected to be a worthy direction for more researchers to explore. Given the promising results of ICD induction using chemotherapy and radiotherapy, investigating the potential of PDT and SDT as triggers for ICD-based cancer vaccines warrants further exploration. we posit that the personalized design of these ICD-based cancer vaccines holds immense potential for advancing clinical translation in antitumor immunotherapy translation. As an example, previously mentioned strategies like encapsulating patient-specific nanoparticles and obtaining DC activators from tumors offer valuable avenues for personalization. While current personalized cancer vaccine development primarily focus on immune cells loaded with immune-stimulating agents, future breakthroughs lie in utilizing specific immune elements to create novel and highly effective therapeutic strategies.




5 ICD related clinical cancer therapy

In clinical immunotherapy studies involving non-small cell lung cancer, hepatocellular carcinoma, breast cancer, bladder cancer, melanoma, squamous carcinoma, and other solid tumors, the induction of ICD has demonstrated the ability to enhance the presentation function of APCs such as DCs, deplete Treg cells, and activate the vitality of immune cytotoxic effector cells. Thess combined effects ultimately lead to improved efficacy in tumor therapy.

As summarized in (Table 2), clinical trials have primarily focused on chemotherapy and radiotherapy for inducing ICD, demonstrating its clinical applicability. Researchers have further shown that physical treatments, like cryoablation, can also trigger ICD, potentially improving cost-effectiveness and clinical translation efficiency. However, significant progress is needed to develop and translate ICD-based cancer vaccines for clinical use. Therefore, exploring novel therapeutic approaches based on ICD-based cancer vaccines research and establishing a system to comprehensively evaluate the types and levels of immunogenic substance generated by ICD are crucial next steps.


Table 2 | Clinical studies about tumor treatment based on ICD.






6 Discussion and conclusion

The immunological adjuvant effect of ICD is now understood to be intricately linked to the exposure and release of cellular DAMPs. These DAMPs include exposed CRT, secreted ATP, ANXA1, TNF-α, and HMGB1, as well as phosphorylated eIF2α. However, additional valuable markers likely remain undiscovered. For example, low levels of autophagy can both protect cells and limit the release of immunogenic substances, while potentially increasing the risk of oncogenicity during treatment. Mounting evidence suggests that tumor autophagy, once thought to be similar to apoptosis, can also impact the effectiveness of antitumor immunotherapy. As expected, the autophagy inducer called STF-62247 (STF) can effectively convert protective autophagy into ICD, thereby enhancing antitumor immune activation. Furthermore, the uncertainty surrounding conventional methods of inducing ICD and determining the optimal dosage of ICD inducers makes it challenging to accurately quantify the release of associated immunogenic DAMPs. As ICD-based cancer therapy gains wider acceptance in clinical settings, it becomes increasingly important to select closely correlated assay secretions for screening ICD inducers that possess efficient induction capabilities for future development of ICD-based cancer vaccines.

Meanwhile, the development of safer and more reliable in vitro systems for ICD-based cancer vaccines, as well as the elimination of unfavorable factors in vivo, are areas that warrant attention and in-depth exploration. While some personalized ICD-based cancer vaccine research has been discussed above, providing potential mechanisms for their effectiveness, the activation of immunity by cancer vaccines is a complex process. For instance, studies have demonstrated that targeting the STING pathway can activate innate immune signaling in immune-infiltrating cells and within tumor cells, ultimately inducing ICD. However, the effectiveness of STING pathway activation within tumor cells may vary depending on the tumor type., Nanotechnology offers a potential solution by enhancing the delivery of STING activators to cells, thereby improving their efficacy (79). The involvement of the CXCL12/CXCR4 signaling pathway also plays a role in various physiological processes, such as tumor survival, invasion, metastasis, angiogenesis, and the creation of hypoxic environments (80). Additionally, CXCR4 expression can facilitate the transportation of MDSCs in different tumors, leading to the creation of an immunosuppressive TME and immune resistance (81). In gliomas, blocking CXCR4 signaling using nanoparticles loaded with CXCR4 inhibitors can reduce the infiltration of immunosuppressive MDSC and trigger an adaptive immune response (82).

In recent years, immunotherapy has made remarkable strides in the treatment of cancer, particularly with the emergence of cancer vaccines based on immune cell death. These vaccines hold great promise for expanding and enhancing tumor immunotherapy. In this article, we expounded on the mechanisms of ICD as a potent tool for regulating TME and explored the vast potential of ICD-based cancer vaccines. The successful clinical application of ICD-based cancer vaccines necessitates a rigorous evaluation of their therapeutic value. Therefore, we advocate for the identification of more robust clinical evaluation indicators, particularly those that assess the efficacy of ICD induction by these vaccines. A comprehensive assessment of both safety and efficacy is paramount in determining the transformative potential of this approach in cancer treatment. Further exploration of the intricate mechanisms underlying ICD and its role in tumor immunotherapy is crucial to unlocking the full potential of this innovative strategy. Our ongoing research endeavors to contribute to the expanding body of knowledge surrounding ICD-based cancer vaccines and ultimately pave the way for their successful translation into clinical practice through meticulous evaluation and analysis. In conclusion, the utilization of immunogenic patterns generated by ICD in tumor cells represents a paradigm shift in the field of tumor immunotherapy. By advancing the development of disease-specific cancer vaccines, we can harness the full potential of this approach to significantly improve treatment outcomes for cancer patients. Rigorous evaluation and analysis are essential to ensure the clinical relevance and applicability of these vaccines, ultimately leading to improved patient outcomes on a global scale.
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Introduction

Lung cancer, with the highest global mortality rate among cancers, presents a grim prognosis, often diagnosed at an advanced stage in nearly 70% of cases. Recent research has unveiled a novel mechanism of cell death termed disulfidptosis, which is facilitated by glucose scarcity and the protein SLC7A11.





Methods

Utilizing the least absolute shrinkage and selection operator (LASSO) regression analysis combined with Cox regression analysis, we constructed a prognostic model focusing on disulfidptosis-related genes. Nomograms, correlation analyses, and enrichment analyses were employed to assess the significance of this model. Among the genes incorporated into the model, CHRNA5 was selected for further investigation regarding its role in LUAD cells. Biological functions of CHRNA5 were assessed using EdU, transwell, and CCK-8 assays.





Results

The efficacy of the model was validated through internal testing and an external validation set, with further evaluation of its robustness and clinical applicability using a nomogram. Subsequent correlation analyses revealed associations between the risk score and infiltration of various cancer types, as well as oncogene expression. Enrichment analysis also identified associations between the risk score and pivotal biological processes and KEGG pathways. Our findings underscore the significant impact of CHRNA5 on LUAD cell proliferation, migration, and disulfidptosis.





Conclusion

This study successfully developed and validated a robust prognostic model centered on disulfidptosis-related genes, providing a foundation for predicting prognosis in LUAD patients.
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1 Introduction

Lung cancer remains the leading cause of cancer-related death worldwide, and its mortality accounts for approximately 18% of all types of cancer (1). Non–small cell lung cancer (NSCLC) is the most common lung cancer subtype, and it comprises two major histological types: lung squamous cell carcinoma (LUSC) and lung adenocarcinoma (LUAD). In addition to conventional therapies such as surgery, chemotherapy and radiotherapy, targeted therapy and immunotherapy for lung cancer have also developed rapidly in recent years. However, these therapies can only benefit some patients and have many limitations, such as side effects and high costs (2, 3). Nearly 70% of patients with NSCLC are initially diagnosed at a locally advanced stage and suffer from a poor prognosis (4). The 5-year survival rate is less than 3% for patients with advanced NSCLC (5). Therefore, exploring new diagnostic and prognostic markers is an important way to improve the early diagnosis and prognosis of lung cancer.

In the past few years, an increasing number of forms of cell death have been discovered, providing more possibilities for humans to combat various diseases (6). Activating specific forms of death through agonist treatment can provide new strategies for cancer treatment. Recent research has revealed a novel form of cell death, disulfidptosis, which is a form of cell death induced by glucose deficiency and SLC7A11 (7, 8). Specifically, disulfidptosis was triggered when cells with high SLC7A11 protein expression were subjected to glucose starvation. Treatment with glucose transporter (GLUT) inhibitors can induce disulfidptosis in cancer cells with high SLC7A11 expression without significant toxicity to normal tissues, thus effectively inhibiting tumor growth (7). This new form of death opens new doors for the development of cancer treatment strategies. Although the basic concept of disulfidptosis has been proposed, its detailed mechanisms remain unclear, especially its role across different cell types and under disease conditions. Currently, GLUT inhibitors are the only known inducers of disulfidptosis, highlighting the limited understanding of their mechanisms and therapeutic targets (9).

In this study, disulfidptosis-related genes (DRGs) identified from CRISPR–Cas9 screenings were obtained from a previous study (8), and they were used to establish a prognostic model based on the LUAD dataset in the TCGA database and another LUAD dataset in the GEO database using the least absolute contact and selection operator (LASSO) and Cox regression analysis (Figure 1). The model-derived risk factors were further analyzed for associations with immune cell infiltration, tumor suppressor gene expression, tumor-related biological functions and drug sensitivity. Moreover, the key genes in the model were further validated by in vitro assays.




Figure 1 | Workflow diagram of this study. DRGs: disulfidptosis-related genes. LASSO, least absolute contact and selection operator. AUC, area under the curve; TCGA, cancer genome map; LUAD, lung adenocarcinoma.






2 Methods



2.1 Data collection

The LUAD data of 572 patients, including 59 normal tissues adjacent to cancer tissues, 513 tumor tissues and corresponding clinical information, were retrieved from The Cancer Genome Map (TCGA) database. The expression profile and clinical results are open and accessible. To validate the prognostic model based on the TCGA LUAD cohort, another LUAD dataset (GSE13213) was retrieved from the Gene Expression Omnibus (GEO) database as an external validation dataset. The GSE13213 (10) dataset contains gene expression data and prognosis information for 117 primary lung adenocarcinoma samples.

The disulfidptosis-related genes (DRGs) were extracted via CRISPR–Cas9 screening from a previous study (8). Genes with |normZ values| > 2 and P values< 0.05, including 399 suppressors and 409 synergists, were further screened to construct a prognostic model.




2.2 Prognostic model construction and validation

The chi-square test was used to analyze the differences between the training set, the internal test set and the total dataset in terms of sex, age, tumor stage, depth of invasion (T), lymph node metastasis (N), distal metastasis (M) status and smoking history. The univariate Cox model was used to study the relationship between continuous expression levels of DRGs and OS. The risk ratio (HR) and P value from the univariate Cox regression analysis were used to identify candidate survival-related DRGs. DRGs with an HR > 1 were considered risky DRGs, and those with an HR< 1 were defined as protective DRGs. DRGs that met the criterion of a P value<0.05 were identified as survival-related DRGs and further included in LASSO and multivariate Cox regression analyses to construct a prognostic model. The risk score for each LUAD patient was calculated based on the expression of DRGs (Expi) and Cox coefficients (coefi)  . All patients in each dataset were divided into high- or low-risk groups according to the median value. K−M plots were generated to evaluate patient survival in each dataset between the high- and low-risk groups. Moreover, multivariate Cox regression analysis was performed to estimate whether the risk score was independent of clinicopathological features. To investigate the performance of the prognostic model in predicting LUAD patient outcomes, the area under the curve (AUC) of the ROC curve (AUC) was calculated. In addition, the expression of each MRG in the model and its correlation with clinicopathological features were also analyzed.

All analyses were performed with R software (version 4.3.1) and the corresponding fundamental package. The “care” package was used to randomly divide the patients into two datasets at a ratio of 6:4 according to their survival status, which were used as training sets and internal test sets, respectively. The “glmnet” package was used for LASSO regression model analysis. In addition, the “survival” and “survminer” packages were used to perform univariate and multivariate Cox analyses and to generate Kaplan−Meier plots. The “TimeROC” package was used to generate the time-dependent receiver operating characteristic (ROC) curve, and the “survivalROC” package was used to calculate the area under the curve (AUC). Nomogram plots were generated with the “rms” package.




2.3 Enrichment analysis

Based on the correlation analysis between the risk score and all mRNAs, gene set enrichment analysis (GSEA) was further performed by using the “ClusterProfiler” package of R software (version 4.3.1).

In addition, the differentially expressed genes (DEGs) between the low and high groups were identified based on the R package “limma” with the thresholds of log(fold change) >1 and P value< 0.05. The DEGs were further input into the DAVID online tool (https://david.ncifcrf.gov/) for pathway and biological process enrichment.




2.4 Correlation analysis

To further explore the biological role and clinical significance of the DRG prognostic model, correlation analysis was performed between the risk score and the expression of oncogenes, tumor mutation burden (TMB), immune regulatory gene expression, immune cell infiltration and tumor immune dysfunction and exclusion (TIDE) score. Correlation analysis was performed with the Spearman method based on the “psych” package.

The oncogenes were extracted from the ONGene database (http://www.ongene.bioinfo-minzhao.org) (11). A total of 73 immunomodulatory genes (IMGs) (12) were extracted from previous studies. The immune cell infiltration score was calculated by using the XCELL algorithm (13). Moreover, the TIDE score, dysfunction score and exclusion score of each patient in the datasets were predicted using the TIDE online tool (http://tide.dfci.harvard.edu/) following standard procedures (14).

The Genomics of Drug Sensitivity in Cancer (GDSC) database was developed by the Sanger Research Institute to collect data on the sensitivity and response of tumor cells to drugs (15). “OncoPredict” was used to calculate the drug sensitivity of each sample in the training and validation datasets based on the GDSC V2.0 database (16).




2.5 shRNA and overexpression plasmid construction

CHRNA5 shRNA sequences were designed according to BLOCK-iT™ RNAi Designer (https://rnaidesigner.thermofisher.com/rnaiexpress), and the annealed double-stranded shRNA was cloned and inserted into the pGreen vector. After testing the knockdown efficiency of several candidate shRNAs, the sequence 5’-GGGTCACTATGGAGTTCAAAG-3’ targeting CHRNA5 and the sequence 5’-GCAGCTGAAATATCCTAAACT-3’ targeting FTO were selected for subsequent experiments. A scrambled nonspecific control shRNA (shNC) was also cloned and inserted into the same vector and used as a negative control. For overexpression, the full-length coding sequence of CHRNA5 was amplified and cloned and inserted into the pCDH plasmid.




2.6 Cell culture and transfection

The human lung cancer cell lines A549 and H1299 were purchased from the American Type Culture Collection (ATCC). All cells were cultured in DMEM (Thermo Fisher Scientific, Inc.) supplemented with 10% FBS (Thermo Fischer Scientific, Inc.) at 37°C in the presence of 5% CO2.

GC cells were seeded in 6-well plates in each well and grown for 24 h. Then, the cells were transfected with 2.5 μg of shCHRNA5 or shNC using Lipofectamine 6000 reagent (Beyotime, China) following the manufacturer’s protocol.




2.7 Cell proliferation and migration assays

For cell proliferation, lung cancer cells were initially seeded into 6-well plates. These cells were then incubated with 10 μM EdU for 2 hours. Next, the cells were stabilized with 4% paraformaldehyde and permeabilized using 0.3% Triton X-100, a process conducted in a PBS environment. A subsequent step involved incubating the cells with a click reaction solution, a product provided by the Beyotime Institute of Biotechnology in China. Within a 24-hour timeframe, images of the cells were obtained using an inverted fluorescence microscope, and the resulting data were analyzed with the assistance of NIH ImageJ software (version 1.8.0).

In terms of the cell migration assay, cells from each group were methodically placed in the upper chambers of each Transwell membrane (Corning, Inc., USA). Next, 1 ml of medium without FBS and 2 ml of complete medium were added to the bottom chamber. After a 24-hour incubation period at 37°C in an environment with 5% CO2, the cells were stabilized in methanol and stained with 0.5% crystal violet for 30 minutes. The final stage involved washing the cells in the upper chamber with phosphate-buffered saline (PBS, provided by Gibco, USA) three times. The cells were then imaged using a microscope and evaluated with NIH ImageJ software (version 1.8.0).




2.8 Western blot

Total protein from lung cancer cells was extracted using RIPA lysis buffer (Beyotime, China). Protein concentrations were quantified via an Enhanced BCA Kit (Beyotime, China). The proteins, in equivalent quantities, were separated via SDS−PAGE, and 30 μg of each protein was transferred onto a PVDF membrane (Millipore Sigma, Billerica, MA). After blocking with 5% BSA, the membranes were incubated at 4°C overnight with the following primary antibodies: anti-E-cadherin (CDH1, ProteinTech Group, Inc., USA) and anti-N-cadherin (CDH2, ProteinTech Group, Inc., USA), both at a 1:1,000 dilution. Anti-GAPDH (1:1,000 dilution, Cell Signaling Technology Inc., USA) was used as a loading control. The membranes were then incubated with HRP-labeled secondary antibodies for 2 hours at room temperature and subsequently washed three times with TBST. The protein bands were visualized using an enhanced chemiluminescence (ECL) substrate and the GeneTools GBox system (Syngene) and were scanned and quantified with ImageJ software (National Institutes of Health, NIH).




2.9 Disulfidptosis assays

Glucose-free DMEM was used to simulate glucose deprivation conditions. When CHRNA5 was knocked down or overexpressed in cells, the culture medium was replaced with glucose-free medium, and the regulatory effect of the gene on dysfildptosis was determined by measuring cell viability and apoptosis.




2.10 Statistical analysis

Statistical analyses were conducted using GraphPad V8.3.0 software (GraphPad Software, LLC), and the data are presented as the means ± standard deviations. To ascertain the existence of statistically significant differences between the means of two or more groups, Student’s t test and analysis of variance (ANOVA) were employed. All the statistical tests were two-tailed, and a P value less than 0.05 was considered to indicate statistical significance.





3 Manuscript formation



3.1 Data collection

Three LUAD cohorts and corresponding clinical data were obtained from the TCGA and GEO databases. The demographic and clinical data for the training, internal testing and independent validation sets are summarized in Table 1. After filtering out the samples with missing clinical information from the TCGA LUAD dataset, a total of 504 LUAD patients, including 183 living patients and 321 patients who died at the end of follow-up, were included in this study (median follow-up: 2.474 years). This dataset was randomly divided into a training set (n = 303, 60%) and an internal testing set (n = 201, 40%). As expected, no significant differences were found in the major clinicopathological features between the training, testing and entire TCGA LUAD datasets (Table 1). In addition, this study also included a GEO dataset (GSE13213) including 117 LUAD patients, which included 41.88% of deaths at the end of follow-up (median follow-up time was 5.306 years).


Table 1 | Clinical features of the LUAD patients in the training set, testing set and validation set.






3.2 Construction and validation of the prognostic model according to the DEGs in LUAD patients

Based on the CRISPR–Cas9 screenings, a total of 808 DRGs were screened with the criteria of |normZ values| > 2 and P value< 0.05 (Supplementary Figure 1). Forty prognosis-related DRGs were identified based on the TCGA training set using univariate Cox regression analysis (Figure 2A). Consequently, LASSO-penalized Cox analysis further identified 20 DRGs for multivariate analysis (Supplementary Figures 2A-B). The multivariate Cox proportional hazard model was built stepwise using the likelihood-ratio forward method to reach the highest significance. Hence, 14 DRGs were further screened to construct a risk model to assess the prognostic risk of patients with LUAD: risk score = (0.577 × GNG12 Exp) + (0.358 × UQCRB Exp) + (0.317 × AP3B1 Exp) + (0.313 × SLC35E3 Exp) + (0.298 × CHD1L Exp) + (0.237 × DDIT4 Exp) + (0.219 × KCNJ14 Exp) + (0.204 × CHRNA5 Exp) + (0.180 × LEFTY1 Exp) + (-0.119 × LAX1 Exp) + (-0.265 × SLC46A3 Exp) + (-0.288 × MYO6 Exp) + (-0.445 × IVD Exp) + (-0.456 × GDPD1 Exp) (Figure 2B). ROC curves demonstrated that the risk score serves as a significant predictor of the OS of LUAD patients, with AUCs greater than 0.730 at 1-5 years (Figure 2C). Samples in the training set were classified into low- and high-risk groups based on the median value of the risk score. KM survival analysis indicated that the low-risk group had significantly favorable OS for LUAD patients (Figure 2D). The distribution of risk scores between the low-risk and high-risk groups and the survival status and survival time of patients in the two different risk groups are depicted in Figure 2E. The relative expression of the 14 DRGs for each patient is shown in Figure 2F.




Figure 2 | Construction of the prognostic model of DRGs. (A) Univariate Cox regression analysis for the selection of DRGs correlated with the OS of LUAD patients. (B) Forest plot showing the multivariate Cox regression analysis of 14 DRGs. (C) ROC curves for 1-year OS in the training set. (D) K−M curve of OS in the training group. (E) Risk score distribution and survival status of the training group. (F) Heatmap showing the expression of 14 DRGs in the training group. DRGs, disulfidptosis-related genes; OS, Overall survival; ROC, receiver operating characteristic curve.



To further verify the accuracy and reliability of the prognostic model obtained from the training set, we applied it to the internal testing set and other independent validation cohorts, viz. GSE13213. By using the same prognostic model, the classifier could also successfully subdivide patients in the internal testing set (n = 201) into high-risk or low-risk groups with marked differences in overall survival (P = 0.008; Supplementary Figure 3). In addition, the same observation was also found in the entire TCGA LUAD dataset (training set and internal testing set, Figure 3A), as well as in the GSE13213 validation cohort (Figure 3B). Additionally, ROC curves indicated that the risk score was an effective predictor of the OS of LUAD patients in both the TCGA LUAD (Figure 3C) and GSE13213 (Figure 3E) datasets, with AUCs greater than 0.750. Consistent with the results demonstrated in the training set, the KM survival analysis indicated that the DRG risk score was a significant risk factor for OS in LUAD patients in the above 2 datasets (all P< 0.001, Figure 3D, F). Importantly, when the other 3 survival indicators, namely, disease-specific survival (DSS), disease-free interval (DFI) and progression-free interval (PFI), were considered, Kaplan–Meier curves and receiver operating characteristic (ROC) curves indicated that the low-risk group had significantly favorable outcomes for LUAD patients (Supplementary Figure 4).




Figure 3 | Validation of the prognostic model with 14 DRGs constructed from the training dataset. Risk score distribution, survival status and expression of 14 DRGs in the TCGA-LUAD dataset (A) and external validation datasets, viz. and GSE31213 (B). ROC curves for overall survival in the TCGA-LUAD (C) and GSE31213 (D) datasets. K−M curves of OS in the TCGA-LUAD (E) and GSE13213 (F) datasets. DRGs, disulfidptosis-related genes; ROC, dependent receiver operating curve; TCGA, the cancer genome map; LUAD, lung adenocarcinoma.






3.3 The DRG risk score is independent of clinical features

As depicted in Supplementary Table 1, the DRG risk score was related to several clinicopathological features in the TCGA-LUAD dataset, including sex, lymph node metastasis, invasion depth and stage. To assess whether the risk score is an independent indicator in LUAD patients, the effect of each clinicopathologic feature on OS was analyzed by univariate Cox regression (Figure 4A). As shown in Figure 4B, after multivariable adjustment, the risk score remained a powerful and independent factor in the entire TCGA-LUAD dataset. Moreover, the risk score was verified as an independent factor based on the GSE13213 dataset (Supplementary Figures 5A–B). The discrepancies in OS stratified by lymph node metastasis (N) and invasion depth (T) stage were analyzed between the low- and high-risk groups in the entire TCGA-LUAD dataset. According to the subgroups classified by N and T stage, the OS of the low-risk group was superior to that of the high-risk group (Supplementary Figures 6A-D).




Figure 4 | The DRG risk score was an independent prognostic factor for OS in the TCGA-LUAD dataset. Univariate (A) and multivariate (B) Cox regression analyses of the risk score and clinicopathological features for overall survival in the TCGA-LUAD dataset. (C) The nomogram consists of the 14-gene risk score and 6 clinical indicators based on the TCGA-LUAD dataset. The points from these variables are combined, and the locations of the total points are determined. The total points projected on the bottom scales indicate the probabilities of 1-year, 3-year and 5-year overall survival. Calibration plots (D) and receiver operating characteristic (ROC) curves (E) were used to validate the prognostic nomogram constructed based on the TCGA-LUAD dataset. DRGs, disulfidptosis-related genes; ROC, dependent receiver operating curve; TCGA, the cancer genome map; LUAD, lung adenocarcinoma.



To ensure the robustness and practicability of the 14-DRG prognostic model, a prognostic nomogram for predicting overall survival in LUAD patients was established using the TCGA-LUAD and GSE13213 datasets (Figure 4C and Supplementary Figure 5C). Major clinicopathological features and risk scores were included in the nomogram. The nomogram was internally validated by computing the bootstrap C-index (≥ 0.700 both in TCGA-LUAD and GSE13213) and a calibration plot (Figure 4C and Supplementary Figure 6E). The ROC curve confirmed that the score calculated based on the nomogram was highly predictive of overall survival, with AUCs of 0.830 and 0.905 at 1 year in the TCGA-LUAD cohort and GSE13213 cohort, respectively (Figure 4C and Supplementary Figure 6F).




3.4 The DRG risk score is associated with the immune landscape

Based on the XCELL algorithm and TCGA-LUAD dataset, the DRG risk score was found to be associated with infiltration of multiple immune cell types (Figure 5A), including CD4+ T cells, Th2 cells, common lymphoid progenitors, mast cells, and B cells, as well as the microenvironment and immune score. Additionally, the risk score was associated with infiltration of many types of immune cells, as was the immune score based on the GSE13213 dataset (Figure 5B). In addition, a significant negative correlation between the risk score and dysfunction score was found based on the TIDE algorithm in the TCGA-LUAD dataset (r = -0.239), and the low-risk group had a higher TIDE score (Figure 5F). A positive correlation was found between the exclusion score and the risk score (r = 0.457), and the high-risk group had the highest score (Figure 5G). After comprehensive consideration of the dysfunction and exclusion scores, a positive correlation was found between the TIDE score and the risk score (r = 0.169), and the high-risk group had a higher score (Supplementary Figures 7A-B). Additionally, the same results were found in the GSE13213 validation dataset (Supplementary Figures 7C-H). Overall, the TIDE results suggest that the DRG risk score may be associated with poorer immune checkpoint inhibition therapeutic efficacy.




Figure 5 | The DRG risk score is correlated with the immune landscape. Lollipop plots showing the results of the correlation analysis between the risk score and immune cell infiltration based on the XCELL algorithm in the TCGA-LUAD (A) and GSE13213 (B) datasets. Scatter plots showing the results of the correlation analysis between the risk score and sensitivity to antitumor drugs in the TCGA-LUAD (C) and GSE13213 (D) datasets. (E) Heatmap showing the intersection of the drugs significantly correlated with the risk score. *, **, *** represent P value of correlation analysis less than 0.05, 0.01, 0.001, respectively. Correlation analysis between the risk score and dysfunction score (F) and exclusion score (G). ***, P value of t-test < 0.001 betweenh igh and low risk groups. DRGs, disulfidptosis-related genes; TCGA, the cancer genome map; LUAD, lung adenocarcinoma.






3.5 DRG risk score is associated with cancer progression

Correlation analysis revealed that the DRG risk score was significantly related to multiple oncogenes in both the TCGA-LUAD (Figure 6A) and GSE13213 (Figure 6B) datasets. After the intersection of the oncogenes correlated with the risk score in both datasets, 35 positively correlated and 4 negatively correlated oncogenes were identified (Figure 6C), including FOSL1, FOXM1, CDK1, and CCNB2. By analyzing the differentially expressed genes (DEGs) between the high-risk and low-risk groups in the TCGA-LUAD and GSE13213 datasets, we obtained a total of 554 genes that were upregulated in both datasets and 401 genes that were downregulated (Supplementary Figure 8). The enrichment analysis revealed that these DEGs were significantly enriched in several important biological processes and pathways, including lung alveolus development, G2/M transition of mitotic cell cycle, extracellular matrix organization, cell proliferation, DNA replication, cell adhesion and immune response (Figure 6D), as well as drug metabolism, ABC transporters, p53 signaling pathway, ECM-receptor interaction, cell cycle and PI3K-Akt signaling pathway (Figure 6E). Moreover, GSEA was performed to investigate the biological processes and pathways potentially related to the DRG risk score. As depicted in Figure 6F, the DRG risk score was related to multiple cancer-related biological processes, including DNA replication, recombination repair, double-strand break repair, cell cycle checkpoint signaling and the B-cell receptor signaling pathway, as well as other vital processes, in both the TCGA-LUAD and GSE13213 datasets (Figure 6G). Additionally, the risk score was related to several cancer-associated pathways (Figure 6H), mainly the proteasome, cell cycle, DNA replication, mismatch repair and RNA degradation pathways, as well as other crucial pathways (Figure 6I).




Figure 6 | The DRG risk score is associated with cancer progression. Scatter plots showing the results of the correlation analysis between the risk score and oncogenes in the TCGA-LUAD (A) and GSE13213 (B) datasets. (C) Heatmap showing the intersection of the oncogenes significantly correlated with the risk score. *** represent P value of correlation analysis less than 0.001. Lollipop plots showing the enrichment analysis of the differentially expressed genes between the high-risk group and low-risk group for biological processes (D) and KEGG pathways (E). (F) Heatmap showing the intersecting biological processes in the TCGA-LUAD and GSE13213 datasets based on GSEA. (G) GSEA plots showing the enrichment results of three biological processes related to the risk score. (H) Heatmap showing the intersecting biological processes in the TCGA-LUAD and GSE13213 datasets based on GSEA. (I) GSEA plots showing the enrichment results of three biological processes related to the risk score. GSEA, gene set enrichment analysis; TCGA, the cancer genome map; LUAD, lung adenocarcinoma.






3.6 CHRNA5 contributes to lung cancer progression

Among these DRGs in the constructed risk model, CHRNA5 had a high normalized Z score (normZ = 2.23, Figure 7A) and the highest correlation with SLC7A11 (r = 0.432, Figures 7B-C). Survival analysis revealed that patients with lower CHRNA5 expression had longer overall survival in both the TCGA-LUAD datasets (Supplementary Figure 9A). When considering disease-specific survival and progression-free survival, a better prognosis was found for patients with low CHRNA5 expression (Supplementary Figures 9B-C). CHRNA5 expression was greater in tumors than in normal tissues in multiple LUAD datasets (Figure 7D). Further correlation analysis revealed that CHRNA5 expression was significantly correlated with multiple oncogenes (Figure 7E). Additionally, CHRNA5 expression was positively correlated with the sensitivity to several antitumor drugs (Figure 7F). Correlation analysis of immune cell infiltration revealed that CHRNA5 was significantly correlated with several cell types (Figure 7G), including DC4+ T cells (Th1/2), cancer-associated fibroblasts (Figure 7H), monocytes, mast cells, and M2 macrophages, as well as the microenvironment, stroma and immune score. Moreover, CHRNA5 expression was correlated with tumor stemness in the TCGA-LUAD cohort (Figure 7I). GSEA further demonstrated that CHRNA5 is related to many cancer-related KEGG pathways (Figures 7J-K) and biological processes (Supplementary Figure 9D), including the cell cycle (NES = 2.868), DNA replication (NES = 2.586), the JAK-STAT signaling pathway (NES = -2.198) and cell adhesion molecules (NES = -2.823), as well as several other vital terms.




Figure 7 | CHRNA5 is highly expressed in LUAD and is related to cancer progression. (A) The lollipop plot shows the normalized Z score of the DRGs in the risk model. (B) The lollipop plot shows the correlation between SLC7A11 and the DRGs in the risk model. (C) Scatter plot showing the correlation between the expression of SLC7A11 and CHRNA5. (D) Heatmap showing the change in CHRNA5 expression in tumors compared with normal tissue in multiple datasets. ** and *** represent P value of t-test less than 0.01 and 0.001 between tumor and normal groups, respectively. (E) Volcano plot showing the results of the correlation analysis between the expression of CHRNA5 and that of oncogenes. (F) Lollipop plot showing the correlation between CHRNA5 and antitumor drug sensitivity. (G) Lollipop plot showing the correlation between CHRNA5 and immune cell infiltration. (H) Scatter plot showing the correlation between SLC7A11 expression and the infiltration of cancer-associated fibroblasts in the TCGA-LUAD dataset. (I) Scatter plot showing the correlation between SLC7A11 expression and tumor stemness calculated by the RNA-seq algorithm based on the TCGA-LUAD dataset. Lollipop plot (J) and GSEA plot (K) showing the results of GSEA of CHRNA5 for KEGG pathways. GSEA, gene set enrichment analysis; DRGs, disulfidptosis-related genes; TCGA, the cancer genome map; LUAD, lung adenocarcinoma.






3.7 CHRNA5 regulates proliferation, migration and disulfidptosis in LUAD cells

To evaluate the biological function of CHRNA5 in LUAD cells, we constructed shRNA plasmids to knock down CHRNA5 and a plasmid to overexpress CHRNA5 (Supplementary Figure 10). EdU assays revealed that CHRNA5 knockdown attenuated LUAD cell proliferation, while CHRNA5 overexpression amplified proliferation in A549 and H1299 cells (Figures 8A-B). The transwell migration assay indicated that CHRNA5 knockdown significantly reduced cell migration, while CHRNA5 overexpression significantly increased cell migration (Figures 8C-D). The western blotting results demonstrated that CHRNA5 knockdown significantly promoted CDH1 expression (Figures 8E-F) but inhibited CDH2 expression (Figure 8G). Conversely, CHRNA5 overexpression resulted in the upregulation of CDH2 and the downregulation of CDH1 (Figures 8E-G). To further evaluate the synergistic role of CHRNA5 in disulfidptosis, we used glucose-deprived medium to culture LUAD cells. The results of the CCK-8 assay revealed that CHRNA5 knockdown significantly attenuated cell death induced by glucose deprivation, while CHRNA5 overexpression significantly amplified cell death (Figures 8H-I).




Figure 8 | CHRNA5 promotes cell proliferation, migration and disulfidptosis in LUAD. Representative images (A) and the quantified results (B) of the EdU cell proliferation assay in LUAD cells with CHRNA5 knockdown or knockdown. Representative images (C) and the quantified results (D) of the transwell cell migration assay in LUAD cells with CHRNA5 knockdown or knockdown. Representative images (E) and the quantified results (F-G) of western blotting for CDH1 and CDH2 in LUAD cells with CHRNA5 knockdown or expression. A CCK-8 assay was used to measure the cell death induced by glucose deprivation in A549 (H) and H1299 (I) cells with CHRNA5 knockdown or expression. LUAD, lung adenocarcinoma. #, ## and ### represent P value less than 0.05, 0.01 and 0.001 versus shNC group, respectively. ** and *** represent P value less than 0.05, 0.01 and 0.001 versus Blank group, respectively.







4 Discussion

Disulfidptosis is a new form of regulated cell death in cancers with high SLC7A11 expression under glucose starvation conditions, providing a novel therapeutic strategy for treating malignant tumors (7, 8). Here, we established a prognosis prediction model based on DRGs using LASSO and Cox regression analysis and further screened a key gene in the model, CHRNA5, for functional analysis in lung cancer cells.

Recently, several studies have built risk prediction models for different cancers, including cervical cancer (17), bladder cancer (18, 19), colorectal cancer (20) and lung cancer (21, 22), based on DRGs. With respect to lung cancer, a previous study identified 465 DRGs based on correlation analysis and established a 21-gene-based risk prediction model with an AUC = 0.747 at 1 year (22). Additionally, another study devised a 7-gene-based model with an AUC = 709 at 1 year (21). Compared to these studies, the present study established a risk prediction model with an AUC of 0.805 in lung cancer based on DRGs obtained from CRISPR/Cas9 screening. The superiority of this model was further validated in internal testing and external validation sets, with AUCs of 0.786 and 0.783, respectively. The robustness and practicability of this model were measured by the nomogram, and the nomogram based on the risk score showed better prediction accuracy, with an AUC = 0.830. These results revealed that our DRG risk score model has good predictive accuracy and certain practical value.

The tumor microenvironment (TME) has attracted increasing attention due to its important role in tumor immunosuppression, distant metastasis and drug resistance (23). The TME is mainly composed of tumor cells, infiltrating immune cells, cancer-related stromal cells, endothelial cells and other components (24, 25). The generation and progression of tumors largely depend on external signals received from the surrounding immune cells and nonimmune cells of the TME (26). Our correlation analysis revealed that the risk score was positively correlated with the immune score, microenvironment score and infiltration of mast cells and other cell types. Mast cells are located at the edge of the tumor and TME, usually around blood vessels (27), and have both protumor and antitumor properties. After activation and degranulation, they become highly proinflammatory and actively recruit cells from the innate immune system, mainly neutrophils, macrophages, and eosinophils, as well as cells from the acquired immune system (B cells and T cells), to coordinate antitumor immune responses (28). In contrast, they may also support angiogenesis and MMP9 degradation in the ECM and promote metastasis by releasing VEGF, which is beneficial for tumor progression (28). In addition, the risk score is also correlated with dysfunction and exclusion of T cells, as is the TIDE score, which can predict the clinical response to cancer immunotherapy (14). Further GSEA revealed that the risk score was correlated with DNA replication, the cell cycle, cell adhesion and the immune response, as well as several vital KEGG pathways. Moreover, positive correlations were found between the risk score and the expression of multiple oncogenes and the sensitivity to several antitumor drugs. These results suggest that our DRG risk prediction model may serve as a potential indicator for the prediction of immune microenvironment homeostasis, the evaluation of immune checkpoint blockade therapy, and the evaluation of the biological functional status of tumors.

Among the 14 DRGs included in the risk prediction model, we selected CHRNA5, which had a high normalized Z score based on CRISPR screening and the highest correlation with SLC7A11, to further investigate its regulation of biological function and disulfidptosis in LUAD cells. CHRNA5, a member of the nicotinic acetylcholine receptor superfamily, is a key modulator of nicotine-dependent lung cancer and other malignancies (29, 30). CHRNA5 accelerates lung cancer progression via the MAPK and VEGF pathways (31), influences melanoma growth via Notch1 regulation (32), and promotes radioresistance in oral squamous cell carcinoma by modulating E2F transcription factors (33). In this study, we found that CHRNA5 might function as an oncogene, as evidenced by its upregulation in lung cancer and its positive correlation with oncogene expression. Moreover, survival analysis indicated that patients with high CHRNA5 expression generally have a poorer prognosis. Furthermore, in vivo experiments revealed that knocking down CHRNA5 significantly reduced both cell proliferation and migration in LUAD cells. We also investigated its regulatory role in disulfidptosis under glucose-deprived conditions. The results revealed that CHRNA5 knockdown inhibited cell death induced by glucose deprivation, whereas CHRNA5 overexpression enhanced cell death. These findings underscore the significant influence of CHRNA5 on the proliferation and migration of LUAD cells, as well as on disulfidptosis.

In conclusion, our study successfully established and validated a robust risk prediction model rooted in disulfidptosis-related genes (DRGs) for LUAD patients. Notably, this risk score is associated with the homeostasis of the immune microenvironment and the biological function of tumors. CHRNA5, a critical component of this model, has been confirmed to enhance cell proliferation, migration, and disulfidptosis in LUAD cells.
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Despite that colorectal and liver cancer are among the most prevalent tumours in the world, the identification of non-invasive biomarkers to aid on their diagnose and subsequent prognosis is a current unmet need that would diminish both their incidence and mortality rates. In this context, conventional flow cytometry has been widely used in the screening of biomarkers with clinical utility in other malignant processes like leukaemia or lymphoma. Therefore, in this review, we will focus on how advanced cytometry panels covering over 40 parameters can be applied on the study of the immune system from patients with colorectal and hepatocellular carcinoma and how that can be used on the search of novel biomarkers to aid or diagnose, prognosis, and even predict clinical response to different treatments. In addition, these multiparametric and unbiased approaches can also provide novel insights into the specific immunopathogenic mechanisms governing these malignant diseases, hence potentially unravelling novel targets to perform immunotherapy or identify novel mechanisms, rendering the development of novel treatments. As a consequence, computational cytometry approaches are an emerging methodology for the early detection and predicting therapies for gastrointestinal cancers.
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1 Digestive tumours

Currently, and according to the International Agency for Research on Cancer (1), the most prevalent cancers in the world are lung, breast, colorectal, prostate, stomach, and liver cancers, respectively. Although lung cancer is currently the one with the highest mortality, tumours within the gastrointestinal tract (colorectal, liver, and stomach) are the most prevalent ones when considering overall incidence and mortality. Among them, colorectal cancer (CRC) is actually the second global cause (1) of cancer-related mortality. Most of the CRC cases are adenocarcinoma, and 60%–65% of them are sporadic, 25% have a CRC family case without any hereditary syndrome, and 5% of them are caused by a cancer hereditary syndrome such as non-polyposis colorectal cancer (or Lynch syndrome) and familial adenomatous polyposis (FAP). Lynch syndrome is caused by mutations in genes encoding mismatch DNA repairing proteins, while FAP is due to mutations in the tumour suppressor gene APC. Moreover, colorectal cancer can be subdivided based on microsatellite stability (MSS) and microsatellite instability (MSI) due to this deficiency of mismatch repairing proteins. MSI tumours have better prognosis, as they can be easily treated with immunotherapy than MSS tumours (2–4). While there are more several factors such as aging or location (right side CRC has worse survival than the left side) (5) underlying its development, the most relevant risk contributors include modifiable elements such as obesity, sedentary lifestyle, low fruit and vegetable intake, red meat consumption, and smoking and alcoholic habits. Its frequency is higher in economically developed countries, although it is also increasing in westernised developing societies (6–8). Indeed, in 2022, colorectal cancer was the most diagnosed tumour and the second leading cause of cancer death in Europe (9). Its 5-year survival rate ranges from 10% to 90% depending on the stage at diagnose with a better prognosis if it is diagnosed at earlier stages. Screening methods include faecal occult blood test or double contrast barium enema, which are subsequently followed (if positive) by a colonoscopy (10).

Gastric cancer is the fifth most common tumour (1) in the world, and, as CRC, most of them are adenocarcinoma (11). It is usually classified as cardia gastric (upper stomach) and non-cardia gastric cancer (mid and distal stomach) having both different risk factors and epidemiological patterns (12). Of the gastric cancer cases, 90% are due to environmental factors while the remaining 10% have a familiar component. Hereditary diffuse gastric cancer, which has a worse survival than sporadic gastric tumours, is commonly caused by germinal mutations in CDH1 gene, which codes E-cadherin protein. Hereditary Peutz–Jeghers syndrome predisposes to early-onset gastric cancer. Lynch syndrome also increases the lifetime risk of developing it (13–17). Whereas non-cardia gastric cancer is related to smoking and deficient diet, cardia class correlates with obesity and gastroesophageal reflux disease (18). Despite overall predisposing factors including dietary factors (like high consumption of processed meats, smoked foods, and high salt diets) (19), Helicobacter pylori infection is responsible for almost 90% of distal gastric cancers. Indeed, the International Agency for Research on Cancer labels this bacterium as a human carcinogen due to its correlation with gastric cancer, as it provokes gastritis, which can derive on stomach atrophy, metaplasia, and dysplasia. Its 5-year survival rate for early stages is 75.4% (20), so screening analysis, such as esophagogastroduodenoscopy, are usually implemented.

Last, but not the least, liver cancer remains the sixth most common tumour (1) worldwide. As opposed to both colorectal and gastric cancer, this one is a remarkable heterogeneous disease that has been redefined over time. However, hepatocellular carcinoma is its most frequent histological manifestation appearing in approximately 90% of the cases (21). Risk factors include alcohol abuse, diabetes, exposure to aflatoxin, and genetic predisposition. Nevertheless, almost 80% (22) of hepatocellular carcinoma are associated with hepatitis B/C virus infection. In addition, high-risk groups include patients with non-alcoholic fatty liver and cirrhosis. The Barcelona Clinic for Liver Cancer (BCLC) classifies hepatocellular carcinoma status and determine treatments options based on it (from 0 to D). Another common indicator is the MELD model (Model for End-stage Liver Disease), which examines the bilirubin, creatinine, and International Normalised Ratio (INR) from each patient to predict the 3-month mortality with a statistical confidence of 80%, in order to prioritise those patients who need an earlier transplant (23). Although early stages of hepatocellular carcinoma are treatable, only 20% of diagnosed patients survive more than 1 year. Liquid biopsies such as cell-free DNA or α-fetoprotein are being studied as potential early detection biomarkers, but further research is required (22, 24, 25).

Given therefore the aggressive nature of digestive tumours, there is no doubt that early diagnosis is still the best weapon to fight them. In this regard, the identification of novel biomarkers can provide novel tools not only to aid on their diagnosis and predict their subsequent prognosis (26–30) but also unveil novel targets to perform immune therapy. However, although this has been partially achieved in the gastric one given the role that H. pylori infection elicits on its trigger, such goal remains elusive for both CRC and liver cancer.

Regarding hepatocellular carcinoma (HCC), alpha-fetoprotein (AFP) is widely used combined with abdominal ultrasound in order to determine HCC illness. However, it is also true that targeted therapies are essential for the treatment of hepatocellular carcinoma (HCC), yet tackling this type of cancer is challenging owing to its molecular heterogeneity. Some predictive biomarkers based on gene polymorphisms (like VEGFD), serum protein levels, or clinical predictors such as hypertension can be used to identify responders to sorafenib or levantinib, both of which serve as first-line systemic therapies (31). However, it is obvious that more studies are needed to obtain new biomarkers with utility in the clinical practice.

Related to CRC, clinicians focus on DNA signatures to design treatment options. As previously stated, high MSI is the phenotype of 15% colorectal tumours. These tumours typically do not metastasise and show poor response to chemotherapy. Despite this, they have a better clinical course than MSS tumours because of the higher production of neoantigens, making them more susceptible to treatment with immunotherapy (32). Other therapeutic strategies focus on the MAPK pathway status. RAS, which controls cells proliferation, is often mutated in CRC (33), and monoclonal antibodies (mAbs) anti-EFGR as cetuximab are typically used to stop the abnormal signalling. Other mAbs like encorafenib targets KRAF, which is usually mutated in CRC, and it is used when anti-EFGR are not effective, as it is downstream in the MAPK pathway (32). Focusing on liquid biopsies, several serum proteins such as carcinoembryonic antigen (CEA) are found in CRC. However, they do not correlate significantly with prognosis or survival rates. New approaches also investigate circulating tumour cells and circulating tumour DNA in the blood. In contrast with CEA and other serum proteins, these markers correlate with treatment response and survival rates, making them desirable biomarkers to study in depth before starting a therapeutic option (32, 34, 35).

Building from the current needs, this manuscript will therefore focus on the utility that flow cytometry elicits on the search of novel biomarkers with aid on the clinical practise of digestive tumours.




2 Conventional and mass cytometry

Conventional flow cytometry (CFC) is a fluorescence-based technique, which allows the immunotyping of immune cells at single-cell resolution, which has been used in the clinical setting for over 50 years (36). In addition, it is currently used for B- and T-cell leukaemia and lymphoma immunophenotyping, helping to identify their optimal treatment. However, given that CFC is based on the use of fluorochrome-labelled specific antibodies, the maximum number of fluorochromes—and therefore markers—which can be analysed by classical CFC, is restricted to the number of available channels in the equipment. Therefore, conventional cytometers in the clinical setting do not usually provide more than 8 or 10 channels, hence limiting the number of parameters that can be analysed. Although that has been recently overridden by the development of novel equipment, which display up to 20 channels and, therefore, can identify up to 20 markers at the same time (37), the development of CFC panels using more than 15 markers simultaneously requires advanced skills to compensate the fluorescence among the different markers. In addition, fluorochromes with a similar emission wavelength or close emission peaks cannot be combined in the same panel, hence limiting the capacity to perform complex panels.

In order to overcome these limitations, mass cytometry or CyTOF (cytometry time-of-flight) allows the analysis of over 40 markers at the single-cell level. That can be achieved because, as opposed to CFC, antibodies are tagged with heavy metals (like stable lanthanide isotopes) instead of fluorochromes, so cells are characterised based on atomic weight (38). Therefore, mass cytometry has proven to be highly valuable in the deep characterisation of immune cells (39) given its ability to identify over 40 parameters within a single cell (40, 41), rendering it a “pseudo-omic” technique (38), which has allowed the identification of novel biomarkers (42–46).




3 Computational cytometry

The capacity, however, of developing complex panels with over 40 parameters in a single-cell comes with a cost. Although flow cytometry data analyses are traditionally performed following a hierarchical gating strategy of serial selections in two-dimensional plots, this approach is time consuming, subjective, and can be also influenced by the operator’s experience and biases. In addition, the amount of obtained data with complex panels is exponentially increased. Therefore, when addressing complex panels, it becomes obvious that novel unbiased approaches are required in order to address the whole variability (47, 48). Thus, computational approaches based on unsupervised algorithms have emerged to address such complexity (49).

To that end, preliminary data cleaning (either with an unsupervised cleaning algorithm or with manual removal) is essential to remove outlier events due to abnormal flow behaviours resulting from clogs and other common technical problems. Once that has been performed, a subsequent unbiased exploratory approach can be performed on the dataset in an efficient and reproducible way. Dimensionality reduction algorithms, which are commonly used to perform an unsupervised and exploratory cytometry analysis, organise the data based on the protein expression levels, projecting all the variables into two or three dimensions. T-distributed Stochastic Neighbour Embedding (t-SNE) focuses on the non-linear differences between cells in protein marker expression to create a two-dimension map retaining the local data structure. However, the global distances are not reliable, and the number of cells that it can support is limited (50). Hence, it is common to perform a randomised method of event downsizing to a given dataset called “Downsampling” or “Subsampling”. Although this entails the possibility of losing under-represented populations along the way, it is possible to perform a subsequent unsupervised analysis by directly addressing the previously identified populations of interest, allowing the use of a larger number of events from these populations, which would confer greater robustness to the results. In addition, it is possible to implement the hierarchical analysis as a way of validating the results obtained, thus avoiding the loss of information that would involve doing the process in reverse (50, 51). Hierarchical Stochastic Neighbour Embedding (H-SNE) overcomes t-SNE because it allows to achieve dimension reduction algorithm without subsampling, becoming a solid and powerful single-cell analysis method (52). Given that t-SNE quadratically scales its computation time in function of the number of cells being analysed, another algorithm option is the Uniform Manifold Approximation and Projection (UMAP), which has a faster computation time than t-SNE, preserves better the global data structure, and attaches additional data to an existing plot, reasons why it has a powerful clinical monitoring impact (for instance, comparing a treatment efficacy) (50). However, such approaches have certain issues, such as the absence of a standardised and agreed-upon pipeline protocol (due to his novelty) or the inability to eliminate subjectivity in the analysis steps and the technical limitations. Although computational cytometry approaches become more widespread, they are a highly computationally demanding method (50, 51).

In spite of that, results obtained by computational cytometry approaches are data-driven and operator-independent, hence increasing their reproducibility, comparability, and accuracy, which, altogether, allow the identification of novel cell subsets related to a specific condition that otherwise may have gone unnoticed (50, 51) so they can be further analysed (and isolated) following directed hierarchical gating approaches.




4 Mass cytometry and colorectal cancer

Mass cytometry and computational cytometry have been used in several studies involving mouse models to better understand patient’s cancer and improve their therapeutic options. For instance, although PD-1/PD-L1 is a promising immunotherapy based on the inhibition of these immune checkpoints, not all patients derive benefit from this treatment; hence, it may need to be enhanced by other immune checkpoint blockade (ICB). Beyrend et al. (53) generated a CRC mouse model treated with PBS or PD-L1 therapy, and their tumour-infiltrating lymphocytes (TILs) were analysed by computational and mass cytometry. They found that the PD-L1 group showed a distinct T-cell subset expressing LAG-3 (inhibitory molecule) and ICOS (activating molecule). These findings suggest that enhancing antitumour immunity could be achieved by targeting LAG-3 or ICOS. Moreover, Krieg et al. (54) found that the complement component 3a receptor (C3aR) was downregulated in patients with CRC independently of their MSS or MSI status. Despite the role of the C3a–C3aR interaction in maintaining homeostasis and creating a tumour-free microenvironment, their CRC model lacking C3aR demonstrated that their protumourogenic faecal microbiota induced a significant immune infiltrate, which could be targeted with ICB. In addition, macrophages in CRC, known as tumour-associated macrophages (TAMs), can develop a proinflammatory (M1) or anti-inflammatory (M2) phenotype, leading this last one to T-cell exhaustion and poor prognosis (55). MS4A4A is a transmembrane protein related to these events, and it serves as a biomarker for the M2 phenotype (56); however, the role in CRC of TAMs and MS4A4A remains unclear. Using murine models, Li et al. (57) showed that MS4A4A induces polarisation towards the M2 phenotype, leading to T-cell exhaustion and a poor prognosis. Blocking MS4A4A with anti-MS4A4A detained CRC progression and enhanced the efficacy of anti-PD-1 therapy.

On this wise, Tang et al. (58) found that colon cancer mice injected with IFN-γ and anti-PD-1 had reduced tumour growth and less amount of M2 macrophages; however, they also observed an upregulation of LAG-3 in response to anti-PD-1 therapy.

Oncolytic virus therapy is a kind of nanomaterial used to treat cancer. Zhang et al. (59) designed a protein nanocage with the structure of hepatitis B virus and CpG motifs, which are immunostimulatory. Using a CRC murine model, they found by mass cytometry that after being exposed to the nanocages, the tumour microenvironment was modified having a higher expression of CD8 (cytotoxic) T cells and decreasing the T-cell exhaustion. The treatment led to enhanced antitumour immunity.

Specifically focused in the human setting, the application of novel and complex multiparametric panels in the CRC setting by CyTOF has proved that there is a huge immune diversity between different patients and within each individual, not only between the blood and the intestinal immune infiltrate but also between the affected and non-affected tissue (60). In addition, certain circulating immune cells such as monocytes and NK cells subsets are altered during perioperative period (61), confirming that CRC requires a personalised approach.

Mass cytometry has, for instance, proved that the pregnane X receptor mediates the mechanisms of oxaliplatin therapy resistance in tumour cells by eliminating the drug from the cells (62). In addition, and following the first cycle of oxaliplatin chemotherapy, patients reduce their total NK cell numbers due to a specific decrease in the CD56dimCD16− subset. In a similar manner, the CD16+ NK fraction was also reduced due the presence of several proinflammatory cytokines (IL-2, IL-15, and IL-18), which ultimately leads to lose their cytotoxic activity (63). In addition, Ting Zhang et al. (64) have shown that although EpCAM+CD4+ T-cell subsets can infiltrate the tumour in a CCR5- and CCR6-dependent manner, they nevertheless displayed an exhausted and immunosuppressive phenotype, as they were both not only PD-1+ but also PD-L1+. Not surprisingly, and given its immune-suppressive effect, such cell subset has become the target for immune checkpoint blockade therapies. In addition, Yang Luo et al. (65) found that high levels of circulating T-cell co-expressing CD103+CD39+ predict clinical response to such immune checkpoint inhibitors.

In line with the above, Tsunenori et al. (66) proved that IL-6 produced by stromal and tumour cells correlated with lower Treg (CD4+FOXP3+) cells in the tumour microenvironment. In addition, IL-6 serum levels positively correlated with enhanced levels of myeloid-derived suppressor cells (MDSCs) and effector regulatory T-cells (eTreg), two types of immunosuppressive cell subsets, while high levels of IL-6 in the tumour microenvironment correlates with immune evasion and a debilitated antitumour activity. In a similar manner, eTreg (defined as BLIMP-1+FOXP3+) were increased in the tumour infiltrate. These cells can be further divided into FOXP3lo and FOXP3hi. In addition, higher levels of the first subset in the tumour infiltrate correlate with good outcomes while the later correlate with bad prognosis. Therefore, and given that eTreg cells have been associated with both good and bad prognosis in CRC, it seems obvious that further investigation is required in order to specifically identify the specific subset, which can be used as a therapeutic target (67).

Cytokeratin 20 (CK20) is a common biomarker used to determine CRC tumour stage and histological grade. In addition, its expression on tumour cells is related to poor prognosis, whereas its absence indicates a less-invasive cancer (68). Despite that, terminally differentiated epithelial cells have a lower proportion of CK20 expression in CRC tissues referred to controls, while its expression also differs, within CRC patients, based on the tumour microsatellite stability. This reveals the necessity of fully understanding the colorectal cancer status of the patients in each of its different stages (69).

On the other hand, it is obvious that the gut microbiota can also modulate the outcome of immune responses in CRC (70). Indeed, mucosa-associated invariant T cells (MAIT) cells recognise bacterial riboflavin antigens following presentation by the non-classic histocompatibility complex MR1. Building from that, Shamin Li et al. (71) found that tumour-infiltrating MAIT cells are CD39+ and display an increased expression of exhaustion markers PD-1+ and CTL4+ coupled with lower cytokine production. Together, these suggest that chronic activation of MAIT cells induces the expression of CD39 together with senescence markers leading to T-cell exhaustion. In addition, Fusobacterium nucleatum induces CD39 expression on MAIT in a TCR-dependent manner, hence providing a mechanism by which such bacteria are bad prognosis factors in CRC.

One of the most advantageous locations for identifying biomarkers are liquid biopsies like peripheral blood where we have PBMCs. Kong et al. (72) studied the differences between immune subsets during CRC development. Through mass cytometry and computational analysis, they revealed that central memory CD4+ T cells, switched B cells, CD16− NK cells, monocytes, and basophils were increased in adenocarcinoma compared with adenoma and healthy controls, while double-negative T cells were decreased in adenoma and adenocarcinoma. Moreover, effector CD4+ T cells and naive B cells were higher in CRC patients with lymph node metastasis, while basophils and unswitched B cells were lower.

Mass cytometry can also monitor the effects of a clinical trial in the patient’s immune system. Monjazeb et al. (73) performed mass cytometry to evaluate the immune impact on the patients of a phase 2 trial of combined anti-CTLA-4 and anti-PD-1 therapy. They found that patient’s PBMCs had a lower amount of CD4+ and CD8+ T cells compared with patients treated with two different radiation regimens (with generally no differences between them). This included activation markers such as CXCR3 or ICOS.

Yang et al. (74) decided to use mass cytometry among other exploratory methods to study primary liver cancers and liver metastases from other cancers including CRC. They found that hepatic metastatic CRC had higher levels of CD4+ Treg, LAG-3+CD4+ T-cells, CD27+PD-1+CD8+ T-cells, and lower levels of CD57+PD-1+CD8+ T cells than non-hepatic metastatic CRC. Circulating levels of this immune subsets have therefore the potential to be considered as novel biomarkers to predict patients with a higher probability of subsequently developing metastases.




5 Mass cytometry and liver cancer

Mass cytometry has also been implemented in the context of liver cancer and its main variant, hepatocellular carcinoma (HCC). The full comprehension of HCC illness becomes complicated due to its heterogeneity. In addition, although there is a wide range of different treatments based on tumour stage, they however do not always translate into clinical remission (75); it appears mandatory to explore new targets and therapeutic options (21). Moreover, mass cytometry approaches can be also applied as diagnostic tools. Hence, a complex panel applied on blood samples can identify several immune disturbances, which can be used to allow an early detection of different solid tumours including HCC (56).

Animal models of HCC are often used to study this condition through mass cytometry. In the search of new proposing target markers for therapies, research in mice revealed that GDF15 protein induces enhancement of Treg through CD48 (76), and this leads to immunosuppression in HCC; blockade of this protein could potentially be translated to human therapies. When studying effectiveness of treatments, it was found that SUMOylation levels are higher in HCC liver than in normal liver tissues. Subsequently, it was proved that inhibition of this process enhances antitumour activity and could be a therapeutic option (77). In another study using mice, it was found that “M2-like” tumour-associated macrophages are more prevalent in a specific type of mouse model resistant to anti-anti-PD-1 therapy (78). However, the conclusion highlights the wide diversity in the immune tumour microenvironments among preclinical models, in addition to the intrinsic heterogeneity of HCC in humans. It seems imperative to expand studies in mouse models to obtain translational results for humans. Therefore, in this review, we will focus on human studies.

Focused on the human setting, potential new therapeutic strategies could benefit from mass cytometry studies regarding HCC cells mechanisms. For example, it has been revealed that tumour cells and their intrinsic activation of β-catenin pathway results in the recruitment of MDSC and the formation of immune “desert” phenotype, which could be a potential treatment strategy option (79). However, immune system description regarding HCC involves not only novel immunotherapy targets but also prognosis and evolution biomarkers and cell subsets. Undeniably, the role of NK cells remain fundamental for immunity and especially in cancer (80). Indeed, CD56+ and CD56dim NK cells may be useful as immunotherapies targets for HCC patients, as they have impairment phenotypes in hepatocarcinoma affected from different aetiologies, especially in non-alcoholic fatty liver disease (NAFLD) patients (21, 81).

In HCC, it is also possible to explore the patient’s immunity depending on the stage or type of development that they have achieved. Although patients with HCC who successfully had a transplant are scarce, they display a unique immune fingerprint, since mass cytometry approaches have shown that such differential immune profile can be used to stratify and predict patients with risk of recurrence, which can be very helpful when designing patient treatment (82).

Also building from mass cytometry results, it has been proven that the CD161+/CD161− ratio within peripheral CD8+PD-1+ T cells predicts subsequent disease outcome with better prognosis with higher ratios (83). Specifically focused on the tissue (affected, non-affected, and border area), although PD-1 expression does not predict the outcome of the patients, it is actually the balance between tissue resident memory and PD-1+ exhausted T cells that is relevant for such outcome, since a high tissue resident memory/exhausted T-cell ratio in tumour microenvironment determines positive patient prognosis (84, 85). Better prognosis conditions are expected from HCC patients who have a non-terminally exhausted phenotype in tumour-resident memory T cells, which are specific to HBV response (86), and also for those patients with enriched CD4+CD8+ T cells, especially if they are expressing PD-1 and located in leading-edge regions (87).

When focusing on ongoing therapies, radiofrequency ablation is the primary first-line treatment option for HCC patients who are not eligible for surgery. Aiming to study its effects on tumour immune response, a mass cytometry study revealed that decreased levels of CD8+ effector and memory T cells, among others, correlated with a worst immune response against tumour cells (88). As for current therapy options, immune checkpoint inhibitors (including PD-1/PD-L1) have reached long-term response rates of 14%–20% in HCC patients. However, there is no information about patients who would benefit from this treatment due to its aetiology. In addition, CyTOF analyses revealed that neither viral aetiology nor the current viral status in HCC patients were variables to consider when deciding to prescribe PD-1 inhibitor therapy (89). On the other hand, the use of threonine tyrosine kinase inhibitor changes the proportion of circulating immune subsets before following treatment, with bigger changes on patients with a better outcome (90). Another scenario in which immune activation occurs, leading to a favourable response in HCC patients, is Yttrium90-Radioembolisation treatment (91). There are other types of uncommon treatments under study, such as the use of compound 2,5-dimethylcelecoxib (92), which has proven an increased infiltrate of NK cells within HCC tumours, resulting in favourable prognosis and suggesting its potential as a therapy target.

In summary, HCC pathology, heterogeneity, and treatment response have been broadly studied by CyTOF. Some immune cell subsets like CD56 NK cells or the CD161+/CD161− ratio within CD8+PD-1+ T cells may indeed be useful to stratify patients based on their aetiology and their subsequent outcome, while other subsets can predict clinical response to immune checkpoint inhibitors.




6 Future perspectives and remarks

Mass cytometry has undoubtedly shown a great potential in the study of human gastrointestinal tumours. Nevertheless, it is also true that although this approach overcomes most of the CFC approaches, it also has some specific handicaps (41, 93).

The main one is the low acquisition rate, as it only allows to acquire approximately 500 cells per second instead of more than 10,000 in CFC. In addition, it is an expensive technique, since the costs of not only the equipment but also the special reagents and labelling compounds are significantly higher than those in flow cytometry. In a similar manner, cell vaporisation is an irreversible process and restricts the potential for subsequent ad hoc sorting. Likewise, due to lower cell recovery, there is a decrease in sensitivity for detecting low abundance proteins. Last, but not the least, as with a classical sorter, the equipment requires operation by a highly trained person, hence limiting its widespread accessibility.

An alternative to overcome these limitations is spectral cytometry, which combines the principal features of CyTOF while abrogating its handicaps. Therefore, as opposed to the CFC, spectral cytometry provides a measure of the entire fluorescence emission spectrum. That way, classical issues associated with CFC compensation and autofluorescence issues are reduced through a concrete unmixing algorithm (94). In addition, as it uses fluorochromes, reagents are usually cheaper, since it is not the same ones used in CFC. Moreover, its acquisition speed is high (up to 30,000 events per second) (95). Overall, these are even more attractive features, especially considering that comparable results can be expected from both procedures (96).

However, both spectral and mass cytometry data must offer high-quality, reliable, and robust information to be considered valid. Hence, a careful panel design and validation, titration, and optimisation of antibodies and reference controls are required. Having said that, and given the properties of mass cytometry, it is also true that the implementation of novel panels is usually faster in that approach, since no unmixing controls are required to optimise a panel. Either way, sample staining on both approaches should always include normalisation control and correct equipment handling (97). On the contrary, both mass and spectral cytometry are capable of performing complex panels of up to 40 parameters (47). As a consequence, all the known immune cell subsets can be identified in a given sample by using these techniques. Hence, the ability to obtain such a wide range of information from each analysis provides a major reason to implement these approaches, spectral or mass cytometry, in various types of studies, especially in those aimed at discovering new biomarkers needed for some illnesses. In this regard, Table 1 summarises the different aspects to take into consideration before considering mass or spectral cytometry approaches. Therefore, it seems obvious that spectral cytometry overtakes the approaches performed by mass cytometry, as it is faster, cheaper, and requires a smaller sample size. Indeed, there are several issues that need to be addressed in the near future for both CRC and HCC, and they may be overcome when using different types of approaches, for example spectral cytometry studies, which, to the best of our knowledge, have not been performed in this context.


Table 1 | Conventional mass and spectral cytometry features.



In addition, these techniques provide a high-resolution single-cell analysis, so the more parameters can be detected on cancer cells, the more specific will be the exploration of the tumour heterogeneity. The classification of the function and phenotype of the immune cells leads to an accurate examination of the altered cellular process, early diagnosis and detection, and prediction of therapy response. The integration of cytometry, proteomics, and genomics technologies will bring a promising precision medicine in order to improve patients’ outcomes and life expectancy (98).




7 Conclusions

The only current approach for CRC diagnosis and monitoring is the use of regular colonoscopies, which, however, are not only invasive and uncomfortable for the patients but also expensive and time consuming for the health systems. On the other hand, regarding HCC, most of its current knowledge has been obtained from murine models, which, although essential to deepen our understanding on such disease, they may not always translate into the human setting (99, 100). Therefore, given the large amount of information that computational cytometry approaches provide, these approaches will allow the identification of novel (and better) biomarkers to aid on CRC or HCC diagnosis, monitoring, or even predicting disease outcome. In addition, given that both mass and spectral cytometry usually focus on the study of the immune system, they may not only identify biomarkers but also provide novel insights into the specific pathogenic mechanisms potentially unravelling novel targets to perform immunotherapy or identify novel mechanisms, hence rendering to the development of novel treatments.
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Introduction

Immunotherapy is revolutionizing the management of multiple cancer types. However, only a subset of patients responds to immunotherapy. One mechanism of resistance is the absence of immune infiltrates within the tumor. In situ vaccine with local means of tumor destruction that can induce immunogenic cell death have been shown to enhance tumor T cell infiltration and increase efficacy of immune checkpoint blockade.





Methods

Here, we compare three different forms of localize tumor destruction therapies: radiation therapy (RT), vascular targeted photodynamic therapy (VTP) and cryoablation (Cryo), which are known to induce immunogenic cell death, with their ability to induce local and systemic immune responses in a mouse 4T1 breast cancer model. The effects of combining RT, VTP, Cryo with anti-PD1 was also assessed.





Results

We observed that RT, VTP and Cryo significantly delayed tumor growth and extended overall survival. In addition, they also induced regression of non-treated distant tumors in a bilateral model suggesting a systemic immune response. Flow cytometry showed that VTP and Cryo are associated with a reduction in CD11b+ myeloid cells (granulocytes, monocytes, and macrophages) in tumor and periphery. An increase in CD8+ T cell infiltration into tumors was observed only in the RT group. VTP and Cryo were associated with an increase in CD4+ and CD8+ cells in the periphery.





Conclusion

These data suggest that cell death induced by VTP and Cryo elicit similar immune responses that differ from local RT.





Keywords: radiation therapy, vascular photodynamic therapy, cryoablation, immune checkpoint blockade, breast cancer





Introduction

Immunotherapies have shown great potential to control cancer by enhancing T cell responses to cancer antigens. Immune checkpoint blockade (ICB) targeting the cytotoxic T-lymphocyte associated protein 4 (CTLA-4), programmed cell death protein 1 (PD-1) and lymphocyte activating gene 3 (LAG-3) have been approved for treating multiple cancers, however, a large fraction of patients still do not respond to these therapies. This is mainly due to multiple mechanisms of immune resistance that may exist within tumors, such as the lack of T cell infiltration or immune desert tumor microenvironment (TME), low tumor mutation burden or an immunosuppressive TME. In poorly infiltrated tumors (cold tumors), enhancing tumor T cell infiltration by physically disrupting the tumor can be utilized using local ablation therapies, such as with radiation therapy (RT), vascular targeted photodynamic therapy (VTP), or cryoablation (Cryo). In highly infiltrated tumors (hot tumors), immune suppressive cells have been shown to play a major role in limiting the efficacy of anti-tumor immunity (1). The presence of high levels of immune suppressive cells such as myeloid derived suppressive cells (MDSCs) have been shown to correlate with poor prognosis and ICB resistance (2, 3). Combination strategies that can convert a cold tumor into a hot tumor while targeting the immunosuppressive TME are key to the design of therapeutic combinations that can overcome such resistance mechanisms.

Local ablative therapies have all been shown induce tumor cell death that can be immunogenic (4–6) because they not only release tumor antigens that can trigger an in-situ vaccination effect but also secreted factors such as danger associated molecular patterns (DAMPs) that can facilitate the maturation of antigen presenting cells (APCs) further enhancing the immune response to the cancer (7). In addition, inflammatory or secreted factors such as cytokines can recruit more immune cells into to the tumor microenvironment. The resulting outcome of immunogenic cell death in the context of cancer is activation of a tumor specific immune response in the host. Therefore, not only can the immune system recognize and kill the primary tumor but also distant metastases (termed the abscopal effect).

Prior studies have demonstrated that the abscopal effect of RT, in which localized RT causes distant tumors to regress, may be due to the release of tumor-antigens that can enhance the immunogenicity of tumors, which can then increase susceptibility to systemic immune-stimulating agents (8). This effect has been seen in the regression of a metastatic melanoma case treated with local RT, which enhanced systemic responses to an anti-CTLA-4 antibody (ipilimumab) (9). This co-occurred with increase in NY-ESO-1 expression and CD4+ICOShigh cells, both of which correlated with increased benefit from ipilimumab. In a recent clinical study of RT in combination with CTLA-4 blockade in chemo-refractory metastatic non-small-cell lung cancer (NSCLC) where anti-CTLA-4 antibodies had failed to demonstrate significant efficacy alone or in combination with chemotherapy, RT and CTLA-4 blockade showed objective responses in 18% patients and 31% disease control and induced systemic anti-tumor T cells (10). In preclinical breast cancer models, radiation controls tumor growth both directly through cell killing and indirectly through immune activation (11).

Another local therapy with both ablative and immunologic effects is VTP, a form of photodynamic therapy, which uses an intravenously administered photosensitizing agent (padeliporfin/TOOKAD Soluble/WST11; STEBA Biotech, Luxembourg) and near-infrared light to create radical oxygen species that lead to tumor vasculature collapse and subsequent tissue destruction (12). Photodynamic therapy, which is Food and Drug Administration-approved for several malignancies (13), has been reported to cause acute inflammation and increase tumor antigen presentation (14). Similarly, VTP treatment of preclinical models induces a defined local inflammatory response, including IFNγ production and infiltration of tumors by T cells and neutrophils in colon cancer models (15). In an orthotopic murine model of renal cell carcinoma that develops lung metastases, VTP in combination with anti-PD-1/PD-L-1 antibodies demonstrates superior anti-tumor activity as compared to checkpoint blockade alone and induces immune infiltration in primary and metastatic sites (16). Modulation of PD-L1 expression by VTP in human xenograft tumors was also observed.

An additional local ablation option is Cryo, which employs needle applicators (cryoprobes) to transmit pressurized argon and helium gases to the tumor to cause localized tissue freezing and thawing (17). As intracellular and extracellular fluid freezes, tissue destruction results from cell membrane disruption by ice crystals, cellular dehydration, and vascular thrombosis at temperatures below -20 to -40°C. Cryo induces cell lysis and leaves tumor proteins and tumor-associated antigens immunologically intact, different from hyperthermia-based ablation modalities (18). Cryo also results in the induction of both a tumor-specific T cell response in the tumor draining lymph node (TDLN) and increased systemic NK cell activity, correlating with rejection of tumors upon re-challenge in a murine model of breast cancer (18). When performed in conjunction with CTLA-4 blockade, Cryo improved survival in a TRAMP C2 mouse model of prostate cancer, also generating intratumoral and systemic expansion of CD8+ T cells against the SPAS-1 tumor-specific antigen (19). A safety/feasibility study of preoperative single-dose ipilimumab and/or Cryo in 19 women with early-stage breast cancer showed that this combination strategy increased Th1-cytokine production, peripheral T cell proliferation/activation, and intratumoral proliferation of effector T cells relative to regulatory T cells (20).

Since RT, VTP and Cryo are all clinically available treatment options for overlapping but also different indications, it is imperative to understand the immune modulatory effect of each therapy to delineate the best strategy in combination with immunotherapy. As each of these modes of treatment are given locally to the tumors only and have been shown to synergize well with immune modulatory agents, we compared the effects of three local ablation therapies: RT, Cryo and VTP using 4T1 triple negative murine breast cancer (TNBC) model. Unlike melanomas such as mouse B16 melanoma, 4T1 tumors have been shown to be poorly infiltrated by T cells but highly infiltrated with myeloid (CD11b+) immune cells (2). These CD11b+ myeloid cells in the spleens and tumors of 4T1 bearing mice display a MDSC phenotype and have been shown to be functionally immunosuppressive (2, 3). Thus, 4T1 tumors represent the classical T cell desert or immunologically “cold” tumors but highly immunosuppressive (enriched in MDSCs) that have been shown to contribute to the poor response of 4T1 tumors to ICB.

The main goal of this study is to measure how RT, VTP, or Cryo effect the innate and adaptive immune responses not only in the treated tumors but also on the immune system systemically. Our results demonstrate that immune modulation with RT, VTP, or Cryo therapy can generate potent local and systemic antitumor responses. These modalities may represent an effective strategy to treat poorly infiltrated or immunologically “cold” tumors known to be resistant to ICB by modulating the immunosuppressive TME along with systemic T cell activation to enhance therapeutic efficacy of ICB.





Materials and methods




Cell line

The murine breast cancer cell line 4T1 was maintained in RPMI medium supplemented with 10% FBS, 2 mM L-glutamine and penicillin with streptomycin.





In vivo studies

2x105 4T1 cells were subcutaneously injected in the right hindlimb of BALB/cJ female mice (7–8 weeks old, JACKSON LABORATORY, Bar Harbor, ME) 12 days prior to RT, VTP and Cryo. For bilateral models, two sequential injections of 2x105 4T1 cells 12 days and 5 days prior to the treatments were administered in the mice. The mice bearing tumors were randomly assigned to different cohorts for further experiments. For efficacy studies (tumor growth and survival), n = 10 mice were used for each experimental group (Control, RT, VTP, Cryo +/- anti-PD1) and for ex vivo studies (e.g., flow cytometry, IHC, cytokines), n = 5 mice were used for each experimental group. Local tumor growth was monitored twice a week using caliper measurements (Perkin-Elmer, Waltham, MA). The tumor area/volume curves averaged at each time point per group are reported for as long as all mice in a group are alive. Overall survival curves of each treatment group were analyzed using the Kaplan–Meier estimator. The survival curves measure time from start of experiment to a tumor size of 2000 mm3 (in which case the mouse needs to be euthanized) or death.





Tumor directed radiation therapy

A single dose of 15 Gy was used to irradiate 4T1 tumors. This dose was previously determined to be optimal for immune infiltration in a mouse B16 melanoma model (21). On day 12, mice were anesthetized with isoflurane and placed in a radiation jig where only the hindlimb is exposed (22). The right hindlimb bearing 4T1 tumors was irradiated with 15 Gy RT using the X-RAD 320 focus beam irradiator such that only the exposed hindlimb bearing the tumors receives the radiation.





WST-11 VTP

WST-11, a photosensitizer, was reconstituted in sterile 5% dextran in water at 2 mg/mL under light protected condition and the aliquots were stored at -20°C. At the time of VTP treatment, an aliquot was thawed and filtered through 0.2 μm disc syringe filter (Sartorius Stedin Biotech North America, Bohemia, NY). The mice were intravenously infused with WST-11 (9 mg/kg) for 5 min followed immediately by 10 minutes laser (Modulight, Tampere, Finland) illumination (755 nm, 100 mW/cm) through a 1 mm frontal diffuser fiber (MedLight S.A., Ecublens, Switzerland). The light field was set up to cover the entire tumor area plus 1 mm rim using red-light aiming beam.





Cryoablation

Visually guided cryoablation with 1.7 mm Per Cryo probes was used to treat tumors. Mice were anesthetized with a mixture of 100 mg/kg ketamine and 10 mg/kg xylazine, and the targeted area were shaved and cleaned with iodine and 70% alcohol swabs. A small cut in the skin was made to allow the cryoprobe tip to enter the tumor. Freeze cycle was discontinued when ice crystals encompassed the visible tumor and thaw cycles was discontinued when ice crystals were no longer visible. The treatment parameter was evaluated using single cycle at 20% freeze rate for up to 60 seconds. A control group was not ablated. After the treatment, mice were monitored for bleeding or other complications according to the standard recovery procedure of the approved animal protocol.





Dosing schedule of anti-PD1

Animals received three doses of intraperitoneal (i.p.) injection of anti-PD1 (BioXCell, West Lebanon, NH; clone RMP1–14, 250 ug/mouse) on the same day of and 3- and 6-days post treatment.





Immunohistochemistry

Tumors and spleens from 3 mice/group were harvested 6 days after treatment with RT, VTP and Cryo. Tissues were then fixed in 10% buffered formalin (Fisher Scientific, Pittsburgh, PA), embedded in paraffin, sectioned at 5 micrometer thickness, and stained with hematoxylin-eosin (H&E), anti-mouse CD8 and CD11b antibodies. Slides were scanned and analyzed for immunoreactivity the image analysis platform HALO by Indica Labs (Albuquerque, NM). For quantification, heathy areas within tumors and spleens were selected in parallel sections based on H&E staining. 3–5 regions/slide were selected and the percent of CD8+ and CD11b+ area were calculated and normalized to tissue surface area.





Isolation of tumor-infiltrating cells and leukocytes and flow analysis

Spleens, LNs and tumors were prepared by mechanical dissociation through 40 and 100 μm cell strainers (BD Biosciences, Franklin Lakes, NJ) in RPMI supplemented with 7.5% FCS to isolate single cells. Red blood cells (RBCs) were lysed with ACK Lysing Buffer (Lonza, Basel, Switzerland) when required, all samples were washed and resuspended in FACS buffer (PBS without Ca++/Mg++ supplemented with 0.5% BSA and 2mM EDTA). For staining for flow cytometry analysis, 100–200μL of single cell suspensions of each tissue were plated into two 96-well round bottom plates: one plate for T cell analysis (anti-CD45-Alexa 700, anti-CD8-PerCP-Cy5, anti-CD4-v450, anti-CD25-APC-Cy7, anti-CD62L-PE, anti-CD44-PE-Cy7, anti-FoxP3-APC, anti-Ki67-FITC, anti-Granzyme B PE-Texas Red, and a fixable viability dye eFluor506 (Invitrogen, Waltham, MA)) and one plate for myeloid cell analysis (anti-CD45-FITC, anti-CD11c-PE, anti-CD8-PE-Texas Red, anti-Ly6G-PerCP-Cy5, anti-Ly6C-PE-Cy7, anti-MHCII-v450, anti-CD86-APC, anti-CD11b-APC-Cy7, and the viability dye eFluor506). Cells were pelleted by spinning at 2,000 rpm for 5 mins. Cells were incubated in 100μL of 5 μg/ml Fc-block antibody (clone 2.4G2, BD Biosciences) for 20 mins on ice in FACS buffer. After Fc-block, cells were stained in FACS buffer containing fluorophore conjugated surface antibodies and for 20 mins on ice. Samples were then washed 2 times with 200μL FACS buffer. All intracellular staining were done using the Foxp3 fixation/permeabilization buffer according to the manufacturer’s instructions. Events were acquired using a multi-channel flow cytometer (BD LSRII, BD Biosciences, San Diego, CA). FlowJo software V10 (FlowJo,LLC) was used to analyze all data. The gating strategies for each myeloid and T cell panel are shown in Supplementary Figures S2, S6. We identified the immune cell populations as follows: live cells – viability dye negative, total immune infiltrates CD45+, total myeloid cells – CD45+CD11b+. Myeloid cells were subgated into Neutrophils/Granulocytes – Ly6G+, Monocytes – Ly6C+, Macrophages – Ly6C-Ly6G-. Antigen presenting cells (APCs/DCs) were identified as CD45+CD11c+MHC II+ and subgated into cross-presenting DCs (CD8+ DCs) – CD8+, conventional DCs (CD11b+ DCs) –CD11b+, other DCs –CD8-CD11b-. Additionally, we examine expression of two markers of antigen presentation (CD86 and MHC II) as activation markers on myeloid cell subsets. CD8 T cells were identified as CD45+ CD8+, CD4 Teff – CD45+ CD4+ Foxp3-, CD4 Treg – CD45+ CD4+ Foxp3+. For T cell differentiation states, naïve T cells were defined as CD62L+CD44-, central memory T cells as CD62L+CD44+, effector memory T cells as CD62L-CD44+. Additionally, we examined expression of several T cell activation markers: Ki67, Granzyme B, and CD25.

For intracellular cytokine staining (IFNγ and TNFα), single cell suspensions of tissues were plated in 96-well round bottom plates containing 200 μL RPMI supplemented with 10% FCS and stimulated with 1 μM PMA (Sigma, St. Louis, MO) and 1 μM Ionomycin (Sigma) for 30 mins at 37°C, then Brefeldin A (1000x dilution, BD Biosciences) and 10 μg/ml Monensin (Sigma) was added and incubated for an additional 5 hr at 37°C. The plates were chilled at 4°C and stained for surface and intracellular markers as described above.





Statistical analysis

Unless otherwise indicated p values were calculated using a 2-tailed Student’s t test or two-way ANOVA-test. A p value of < 0.05 was considered statistically significant. p values comparing survival curves were calculated using the Log-rank (Mantel-Cox) test. Correlations of immune cell frequencies with tumor weight were done using Pearson’s correlation. All graphs and statistical calculations were done using GraphPad Prism software and Microsoft Excel.






Results




RT, VTP and Cryo elicit anti-tumor responses in 4T1 murine breast cancer model

A summary comparing the kinetics and doses of RT, VTP and Cryo used in this study is listed in the table of Figure 1A. To examine the anti-tumor effects of three local ablation therapies, mice implanted with 4T1 breast tumor cells were treated with RT, VTP or Cryo according to the schedule outlined in Figure 1A. For the combination treatment with anti-PD-1, mice were also intraperitoneally administered with 3 doses of anti-PD1 antibody at 250 µg/mouse with the first dose given immediately after each treatment. Mice were monitored for tumor growth (Supplementary Figure S1; Figure 1B) and overall survival (Figure 1C). All three therapies delayed tumor growth, with VTP (p<0.0001) and Cryo (p<0.0005) showing statistical significance. VTP and Cryo also improved overall survival (OS) of the animals compared to control group (VTP, p<0.05; Cryo, p<0.0005). RT showed a trend toward improved survival; however, this was not significant (p=0.139). One caveat in comparing these therapies is that treatment with RT and VTP regimens were aimed for suboptimal ablation of the tumors while the dose of Cryo in these studies was optimally ablative due to the nature of the procedure. The addition of anti-PD1 to each of these therapies further delayed tumor growth in a few tumors but had minimal effect on overall survival (Figure 1D). The cohort treated with VTP + anti-PD1 trended towards better survival than VTP alone however this difference was not significant (p=0.1663). OS in all three combination cohorts was improved compared to anti-PD1 monotherapy (RT combination vs. anti-PD-1, p<0.088; VTP combination vs. anti-PD-1, p<0.005; Cryo combination vs. anti-PD-1, p<0.0001). Some of the tumors treated with these therapies completely regressed in response to the therapies: two mice in VTP, 7 mice in Cryo, 6 mice in VTP + anti-PD1 combination and 7 mice in Cryo + anti-PD1 combination were tumor free at day 98 post treatment (Supplementary Figure S1).




Figure 1 | RT, VTP and Cryoablation elicit anti-tumor responses in 4T1 breast cancer. (A) Experiment schema of the comparative study with with RT, VTP and Cryo. 2 x 105 4T1 mouse breast cancer cells were injected subcutaneously in the hind limb of 6-8 week female Balbc mice (n=10 mice per group). 12 days later, mice were treated with RT, VTP or Cryo therapy. For combinations with anti-PD-1, mice were injected intraperitoneally with anti-PD-1 antibody every 3 days for a total of 3 doses. (B) Comparison average tumor growth and (C) overall survival of 4 cohorts relative to the control. (D) Comparison of the average tumor growth +/- SEM and overall survival for individual cohorts with and without anti-PD1 are shown. Statistics were calculated using student T-tests on day 30 for tumor growth and the Logrank method for survival: *p ≤ 0.05, ***p ≤ 0.005.







RT, VTP and Cryo leads to activation of myeloid cells in the tumor, spleen and draining LN

To understand the changes in the TME after RT, VTP and Cryo, we performed flow cytometry analysis on tumors, tumor draining lymph nodes (LNs) and spleens isolated from animals treated with RT, VTP and Cryo according to the schedule outlined in Figure 2A. Identification of each innate immune cell population was determined using the gating strategy outlined in Supplementary Figure S2. We found a significant increase in the frequencies of viable CD45+ total immune cells infiltrating the tumors at 3 days after RT, VTP and Cryo (Figure 2B). This effect diminished over time in the VTP and Cryo groups quickly however, RT showed different kinetics over time. The increases in immune cell infiltration in the tumor appears to mainly be due to an increase in CD11b+ myeloid cells. We found an increase in CD11b+ myeloid cells in the tumors at 3 days post all 3 treatments while CD11b+ population in spleen and TDLN showed minimal increase (RT) or decrease (VTP & Cryo) (Figure 2C; Supplementary Figure S3). When CD11b+ cells are sub-gated into granulocytes (CD11b+ Ly6G+), monocytes (CD11b+ Ly6C+), and macrophages (CD11b+ Ly6G-Ly6C-), (Supplementary Figure S2), we find that the majority of the cells infiltrating the tumors at day 3 are granulocytes and monocytes. These cells are decreased in the tumors treated with VTP and Cryo at 6- and 9-days post treatment. However, they remain higher in the RT treated tumors (Figure 2C). In addition, RT was associated with a significant (p < 0.05) increase in CD8+ DCs in the tumors at 9 days after treatment (Figure 2C). This is consistent with previous reports that local RT activates cross-presenting DCs which elicits CD8+ T cell activation (23, 24).




Figure 2 | Activation of Myeloid cells in the tumor of animals treated with localized therapies. 2 x 105 4T1 mouse breast cancer cells were injected subcutaneously in the right hind limb of 6-8 week female Balbc mice (n=5 mice/group). 12 days later when the tumors reached 50-60mm2 in size, mice were treated with 15 Gy radiation (RT), VTP or Cryo therapy according to the doses listed in Figure 1A and methods. (A) Experiment schema of timeline of tumor challenge, treatment dates and tissue harvest for flow cytometry. (B) bivariate plot to show the gating strategy for total immune infiltrates in the tumors (live CD45+) and fold change in The frequencies of CD45+ cells of each treatment group represented at fold change over the control in the tumor at the indicated time points. (C) Heatmaps representing the log10 fold change (Log FC) of the immune cell populations in the tumor. (D) Pearson correlations of tumor burden (weight (g)) vs. frequencies of myeloid cells (as a % of CD45+ cells) from experiments outlined in (A). (E) Histogram plots showing relative expression levels of two activation markers associated with antigen presentation (CD86 and MHC II) on each myeloid cell in the tumor at day 3 post treatment. Bar graphs represent fold change in expression over the control group. Statistics were calculated using a student T-test: *p ≤ 0.05, ***p ≤ 0.005.



There was an increase although not significant in macrophages (CD11b+Ly6G-Ly6C-F4/80+) and antigen presenting cells (APCs: CD11c+MHC II+) in tumors 3 days after treatment with RT and Cryo, however there is a global decrease in these populations over time (Figure 2C). When we examine the correlations of all the innate cells with tumor burden (tumor weight at time of excision), we find that macrophages and APCs have the strongest positive correlation with tumor burden (Figure 2D), suggesting that these cells may help promote tumor progression. Of note, all the APC subtypes correlates positively with tumor burden whereas other immune subsets such as monocytes showed no correlation (Supplementary Figure S4). While we did observe a decrease in macrophages and APCs over time, the quality of these cells appears to be different after treatment with VTP and Cryo. In fact, most of the innate immune cells showed increased expression of markers associated with antigen presentation after treatment. All the innate cells examined show increased expression of CD86 (B7.2, the co-receptor for CD28 on T cells), however, only neutrophils and monocytes showed increased MHC II expression over the control. This is mainly because macrophages and all the subsets of APCs already express high levels of MHC II in the tumors and this expression does not change after treatment (Figure 2E, histogram plots).

Since RT, VTP and Cryo are all localized therapies given directly to the tumors, we sought to determine whether these therapies can elicit a systemic effect on innate immune cells. Consistent with that data from the tumors, we found a reduction of CD11b+ population in the spleens (Supplementary Figure S5A) and tumor draining LNs (Supplementary Figure S5B) treated with VTP and Cryo. The effect was seen as early as 3 days post treatment and persists for up to 9 days post treatment. Similar decreases in APCs were seen in the LNs but not the spleens of treated animals. When we examined expression of activation markers involved in antigen presentation, we found that most of the innate cells in the LN and to a lesser extent in the spleen, showed an increase in expression of CD86 and MHC II. This expression peaks in the LN at 3 days after treatment in the RT groups, and 6 days after treatment with VTP and Cryo. This suggest that the kinetics for RT is different from VTP and Cryo.





RT, VTP and Cryo leads to activation of T cells in the tumor, spleen and draining LN

In addition to examining cells of the innate immune system, we conducted flow cytometry analysis on the adaptive immune system using markers for CD8+ T cells, CD4+ effector T cells (Teffs) and CD4+ Foxp3+ regulatory T cells (Tregs). Tumor bearing animals were treated according to the schedule outlined in Figure 1A and tumors, draining LNs and spleens were isolated and processed for flow cytometry according to the timeline in Figure 2A. Identification of T cell population and their activation/differentiation states were defined by the gating strategy outlined in Supplementary Figure S6. In addition to comparing the effects of RT, VTP and Cryo on the adaptive immune system, we also compared the effects of adding anti-PD-1 to each treatment since anti-PD-1 is known to affect T cell proliferation and activation.

We observed a global decrease in all T cell populations in the tumor at all 3 timepoints examined (Figure 3A, left and Supplementary Figure S7). The relative abundance of the effector T cells (CD8+ T cells or CD4+ Teffs) with respect to CD4+ Tregs can be used to estimate immune responses to immunotherapies. In these experiments even though there is a decrease in these populations, we did observe an increase in the ratio of CD8:Treg and CD4:Treg at day 3 with VTP and Cryo. At day 9, the addition of anti-PD-1 significantly increased the ratio of CD8:Treg in the control, RT and VTP treated groups and there was a trend (not statistically significant) towards an increase in the Cyro group (Figure 3A, left and Supplementary Figure S7). This effect was especially striking in the RT group where an increase in both CD8:Treg and CD4:Treg was observed with the addition of anti-PD-1. In contrast to the tumors, we found a significant increase in both CD8+ T cells and CD4+ Teffs in the spleen of treated animals at all time points examined (Figure 3A, middle and Supplementary Figure S8). However, there was also an increase in CD4+ Tregs which led to a decreased CD8:Treg and CD4:Treg ratio. In the tumor draining LNs, there was an early increase in CD8+ T cells and CD4+ Teffs coupled with an overall decrease in Tregs in all treatment groups. The net effect is an increase in CD8:Treg and CD4:Treg ratios (Figure 3A, right and Supplementary Figure S9). The addition of anti-PD-1 did not appear to significantly affect the T cell populations in the spleen or LNs.




Figure 3 | Activation of T cells in the tumor, spleen and draining LN of animals treated with localized therapies. 2 x 105 4T1 mouse breast cancer cells were injected subcutaneously in the right hind limb of 6-8 week female Balbc mice and treated with RT, VTP or Cryo therapy according to the doses and schedule in Figure 1A. 3, 6 and 9 days after the start of treatment, tumor, spleen and draining LNs were harvested and processed for flow cytometry. (A) Heatmaps represents the log10 fold change (Log FC) of the CD8+ T cells, CD4+ Teffs and CD4+ Tregs as well as the CD8:Treg and CD4:Treg ratios in the tumor, spleen and LN at 3, 6, and 9 days post treatment. (B) Heatmaps represents the log10 fold change (Log FC) relative to the control group of T cell activation markers in the spleen with the indicated therapies. (C) Quantification of effector memory (Tem) and proliferating (Ki67+) CD4+ Teffs (CD4+Foxp3-) in the spleen 9 days after treatment. *p ≤ 0.05.



When we examined the activation status of T cells in the tumor, spleen and LNs at all three time points, we found T cells were activated in the tumor and spleen with slightly different kinetics (Supplementary Figures S7, S8). No significant changes in T cell activation were observed in the draining LNs (Supplementary Figure S9). In some of the conditions, the tumors were at times too small to obtain enough data for statistical power, this was especially the case in the VTP and Cryo treated tumors. However, we did observe some significant changes in the samples which were analyzed. There was an early increase in T cell activation markers mainly on CD8+ T cells among tumor samples at 3 days post therapy (Supplementary Figure S7). Notably, there was an increase in CD25 (the IL-2Rα chain) in the RT, VTP and Cryo groups. There was also an increase in the cytolytic protein, Granzyme B, expression in CD8+ T cells in the RT groups. There was also a significant increase in effector memory (TEM) cells in all the treatment groups. The addition of anti-PD-1 did not significantly enhance the activation state of CD8+ T cells or CD4+ Teffs in the tumor at any of the time points examined.

There were some significant increases in T cell activation in the spleen at 6- and 9-days post treatment which was most striking in the VTP and Cryo groups (Supplementary Figure S8; Figure 3B). There was an increase in Granzyme B, and the proliferation marker Ki67 in both CD8+ T cells and CD4+ Teffs (Figures 3B, C; Supplementary Figure S10A). There was an increase in both central memory (TCM) and effector memory (TEM) CD4+ Teffs at 9 days following all three treatments (Figures 3B, C; Supplementary Figure S10B). The addition of anti-PD-1 at this time point did not enhance the presence of TCM CD4+ Teffs but did enhance the frequencies of TEM CD4+ T cells. In addition, anti-PD-1 also enhanced Ki67 on CD4+ Teffs in the RT and VTP groups at day 9 (Figure 3C). The addition of anti-PD-1 had the strongest effects on T cell activation in the spleen at day 3 post treatment where there was a significant increase in the expression of CD25 in both CD8+ T cells and CD4+ Teffs in the RT and VTP treated animals (Figure 3B; Supplementary Figure S10C). There was also an increase in TCM and/or TEM CD8+ T cells and CD4+ Teffs in all three groups with the strongest changes observed in the RT groups. On day 6, there was an increase in Ki67 in CD8+ T cells and CD4+ Teffs in animals treated with Cryo and anti-PD-1. In addition, at this time point VTP alone induced a significant increase in Granzyme B expression in both CD8+ T cells and CD4+ Teffs.

In summary, the changes of T cell activation states in the spleen peaked 6–9 days post treatment with the monotherapies. These observations are highly significant because they show that localized treatments such as RT, VTP and Cryo can have systemic effects on the adaptive immune responses.





IHC analysis show a decrease in CD11b+ myeloid cells and an increase in CD8+ T cells in the spleens of animals treated with VTP and Cryo

While flow cytometry can give us a great deal of information on the breadth and depth of immune cells and their activation state, it cannot assess the spatial distribution of these cells throughout the tissues. To understand the spatial distribution of immune cells in 4T1 breast tumors, we performed immunohistochemistry (IHC) analysis on paraffin embedded sections of spleens and tumors from mice treated with RT, VTP and Cryo. Tumor bearing animals were treated according to the schema outlined in Figure 1A and tissues were harvested 6 days after treatment and processed for IHC. Serial paraffin sections were cut and stained with anti-CD8 and anti-CD11b and H&E. From the IHC data, we observed that 4T1 tumors which have not received any treatment are poorly infiltrated with CD8+ T cells (Supplementary Figure S11; Figure 4A). On the contrary, these tumors are more heavily infiltrated by CD11b+ myeloid cells, however, many of these cells appear to be confined to the stroma and necrotic tumor areas rather than tumor cell dense areas (Supplementary Figure S11). The density in CD11b+ myeloid cells in the spleens of 4T1 tumor bearing mice also appear to be high in untreated animals (Supplementary Figure S12). These observations are in agreement with the flow cytometry data and previously published data that 4T1 tumors are poorly infiltrated by T cells and highly infiltrated with myeloid cells (2).




Figure 4 | IHC analysis show an increase in CD11b+ myeloid cells infiltrating the tumors of animals treated with RT, VTP and Cryoablation. 2 x 105 4T1 mouse breast cancer cells were injected subcutaneously in the right hind limb of 6-8 week female Balbc mice and treated with RT, VTP or Cryo therapy according to the doses and schedule in Figure 1A. 6 days after treatment, tumors and spleens were harvested and processed for immunohistochemistry (IHC). (A) Shown are representative images of serial sections for H&E, CD8 and CD11b for each treatment group. Bar = 100µm. (B, C) Relative densities of CD8 and CD11b expression in the tumor and spleens. Shown are % of tissue stained positive for each marker calculated and normalized per tissue area using the HALO Image Analysis Software. N=3 mice/group. Statistics were calculated using student’s T-test: *p ≤ 0.05, **p ≤ 0.01. n/a means statistics could not be calculated since the Cryo group had only one analyzable tumor.



Analysis of the IHC data showed that 2/3 RT treated tumors and 1/3 VTP treated tumors showed an increase in CD8 infiltration relative to the control (Figures 4A, B). In the anti-PD-1 treated groups, 3/3 RT tumors showed significant increased CD8+ T cell infiltration relative to the control or anti-PD-1 alone (Figure 4B). In agreement with the flow data (Figure 1C), we also observed a slight increase in CD11b+ myeloid cell infiltration into the tumors treated with RT (Figure 4C). Because VTP and Cryo destroys the tumor tissue, it is difficult to get large enough healthy tumor areas to effectively quantify immune infiltrates. When the few healthy sections were analyzed, we did not observe any significant changes in CD8+ T cell infiltration into tumors treated with VTP and Cryo (Figures 4A, B). Similar to the flow data at early time points, we observed a trend towards an increase in CD11b+ cells infiltrating tumors treated with VTP and Cryo (Figures 4A, C).

Remarkably, while VTP and Cryo did not appear to induce a T cell response in the tumors, they appear have a strong effect on T cells in the spleen as noted by larger T cell zones in the H&E sections and increased CD8+ T cell in the IHC slides (Supplementary Figure S12, Figure 4B). In addition, VTP and Cryo significantly decrease the CD11b+ myeloid population in the spleen (Supplementary Figure S12, Figure 4C). These data support the conclusion that that localized treatments such as VTP and Cryo can have systemic effects on the immune system.





RT, VTP and Cryo led to increased cytokine production by CD4+ and CD8+ T cells in the spleen

Our findings that T cell activation markers are increased on CD4+ and CD8+ T cells in the spleens of animals treated with localized therapies such as RT, VTP and Cryo suggests a systemic effect of these therapies on the adaptive immune system. To determine whether these phenotypic increases translate into a function change by T cells, we stimulated single cell suspensions isolated from the spleens of treated animals with PMA and Ionomycin in the presence of Golgi inhibitors (Brefeldin A and monensin) to examine the T cells’ ability to produce pro-inflammatory cytokines such as interferon-gamma (IFNγ) and tumor necrosis factor-alpha (TNFα). We also examined if these T cells can produce both IFNγ and TNFα simultaneously. These polyfunctional T cells have been shown to be the most functional effector cells (25). We found that there was an increase in both IFNγ+ and TNFα+ CD4+ and CD8+ T cells as well as IFNγ+TNFα+ double positive polyfunctional T cells in the spleen in response to RT, VTP and Cryo. The most robust increases seen in the VTP and Cryo groups (Figures 5A, B). The addition of anti-PD-1 to these treatments significantly increased the cytokine production of T cells in the RT groups but did not further enhance the effects of VTP and Cryo (Figure 5B). These data suggest that all three therapies elicited systemic effector T cell responses.




Figure 5 | RT, VTP and Cryoablation incudes systemic T cell activation and promotes regression of secondary tumors. (A, B) 2 x 105 4T1 cells were injected subcutaneously in the right hind limb of 6-8 week female Balbc mice (5 mice/group) and treated with RT, VTP or Cryo therapy according to the doses and schedule in Figure 1A. 6 days after treatment, tumors, LNs and spleens were harvested and single cells suspension were stimulated with PMA/Ionomycin in the presence of Golgi inhibitors for 6hr then processed for intracellular cytokine staining (ICS). (A) Representative plots of IFNγ vs. TNFα by CD4+ Teffs and CD8+ T cells from the spleen. (B) Frequencies of IFNγ+TNFα+ CD4+ Teffs and CD8+ T cells in the spleen. (C) 105 4T1 cells were injected subcutaneously in the right hind limb on day 0 and left flank on day 5 of female Balbc mice (10 mice/group). Twelve days after the initial tumor injection, the right hind limb tumors were treated with 15 Gy RT, VTP or Cryoablation as outlined in the treatment schedule. Tumor size was measured using calipers, shown are the average tumor size (mm2) +/- SEM in both primary treated and secondary non-treated tumors. Statistics were calculated using a student T-test. For tumor growth curves, statistics were calculated on day 29 post tumor inoculation. *p ≤ 0.05, **p ≤ 0.01, ***p ≤ 0.005.







RT, VTP and Cryo delayed growth of secondary tumors in a bilateral tumor model

The finding that RT, VTP and Cryo can induce a systemic immune response suggest that these therapies may be capable of inducing an abscopal effect by controlling the growth of distant tumors or metastases. To assess whether these treatments can elicit regression of distant tumors, we used a bilateral tumor model where the tumor implanted at 12 days prior to treatment is treated and the second implanted at 7 days prior to treatment is left untreated (Figure 5C). We monitored growth of the treated and untreated tumors over time. We found that all three modalities (RT, VTP, Cryo) delayed the growth of both the treated and untreated tumors (Figure 5C) with Cryo having the greatest effect on the secondary tumors. However, the addition of anti-PD1 to the treatment did not affect the secondary tumor growth. This data is consistent with the fact that anti-PD1 has modest effects on enhancing activation of T cells when combined with these treatment regimens (Figures 3, 4A, B; Supplementary Figures S7–S9).






Discussion

Here we show that while RT, VTP and Cryo have been all shown to induce immunogenic cell death, they have differential effects on the adaptive and innate immune system. In general, VTP and Cryo have similar effects while RT appears to be different. One explanation for this may be the differences between the kinetics in which these treatments work. RT induces cell death through DNA damage and subsequent apoptosis or mitotic catastrophe, but these effects may take days to weeks to manifest, and the effects continue for weeks to months after therapy ends. Necrosis can be seen within tumors as well post RT, but at a relatively low frequency (26). There are parallel effects to the radiosensitive capillaries lined with endothelial cells, which dysregulates the balance of pro- and anti-inflammatory factors. Radiation-induced vascular damage increases the expression of ICAM-1 and E-selectin, which are adhesion molecules that mediate inflammatory reactions and promote recruitment of macrophages (27). The kinetics of VTP and Cryo are much more rapid and changes to the tumor (e.g., changes to the endothelium and tissue destruction) can be observed within hours of treatment. For VTP treatment, production of short-lived super oxide and hydroxyl radicals initiate rapid destruction of the targeted vasculature followed by coagulative necrosis of the tumors (12, 28). Recent studies using non-invasive optical imaging such as raster-scanning optoacoustic mesoscopy (RSOM) (28) and Multispectral Optoacoustic Tomography (MSOT) (29) have revealed that vascular destruction by VTP occurs from minutes up to an hour in subcutaneous murine tumor models (CT26 colon and RENCA renal tumor) followed by eschar, edema and tumor necrosis at 48 hours after VTP. By 5 days, there was no visible tumor detected at an optimal treatment condition. With Cryo, cellular damage and death is immediate through rapid freezing and thawing, with subsequent tissue necrosis. In the periphery of the treatment zone, further effect is seen with apoptotic cell death in tissue not exposed to immediately lethal temperatures. There is also evidence of a vascular effect, as ice crystal formation within blood vessels damages the endothelium, which comes into contact with platelets in the reperfusion period, leading to thrombus formation and delayed ischemia, as well as inflammatory cytokine release that increases vascular permeability (30). Additionally, the tumor growth delay induced by VTP and Cryo appears to be more rapid as seen in Figures 1B, D.

One of the most significant observations from this study is the decrease in myeloid cells after treatment with VTP and Cryo. The populations that we phenotypically defined as granulocytes and monocytes based on their expression of CD11b, Ly6G and Ly6C are also known as granulocytic MDSCs (G-MDSCs) and monocytic MDSCs (31). These populations when isolated from 4T1 tumors have been shown to be immunosuppressive (2, 3). VTP and Cryo significantly decrease the presence of MDSCs in 4T1 tumors and in the spleens of tumor bearing animals. This also correlated with an increase in CD4+ and CD8+ T cell responses such as increase in expression of T activation markers and cytokine production (Figures 5A, B). However, we observed mixed responses of Tregs with these different modalities. There was a decrease in Tregs in the tumors and draining LNs after treatment with all three therapies, which was linked to an increase in the effector:Treg ratios in both tissues with VTP and Cryo and in the LNs only with RT. However, there was an overall increase in Tregs in the spleens of treated animals in all three treatment modalities. Tregs have been shown to play a role in the recruitment of immunosuppressive myeloid cells in the tumors (32), therefore it is not surprising that both Tregs and MDSCs are decreased in the tumors after treatment with VTP and Cryo.

TNBC is also an attractive model for novel therapies such as VTP and Cryo. Unlike other subtypes of breast cancer, it has limited therapeutic options. We selected 4T1 breast cancer as the preclinical model for this study because it is one of the most well characterized models for TNBC. And like TNBC in patients, 4T1 tumors have been shown to be poorly responsive to ICB. While there are very few alternatives for preclinical models for TNBC other than 4T1, they are less characterized. Therefore, one potential limitation of this study is that we have only one model of TNBC. 4T1 tumors have poor T cell infiltration and high MDSC infiltration (2). Mechanisms that target immunosuppressive myeloid cells have been shown to re-sensitize 4T1 tumors to ICB (2). In this study, the decrease in myeloid cells after VTP and Cryo, while significant, did not sensitize 4T1 tumors to ICB with anti-PD-1 in concert with these treatments using this regimen. The antitumor efficacy of anti-PD-1 in combination with RT, VTP and Cryo was modest and for the most part not significant. Since 4T1 tumors are highly infiltrated by MDSC and immunosuppressive macrophages (2), we hypothesize that there are still significant amounts of the immunosuppressive cells remaining in the tumors to restrict the T cell responses induced by anti-PD1. On day 9 post therapy, there was approximately a 27% decrease with VTP and 66% decrease with Cryo of the total myeloid (CD11b+) cells in the tumors on day 9. One way to potentially circumvent this problem is to combine these therapies with myeloid depleting or repolarizing regimens such as PI3K gamma inhibition (2) or CSF-1R blockade (33, 34).

We also found evidence of the abscopal effect, which is a phenomenon where localized treatment of a tumor causes regression of distant untreated metastatic tumors. This phenomenon has been extensively described in patients undergoing ionizing RT, and it is known that the immune system plays a major role. However, the abscopal effect is not limited to RT. In fact, any localized treatment can induce a systemic immune response that can regress secondary tumors. An important finding of this study is that tumor directed therapies such as RT, VTP and Cryo can control the growth of distal untreated tumors in a bilateral tumor model. The delay in growth of the distal untreated tumors by these therapies suggests that a systemic immune response to tumor antigen was induced by these modalities. Data from the spleen and LNs of treated animal also show activation of T cells in response to RT, VTP and Cryo. These include increase in T cell activation markers, memory markers and cytokine production. Similar to what was observed in the single tumor models, the addition of anti-PD-1 did not have any significant effects of delaying growth of the secondary untreated tumors.

While we have demonstrated the variations in the immunomodulatory effects of these three local tumor ablation options, there are important differences in the clinical applicability of each treatment method, with implications on future therapeutic designs. RT can theoretically be used to target any tumor location within the body, but there are collateral damage risks to surrounding organs (26). Moreover, an important limitation to the usage of RT is the cumulative body dose limit, and so RT cannot be delivered to the same patient in indefinite amounts (35). In contrast, VTP, which has expanding indications with clinical trials investigating its utility in the treatment of prostate (36–38) (NCT03315754), esophageal (NCT03133650), and upper tract urothelial cancers (NCT04620239), has more tumor-selective properties by exploiting the increase in vasculature, and thus uptake of photosensitizer, within tumors. The treatment effect is not by direct cell damage, as seen with RT and Cryo, but by the creation of ROS that collapse the tumor vasculature. Thus, the risk of collateral damage is also less, which confers a particular advantage to the treatment of endoluminal tumors such as in the upper urothelial tract, where the consequences of collateral damage (ureteral stricture or obliteration and renal obstruction) are very high (39). Cryo has been applied to cervical, eye, kidney, liver, lung, and prostate cancers, and it is also an option for reducing bone pain and in local tumor control of bone and soft tissue oligometastasis (40–42). However, treatment is mostly done percutaneously or laparoscopically, which is a major limitation to Cryo since target tumors need to be reachable by the cryoprobe (30). In patients with underlying emphysema, cryoablation may increase the risk of pneumothorax and bleeding, which could be detrimental in patients with poor pulmonary reserve. Compared with heat-based thermal ablation therapies, VTP (non-thermal) and cryoablation (freezing) preserve the collagenous tissue and are safer options near large vasculature (43). Both therapies can be performed multiple times (VTP: UTUC Phase 1) and if necessary, can be followed by salvage therapies. Lastly, RT is typically fractionated into separate doses due to the slower proliferation of normal versus tumor tissues, which confers a survival advantage to normal tissue by better repairing sublethal radiation damage. However, this requires multiple doses of RT, typically over several weeks. On the other hand, VTP and Cryo can be performed in one outpatient sitting, albeit under sedation or anesthesia.

In summary, any means of local tumor destruction that was studied here can provide an in-situ vaccination effect that can generate a systemic adaptive immune response. The specificity and timing of each intervention should be taken into consideration when designing therapeutic interventions and combination therapies.
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Disulfidptosis, a regulated form of cell death, has been recently reported in cancers characterized by high SLC7A11 expression, including invasive breast carcinoma, lung adenocarcinoma, and hepatocellular carcinoma. However, its role in colon adenocarcinoma (COAD) has been infrequently discussed. In this study, we developed and validated a prognostic model based on 20 disulfidptosis-related genes (DRGs) using LASSO and Cox regression analyses. The robustness and practicality of this model were assessed via a nomogram. Subsequent correlation and enrichment analysis revealed a relationship between the risk score, several critical cancer-related biological processes, immune cell infiltration, and the expression of oncogenes and cell senescence-related genes. POU4F1, a significant component of our model, might function as an oncogene due to its upregulation in COAD tumors and its positive correlation with oncogene expression. In vitro assays demonstrated that POU4F1 knockdown noticeably decreased cell proliferation and migration but increased cell senescence in COAD cells. We further investigated the regulatory role of the DRG in disulfidptosis by culturing cells in a glucose-deprived medium. In summary, our research revealed and confirmed a DRG-based risk prediction model for COAD patients and verified the role of POU4F1 in promoting cell proliferation, migration, and disulfidptosis.
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Introduction

Colon adenocarcinoma (COAD) is the third most common cancer and has the second highest cancer-related mortality rate worldwide. Compared with USA and Japan, China has the highest all-age incidence for both sexes combined (1). Early-stage COAD has a 5-year survival rate of more than 90% after treatment; however, even after comprehensive treatment with surgery, radiotherapy, chemotherapy, molecular targeted therapy, and immunotherapy, for late-stage patients with distant metastases, the rate is still only 14% (2–4). In the clinical treatment of COAD, the TNM staging system has been the most commonly applied method for predicting patient prognosis in recent decades, but this method has limitations. Therefore, it is imperative to develop a molecular predictive system to help clinicians determine treatment options and drug choices for COAD patients.

Disulfidptosis is a form of regulated cell death (RCD) reported in cancers characterized by a high expression of solute carrier family 7 member 11 (SLC7A11) (5). Disulfidptosis mainly originates from the process by which nicotinamide adenine dinucleotide phosphate (NADPH) fails to reduce cystine to cysteine, which induces disulfide stress and actin cytoskeleton protein disulfide bond cross-linking and cytoskeleton contraction and ultimately induces disulfidptosis (6, 7). Disulfidptosis is triggered when cancer cells with high SLC7A11 expression are subjected to glucose starvation, and disulfidptosis-related genes (DRGs) were identified via CRISPR–Cas9 screening (8, 9). In preclinical models, treatment with a glucose transporter (GLUT) inhibitor can effectively inhibit glucose uptake, induce disulfidptosis in SLC7A11high-expressing cancer cells, and limit the growth of SLC7A11high cancer cells, such as UMRC6 kidney cell carcinoma xenografts in mice, which highlights the need for the development of cancer treatment strategies (8, 9). The interactions of tumor-related genes (TRGs) in the tumor microenvironment (TME) affect the survival, growth, migration, and adhesion of cancer cells. This study is based on the hypothesis that disulfidptosis, a form of cell death associated with high SLC7A11 expression, plays a significant role in colorectal adenocarcinoma (COAD) and can be used to predict prognosis through a specific gene signature based on DRGs.

Based on technological developments in transcriptomics and bioinformatics, such as CRISPR–Cas9 screening, bulk RNA-seq, and scRNA-seq, prognostic models of malignant tumors have been established to help determine the prognosis of cancer patients, but, to date, few DRG prognostic models of COAD have been reported. In our research, we constructed a molecular prognostic model for COAD based on DRGs by least absolute contact and selection operator (LASSO) and Cox regression analysis with transcriptomic and clinical data from COAD patients in the TCGA, GEO, and DRG databases. After accuracy and specificity validation, we constructed a novel disulfidptosis-related prognostic model that could predict the prognosis of COAD patients via the DRG-related risk score, which can be explained by the analyses of biological effects such as immune infiltration, specific tumorigenic pathways, and drug response and synergy. The aim of this study was to establish a solid platform for devising patient-specific treatment regimens and assisting clinicians in the prognostic assessment and clinical treatment of COAD patients. Additionally, the key gene POU4F1 in the model was further validated by in vitro assays.





Materials and methods




RNA-sequencing data and bioinformatics analysis data collection

The data and clinical information of 454 CRC patients and 92 normal colon tissue samples were obtained from the TCGA database (https://portal.gdc.cancer.gov). The data of 585 CRC patients and 19 nontumoral patients (GSE39582) were downloaded from the GEO database (https://www.ncbi.nlm.nih.gov/geo/). DRGs were extracted based on CRISPR–Cas9 screens from Gan’s study (5). Genes, including 32 synergists and 63 suppressors, were identified according to the criteria of a |NormZ value| >2 and a P-value <0.05 for further construction of the prognostic model.





Construction and validation of a prognostic model based on DRGs

After the GSE39582 data were integrated, we used the “care” package to randomly subdivide the patients into two datasets at a ratio of 7:3 according to their survival status; these datasets were used as training sets and internal test sets, respectively. A total of 555 patients in the TCGA database were used as independent validation sets. DRGs downloaded and identified from CRISPR–Cas9 screenings were obtained from a previous study (5, 6). Gene expression data from the patients were used to identify DEGs, and least absolute shrinkage and selection operator (LASSO) regression analysis and multivariate Cox regression were used to construct the prognostic model. The risk score for each COAD patient was calculated based on the expression of DRGs (Expi) and Cox coefficients (coefi),  . We used the “glmnet” package for LASSO regression model analysis. Patients with COAD were divided into a high-risk group and a low-risk group according to the median risk score. We used the “survival” and “survminer” packages to perform univariate and multivariate Cox analyses, generate Kaplan−Meier plots, and estimate whether the risk score was an independent factor of clinicopathological features. To assess the prognosis of both groups, OS was analyzed via Kaplan−Meier curves. The prognostic ability of the risk model was evaluated by time-dependent receiver operating characteristic (ROC) curve analysis using the “survival ROC” software package. We investigated the ability of the prognostic model to predict the outcome of CRC patients by using the “TimeROC” package to generate a time-dependent receiver operating characteristic (ROC) curve. The area under the curve (AUC) of the ROC curve was calculated with the “survivalROC” package. Nomogram plots were generated with the “rms” package. To verify the DRG signature, the risk score of COAD patients in the TCGA dataset was used to verify the accuracy of the model. The risk score of COAD patients in the GSE39582 dataset was determined via the same method to verify the accuracy of the model.




Establishment of a prognostic nomogram for COAD

In the training set and test set, the associations between the DRG signatures and clinicopathological features were analyzed with the “rms” package. In addition, both univariate and multivariate Cox regression analyses were conducted to explore whether the risk score has an independent prognostic value in patients with COAD. The probabilities of 1-, 2-, 3-, 4-, and 5-year OS in COAD patients were assessed by clinical variables and risk scores. The accuracy of the nomogram was evaluated by the concordance index (CI) and calibration curve.






Determination of DRGs’ differential expression

The differentially expressed genes (DEGs) were identified by the “limma” package with a |threshold of log (fold change)| >1 and a P-value <0.05 between the low and high groups.





Enrichment analysis

Based on the correlation analysis between the risk score and all mRNAs, gene set enrichment analysis (GSEA) was further performed by using the “ClusterProfiler” package of R software (version 4.3.1).

In addition, the differentially expressed genes (DEGs) between the low and high groups were identified based on the R package “limma” with the thresholds of log(fold change) >1 and P-value <0.05. The DEGs were further input into the DAVID online tool (https://david.ncifcrf.gov/) for pathway and biological process enrichment.





Correlation analysis

To further explore the biological function and clinical relevance of the DRG prognostic model, we performed a correlation analysis to evaluate the associations between the risk score and the expression of oncogenes, tumor mutation burden (TMB), immune regulatory gene expression, immune cell infiltration, and tumor immune dysfunction and exclusion (TIDE) score. This analysis utilized the Spearman method with the “psych” package.

Oncogene data were sourced from the ONGene database (http://www.ongene.bioinfo-minzhao.org) (10), while 73 immunomodulatory genes (IMGs) (11) were derived from earlier research. The immune cell infiltration score was calculated with the XCELL algorithm (12). Furthermore, the TIDE score, dysfunction score, and exclusion score for each dataset patient were estimated using the standard process with the TIDE online tool (http://tide.dfci.harvard.edu/) (13).

The Sanger Research Institute created the Genomics of Drug Sensitivity in Cancer database (GDSC) to gather information on tumor cell sensitivity and response to drugs (14). “OncoPredict” was employed to determine the drug sensitivity of each sample in the training and validation datasets, leveraging the GDSC V2.0 database (15).





Cell lines and culture

The human colon adenocarcinoma cell line SW480 (SW-480), which was isolated from the large intestine of a Dukes C colorectal cancer patient, was obtained from the National Collection of Authenticated Cell Culture at the Chinese Academy of Science (Shanghai, China). Colon adenocarcinoma HCT116 cells (ab255451) were isolated from the colon of an adult male with colon adenocarcinoma obtained from the Abcam Trading (Shanghai, China). The SW480 cells were cultured in DMEM supplemented with 10% fetal bovine serum (FBS) and 1% penicillin−streptomycin from Thermo Fisher Scientific (Shanghai, China). The HCT116 cells were cultured in McCoy’s 5A medium supplemented with 10% FBS (Gibco) and 1% penicillin−streptomycin (Gibco). All cells were incubated at 37°C with 5% CO2 for culture and passage unless otherwise stated. For the glucose deprivation experiments, cells were cultured in glucose-free DMEM supplemented with dialyzed FBS as previously described.





Short hairpin RNA construction, plasmid vectors, and transfection

The POU4F1 sequences of the primers used were as follows:

	Forward: 5′ - ACGCACGAACTGAGTCGAAA - 3′

	Reverse: 5′-CACTTCCCGGGATTGGAGAG-3′



The POU4F1 shRNA plasmid (sc-29839-SH) was purchased from Santa Cruz Biotechnology. The transfection of plasmid vectors was carried out in Opti-MEM (Invitrogen) using Lipofectamine 3000 reagent (Invitrogen) according to the manufacturer’s transfection protocol.





Transwell migration assays and Transwell invasion assays

For the Transwell migration assay, cells were seeded in the upper chamber of a Transwell membrane (Corning, Inc., USA) with 200 µL of FBS-free medium, and 600 µL of complete medium was added to the lower chamber. After the cells were cultured at 37°C for 24 h, they were fixed with 4% paraformaldehyde and stained with 0.5% crystal violet solution. Subsequently, the cells in the upper chamber of the Transwell membrane were removed. Images of the migrated cells were captured under an inverted microscope and were then assessed using NIH ImageJ software (version 1.8.0).





Western blotting and antibodies

Total protein was extracted from cells by using RIPA lysis buffer (Beyotime, China) and quantitated by using Enhanced BCA Kit (Beyotime, China). Total protein (30 µg) was separated via SDS−PAGE and transferred onto PVDF Transfer Membranes (Thermo Fisher Scientific, China). After blocking with 5% BSA, the membrane was incubated at 4°C overnight with primary antibodies against POU4F1 (PA5–41509) and beta-actin (MA5–15452), which were purchased from Thermo Fisher Scientific (Shanghai, China). Following the primary incubation, the membranes were incubated with HRP-labeled secondary antibodies. The protein bands were visualized using enhanced chemiluminescence (ECL) substrate and the GeneTools GBox (Syngene) system, the intensity of each band was quantified using ImageJ software (National Institutes of Health), and beta-actin was used as the internal control.





β-gal fluorescence imaging

The cell aging detection reagent SPiDER-β-gal was used for β-gal fluorescence staining. Briefly, after the cells were washed with wash buffer, SPiDER-β-gal staining solution was added. The plate was incubated in the dark for 15 min, and the cells were washed twice with PBS, followed by observation and imaging under a fluorescence microscope.





Disulfidptosis assay

Glucose-free DMEM was used to simulate glucose deprivation conditions. When POU4F1 was knocked down or overexpressed in cells, the culture medium was replaced with a glucose-free medium, and the regulatory effect of the gene on disulfidptosis was determined by measuring cell viability and apoptosis.





Statistical analysis

All statistical analyses were performed using R software (version 4.1.3). Continuous variables were tested by Student’s t-test, while categorical variables were tested by chi-square test. A p-value <0.05 was considered significant.






Results




Data collection

Three COAD cohorts and corresponding clinical data were obtained from the TCGA and GEO databases (GSE39582). The demographic and clinical data for the training, internal testing, and independent validation sets are summarized in Table 1. After ruling out the samples with missing clinical information in the GEO (584 patients) dataset, the samples were randomly divided into a training set (n = 393, 70%) and an internal testing set (n = 168, 30%). As expected, no significant differences were found in the major clinicopathological features between the training, testing, and entire GEO datasets (p > 0.05) (Table 1).


Table 1 | Clinicopathological features of the GSE39682 and TCGA_COAD datasets.







Construction and validation of the DRG prognostic model in COAD patients

A total of 808 DRGs were screened with the criteria of |normZ values| >2 and P-value <0.05 based on the CRISPR–Cas9 screenings (Supplementary Figure S1). Using univariate Cox regression analysis, 95 prognosis-related DRGs were identified based on the GEO training set (Figure 1A). Consequently, LASSO-penalized Cox analysis further identified 20 DRGs for multivariate analysis (Figures 1B, C). The multivariate Cox proportional hazard model was built stepwise using the likelihood-ratio forward method to reach the highest significance. A total of 20 DRGs were further screened to construct a risk model to assess the prognostic risk of COAD patients: risk score = (1.057 × KIF7 Exp) + (1.005 × SLCO1C1 Exp) + (0.886 × MAFG Exp) + (0.751 × THSD7B Exp) + (0.747 × POU4F1 Exp) + (0.701 × ACAP2 Exp) + (0.668 × TM2D3 Exp) + (0.563 × RAB6B Exp) + (0.315 × ARC Exp) + (0.292 × GDPD3 Exp) + (0.265 × LETM2 Exp) + (-0.102 × CXCL13 Exp) + (-0.189 × AMACR Exp) + (-0.296 × OAS1 Exp) + (-0.394 × CCDC134 Exp) + (-0.457 × TXN2 Exp) + (-0.799 × CYB561D1 Exp) + (-0.805 × ADD1 Exp) + (-0.987 × C11of42 Exp) + (-1.092 × DIMT1 Exp) (Figure 1D). ROC curves demonstrated that the risk score serves as a significant predictor of the OS of COAD patients, with AUCs greater than 0.765 at 1–5 years (Figure 1E). K–M survival analysis indicated that the low-risk group had a significantly favorable overall survival for COAD patients (Figure 1F). The samples in the training set were classified into low-risk and high-risk groups based on the median value of the risk score (Figure 1G). The distribution of risk scores between the low-risk and high-risk groups and the survival status and survival time of patients in the two different risk groups are depicted. The relative expression of the 20 DRGs for each patient is shown in a heatmap (Figure 1H).




Figure 1 | Construction of the DRG prognostic model of COAD. (A) Univariate Cox regression analysis for the selection of DRGs correlated with the overall survival (OS) of COAD patients. (B, C) LASSO-penalized Cox analysis revealed 20 DRGs related to overall survival. (D) Forest plot showing the multivariate Cox regression analysis of 20 DRGs. (E) ROC curves for 5-year OS in the training set. (F) Kaplan–Meier curve of overall survival in the training group. (G) Risk score distribution and survival status of the training group. (H) Heatmap showing the expression of genes in 20 DRGs in the training group. DRGs, disulfidptosis-related genes; ROC, receiver operating characteristic; COAD, colon adenocarcinoma.







Prognostic value of the DRG model signature in the training cohort and validation cohort

According to the median risk score, the patients in the internal testing dataset and the entire GSE39582 dataset were divided into high-risk and low-risk groups. The patients in the low-risk group in both datasets had a significantly longer OS than did those in the high-risk group (p < 0.0001), with AUC values of 0.760 and 0.781, respectively (Supplementary Figures S2A, B, Figures 2A, B). According to the distribution of risk scores, the number of deaths in the high-risk group was significantly greater than that in the low-risk group (Supplementary Figure S2C, Figure 2C). The heatmap showed the differential expression of these 20 disulfidptosis-related risk genes between the low-risk group and the high-risk group (Supplementary Figure S2D, Figure 2D). The signature in the independent validation set also yielded the same result (Figures 2E–H).




Figure 2 | Validation of the prognostic model with 20 DRGs constructed from the training dataset. ROC curves for overall survival in the entire GSE39582 (A) and TCGA-COAD (E) datasets. K−M curves of overall survival in the entire GSE39582 (B) and TCGA-COAD (F) datasets. Risk score distribution and survival status in the entire GSE39582 dataset (C) and external validation dataset (G). Heatmaps showing the expression of these 20 disulfidptosis-related risk genes between the low-risk group and the high-risk group in the entire GSE39582 dataset (D) and external validation dataset (H). DRGs, disulfidptosis-related genes; ROC, receiver operating characteristic; COAD, colon adenocarcinoma.







DRG risk score is independent of clinical features

As depicted in Supplementary Table S1, the mitophagy risk score was related to several clinicopathological features in the GSE39582 dataset, including MMR, TNM_stage, TNM_M, TNM_N, and TNM_T. To assess whether the risk score is an independent indicator in COAD patients, the effect of each clinicopathological feature on OS was analyzed by univariate Cox regression (Figure 3A). As shown in Figure 3B, after multicollinearity test and multivariable adjustment, the risk score remained a powerful and independent factor in the GSE39582 dataset. Moreover, the risk score was verified as an independent factor based on the TCGA-COAD dataset (Supplementary Figures S3A, B). The discrepancies in OS stratified by M_stage and age were analyzed between the low-risk and high-risk groups in the GSE39582 and TCGA-COAD datasets. According to the subgroups classified by age and M stage, the OS of the low-risk score group was superior to that of the high-risk group (Figures 3C–F, Supplementary Figures S3C, D).




Figure 3 | The DRG risk score was an independent prognostic factor for overall survival in the entire GSE39582 dataset. Univariate (A) and multivariate (B) Cox regression analyses of the risk score and clinicopathological features for overall survival in the entire GSE39582 dataset. (C, D) Kaplan−Meier analysis of overall survival stratified by the patients’ age. (E, F) Kaplan−Meier analysis of overall survival stratified by TNM_M stage. DRGs, disulfidptosis-related genes; VIF, variance inflation factor.



To ensure the robustness and practicability of the 20-DRG prognostic model, a prognostic nomogram for predicting overall survival in COAD patients was established using the GSE31210 and TCGA-COAD datasets (Figure 4A, Supplementary Figure S4A). Major clinicopathological features and risk scores were included in the nomogram. The nomogram was internally validated by computing the bootstrap C-index (≥0.785 both in the GSE31210 and TCGA-COAD datasets) and a calibration plot (Figure 4B, Supplementary Figure S4B). The ROC curve confirmed that the score calculated based on the nomogram was highly predictive of overall survival, with AUCs of 0.845 and 0.862 at 1 year in the GSE31210 and TCGA-COAD cohorts, respectively (Figure 4C, Supplementary Figure S4C). The DCA for the nomogram is presented in Figure 4D. The nomogram provided a better net benefit than did the “treat-all” or “treat-none” schemes and the current TNM staging system.




Figure 4 | Nomogram for predicting the 1-y, 3-, and 5-year overall survival of COAD patients. (A) The nomogram consists of the 20-DRG risk scores and 12 clinical indicators based on the entire GSE39582 dataset. The points from these variables are combined, and the locations of the total points are determined. The total points projected on the bottom scales indicate the probabilities of 1-, 3-, and 5-year overall survival. (B) 1/3/5-year calibration plot validating the accuracy of the prognostic nomogram based on the GSE39582 dataset. (C) Kaplan–Meier curve of overall survival for the score calculated from the nomogram in the GSE39582 dataset. (D) DCA curves of the nomogram; the 20-DRG risk score and the TNM stage system for the prediction of OS prognosis at the 1-, 3-, and 5-year time points in the GSE39582 dataset. DRGs, disulfidptosis-related genes; COAD, colon adenocarcinoma; OS, overall survival; DCA, decision curve analysis.







DRG risk score correlated with immune cell infiltration

The single-sample gene set enrichment analysis package “XCELL” was used to quantify the infiltration of 24 immune cell types, and Spearman correlation analysis was used to assess the correlation of immune cell infiltration with the DRG risk score. The results revealed that the risk score was significantly correlated with the infiltration of multiple immune cell types in both the GEO39582 and TCGA-COAD datasets (Figures 5A, B). Specifically, we found a significant negative correlation between risk scores and T cells and the infiltration of CD4+ T cells (Th1), common lymphoid dendritic progenitors, and plasmacytoid dendritic cells in both datasets (Figure 5C). Additionally, the risk score was positively correlated with the infiltration of hematopoietic stem cells, endothelial cells, stroma score, cancer-associated fibroblasts, and common myeloid progenitors (Figure 5C). In addition, a correlation analysis revealed that the risk score was positively correlated with the expression of several immune checkpoint genes, mainly LILRB2, HAVCR2, SIRPA, TIGIT, CTLA4, and BTLA, in both datasets (Figures 5D–F). As shown in Supplementary Figure S5, we found that the risk score was significantly correlated with the expression of multiple immune regulatory genes and the sensitivity to multiple antitumor drugs.




Figure 5 | The DRG risk score correlated with immune cell infiltration and immune checkpoint gene expression. Lollipop plots showing the correlation between the risk score and the infiltration of immune cells calculated by the XCELL algorithm based on the GSE395852 (A) and TCGA-COAD (B) datasets. (C) Heatmap showing the intersection of the correlated immune cell types in the TCGA-COAD and GSE39582 datasets. Lollipop plots showing the correlation between the risk score and the expression of immune checkpoint genes based on the GSE395852 (D) and TCGA-COAD (E) datasets. (F) Heatmap showing the intersection of the correlated immune cell types in the TCGA-COAD and GSE39582 datasets. DRGs, disulfidptosis-related genes; COAD, colon adenocarcinoma.







DRG risk score correlated with cancer progression

GSEA revealed that the DRG risk score was significantly correlated with several vital cancer-related biological processes (Figure 6A), mainly cytochrome complex assembly (NES = -3.47, Figure 6B), DNA replication initiation (NES = -3.43, Figure 6B), mitochondrial cytochrome c oxidase assembly, cell cycle DNA replication, and base excision repair. In addition, the risk score was related to several important KEGG pathways (Figure 6C), including DNA replication (NES = -3.79, Figure 6D), base excision repair (NES = -2.849, Figure 6D), mismatch repair, and ECM receptor interaction. Moreover, the correlation analysis demonstrated that the DRG risk score was significantly positively correlated with multiple oncogenes (N = 285, 40.2%, Figure 6E), including MIR99AHG (r = 0.558, Figure 6F), RUNX1T1 (r = 0.491, Figure 6G), MEIS1 (r = 0.490, Figure 6H), and PRDM6 (r = 0.485, Figure 5I). In addition, we found that the DRG risk score was positively correlated with many cell senescence-related genes (N = 95, 34.80%, Figure 6J), including EPHA3 (r = 0.504, Figure 6K), NOTCH3 (r = 0.490, Figure 6L), CPEB1 (r = 0.481, Figure 6M), and MYLK (r = 0.464, Figure 6N). These results revealed that the DRG risk score was correlated with multiple oncogenes and cell senescence-related genes as well as several cancer-related biological bioprocesses and KEGG pathways.




Figure 6 | DRG risk score correlated with cancer progression. (A) Lollipop plots showing the results of GSEA for the biological processes associated with the DRG risk score. (B) GSEA plots showing that the risk score is related to DNA replication initiation and cytochrome complex assembly. (C) Lollipop plots showing the results of GSEA of the KEGG pathways associated with the DRG risk score. (D) GSEA plots showing that the risk score is related to DNA replication and base excision repair. (E) The volcano plot shows the results of the correlation analysis between the DRG risk score and oncogenes extracted from the ONGene database. Scatter plots showing the correlation between the risk score and MIR99AHG (F), RUNX1T1 (G), MEIS1 (H), and PRDM6 (I). (J) The volcano plot shows the results of the correlation analysis between the DRG risk score and cell senescence-related genes extracted from the ONGene database. Scatter plot showing the correlations between the risk score and EPHA3 (K), NOTCH3 (L), CPEB1 (M), and MYLK (N) expression. GSEA, gene set enrichment analysis; DRGs, disulfidptosis-related genes.







POU4F1 is highly expressed in COAD and is related to cancer progression

Among these DRGs in the constructed risk model, POU4F1 had the highest normalized Z score (Figure 7A). POU4F1 expression was greater in COAD tumor tissues than in normal tissues in the TCGA-COAD dataset (Figure 7B). Additionally, an increased expression of POU4F1 was detected in paired normal tissue specimens (Figure 7C). A survival analysis revealed that patients with lower POU4F1 expression had a longer overall survival in both the GSE395852 (Figure 7D) and TCGA-COAD (Figure 7E) datasets. When considering disease-specific survival and disease-free survival, a better prognosis was found for patients with low POU4F1 expression (Supplementary Figures S6A, B). A further correlation analysis revealed that POU4F1 expression was significantly correlated with multiple oncogenes in both the TCGA-COAD and GSE39582 datasets (Figure 7F, Supplementary Figures S6C, D), indicating that POU4F1 may serve as an oncogene in COAD. Additionally, POU4F1 expression was positively correlated with multiple cell senescence-related genes in both the TCGA-COAD and GSE39582 datasets (Figure 7G, Supplementary Figures S6E, F).




Figure 7 | POU4F1 is highly expressed in COAD and is related to cancer progression. (A) Lollipop plot showing the normalized Z scores of the DRGs in the risk model. Boxplots showing the differential expression of POU4F1 in the whole TCGA-COAD dataset (B) and paired samples (C). Survival analysis of POU4F1 for overall survival in the GSE39582 (D) and TCGA-COAD (E) datasets. Heatmaps showing the intersection of the oncogenes (F) and cell senescence-related genes (G) correlated with POU4F1 in the GSE39582 and TCGA-COAD datasets. DRGs, disulfidptosis-related genes; COAD, colon adenocarcinoma. * p<0.05,** p<0.01,***p<0.001







POU4F1 promotes cell proliferation, migration, and disulfidptosis in COAD

To evaluate the biological function of POU4F1 in COAD cells, we constructed shRNA plasmids to knock down POU4F1 and a plasmid to overexpress POU4F1 (Supplementary Figure S7). The CCK-8 assay demonstrated that POU4F1 knockdown significantly inhibited the proliferation of SW480 (Figure 8A) and HCT116 (Figure 8B) cells. Conversely, POU4F1 overexpression significantly promoted proliferation (Figures 8C, D). Additionally, the EdU assay revealed that POU4F1 knockdown attenuated COAD cell proliferation, while POU4F1 overexpression increased proliferation (Figures 8E, F). The Transwell migration assay indicated that POU4F1 knockdown significantly reduced the number of migrated cells, while POU4F1 overexpression significantly increased the number of migrated cells (Figures 8G, H). During cell senescence, the β-galactosidase (β-gal) staining assay demonstrated that POU4F1 knockdown significantly promoted β-gal expression (Figures 8I, J). To further evaluate the synergistic role of POU4F1 in disulfidptosis, we used a glucose-deprived medium to culture COAD cells. The results of the CCK-8 assay revealed that POU4F1 knockdown significantly attenuated cell death induced by glucose deprivation, while POU4F1 overexpression significantly amplified cell death (Figures 8K–N).




Figure 8 | POU4F1 promotes cell proliferation, migration, and disulfidptosis in colon adenocarcinoma (COAD). (A–D) A CCK-8 assay was used to measure the effect of POU4F1 knockdown or overexpression in SW480 and HCT116 cells. Representative images (E) and the quantified results (F) of the EdU cell proliferation assay for COAD cells with POU4F1 knockdown or knockdown. Representative images (G) and the quantified results (H) of the Transwell cell migration assay for COAD cells with POU4F1 knockdown or knockdown. Representative images (I) and the quantified results (J) of the β-galactosidase staining assay for COAD cells with POU4F1 knockdown or knockdown. (K–N) A CCK-8 assay was used to measure the cell death induced by glucose deprivation in COAD cells with POU4F1 knockdown or knockdown. Compare with shNC, # p<0.05, ## p<0.01, ### p<0.001; compare with Blank, * p<0.05, ** p<0.01, *** p<0.001.








Discussion

Colorectal adenocarcinoma (COAD) has emerged as a significant global medical challenge attributed to environmental factors and genetic mutations and has an alarming increase in younger patients. Advances in gene sequencing technology and the accessibility of public genetic databases have enabled us to predict COAD prognosis by quantifying molecular prognostic markers and constructing prognostic models (16). Disulfidptosis, which is a newly recognized form of regulated cell death in cancers with high SLC7A11 expression under glucose starvation conditions, is a novel therapeutic strategy for treating malignant tumors (7, 8). In this study, we developed a prognosis prediction model based on disulfidptosis-related genes using LASSO and Cox regression analyses. Subsequently, we identified a key gene in this model, namely, POU4F1, for further functional analysis.

Risk prediction models have been developed for various cancers, including cervical cancer, bladder cancer, and colorectal cancer, based on disulfidptosis-related genes (DRGs). For colorectal cancer specifically, a previous study constructed a risk prediction model based on genes, achieving an AUC of 0.567 at 1 year (17). Another study developed a model based on four lncRNAs, with an AUC of 0.679 at 1 year (18). In comparison to these studies, our research established a risk prediction model with an AUC of 0.793 using DRGs based on DRGs obtained from CRISPR Cas9 screening results that Gan et al. published. The superiority of our model was further validated using internal testing and external validation sets, which achieved AUC values of 0.781 and 0.762, respectively. The robustness and practicality of our model were assessed using a nomogram, which demonstrated an improved prediction accuracy with an AUC of 0.845 based on the risk score. These results highlight the favorable predictive accuracy and practical value of our DRG prognostic model.

The tumor microenvironment (TME) has garnered significant attention due to its crucial role in tumor immunosuppression, distant metastasis, and drug resistance (19). The TME is primarily composed of tumor cells, infiltrating immune cells, cancer-related stromal cells, endothelial cells, and other components (20, 21). Among the various stromal cells within the TME, cancer-related fibroblasts (CAFs) are recognized as key contributors that exhibit tumor-promoting effects and participate in multiple stages of tumor development through various pathways (22, 23). Tumor endothelial cells, another important type of stromal cell in the TME, have been reported to release “angiocrine factors” that promote tumor progression (24). Through a correlation analysis, we found that the risk score derived from our model was positively correlated with the stromal score and the infiltration of endothelial cells and CAFs. Additionally, the risk score was correlated with the expression of several immune checkpoint molecules, including BTLA, CTLA4, and SIRPA. Immune checkpoint genes regulate the immune system by either stimulating or suppressing immune responses, and this regulatory mechanism is widely observed in tumors under physiological conditions (25). Gene set enrichment analysis (GSEA) revealed potential biological processes associated with the risk score. Our findings indicate that the risk score is correlated with DNA replication, cytochrome complex assembly, and base excision repair. Moreover, we observed a positive correlation between the risk score and the expression of multiple oncogenes and cell senescence-associated genes. Cellular aging, characterized by permanent cell cycle arrest, is characterized by various physiological and pathological processes, such as tissue remodeling, injury, cancer, and aging. While cellular aging acts as an effective barrier to prevent tumors, there are instances where aged cells can support tumor progression (26). These results suggest that our risk prediction model based on DRGs has potential as an indicator for predicting immune microenvironment homeostasis, evaluating immune checkpoint blockade therapy, and assessing the biological functional status of tumors. Although this study proposes a prognostic prediction model based on DRGs and preliminarily validates the role of POU4F1 in COAD, these findings remain hypothetical and require additional experimental validation and clinical research to confirm their effectiveness in practical clinical applications.

Among the 20 DRGs included in our risk prediction model, we focused on POU4F1, which demonstrated the highest normalized Z score based on CRISPR screening. Our aim was to investigate its role in regulating biological functions and cell death in COAD cells. Previous studies have identified POU4F1 as a factor that induces resistance to trastuzumab in breast cancer cells by mediating the ERK1/2 pathway (27). As a transcription factor, POU4F1 has been shown to transcribe and regulate the expression of MEK in melanoma, thereby reactivating the MAPK pathway and leading to resistance against BRAF inhibitors (28). Our findings indicate that POU4F1 may act as an oncogene due to its upregulation in COAD tumors and its positive correlation with the expression of oncogenes. Furthermore, survival analysis revealed that a high POU4F1 expression was associated with a poor prognosis in COAD patients. Further in vivo assays indicated that POU4F1 knockdown significantly attenuated cell proliferation and migration while increasing cell senescence in COAD cells. Our research highlights the nuanced roles of SLC7A11 and POU4F1 in COAD, where SLC7A11 overexpression may inhibit metastasis, in contrast with the ability of POU4F1 to facilitate tumor growth and migration, suggesting that gene functions vary significantly across cancers due to unique genetic and epigenetic landscapes (29). We further evaluated the regulatory effect of the DRGs on disulfidptosis by culturing the cells in a glucose-deprived medium. The results demonstrated that POU4F1 knockdown inhibited glucose deprivation-induced cell death, while POU4F1 overexpression promoted cell death. These results revealed that POU4F1 has important effects on the proliferation, migration, and senescence of COAD cells as well as disulfidptosis. In summary, our study revealed and validated a risk prediction model based on DRGs in COAD patients. Furthermore, we have provided evidence that POU4F1 promotes cell proliferation, migration, and disulfidptosis in COAD.

In conclusion, our study revealed and verified a risk prediction model based on disulfidptosis-related genes (DRGs) in COAD patients. The risk score is related to immune microenvironment homeostasis, expression of immune checkpoints, and tumor biological functions. POU4F1, a crucial component of this model, has been confirmed to promote cell proliferation, migration, and disulfidptosis in COAD cells. This prognostic model not only enhances our understanding of COAD progression mechanisms but also provides a new tool for the stratified management of colorectal cancer patients, allowing clinicians to more accurately predict patient prognosis and formulate personalized treatment plans, thereby improving treatment outcomes and patient survival rates.
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Introduction

Immunogenic cell death (ICD) has emerged as a novel option for cancer immunotherapy. The key determinants of ICD encompass antigenicity (the presence of antigens) and adjuvanticity, which involves the release of damage-associated molecular patterns (DAMPs) and various cytokines and chemokines. CX3CL1, also known as neurotactin or fractalkine, is a chemokine involved in cellular signalling and immune cell interactions. CX3CL1 has been denoted as a “find me” signal that stimulates chemotaxis of immune cells towards dying cells, facilitating efferocytosis and antigen presentation. However, in the context of ICD, it is uncertain whether CX3CL1 is an important mediator of the effects of ICD.





Methods

In this study, we investigated the intricate role of CX3CL1 in immunogenic apoptosis induced by mitoxantrone (MTX) in cancer cells. The Luminex xMAP technology was used to quantify murine cytokines, chemokines and growth factors to identify pivotal regulatory cytokines released by murine fibrosarcoma MCA205 and melanoma B16-F10 cells undergoing ICD. Moreover, a murine tumour prophylactic vaccination model was employed to analyse the effect of CX3CL1 on the activation of an adaptive immune response against MCA205 cells undergoing ICD. Furthermore, thorough analysis of the TCGA-SKCM public dataset from 98 melanoma patients revealed the role of CX3CL1 and its receptor CX3CR1 in melanoma patients.





Results

Our findings demonstrate enhanced CX3CL1 release from apoptotic MCA205 and B16-F10 cells (regardless of the cell type) but not if they are undergoing ferroptosis or accidental necrosis. Moreover, the addition of recombinant CX3CL1 to non-immunogenic doses of MTX-treated, apoptotically dying cancer cells in the murine prophylactic tumour vaccination model induced a robust immunogenic response, effectively increasing the survival of the mice. Furthermore, analysis of melanoma patient data revealed enhanced survival rates in individuals exhibiting elevated levels of CD8+ T cells expressing CX3CR1.





Conclusion

These data collectively underscore the importance of the release of CX3CL1 in eliciting an immunogenic response against dying cancer cells and suggest that CX3CL1 may serve as a key switch in conferring immunogenicity to apoptosis.





Keywords: immunogenic apoptosis, fractalkine, cytokines, immunogenic cell death, chemokines, CX3CL1




1 Introduction

Immunogenic cell death (ICD) has emerged as a paradigm-shifting concept in the field of immunology and cancer therapeutics. It combines the ability to kill cancer cells and restore the lost immunological ability to identify and interact with dying cancer cells. This leads to the stimulation of innate and adaptive immune responses, and thereby establishment of long-term immunological memory (1). ICD is an overarching term that includes cell death modalities such as apoptosis (2), necroptosis (3–5), and ferroptosis (6–8). It can be induced by specific stimuli, including oncolytic viruses (9), conventional chemotherapeutics such as mitoxantrone (MTX) (10), and physical interventions such as radiotherapy, including heavy ions (11) or X-rays radiotherapy (12), or photodynamic therapy (13). Perturbation of endoplasmic reticulum (ER) homeostasis and activation of ER stress pathways, also known as the unfolded protein response (14), together with the generation of reactive oxygen species, are essential components of nearly (15) all scenarios in which ICD occurs (16–18). For cell death to possess immunogenic properties also requires both antigenicity and adjuvanticity (1, 19, 20). Antigenicity refers to the availability of either tumour-specific antigens, tumour-associated antigens, or neo-antigens, which enable the specific recognition and killing of the tumour cells by the immune system. Adjuvanticity involves the spatio-temporal release of damage-associated molecular patterns (DAMPs) and pro-inflammatory cytokines/chemokines from the dying cancer cells. This triggers the recruitment, activation and maturation of antigen-presenting cells (APCs), such as dendritic cells, via their respective pattern recognition receptors (PRRs). Several crucial DAMPs and cytokines have been discovered, including but not limited to high-mobility group B1, surface-exposed calreticulin, extracellular secretion of adenosine triphosphate, annexin A1 and several members of the type 1 interferon family (1, 21). Upon engulfment of dying tumour cells, APCs undergo activation and maturation characterised by upregulation of major histocompatibility complex class II molecules and costimulatory markers, such as CD80 and CD86, while migrating to the tumour-draining lymph nodes to present cancer antigens to CD8+ T cells. The activated cytotoxic CD8+ T lymphocytes then relocate to the tumour site, releasing interferon gamma, promoting eradication of the neoplastic lesion, and stimulating the formation of a long-lasting immunological memory against the tumour (1, 22).

CX3C chemokine ligand 1 (CX3CL1), originally named neurotactin (23) and later fractalkine (24), is a chemokine intricately involved in cell signalling and in immune cell recruitment and activation (25). CX3CL1 can exist as a membrane-bound variant (mCX3CL1) serving as an adhesion protein for cells expressing the CX3CL1 receptor (CX3CR1), including various immune cell types such as NK cells, monocytes, dendritic cells, granulocytes, and CD3+ T cells (24, 26, 27). Conversely, the soluble form of CX3CL1 (sCX3CL1), which is released upon proteolytic cleavage of mCX3CL1, predominantly exerts a potent chemoattractant function (24, 25, 27–30). Importantly, CX3CL1 has been identified as a “find me” signal that attracts immune cells towards dying cells, facilitating efferocytosis (31–35). However, in the context of ICD, it remains uncertain whether CX3CL1 is an important mediator of the effect of ICD or, due to its potential pro-tumourigenic features (36–42), might act as a “keep out” signal, hindering efferocytosis and the initiation of an effective ICD immune cycle (43, 44).

In this study, we assessed the secretion of CX3CL1 from MTX-treated murine fibrosarcoma MC205 and melanoma B16-F10 cells undergoing immunogenic apoptosis (i.e., apoptotic cell death exhibiting ICD characteristics (10, 45)), and explored its potential as a mediator of anti-tumour immunity during ICD. Our results demonstrate that CX3CL1 is released specifically during apoptotic cell death regardless of the cell type. Furthermore, the addition of 1 ng or 10 ng of recombinant CX3CL1 (rCX3CL1) to a non-immunogenic dose of dying/dead cancer cells for prophylactic vaccination of mice significantly increased the tumour-free survival of mice and restored immunogenicity of dying cancer cells. In addition, analysis of publicly available human database (The Cancer Genome Atlas-Skin Cutaneous Melanoma (TCGA-SKCM)) containing data from 98 melanoma patients revealed a correlation between high levels of CX3CR1 expression and higher overall survival probability. Moreover, CX3CR1 was predominantly associated with increased presence of CD8+ T cells, and a high level of CX3CR1 expression was correlated with increased expression of CD8+ T cell signature. These findings identify CX3CL1 as an effective mediator of an adaptive immune response during immunogenic apoptosis and position it as a promising therapeutic adjuvant in ICD-based treatment.




2 Materials and methods



2.1 Cell lines and cell culture

Murine fibrosarcoma MCA205 cells were cultured in Roswell Park Memorial Institute (RPMI) 1640 (Gibco, 21875–034) supplemented with heat-inactivated foetal bovine serum (FBS, Thermo Fisher Scientific, 10%, 10270–106), penicillin (100 U/mL), and streptomycin (Gibco, 100 µg/L, 15140–122). B16-F10 murine melanoma cells were cultured in Dulbecco’s Modified Eagle Medium (DMEM) (Gibco, 10938–025) supplemented with 10% FBS, 1% L-glutamine (Gibco, 25030–024), 1% sodium pyruvate (Gibco, 11360–039) and 1% penicillin/streptomycin. All cells were maintained under constant conditions of 37°C, 5% CO2, and a humidified atmosphere in a cell culture incubator. The medium was changed every two days, and detaching and splitting of cells were done using trypsin-EDTA (0.05%) (Gibco, 25300–054).




2.2 Cell death assay by flow cytometry

Cells were stimulated with 2 µM mitoxantrone (MTX) (Sigma Aldrich, M6545) or 2.5 µM RAS-selective lethal 3 (RSL3) (Sigma Aldrich, SML2234) for 24 h. The cells were washed in Annexin-V binding buffer (10 mM HEPES, pH 7.4, 0.14 mM NaCl, and 2.5 mM CaCl2), followed by staining with Sytox Blue Nucleic Acid Stain (Molecular Probes, S11348, 2.5 mM), Annexin-V (AnV), and Alexa Fluor 488 conjugate (Molecular Probes, A13201). The cells were run on a Becton Dickinson (BD) LSRII flow cytometer, and the data were analysed by using FlowJo software (V.10.0.8). Flow cytometry experiments were performed at the Core Flow Cytometry (BOF/COR/2022/001) at Ghent University.




2.3 Multiplex analysis of cytokines

Supernatants of treated cells was analysed using the Luminex xMAP technology. The multiplexing analysis was performed using the Luminex™ 200 system (Luminex, Austin, TX, USA) by Eve Technologies Corp (Calgary, Alberta). The samples were simultaneously measured using Eve Technologies’ Mouse Cytokine Discovery Assay® (MD44). The assay was run according to the manufacturer’s protocol. Assay sensitivities of these markers range from 0.3–30.6 pg/mL. Individual analyte sensitivity values are available in the Millipore Sigma MILLIPLEX® MAP protocol.




2.4 Mice

The in vivo experiments were performed on immune-competent C57BL/6J mice (7–9 weeks old) (Janvier Labs, France). The mice were housed in specific pathogen-free conditions. All in vivo experiments were conducted according to the guidelines of the local Ethics Committee of Ghent University at the Core ARTH Animal Facilities at Ghent University (Belgium).



2.4.1 Prophylactic tumour vaccination mice model

To confirm the role of CX3CL1 in immunogenic apoptosis, a non-immunogenic dose of MTX-treated MCA205 cells was used in the prophylactic tumour vaccination mouse model. MCA205 cancer cells were seeded at a density of 2 x 106 cells per flask and induced to undergo cell death with 2 µM MTX for 24 h. After incubation overnight, 2.5 x 105 MTX-treated MCA205 cells (non-immunogenic dose) or 5 x 105 dying cancer cells were collected in PBS (200 µL per mouse, Gibco, 14190–144). Cell death analysis was performed using flow cytometry (See 2.2). The cells were injected subcutaneously (s.c.) in the left flank of C57BL/6J mice. After seven days, the mice were challenged with 105 viable/untreated MCA205 cells in the opposite (right) flank, and tumour growth on both sides was measured with a digital calliper.

By using a non-immunogenic dose, the recovery of immunogenicity by CX3CL1 was investigated further. MCA205 cancer cells were seeded at a density of 2 x 106 cells per flask and induced to undergo apoptosis with 2 µM MTX for 24 h. After incubation overnight, 2.5 x 105 dying cancer cells (non-immunogenic dose) were collected and mixed with different doses (0, 1, 10 or 100 ng) of recombinant murine CX3CL1 (R&D system, 472-FF/CF) in PBS at a volume of 200 µL per mouse. Cell death analysis was performed using flow cytometry (See 2.2). The cells were s.c. injected in the left flank of C57BL/6J mice. Mice injected only with PBS or only recombinant murine CX3CL1 (1 ng, 10 ng or 100 ng) served as negative controls. Seven days post-immunisation, the mice were challenged as described above. Tumour growth was monitored with the digital calliper once every two days for up to 21 days after challenge. When a tumour became too big (> 1,500 mm3) or an open necrotic lesion developed, the mouse was euthanised by cervical dislocation.




2.4.2 Therapeutic tumour mice model

5 x 105 MCA205 cells were injected s.c. in the right flank of C57BL/6J mice. After 7 days, when the tumour had reached about 20–45 mm3, the mice were treated intraperitoneally (i.p.) with 100 µL of 5.2 mg/kg MTX in PBS. 12 h and 24 h after treatment, the mice were injected intratumourally with 1 or 10 ng CX3CL1 in 10 µL of PBS or, for the control mice, with PBS only. This was repeated on day 14. The efficacy of therapy was analysed by monitoring tumour growth with a digital calliper once every two days for up to 29 days after tumour cell injection. When a tumour became too big (> 1,500 mm3) or became an open necrotic lesion, the mouse was euthanised by cervical dislocation.





2.5 Public dataset

RNA-sequencing (RNA-seq) data and corresponding patient clinical information of the TCGA-SKCM project were downloaded from The Cancer Genome Atlas (https://portal.gdc.cancer.gov/). Patients with no reported vital status (alive or dead), with recurrent tumour, or with an unknown survival time were excluded. The TCGA-SKCM dataset comprises 98 patients with a primary tumour, of whom 28 have a vital status of ‘Dead’ and 70 have a vital status of ‘Alive’. For analysis, we used STAR-count files containing the number of mapped reads (counts) for each gene. The non-protein-coding genes were filtered out, leaving 19,938 genes. The expression count data were normalised by transcripts per million (TPM) and then transformed to log2 values.



2.5.1 Survival analysis

Survival analysis of patients from the public dataset was performed in Python using the lifelines v0.27.4 package. For each specific gene, patients were divided into two groups based on median expression level (high or low). Overall survival was estimated using the Kaplan–Meier method. Log-rank test (Mantel-Cox) was used to compare the statistical differences between groups, and a p-value < 0.05 was considered statistically significant. Where survival curves intersected, a weighted log-rank test (Fleming-Harrington test) was additionally used for evaluation. Depending on the values of parameters p and q, this test can determine early (p > q) or late (p < q) differences in survival. For p = q = 0, the test reduces to the unweighted log-rank test.




2.5.2 Estimation of tumour-infiltrating cells

The immunedeconv v2.0.4 (46) R package was used to analyse the abundance of immunocyte infiltration from bulk gene expression data. This package evaluates cell proportions using algorithms such as EPIC (47), TIMER (48), quanTIseq (49), MCP-counter (50) and xCell (51).





2.6 Statistical analysis

Statistics for the public dataset were calculated in Python using the scipy v.1.9.3 package. As the data were often not normally distributed according to the Shapiro–Wilk test, a nonparametric Mann-Whitney U test was used to evaluate the differences between two groups. P-values < 0.05 were considered statistically significant.

Statistical analysis with one-way or two-way Analysis of Variance (ANOVA) and graphs were plotted in GraphPad Prism (V.8.0.1). Kaplan-Meier survival curves showing the timelines of tumour development were analysed by log-rank Mantel-Cox test. Differences between groups were considered significant if the corresponding p-value was < 0.05.





3 Results



3.1 CX3CL1 release is associated with immunogenic apoptosis

Different types of cell death modalities (i.e., apoptosis, ferroptosis and accidental necrosis) were induced in both murine fibrosarcoma (MCA205) (Figures 1A, B) and melanoma (B16-F10) cells (Figures 1D, E). MCA205 and B16-F10 are commonly used cell lines in ICD studies (6, 13, 45, 52). Immunogenic apoptosis was induced with MTX for 24 h (10, 45), ferroptosis (non-immunogenic) was induced with RSL3 (6), and accidental necrosis of low immunogenicity was induced with three freeze/thaw (F/T) cycles (6, 13, 53, 54). The used cell death inducers have already been extensively described and defined (6, 10, 13, 45, 53, 54). Treatment for 24 h with RSL3 or F/T cells were used as negative controls because they do not induce the characteristics of ICD (6). Cell death rates, quantified by AnV and Sytox blue staining, were comparable with previously published data (6), i.e. approximately 20% for MTX (Figures 1A, D). Sytox Blue positivity refers to cell membrane permeabilisation and, together with positive AnV staining, detects a late phase of cell death, while single AnV positivity occurs at an early phase of cell death (6). Since B16 cells are resistant to RSL3 (55, 56), it was not used for B16. Supernatants were collected from the dying murine fibrosarcoma MCA205 and melanoma B16-F10 cells, as well as from viable cells as a control, and analysed for cytokine secretion using the Luminex xMAP technology from Eve Technologies. CX3CL1 was associated only with MTX-treatment (i.e., immunogenic apoptosis) despite the limited membrane permeabilisation (Figures 1C, F). This release from both cancer cell types excludes the possibility of effects specific to a particular cancer cell type. During late ferroptosis in MCA205 cells, CX3CL1 levels remained unaltered compared to the viable control, whereas during accidental necrosis, the levels of CX3CL1 even diminished in both MCA205 and B16-F10 cells. These data suggest a strong association of CX3CL1 secretion with the specific induction of immunogenic apoptosis but not with the other cell death modalities.




Figure 1 | CX3CL1 release is associated with immunogenic apoptosis. (A, D) Cell death measured by flow cytometry of MCA205 cells (A) and B16-F10 cells (D) treated with 2 μM or 8 μM MTX (MCA205 and B16-F10 respectively), 2.5 μM RSL3, or three cycles of F/T. Quantification was done by AnV and Sytox Blue staining. The values are the means ± SEM and represent three independent experiments. (B, E) Representative dot plots of the cell death measurement shown in (A, D). (C, F) The concentration (pg/mL) of CX3CL1 measured in the supernatants of dying cells using Luminex xMAP technology. The values are the means ± SEM and represent three independent experiments. Statistical significance was calculated by one-way ANOVA followed by Tukey’s multiple comparisons test: **p < 0.01, ****p < 0.0001. MTX, mitoxantrone; RSL3, RAS-lethal selective 3; F/T, freeze/thaw; AnV, Annexin-V; Sytox, Sytox Blue.






3.2 CX3CL1 reverts non-immunogenic apoptosis to ICD

To investigate the importance of CX3CL1 secretion in immunogenic apoptosis, the tumour prophylactic vaccination mouse model was used (Figures 2A, C). Mice were vaccinated with MTX-treated MCA205 cells in one flank and one week later challenged in the opposite flank with viable cancer cells of the same cancer type. For this experiment, a non-immunogenic low-dose of MTX-treated MCA205 cells was used for vaccination (Figures 2A, B). Vaccination of mice with 5 x 105 MTX-treated MCA205 cells protected approximately 70% of the mice against tumour challenge, whereas the half-dose of 2.5 x 105 cells protected only 20% of the mice (Figure 2B). Therefore, this so-called non-immunogenic dose of 2.5 x 105 cells was used in the following experiments. Doses of 1 ng, 10 ng or 100 ng of murine rCX3CL1 were added to the non-immunogenic dose of MTX-treated cancer cells to analyse whether the addition of CX3CL1 can enhance the immunogenicity of dying cancer cells (Figure 2C). Indeed, addition of 1 ng or 10 ng of rCX3CL1 effectively increased tumour-free survival (p = 0.0084) in mice from 10% (non-immunogenic MCA205 MTX only) to 50%, demonstrating restored immunogenicity (Figure 2D). Interestingly, the addition of a dose of 100 ng rCX3CL1 to the MTX-treated cancer cells did not increase tumour-free survival and vaccination with rCX3CL1 alone (i.e., without MTX-treated cancer cells) did not exhibit any effect (Supplementary Figure S1). These data indicate the importance of CX3CL1 secretion in establishing an effective immune response during immunogenic apoptosis, although this occurs only for an appropriate dose. Of note, the therapeutic effect of CX3CL1 during MTX treatment in MCA205 tumour-bearing mice decreased the tumour size but this decrease was not statistically significant (Supplementary Figure S2).




Figure 2 | CX3CL1 reverts non-immunogenic apoptosis to ICD. (A) Schematic representation of the tumour prophylactic vaccination mouse model. On day 0, mice were vaccinated in the left flank with either 5 x 105 or 2.5 x 105 MTX-treated MCA205 cells. On day 7, the mice were challenged in the opposite flank with 105 viable cancer cells of the same type and tumour growth was monitored with a digital calliper. (B) Kaplan-Meier curve of the progression of tumour development over time. The reduction of dose of MTX-treated MCA205 cells from 5 x 105 cells to 2.5 x 105 cells significantly decreased tumour-free survival from 70% to 20%. The statistical differences were calculated by a log-rank (Mantel-Cox) test. Survival curves comparison: **p < 0.01. (C) Schematic representation of the tumour prophylactic vaccination mouse model. On day 0, mice were vaccinated in the left flank with either PBS, 2.5 x 105 MTX-treated MCA205 cells alone or 2.5 x 105 MTX-treated cells in combination with different doses of recombinant CX3CL1 (1 ng, 10 ng or 100 ng). On day 7, mice were challenged in the opposite flank with 105 viable cancer cells of the same type and afterwards tumour growth was followed with a digital calliper. (D) Kaplan-Meier curve of the progression of tumour development over time. The addition of 1 ng or 10 ng of rCX3CL1 to MTX-treated MCA205 cells significantly increased tumour-free survival from 10% (MCA205 MTX alone) to 50%. Interestingly, 100 ng of rCX3CL1 had no significant effect on tumour-free survival. The statistical differences were calculated by a log-rank (Mantel-Cox) test. Survival curves comparison: *p < 0.05, **p < 0.01, ***p < 0.001. ICD, immunogenic cell death; MTX, mitoxantrone; PBS, phosphate-buffered saline; rCX3CL1, recombinant CX3CL1.






3.3 CX3CR1 is associated with increased CD8+ T cells and increased patient survival

To understand the relevance of CX3CL1 in human patients, a cohort of 98 SKCM patients was thoroughly screened utilising the publicly available TCGA dataset. We found that the presence of the receptor of CX3CL1, CX3CR1, was associated with a significantly higher five-year survival of melanoma patients (log-rank Mantel-Cox test, p = 0.04) (Figure 3A). Additionally, a late-weighted Fleming-Harrington test also showed a significant difference in survival (p=4.85e-03). Moreover, CX3CR1 was mainly associated with CD8+ cytotoxic T cells (Figure 3B). Finally, a high expression level of CX3CR1 in melanoma patients was correlated with increased abundance of cytotoxic CD8+ T-cells (Figure 3C). Taken together, the increase of CX3CL1 results in mobilisation and recruitment of CX3CR1-positive cells. A heightened abundance of CX3CR1 in melanoma patients, particularly associated with increased presence of CD8+ T cells, was correlated with increased overall survival probability among the individuals with melanoma.




Figure 3 | CX3CR1 is associated with increased CD8+ T cells and increased patient survival probability. (A) The association between CX3CR1 expression and overall survival (OS) in the TCGA-SKCM dataset. OS curves were generated by setting median expression as cut-off. (B) Statistical analysis of cell infiltration stratified based on CX3CR1 expression in the TCGA-SKCM dataset. Cellular deconvolution was performed by five algorithms (EPIC, TIMER, quanTIseq, MCP-counter and xCell). The orange square means that the abundance of cells is significantly greater in patients with a high expression level of the receptor than in those with a low expression level. A grey square means that cell proportion does not differ statistically between groups, ns – not significant. A dash means that the method does not determine the proportions of the corresponding cells. Mann-Whitney U test, *p < 0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001. (C) Boxplots of CD8+ T-cell signature expression stratified according to CX3CR1 expression in the TCGA-SKCM dataset. High (coral) and low (cyan) expression level groups were generated by setting median expression as cut-off. Mann-Whitney U test, *p < 0.05, **p < 0.01, ***p < 0.001, ****p < 0.0001, ns, not significant.







4 Discussion

We examined the secretion of CX3CL1 from MTX-treated cancer cells undergoing immunogenic apoptosis and its potential role as a mediator of anti-tumour immunity during ICD. In our study, CX3CL1 was released exclusively during apoptotic cell death induced by MTX in murine fibrosarcoma MCA205 and melanoma B16-F10 cells. Moreover, in prophylactic vaccination of mice, the addition of 1 ng or 10 ng of rCX3CL1 to non-immunogenic doses of dying/dead cancer cells significantly enhanced tumour-free survival and restored immunogenicity of the dying cancer cells. Furthermore, analysis of the TCGA-SKCM database of data from 98 melanoma patients revealed a significant correlation between increased CX3CR1 expression and the patients’ improved overall survival probability. In addition, CX3CR1 was predominantly associated with increased abundance of CD8+ T cells, with high CX3CR1 expression levels correlating with increased CD8+ T cell signature.

Cytokines and chemokines are recognised as crucial regulators in cancer development, cell dynamics within the tumour microenvironment, and intercellular signalling processes. These molecular mediators are also an integral part of ICD, acting as signals for cellular recruitment (“find me” and “eat me” signals), as well as for immune evasion (“keep out” and “don’t eat me” signals) (1). The concept of ICD has gained significant attention as a novel immunotherapeutic strategy and is characterised by the release of DAMPs and pro-inflammatory cytokines/chemokines that can be detected by APCs via their corresponding PRRs (21). This drives the recruitment of APCs to the tumour site, facilitates recognition, engulfment, and subsequent processing and presentation of tumour antigens by APCs, and provides guidance for cytotoxic lymphocytes. CX3CL1 has been described as an important chemokine that can be implicated in the context of cancer, although controversies persist regarding the properties and activities of this chemokine due to its pro- and anti-cancer characteristics (25). But what is the role of CX3CL1 during ICD, in particular during immunogenic apoptosis?

In our experimental findings, we demonstrated that CX3CL1 was only detected in the supernatants of MTX-treated immunogenic apoptotic fibrosarcoma MCA205 and melanoma B16-F10 cells, and to a significantly lesser extent in the supernatants of viable cancer cells, RSL3-treated non-immunogenic late ferroptotic (6) cancer cells and non-immunogenic F/T accidentally necrotic cancer cells (Figures 1C, F). This indicates the exclusivity of CX3CL1 release during immunogenic apoptosis, suggesting its potential role in mediating immunogenicity of cancer cells undergoing apoptotic ICD. The receptor for CX3CL1, CX3CR1, is expressed on various immune cells, including NK cells, monocytes, dendritic cells, granulocytes, and CD3+ T cells, stimulating their adhesion, retention, and transendothelial migration to sites characterised by strong inflammatory reactions (24, 57). It has been shown that sCX3CL1 also serves as a potent chemoattractant for these CX3CR1-expressing immune cells, enabling their chemotaxis towards the cancer niche and activation of their anti-cancer functions (24, 30, 58–61). Moreover, CX3CL1 expression is crucial for dendritic cell migration, maturation, and adhesion to T cells (58), while the presence of CX3CL1 on mature dendritic cells also activates resting NK cells (62). Hence, the release of CX3CL1 by the MTX-induced dying cancer cells (Figures 1C, F) may establish a gradient directed towards the tumour, presumably augmenting CX3CR1+ immune cell migration along the gradient and activation of an anti-tumour immune cycle. Nevertheless, it is important to note that the upregulation of CX3CR1 expression may be associated with increased expression of this protein on the tumour cells, which may result in metastasis when the cancer cells enter the bloodstream and bind CX3CR1 on endothelial cells (25). However, due to the elevated concentration of CX3CL1, cancer cells expressing CX3CR1 might also be retained within the tumour and become the target of immune cells.

Furthermore, we demonstrated that the addition of CX3CL1 to a non-immunogenic dose of MTX-treated dying cancer cells is sufficient to elicit an immunogenic response in a tumour prophylactic mouse model, thereby revealing CX3CL1 as a power switch of immunogenic apoptosis induced by MTX (Figure 2D). Since it has been shown that CX3CL1 enhances efferocytosis of apoptotic thymocytes (34), it is conceivable that the presence of CX3CL1 in the prophylactic vaccine may lead to increased recruitment of phagocytes and clearance of dying cancer cells, consequently culminating in an overall improved anti-tumour immunity. However, the presence of CX3CL1 can also be associated with tolerogenic apoptosis (63). This underscores the nuanced and context-dependent role of CX3CL1 during cell death, where different factors intricately interact to determine the ultimate outcome. During immunogenic apoptosis, the secretion of other DAMPs fosters the anti-tumour effect, whereas during tolerogenic apoptosis DAMPs release is minimal, thus constraining the activation of an adaptive immune response. Therefore, it will be interesting to determine the differences in CX3CL1 secretion between tolerogenic apoptosis and immunogenic apoptosis, as the quantity of CX3CL1 secretion might be the key to shifting tolerogenic cell death towards an immunogenic form. In addition, it is important to note that prophylactic vaccination of mice with CX3CL1 alone (i.e., without any MTX-treated cancer cells) had no effect on the tumour-free survival of the mice (Supplementary Figure S1), logically due to the absence of any antigens (antigenicity) or other DAMPs (adjuvanticity) during vaccination.

Remarkably, our findings from the tumour prophylactic vaccination experiments (Figure 2D) demonstrate that only lower doses (1 ng or 10 ng) of CX3CL1 exhibit an enhanced anti-tumour effect of ICD, whereas use of a high dose (100 ng) leads to almost complete absence of the anti-tumour effect (Figure 2D). This observation might indicate that the inherently inflammatory nature of CX3CL1 could contribute to hyperinflammation at higher doses, potentially promoting a pro-tumourigenic environment. Moreover, lack of sufficient DAMPs (due to a non-immunogenic dose of MTX-treated cancer cells) and excessive influx of immune cells (30, 58, 59) (due to a high CX3CL1 dose) might diminish activation of infiltrating immune cells, leading to an immunosuppressive phenotype and thus loss of the anti-tumour effect in the presence of a high dose of CX3CL1. Although gene therapy involving the transfer of CX3CL1 to cancer cells was demonstrated to induce a robust anti-cancer effect (64–66), we did not see a significant reduction in tumour size following co-treatment with CX3CL1 and MTX in the therapeutic mouse model (Supplementary Figure S2). It is conceivable that the supplementary CX3CL1 introduced alongside the already secreted CX3CL1 by the MTX-treated tumour cells resulted in an excessively high concentration of CX3CL1, which ceases to elicit an additive effect.

Of interest, analysis of RNA-seq data and corresponding patient clinical information of the TCGA-SKCM of 98 melanoma patients demonstrated a positive correlation between increased CX3CR1 levels and increased overall survival probability in the melanoma patients, along with a discernible CD8+ T cell signature (Figure 3). CX3CR1 has been reported to be associated with CD8+ T cells that respond to PD1 therapy while resisting cell death during chemotherapy (67). Moreover, CX3CR1-deficient mice injected with melanoma cells had increased tumour burden, cachexia, and defective anti-tumour responses (68). It has also been shown that an increase in CX3CL1 expression in the tumour is linked to improved prognosis of many cancer patients with breast carcinoma (69), colorectal cancer (70, 71) or lung adenocarcinoma (72), among other cancers (70–75).

In summary, our study indicates that CX3CL1 serves as a potent mediator of immunogenicity during immunogenic apoptosis induced by MTX. CX3CL1 is released by immunogenic apoptotic cancer cells regardless of the cancer cell type. Moreover, the addition of CX3CL1 to non-immunogenic doses of MTX-treated dying cancer cells in mouse prophylactic tumour vaccination models resulted in the activation of an adaptive immune response and effectively lengthened survival. In addition, an increase in CX3CR1 expression was correlated with increased overall survival probability of melanoma patients and increased CD8+ T cell signature. Our data provide a rationale for exploiting CX3CL1 as a future adjuvant to render therapy-induced cell death immunogenic. The addition of CX3CL1 to other treatments could affect their immunogenicity, unleashing their full immunogenic potential during cell death in anti-cancer therapy. However, to achieve an overall favourable immunogenic outcome, accurate dosing of CX3CL1 might be of paramount importance.
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Instruction

Colorectal cancer (CRC) poses a challenge to public health and is characterized by a high incidence rate. This study explored the relationship between ferroptosis and fatty acid metabolism in the tumor microenvironment (TME) of patients with CRC to identify how these interactions impact the prognosis and effectiveness of immunotherapy, focusing on patient outcomes and the potential for predicting treatment response.





Methods

Using datasets from multiple cohorts, including The Cancer Genome Atlas (TCGA) and Gene Expression Omnibus (GEO), we conducted an in-depth multi-omics study to uncover the relationship between ferroptosis regulators and fatty acid metabolism in CRC. Through unsupervised clustering, we discovered unique patterns that link ferroptosis and fatty acid metabolism, and further investigated them in the context of immune cell infiltration and pathway analysis. We developed the FeFAMscore, a prognostic model created using a combination of machine learning algorithms, and assessed its predictive power for patient outcomes and responsiveness to treatment. The FeFAMscore signature expression level was confirmed using RT-PCR, and ACAA2 progression in cancer was further verified.





Results

This study revealed significant correlations between ferroptosis regulators and fatty acid metabolism-related genes with respect to tumor progression. Three distinct patient clusters with varied prognoses and immune cell infiltration were identified. The FeFAMscore demonstrated superior prognostic accuracy over existing models, with a C-index of 0.689 in the training cohort and values ranging from 0.648 to 0.720 in four independent validation cohorts. It also responses to immunotherapy and chemotherapy, indicating a sensitive response of special therapies (e.g., anti-PD-1, anti-CTLA4, osimertinib) in high FeFAMscore patients.





Conclusion

Ferroptosis regulators and fatty acid metabolism-related genes not only enhance immune activation, but also contribute to immune escape. Thus, the FeFAMscore, a novel prognostic tool, is promising for predicting both the prognosis and efficacy of immunotherapeutic strategies in patients with CRC.





Keywords: ferroptosis, fatty acid metabolism, TME, colorectal cancer, immunotherapy, machine learning




1 Introduction

Colorectal cancer (CRC) is one of the most prevalent malignant tumors of the digestive system. According to the American Cancer Society, approximately 81,860 patients with CRC were diagnosed and 28,470 deaths occurred in the United States of America in 2023, causing serious problems for patients and public health (1). Although endoscopic screening has reduced the mortality and morbidity rates of CRC in recent years, and recurrence and metastasis remain major challenges (2). Currently, primary treatments for CRC include surgery, chemotherapy, and radiotherapy. Nevertheless, advances in immunotherapies, including anti-PD-1, anti-PD-L1, and anti-CTLA4 treatments, have presented a new and promising therapeutic paradigm for CRC with significant potential efficacy (3). For instance, the successful anti-PD-1 application in patients with CRC and mismatch repair deficiency (dMMR) or high microsatellite instability (MSI-H) significantly causes progression-free survival in CRC (4, 5). A new combination of radiotherapy and immunotherapy promotes robust antitumor immune priming (6, 7). However, these methodologies face constraints arising from spatiotemporal heterogeneity, moderate precision, or limited representation of population subsets (8–10). Consequently, in the context of personalized treatment paradigms, the identification of robust biomarkers is essential for optimizing prognosis and enhancing the efficacy of drug therapies for CRC.

Ferroptosis, driven by biochemical and genetic components, is a programmed cell death pathway reliant on iron and activated by lipid peroxide buildup on cellular membranes. Its involvement extends to tumor advancement and therapeutic responses across various malignancies and is often intertwined with reactive oxygen species (ROS) that participate in cancer-related pathways (10). Fatty acid metabolism is a crucial cellular process that transforms nutrients into metabolic intermediates used for membrane synthesis, energy reservation, and signaling molecule production. This process has garnered significant attention as a potential target for cancer therapy, particularly because it is associated with regulatory and CD8+ T cells (11–13). Glutathione peroxidase 4 (GPx4) and prolyl hydroxylase-3 (PHD3) represent significant regulators of ferroptosis and fatty acid metabolism, respectively, emphasizing the potential role of both in immunotherapy (14, 15). Recent studies indicated a significant association between fatty acid metabolism and ferroptosis. Microsomal triglyceride transfer protein (MTTP)expression increases in the body during fatty acid metabolism, which inhibits ferroptosis and decreases the density of chemotherapy (16). Similar results were observed for phospholipids containing a single polyunsaturated fatty acyl tail (PL-PUFA1s), which are also strongly correlated with ferroptosis (17). Additionally, cytochrome P450 1B1 (CYP1B1) and cyclin-dependent kinase 1 (CDK1) degrade acyl-CoA synthetase long-chain family member 4 (ACSL4), who plays an essential role in fatty acid metabolism and inhibits ferroptosis, thereby inducing resistance to anti-PD-1 and oxaliplatin, respectively (18, 19). Thus, the fatty acid metabolism-related genes appear to regulate ferroptosis and function as intermediates. The relationship between ferroptosis regulators and fatty acid metabolism-related genes, which may significantly influence prognosis and drug resistance in colorectal cancer, has been less explored. The tumor microenvironment (TME), which consists of tumor cells, stromal cells, and immune cells, plays an irreplaceable role in the metastasis and tumor progression and also affects the efficacy of immune checkpoint blockade (ICB) treatment (20, 21). Considering the special relationship between ferroptosis and fatty acid metabolism regulators, a unique TME may induce novel metabolic pathways in CRC. Thus, the interactions between ferroptosis and fatty acid metabolism regulatory molecules should be explored in multicenter cohorts from a multi-omics perspective, including the TME, immunotherapy, and epigenetic mutations.

In this study, we conducted a thorough pan-cancer multi-omics analysis to examine the molecular correlations between ferroptosis and fatty acid metabolism regulators in 33 cancer types. By performing unsupervised clustering, we identified three distinct clusters related to ferroptosis and fatty acid metabolism based on the TME, gene expression, and biological functions. Utilizing a robust combination of 117 machine-learning algorithms, we developed the FeFAMscore, which demonstrated superior predictive performance in both the training cohort and four independent external validation cohorts. It also effectively exhibits potential in forecasting immunotherapy and chemotherapy drug sensitivity in CRC patients. Overall, the FeFAMscore is promising for the advancement of novel treatment strategies, fostering a nuanced and personalized approach to medicine.




2 Methods



2.1 Data acquisition and pre-processing

The workflow is illustrated in Supplementary Figure S1. The Gene Expression Omnibus (GEO) (https://www.ncbi.nlm.nih.gov/geo/) and The Cancer Genome Atlas (TCGA) (https://portal.gdc.cancer.gov/databases were used to obtain the CRC RNA expression profiles, in addition to the associated comprehensive clinical annotations, including TCGA-COAD, TCGA-READ, GSE17536, GSE17537, GSE29621, GSE38832, and GSE39582. The Meta-cohort and Train cohorts (TCGA-COAD, TCGA-READ, and GSE39582) were established and the batch effects were estimated using the “sva” package in R software. Additionally, three immunotherapy cohorts with different immunotherapy efficacies downloaded from the TIGER website (http://tiger.canceromics.org/), including IMVigor210 (anti-PD-L1), Braun (anti-PD-1), and PRJNA23709 (anti-PD-1 + anati-CTLA4) were investigated. The microarray data from the GEO were normalized and corrected background by the “impute” R package. The ferroptosis regulators and fatty acid metabolism-related genes investigated in this study were extracted from FerrDb (22) and MSigDB (https://www.gsea-msigdb.org/gsea/msigdb/) (Supplementary Table S1). Finally, 1448 patients with survival information were acquired from the database. The data of Copy Number Variation (CNV) is extracted from TCGA database in 33 cancers and analyzed by the “matfool” packages.




2.2 Unsupervised clustering of ferroptosis regulators and fatty acid metabolism-related genes

The tumor-related FeFAM genes were obtained from TCGA database using “limma” and “survival” packages in the R software. Univariate Cox analysis was used to filter the 50 prognosis genes in the training cohort based on p<0.05. Next, the training cohort was subjected to unsupervised clustering to identify distinct patterns. The potential groupings were delineated using K-means clustering analysis with varying cluster numbers (k = 2–9) (23). We then performed the “Nuclst” package to verify the most appropriate clusters with 28 criteria and repeated 1000 times on resample rate of 0.8 to validate the classification stability. Principal component analysis (PCA) was subsequently employed to validate the clustering results using the expression profiles of these genes. This analysis confirmed the co-expression patterns of ferroptosis regulators and fatty acid metabolism-associated genes.




2.3 Cell infiltration estimation

We evaluated the immune cell microenvironment using the CIBERSORT algorithm, EPIC algorithm, MCPCOUNTER algorithm, TIMER algorithm, quantiseq algorithm, and XCELL algorithm of the “IBOR” and “GSVA” R package. Single-sample gene set enrichment analysis (ssGSEA) algorithm was used to verify the results. Additionally, the TIDE algorithm (http://tide.dfci.harvard.edu/) was used to evaluate the tumor immune dysfunction and exclusion (TIDE) score, CAF, dysfunction and exclusion of immune cells, PD-L1, and cytotoxic T cells (CTL) score. A high TIDE score may reflect poor ICI efficacy.




2.4 Pathway enrichment analysis

To investigated the biological difference between three patterns and cancer-related pathways, we downloaded “h.all.v7.5.1.symbols.gmt” and “c2.cp.kegg.v7.4.symbols” from the MsigDB database (c2.cp.kegg.symbols), and analyzed using the GSVA program. We further explored the differences in cancer-, immune-, and metabolism-related patterns as reported previously (24–27). The pathways with the highest expression among the three patterns with p<0.05 were considered activated.




2.5 FeFAMscore prognostic model construction

To further explore the biofunction and prognostic value of FeFAM genes, we first randomly combined 10 machine learning algorithms, including random survival forest (RSF), elastic network (Enet), Ridge, Stepwise Cox, Lasso, CoxBoost, partial least squares regression for Cox (plsRcox), generalized boosted regression modelling (GBM), supervised principal components (SuperPC), and survival support vector machine (survival-SVM), as reported previously (28). Then, the training cohorts were input as the training group to the combined 117 algorithms, and each model was detected in four independent datasets (GSE17536, GSE17537, GSE29621, and GSE38832). Next, Harrell’s concordance index (C-index) was calculated for each model across all validation cohorts using the FeFAMscore derived from the training cohorts. Based on the average C-index in all validation cohorts, we selected the optimal model and compared the FeFAMscore with those of 69 published models in the past decade, which proved its reliable and robust predictive power.




2.6 Cell culture

Normal colon mucosal epithelial cells (NCM460) and HCT116, DLD-1, and CACO2 cell lines were obtained from the Chinese Academy of Sciences (Shanghai, China), cultured in DMEM supplemented with 10% fetal bovine serum (both from Thermo Fisher Scientific, Waltham, MA, USA), and maintained under standard cell culture conditions (37°C, 5% CO2) in a cell incubator.




2.7 RNA extraction and RT-qPCR

Cellular and tissue RNA was extracted using TRIzol reagent (R411-01, Vazyme, Nanjing, China), followed by reverse transcription using HiScript III RT SuperMix (R323, Vazyme). Quantitative PCR analysis was performed using the Universal SYBR Green Fast qPCR Mix (ABclonal, Hong Kong, China, RK21203). The data were analyzed using the 2(−ΔΔCt) method, with GADPH serving as the internal control. The primer sequences are provided in Supplementary Table S1.




2.8 siRNA transfection

siRNA-ACAA2-1 or siRNA-ACAA2 (GenePharma, Shanghai, China) was used to silence the ACAA2 gene. The siRNA sequences were as follows: si-ACAA2-1 (sense: 5′-UGCUGAGACAGUGAUUGUATT-3′; antisense: 5′-UACAAUCACUGUCUCUCATT-3′), and si-ACAA2-2 (sense: 5′-GGGCACTGAAGAAAGCAGGA-3′; antisense: 5′-CGTGAACCAGGTGTGCAGTA-3′). Transfection was performed using Lipofectamine 3000 (Thermo Fisher Scientific) following the manufacturer’s instructions.




2.9 Cell viability assay

CRC cell viability was evaluated using the Cell Counting Kit 8 (CCK-8, Dojindo, Japan). Briefly, 3000–5000 cells were seeded per well in 96-well plates. Subsequently, 100 μL medium containing 10 μL CCK-8 solution was added to each well and incubated at 37°C for 3 h. The absorbance at 450 nm was measured.




2.10 Transwell assay

HCT116 and CACO2 cell lines transfected with siRNAs targeting ACAA2 (si-ACAA2-1 and si-ACAA2-2) or non-targeting control siRNA (si-NC) were harvested, washed twice with PBS, and resuspended in DMEM. The suspended cells were then placed in the upper chamber of 24-well chambers equipped with 8 μm pore inserts.




2.11 Colony formation assay

To evaluate colony formation in the monolayer culture, 1000 cells were seeded in 6-well plates. Following two weeks of culture, the colonies were fixed and stained with 4% paraformaldehyde and 0.1% crystal violet for 30 min at room temperature.




2.12 Western blot

Protein concentration was determined using the BCA Protein Assay Kit (Thermo Fisher Scientific, USA). Samples containing 30 μg of protein were separated on a 12% SDS-PAGE gel and transferred onto a PVDF membrane. The membrane was blocked with 5% BSA for 2 hours and then incubated overnight at 4°C with the primary antibody. Afterward, the membranes were incubated for 1 hour with the secondary antibody and washed three times with TBST buffer. Antibody signals were detected using the ECL system (Bio-Rad, California, USA).




2.13 Immunotherapeutic response prediction

We predicted the immunotherapy response of the FeFAMscore by analyzing the expression of tumor mutational burden (TMB), TIDE score, and differences in pathway enrichment. Based on these results, we calculated the FeFAMscore of patients in the training cohort to explore the function of the FeFAMscore in immunotherapy. Subsequently, we used Subclass Mapping (Submap) to determine the relationship between high or low FeFAMscore groups and anti-PD-1 and anti-CTLA4 antibodies. In addition, we utilized immunotherapy cohorts with clinical response information to validate the immunotherapy response. The IMVigor210CoreBiologies R package was used to obtain transcriptome, survival, and immunotherapy efficacy data for the IMVigor210 cohort (29). The anti-PD-1 and anti-CTLA4 cohorts were validated using Braun and PRJNA23709.




2.14 Chemotherapeutic sensitivity prediction

The correlation with FeFAMscore and drug sensitivity was predicted by the GDSC and CTRP datasets with “oncoPredict” packages. The relation with gene expression and drug sensitivity was measured by the “Hmsic” package in R software.




2.15 Statistical analysis

Data processing and visualization were performed using R software (version 4.3.2) and GraphPad Prism 8.0, respectively. Group comparisons were performed using the Wilcoxon test for pairwise comparisons, while ANOVA and Kruskal–Wallis tests were used to assess variable distributions among multiple groups, considering normality assumptions. Categorical variables were analyzed using the chi-square and Fisher’s exact tests. Correlations were determined using the Spearman and Pearson techniques. Survival disparities were evaluated using the Kaplan–Meier method and log-rank test. Statistical significance was set at p<0.05, and all p-values were two-tailed.





3 Result



3.1 Identification of novel correlations between ferroptosis and fatty acid metabolism regulators

To explore the relationship between cell death and metabolism, we investigated the crosstalk between ferroptosis-associated regulators and fatty acid metabolism-regulating genes. The 486 ferroptosis-associated genes derived from the FerrDb included markers, suppressors, and drivers (Supplementary Table S1). Meanwhile, 272 FAM genes were retained from the MSigDB database. Genome-wide omics data for 33 cancer types were retrieved from the TCGA database for analysis. The frequency of mutations in these genes was significantly correlated between ferroptosis and fatty acid metabolism in the tumors (Figure 1A). PCA was performed to measure the levels of ferroptosis-associated and FAM genes in the 33 cancer types database, then the Spearman’s analysis further demonstrated a significant correlation between them (Supplementary Figure S1A). Interestingly, the COREAD database, with the largest number of patients, exhibiting a prominent association between them (R = -0.93) (Figures 1B, C). Consequently, to further explore the colorectal cancer, the top 10 mutations in ferroptosis-associated regulators and fatty acid genes were identified in 480 (95.98%) of 497 patients with COREAD. The highest mutation frequencies were detected in TP53 (67%), KRAS (44%), and PIK3CA (26%) (Supplementary Figure S2B). The exploration of copy number variation (CNV) alteration frequency showed a high incidence of CNV gains in the TCGA cohort, demonstrating the potential for therapy in CRC (Supplementary Figure S2C). The locations of FeFAM genes with CNVs on the chromosomes are marked in the Circle Map (Supplementary Figure S2C). Additionally, co-mutations were common among these genes (Supplementary Figures S2E, F).




Figure 1 | Landscape of genetic and relation of FeFAM regulators and discovery of novel FeFAM patterns. (A) Mutation frequency of FeFAM regulators in 33 types cancers in TCGA. (B) PCA of FeFAM regulators in the CRC. (C) Scatter plot showed the spearmen correlation of FeFAM regulators. (D) Volcano plot showed the differential FeFAM regulators in CRC. (E) KEGG and GO analyze of 50 OS-related FeFAM regulators. (F) Network showed the interactions among FeFAM regulators in CRC. (G) A The consensus score matrix of all samples when k = 3. (H) The CDF curves of consensus matrix for each k (indicated by colors). (I) Principal component (PC) analysis revealed remarkable difference between three FeFAM patterns from train cohort (n = 1029). (J) Kaplan-Meier curves of survival for three FeFAM patterns based on CRC patients from train cohort. (K) This boxplot demonstrates the expression variations in the FeFAM-related genes among three FeFAM patterns. The top portion represented Fisher’s precise test. The lower portion indicated the Wilcoxon rank-sum test. ***p < 0.001. FeFAM, ferroptosis and fatty acid metabolism regulators.



Based on the analysis of results, we compared the CRC and normal samples from COREAD databases in TCGA, which finally identified 159 ferroptosis-associated and fatty acid metabolism-related genes according to logFC>1 and FDR <0.05 (Figure 1D). To counterbalance the implications between TCGA and GEO database, we enrolled COREAD database and GSE39582 and adopted the “sva” package to remove batch effects and extract relevant genes as the training cohort. A total of 50 genes were subsequently screened using univariate Cox regression analysis (P <0.05) of the FeFAM genes in the combined database (Supplementary Figure S2G). The KEGG analysis, depicted using a barplot, revealed enrichment of these genes in pathways such as “PPAR signaling pathway”, “fatty acid degradation”, “fatty acid metabolism”, “propanoate metabolism”, “tyrosine metabolism”, and “p53 signaling pathway”. Furthermore, GO analysis of molecular functions (MF), biological processes (BP), and cellular components (CC) highlighted their relevance in fatty acid metabolism, response to oxygen levels, and cancer pathways. (Figure 1E). Network analysis offered a holistic view of the prognostic implications and molecular interactions within the FeFAM framework (Figure 1F). Considering the discernible differences in the transcriptional profiles and the unique interplay between these molecules, dysregulation within the FeFAM network significantly contributes to CRC initiation and progression.




3.2 Discovery of novel FeFAM patterns through unsupervised clustering analysis

To elucidate the potential FeFAM phenotypes in CRC, we utilized K-means-based unsupervised clustering in the training cohort. The R package “ConsensusClusterPlus” was used to initially categorize the patients with CRC into k (k=2–9) FeFAM clusters (Figure 1G; Supplementary Figures S3A-K). The cumulative distribution function (CDF) curves, derived from the consensus score matrix and PAC statistics, elucidated the optimal number of clusters (k=3) across the entire training patient cohort. These clusters, denoted A, B, and C, exhibited discernible segregation patterns (Figure 1H). Nbclust testing, which included 28 criteria, yielded the same results (Supplementary Figure S3L). The PCA demonstrated a clear distinction between the three clusters (Figure 1I). The Kaplan–Meier curve showed that cluster C had better survival prognosis than clusters A and B (p<0.001) (Figure 1J). The expression of FeFAM genes also indicated the ability to differentiate between the three subtypes (Figure 1K).




3.3 TME characterization in different FeFAM patterns

The ssGSEA method, which simulates the entire tumor immune process, was first used to calculate tumor immune cell infiltration in the training cohorts to investigate the differences in the TME (Figure 2A). Next, six different algorithms, such as CIBERSORT, EPIC, MCPCOUNTER, TIMER, QuantiSeq, and XCELL, obtained the same results, verifying the crucial effects of FeFAM genes in the immune system (Supplementary Figure S4A). Meanwhile, according to the Spearman’s correlation analysis, almost all FeFAM genes were significantly implicated in the immune microenvironment composition (Figure 2B). Ferroptosis-associated regulators, including ENPP2, CAV1, FABP4, PDK4, ADIPOQ, NOX4, COKN2A, CDO1, WWTR1, DDR2, CPEB1, and TIMP1, are preferentially associated with the most immunosuppressive cells, whereas FAM genes correlated with immune microenvironment activation. Furthermore, Spearman’s analysis demonstrated significant co-expression of the Fe and FAM genes (Supplementary Figure S4B). Compared to FeFAM clusters B and C, FeFAM cluster A had a significantly worse prognosis. Analysis of gene signatures revealed an increased presence of immune cells exhibiting notable immunosuppressive functionality, macrophages, regulatory T cells (Tregs), and type 2 T helper cells, including within FeFAMA cluster A across all cohorts. Remarkably, CD4+ T cells, CD8+ T cells, neutrophils, dendritic cells, and natural killer (NK) cells were abundant in the FeFAM cluster A across nearly all the algorithms, suggesting that the immune cells within FeFAM cluster A may concurrently govern immune evasion and anti-tumor activities. Despite having similar prognoses, FeFAM clusters B and C exhibited contrasting levels of immune infiltration, implying that they may have different immunotherapeutic potentials. The XCELL and ESTIMATE algorithms also demonstrated high immune, stroma, and microenvironment scores in FeFAM clusters A and C (Supplementary Figure S4C). Consequently, FeFAM clusters A, B, and C were considered immune-excluded, immune-desert, and immune-activated clusters, respectively. To ensure stability of the results, the TIDE algorithm, which is commonly adopted to measure immune escape levels and ICD treatment efficacy, was used. We discovered that FeFAM cluster A showed the highest CAF, IFN, TIDE, PD-L1 and exclusion among the three clusters, consistent with the above analysis results and possibly attributed to immune escape (Figures 2C–J). Interestingly, although FeFAM cluster A had more MDSCs than FeFAM cluster C, their CTL.scores and dysfunction were similar, suggesting that activated ferroptosis and fatty acid pathways may inhibit intratumoral CD8+ T cell effector function and impair their anti-tumor ability, which was similar to previously reported results (12, 30–32). Above all, ferroptosis regulators may cooperate with fatty acid metabolism-associated genes to contribute to a particular immune microenvironment, thereby presenting potential targets for immunotherapy.




Figure 2 | Characterization of tumor microenvironment, signing and immune pathways in different FeFAM patterns. (A) Characteristics of immune infiltrating cells in different FeFAMclusters. (B) Characteristics of immune infiltrating cells in different FeFAM regulators. (C-J) Box plots showed the significant difference in CAF (C), IFNG (D), Dyfunction (E), Exclusion (F), TIDE (G), PD-L1 (H), MDSC (I), and CTL.score (J). (K) The cancer-related, immune-related and metabolism-related pathways between the three FeFAM subtypes. * p < 0.05, ** p < 0.01, *** p < 0.001, ns, not significant. FeFAM, ferroptosis and fatty acid metabolism regulators.






3.4 Signaling and immune pathway differences between the FeFAM patterns

Utilizing the “gsva” package, we executed GSVA-enrichment experiments to investigate various cancer-related signaling pathways across the three patterns within the Hallmarker and KEGG pathways (Supplementary Figure S4D). The findings indicate that FeFAM cluster A was significantly enriched in immune- and tumor-related pathways, such as “apoptosis”, “epithelial mesenchymal transition (EMT)”, “inflammatory response”, and “VEGF signaling pathway”. The FeFAM clusters B and C are two distinct groups with specific associations in terms of their biological functions and metabolic pathways. FeFAM cluster B, for instance, is substantially associated with “DNA repair and replication”, “protein export”, and “spliceosome”, while FeFAM cluster C is associated with the metabolic pathway “fatty acid metabolism”, “linoleic acid metabolism”, “nicotinate and nicotinamide metabolism” and “nitrogen metabolism”. Consequently, we further investigated the carcinogen-signaling, immune-related, and metabolic pathways to compare the differences among the three patterns. Wnt, TGF, Notch, MAPK, KRAS, TLR, TCR, RLR, NK cells, chemokine pathway, hypoxia, and apoptosis were activated in cluster A. PPAR, PI3K, P53, xenobiotics, ROS, HEME, fatty acids, and bile acids were activated in cluster C, indicating that ferroptosis and fatty acid metabolism may be upgraded to improve prognosis and prevent immune escape (Figure 2K). These analyses provided additional evidence that FeFAM molecules regulate the immune microenvironment and facilitate immune evasion in patients with CRC through diverse signaling pathways. This underscores the potential of FeFAM as a promising target for immunotherapy.




3.5 Integrated construction and consistent prognostic value of the FeFAMscore

Based on the varying expression levels of FeFAM genes among the three patterns, we subjected the 50 FeFAM-related genes to our machine learning-based integrative approach to construct an FeFAM-related signature, termed the FeFAMscore. In the training cohort, 117 algorithms generated from a random permutation of 10 machine-learning algorithms were employed to compute the C-index using a 10-fold cross-validation framework. The model was subsequently evaluated across four cohorts to gauge its predictive efficacy and to determine its consistency across different datasets. Following this evaluation, the model with the highest average C-index among the validation cohorts was identified. Specifically, the combination of CoxBoost and StepCox (backward and both) yielded the highest average C-index of 0.689, establishing it as the optimal model (Figure 3A; Supplementary Table S2). Fifteen genes were first screened using the CoxBoost model and then subjected to backward Cox proportional hazards regression. A final set of 15 genes was identified, including KIF20A, ACSF2, NOX1, BID, AADAT, ACAA2, FABP1, CA2, SLC22A5, PPP1R13L, AQP5, HOTAIR, DDR2, TIMP1, and CD36 (Figure 3B). Subsequently, the FeFAM score for each patient was determined by employing the expression levels of 15 genes, which were weighted using the regression coefficients obtained from a Cox model (Figure 3B). Subsequently, all patients were dichotomized into high- and low-FeFAMScore groups. These 15 genes significantly distinguished high-risk individuals from low-risk individuals (Figures 3C–H). Patients categorized into the high FeFAMscore group exhibited significantly poorer overall survival (OS) compared to those in the low FeFAMscore group, as determined by Kaplan–Meier survival analysis in both the combined training (N=1029, P<0.001) and four validation datasets: GSE17536 (N=177, P<0.001), GSE17537 (N=55, P=0.003), GSE29621 (N=65, P=0.007), and GSE38832 (N=122, P<0.001). A similar outcome was observed in the meta-cohort (N=1448), thereby affirming the predictive accuracy and reliability of the model. An alluvial diagram illustrates the correlation between FeFAMcluster and FeFAMscore (Figure 3I).




Figure 3 | Construction of a machine learning-based signature. (A) The top C-index of 50 machine learning methods in four validation cohorts. (B) The heatmap demonstrates the relationships between the three FeFAM phenotypes, clinicopathologic characteristics, coef value and the expression variations of the FeFAM-related genes in train cohort. (C–H) Kaplan-Meier curves of OS according to the FeFAMscore in Train cohorts (log-rank test: p<0.001) (C). GSE17536 (Log-rank test: p<0.001) (D). GSE17537 (Log-rank test: p = 0.003) (E). GSE29621 (Log-rank test: p = 0.007) (F). GSE38832 (Log-rank test: p < 0.001) (G). Meta-cohort (Log-rank test: p < 0.001) (H). (I) Alluvial diagram showing the correlation of FeFAMclusters and FeFAMscore. *** p < 0.001. FeFAM, ferroptosis and fatty acid metabolism regulators.






3.6 Consistent prognostic value of FeFAMscore

Receiver operating characteristic (ROC) curve analysis was conducted to evaluate the discriminative ability of the FeFAMscores. In the training cohort, the areas under the ROC curve (AUC) for 1-, 3-, and 5-year survival were 0.701, 0.712, and 0.668, respectively. Furthermore, excellent results were also indicated in the test cohorts, including 0.738, 0.718, and 0.64 in GSE17536; 0.729, 0.684, and 0.687 in GSE17537; 0.769, 0.670, and 0.649 in GSE29621; and 0.799, 0.773, and 0.708 in GSE38832 (Figure 4A). The meta-cohort of these patients showed AUC values of 0.687, 0.683, and 0.644, indicating that the FeFAMscore model is predictive and reliable in multiple independent CRC cohorts (Figure 4A).




Figure 4 | Comparison between the FeFAMscore and the other 69 signatures in colorectal cancer. (A) Time-dependent ROC analysis for predicting OS at 1,3, and 5 years in train cohort (n = 1029), GSE17536 (n = 177), GSE17537 (n = 55), GSE29621 (n = 65), and GSE38832 (n = 122). (B) C-index of FeFAMscore across all datasets. (C-G) The performance of FeFAMscore was compared with other clinical variables in predicting prognosis. Train (C), GSE17536 (D), GSE17537 (E), GSE29621 (F), and GSE38832 (G). (H-K) C-index of FeFAMscore and 69 published signatures in GSE17536 (H), GSE17537 (I), GSE29621 (J), and GSE38832 (K). *** p < 0.001. FeFAM, ferroptosis and fatty acid metabolism regulators.



The C-index [95% confidence interval] was 0.67 [0.652–0.688], 0.648 [0.617–0.679], 0.684 [0.639–0.807], 0.666 [0.614–0.790], 0.720 [0.649–0.804], 0.649 [0.646–0.711] in the four independent validation cohorts and meta-cohorts, respectively (Figure 4B). To predict patient prognosis, clinical characteristics including age, sex, T stage, N stage, M stage, and stage are widely acknowledged. Therefore, the C-index was applied to measure the predictive accuracy between the FeFAMscore and clinical traits in the training and four independent validation cohorts. The FeFAMscore exhibited significantly higher predictive accuracy than other clinical traits in the training, GSE17536, GSE17537, and GSE38832 cohorts (Figures 4C–G). In contrast, the performance of the FeFAMscore in GSE29621 cohort was similar to that of the M stage and stages, which may have been due to the small sample size and data bias. These results indicate that FeFAMScore may be a prospective alternative biomarker for predicting survival risk in clinical practice.




3.7 Resilient predictive performance of FeFAMscore

As the sequencing depth continually increases, CRC treatment outcomes are well predicted. Machine learning-based prognostic models for CRC have been increasingly developed in recent years. To quantify the performance of the FeFAMscore, we systematically retrieved mRNA signatures from CRC research over the past decade and finally acquired 69 mRNA signatures. We compared the predictive ability of the FeFAMscore using the C-index value in the four independent validation cohorts. The FeFAMscore ranked first in the GSE17536 and GSE29621 datasets, followed by GSE17537 and GSE38832 (Figures 4D-G). However, some models exhibited appreciable predictive performance for the GSE17537 and GSE38832 datasets and performed moderately in other cohorts, further proving the uniqueness and reliability of our models. The Chen-FM model, for instance, showed a better C-index than the FeFAMscore in GSE38832 and was poorly displayed in GSE17536, GSE17537, and GSE38832 with a C-index of less than 0.6. The above results demonstrated the good predictive performance of the FeFAMscore (Figures 4H–K).




3.8 ACAA2 is associated with tumor progression in CRC

To further evaluate the expression and function of the FeFAMscore, we first performed RT-qPCR in cell lines from patients with CRC for the six genes. The other nine genes involved in the FeFAM score have been demonstrated by other researchers (33–41). Compared with those in normal human colonic cells (NCM460 cells), the expression of ACAA2 was significantly higher in HCT116 and CACO2 cells, while the expression of ACSF2, DDR2 and SLC22A5 was significantly increased in the CRC cells (Figures 5A, B). Among the expression and correlation of the genes, ACAA2 was significantly overexpressed in the tumor tissues and strong correlated with ferroptosis regulators. We then used two small interfering RNAs (siRNAs) to downregulate ACAA2 expression in HCT116 and CACO2 CRC cell lines (Figure 5C). The western blot further demonstrated the results (Figure 5D). Cell viability was reduced by ACAA2 downregulation after 72 h (Figures 5E, F). In addition, Cell colony formation experiments demonstrated a significant reduction in colony numbers in HCT116 and CACO2 cell lines following ACAA2 knockdown. (Figure 5G). Transwell assays also confirmed that ACAA2 knockdown significantly reduced the migratory ability of CRC cells (Figures 5H–J). Taken together, these results indicate that ACAA2 not only induces CRC cell proliferation, but also promotes CRC cell migration.




Figure 5 | ACAA2 promotes colorectal cancer progression. (A, B) Comparison of the expression levels of ACAA2, DDR2, SLC22A5, PPP1R13L, AADAT and ACSF2 between NCM460 cells, HCT116 cells, and CACO2 cells. (C) The knockdown efficiency of ACAA2 in HCT116 cells and CACO2. (D) Representative western blots examined the expression of ACAA2 protein levels after the downregulation of ACAA2 of HCT116 and CACO2 cell lines. (E, F) The CCK8 assay detected cell viability after decreased ACAA2 expression in HCT116 (E) and CACO2 (F) cell lines. (G) Knockdown of ACAA2 significantly reduced the number of clones in HCT116 and CACO2 cell lines. (H) The transwell assay detected the migration ability of HCT116 and CACO2 cells after decreased ACAA2 expression. (I-J) Quantification results of numbers of relative migration rates in transwell assay in HCT116 (I) and CACO2 (J) cells. *** p < 0.001, ns, not significant.






3.9 Mutation status in high and low FeFAMscore groups

To explore the mechanisms underlying the FeFAMScore, somatic mutations in the patients with CRC in the TCGA cohort were further analyzed. As expected, more mutations in top 15 genes were observed in the high FeFAMscore group than that in the low FeFAMscore group (Figures 6A, B). In addition, co-occurrence and mutual exclusion were observed among these genes (Figures 6C, D). The forest plot also revealed that the BRAF gene, which is generally regarded as a potential prognostic risk factor, had more mutations than the low one, which indicates poor prognostic survival and worse ICI efficacy (Figure 6E). Moreover, the high FeFAMscore groups exhibited a higher TMB than the low FeFAMscore groups (Figure 6F). Poor prognosis was also demonstrated by high TMB combined with a high FeFAMscore (Figure 6G).




Figure 6 | The FeFAMscore related to the tumor mutation status. (A, B) Visual summary showing common genetic alterations in low (A) and high (B) FeFAMscore groups. (C, D) Interaction effect of genes mutating in the low (C) and high (D) FeFAMscore groups. (E) Forest plot gene mutations in the CRC patients. (F) The TMB in low and high FeFAMscore groups. (G) Survival analysis for CRC patients measured by both FeFAMscore and TMB using Kaplan-Meier curves. * p < 0.05, ns, not significant. FeFAM, ferroptosis and fatty acid metabolism regulators.






3.10 Immune characteristics related to FeFAMscore

We first adopted the ssGSEA algorithm to explore the correlation between tumor-infiltrating immune cells and the FeFAMscore in the training cohorts (Supplementary Figure S5A), which indicated that the FeFAMscore had a positive relationship with the immune cells. These findings suggest that the high FeFAMscore group, despite exhibiting a worse prognosis, harbored a higher abundance of immunologically activated cells than the low FeFAMscore group. Additionally, the high FeFAMscore group demonstrated an increased presence of immunosuppressive cells such as MDSCs, macrophages, mast cells, and regulatory T cells (Supplementary Figure S5B). Therefore, ssGSEA and six external algorithms, including CIBERSORT, EPIC, MCPCOUNTER, TIMER, quantiseq, and XCELL were further used, yielding similar results: the high FeFAMscore group had a high ImmuneScore, StromaScore, and MicroenvironmentScore (Supplementary Figure S5C). Next, we investigated the cancer-, immune-, and metabolic-related pathways between the two groups, which means that a high FeFAMscore prefers to be enriched in cancer-related and immune-related pathways (Supplementary Figure S5D). Interestingly, fatty acid metabolism was significantly activated in the low FeFAMscore group, which may improve the prognosis. Based on these findings, the high FeFAMscore groups probably had several targets that may benefit from specifically targeted immunotherapy, even though they had a worse prognosis.




3.11 FeFAMscore predicts CRC response to immunotherapy

We first used TIDE and ESTIMATE algorithms to measure the microenvironment in patients with low and high FeFAMscores (Figures 7A–F; Supplementary Figure S5E). The results indicated that the high FeFAMscore group was associated with high immune infiltration but high TIDE, CTL.score, dysfunction, MSI, and PD-L1, which means that although these individuals with poor survival prognosis contain immunosuppressive cells, this is the main reason for immune evasion and poor ICI efficacy in these individuals. This suggests that the high FeFAMscore group with poor survival may be a special target for activated immune cells, improving survival prognosis. Hence, the submap algorithm was used to assess the feasibility of the FeFAMscore in predicting immunotherapy efficacy. These findings affirmed that individuals in the high FeFAMscore group may benefit from both anti-PD-1 and anti-CTLA4 therapies (Figure 7G).




Figure 7 | FeFAMscore predicts the response of colorectal to immunotherapy. (A-F) Box plots showed the significant difference in TIDE (A), CTL.score (B), Dyfunction (C), Exclusion (D), MDSC (E), PD-L1 (F). (G) The submap algorithm predicts the probability of anti-PD1 and anti-CTLA4 immunotherapy response in high and low FeFAMscore groups. (H-J) The Kaplan–Meier curve exhibited a significant difference in survival rate between the high and low FeFAMscore groups in the IMVgior210 cohort (H), Braun (I), and PRJNA23709 (J). (K-M) The Wilcoxon rank-sum test of FeFAMscore variation in the IMVgior210 cohort (K), Braun (L), and PRJNA23709 (M). (N-P) The stacked histogram shows the difference in immunotherapy responsiveness between the high and low FeFAMscore groups in the IMVgior210 cohort (N), Braun (O), and PRJNA23709 (P). FeFAM, ferroptosis and fatty acid metabolism regulators. * p < 0.05, ** p < 0.01, *** p < 0.001, ns: not significant.



Based on the previous analysis, we determined the FeFAMscore in the IMvigor210 cohorts (anti-PD-L1 therapy) (42), Braun cohorts (anti-PD-1 therapy) (43) and PRJNA23709 (anti-PD-1 therapy + anti-CLTA4 therapy) (44). In the IMvigor210 dataset, patients with low FeFAMscores exhibited better prognoses than those with high FeFAMscores. Additionally, individuals with low FeFAMscores were likely to respond favorably to anti-PD-L1 immunotherapy (Figures 7H, K, N). Interestingly, in the Braun cohort, patients with high FeFAMscores demonstrated the potential for benefit from anti-PD-1 therapy (Figures 7I, L, O). As expected, patients with renal cell carcinoma and high FeFAMscore had significantly improved survival probability and were likely to respond to anti-PD-1 therapy. The results were shown in PRJNA23709 when patients with high FeFAMscore received combined anti-PD-1 and anti-CTLA4 therapy (Figures 7J, M, P). They not only greatly improved survival prognosis, but also acquired a remarkable response rate to immune therapy. These results suggest that individuals with a low FeFAMscore may benefit from immunotherapy, but that individuals with a high FeFAMscore obtain excellent response rates and survival with specific immunotherapies.




3.12 FeFAMscore predicts CRC sensitivity to chemotherapeutic response analysis

To assess potentially effective drugs associated with the FeFAMscore, we investigated chemotherapeutic agents using the “oncoPredict” package. With the compared differences between two risk FeFAM groups by the Wilcoxion test with p<0.05, we significantly filtered 316 (total: 545) and 95 (total: 224) compounds in the CTRP and GDSC, respectively. Next, we investigated the drug intersections in the two databases (Supplementary Figure S6A). Spearman’s method was used to measure the correlation between FeFAM genes and drug sensitivity. Some genes and drugs, such as KIF20A and AADAT, interacted antagonistically (Supplementary Figures S6B, C). However, the ACSF2 and FABP1 interacted synergistically. To validate the irreplaceable role of FeFAM molecules in chemotherapy, we applied the FeFAMscore to guide chemotherapeutic selection for CRC in clinical practice. Exploring in the CRC related chemotherapy drugs, the osimertinib, oxaliplatin, gefitinib, eriotinib, navitoclax, and cyclophosphamide are beneficial for the patients with high FeFAMscore, unlike irinotecan, niraparib, gemcitabine, niraparib, dabrafenib, and selumetinib (Supplementary Figures S6D–O). These findings underscore the availability of diverse chemotherapy modalities tailored to specific patients with CRC, thereby paving the way for precision chemotherapy and personalized treatment approaches.





4 Discussion

Several therapeutic modalities, including surgery, chemotherapy, immunotherapy, radiotherapy, and targeted therapy have emerged as key strategies in CRC research (3, 5, 45, 46). These diverse treatment approaches represent a profound advancement in CRC management, reflecting the multifaceted approach necessitated by disease complexity (47). Among these, immunotherapy is a promising frontier that exploits the intricate interplay between the immune system and malignant cells to elicit therapeutic responses (48). However, a subset of patients with CRC exhibiting deficient mismatch repair or microsatellite instability-high (dMMR/MSI-H) represents a relatively small fraction, comprising approximately 15% and 4% patients with CRC and metastatic colorectal cancer (mCRC), respectively; a proportion of these patients swiftly progress to a state of immune resistance (38, 39). The AJCC staging system is a widely accepted criterion for clinical management and encompasses therapeutic decision-making and surveillance strategies for CRC. The utility of the AJCC staging system is constrained by the variability in clinical outcomes observed among patients classified within the same stage (49). This may not only result in overtreatment and undertreatment, but also make it difficult to reflect the sensitivity of immunotherapy and chemotherapy because it does not reflect the TME. To bridge this gap, identifying novel prognostic and therapeutic targets for CRC is vital.

Cell death is a regulated process in cells and may be related to metabolism during tumor progression, metastasis, and drug resistance. Ferroptosis is an iron-related cell death pathway characterized by lipid peroxide accumulation (50, 51). Fatty acid metabolism plays a pivotal role in tumorigenesis, disease progression, and treatment resistance by facilitating augmented lipid synthesis, storage, and catabolism (52). Numerous studies have demonstrated that ferroptosis is significantly correlated with metabolism, particularly lipid metabolism (50–53). For instance, ASL4, a fatty acid metabolism-related gene, is induced by the T cell-derived interferon (IFN)-γ to change the tumor lipid pattern, which increased arachidonic acid (AA) production to promote ferroptosis (32). SLC47A1, which regulates lipid remodeling and survival during ferroptosis, inhibits the anticancer activity of ferroptosis inducers (54). Moreover, they interact to modulate drug sensitivity (32, 55). Consequently, the influence of ferroptosis regulators and fatty acid molecules on the TME as well as their predictive capacity for prognosis and response to immunotherapy in CRC, remain unclear.

This study elucidated the genetic and transcriptomic diversity of FeFAMs across 33 cancer species using a multi-omics approach. Similar frequencies observed among the ferroptosis and fatty acid metabolism regulators indicate their interconnectedness. Spearman’s rank correlation coefficient further demonstrated a strong correlation of ferroptosis and fatty acid metabolism regulators between 33 cancer species, especially in CRC (R= -0.93; p<0.001). Furthermore, after screening 50 genes using the “limma” package and univariate Cox regression analysis, the patients were stratified into three distinct phenotypes, each exhibiting significant disparities in genetic profiles and immune infiltration within the clusters.

We then distinguished three ferroptosis- and fatty acid metabolism-related patterns, named FeFAM clusters A/B/C. The TME characteristics in the three patterns indicated differential immune cell compositions. FeFAM clusters A and C were correlated with immune cell abundance; however, they displayed disparate prognostic outcomes. The FeFAM cluster A processed with high immune activate, StromaSocre, PD-L1 expression, CAF expression, and high activation of TGF-β signaling pathway proved a strong relation with immune-exclude subtypes, while the FeFAM cluster C associated with excellent prognosis and abundant immune cell was regarded as an immune-inflamed phenotype. Interestingly, FeFAM cluster C exhibited the same levels of dysfunction and CTL.score and high metabolism levels, such as the ROS and fatty acids, than FeFAM cluster A, which indicated that the interaction of ferroptosis and fatty acid metabolism may coordinate with T cell dysfunction (32). MDSC density was the highest in FeFAM cluster B, which is defined as the immune desert subtype. These results demonstrate that FeFAM molecules play a vital role in the TME and may trigger extrinsic immune escape.

Further FeFAM molecule characterization in CRC is imperative. Developing features associated with FeFAM molecules will facilitate prognosis prediction and immune response evaluation in CRC. To avoid model selection bias and confirm model accuracy, we randomly combined 10 classical algorithms and eventually obtained 117 combined algorithms. Subsequently, we developed FeFAMscore, a machine-learning-based FeFAM-related model, which exhibited the best performance among the 117 signatures. Recognizing the heterogeneity often observed in the patients with CRC, we externally validated the FeFAMscore using four additional CRC databases. The highest C-index among the validations not only confirmed the selection of the optimal model, CoxBoost combined with stepwise Cox (backward direction), but also underscored the accuracy and generalizability of the model. Moreover, a comparison of 69 published CRC signatures showed improved accuracy, exhibiting robustness. To validate model accuracy, we identified ACAA2 as a key FeFAMscore regulator and conducted cellular experiments, which revealed that ACAA2 promotes CRC proliferation and migration.

Furthermore, FeFAMscore demonstrated a robust association with survival outcomes. The adverse prognosis observed in the high FeFAMscore group may be attributed to improved activation of anti-immune components, potentially fostering a TME conducive to immune evasion. Interestingly, the FeFAMscore and tumor immune infiltration extent in CRC is positively correlated. Moreover, mutations leading to tumor neoantigens, along with a high tumor mutational burden (TMB), increase tumor immunogenic neoantigen abundance (56). The patients with high TMB may benefit from immunotherapy, but many patients do not achieve the desired results (42). Similar results were observed in this study. Tide, a computational method developed by Peng Jiang, models T cell dysfunction and exclusion mechanisms of tumor immune evasion by infiltration of cytotoxic T lymphocytes (CTL), showed the same results (42). However, owing to the variances in immune-related pathways between the two cohorts and the primary mechanism of immune evasion being dysfunction, it is plausible that there may be specific therapeutic benefits for the high FeFAMscore group. The Submap algorithm further supported these results, showing that the high FeFAMscore group processes were more sensitive to anti-PD-1 and anti-CTLA4 therapies. According to the results of previous studies, the predominant mechanism suggests that both high and low fatty acid metabolism can affect the expression level of iron death, consequently affecting the mode of action of CTLs (30, 32). The high FeFAMscore group exhibited diminished fatty acid metabolism, potentially regulating ferroptosis to augment CTL sensitivity. To validate these results, we analyzed the FeFAMscores in immunotherapy cohorts receiving anti-PD-L1 therapy, anti-PD-1 therapy, and anti-PD-1 combined with anti-CTLA4 therapy. Similar results were observed in these cohorts, further demonstrating the limitations of TMB and TIDE. Furthermore, regarding chemotherapeutic agents, the FeFAMscore exhibited promising predictive capabilities. Collectively, these findings indicate that FeFAMscore holds promise as a valuable tool for formulating efficacious CRC treatment strategies.

This study had some limitations. First, the intricate regulatory mechanisms governing ferroptosis and fatty acid metabolism remain unclear. Moreover, retrospective cohorts sourced from publicly available online databases were used. Large multicenter prospective clinical investigations are warranted to corroborate these findings. Finally, to validate the predictive utility of the FeFAMscore in immunotherapy response, additional indicators are required, along with prospective cohorts of patients with glioma undergoing immunotherapeutic interventions.

In conclusion, through a comprehensive approach integrating multicenter analysis and machine learning algorithms, we developed a stable and reliable prognostic and immunotherapeutic response predictor, the FeFAMscore, for CRC. Notably, the high FeFAMscore group demonstrated an increased sensitivity to anti-PD-1 and anti-CTLA4 therapies. The FeFAMscore holds promise as a valuable tool for tailoring efficacious treatment regimens for CRC.
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Background

Lung adenocarcinoma accounts for the majority of lung cancer cases and impact survival rate of patients severely. Immunotherapy is an effective treatment for lung adenocarcinoma but is restricted by many factors including immune checkpoint expression and the inhibitory immune microenvironment. This study aimed to explore the immune microenvironment in lung adenocarcinoma via disulfidptosis.





Methods

Public datasets of lung adenocarcinoma from the TCGA and GEO was adopted as the training and validation cohort. Based on the differences in the expression of disulfidptosis -related genes, a glucose metabolism and immune response prognostic model was constructed. The prognostic value and clinical relationship of the model were further explored. Immune-related analyses were performed according to CIBERSORT, ssGSEA, TIDE, IPS.





Results

We verified that the model could accurately predict the survival expectancy of lung adenocarcinoma patients. Patients with lung adenocarcinoma and a low-risk score had better survival outcomes according to the model. Moreover, the high-risk group tended to have an immunosuppressive effect, as reflected by the immune cell components, phenotypes and functions. We also found that the clinically relevant immune checkpoint CTLA-4 was significantly higher in low-risk group (P<0.05), indicating that the high-risk group may suffer worse tumor immunotherapy efficacy. Finally, we found that this model has accurate predictive value for the efficacy of immune checkpoint blockade in non-small cell lung cancer (P<0.05).





Conclusion

The prognostic model demonstrated the feasibility of predicting survival and immunotherapy efficacy via disulfidptosis-related genes and will facilitate the development of personalized anticancer therapy.





Keywords: lung adenocarcinoma, tumor microenvironment, disulfidptosis-related genes, immune checkpoint, programmed cell death





Introduction

Lung cancer is one of the most common causes of cancer-related death worldwide, and lung adenocarcinoma (LUAD) accounts for the majority of lung cancer cases among all histological subtypes (1). Because LUAD is prone to metastasis in the early stage, the prognosis of LUAD patients is usually poor, with an average 5-year survival rate less than 20% (2). At present, personalized and precise treatments for lung cancer have been increasingly emphasized (3). Unfortunately, although great progress has been made in targeted therapy, the 5-year overall survival (OS) rate of LUAD patients is still low (4). Therefore, identification of better ways to improve the effectiveness of therapy is urgently needed.

Under normal circumstances, the immune system can identify and eliminate tumor cells in the tumor microenvironment (TME) (5). However, in order to survive and grow, tumor cells will escape the body’s immune surveillance in different ways, ultimately resulting in immune escape (6). Therefore, restoring the antitumor immune response to control and eliminate tumor cells is the core idea of ​​tumor immunotherapy (7). In clinical practice, immunotherapy has been successful at enhancing the tumor killing effect of tumor immune cells by inhibiting programmed death proteins (8). A case in point is pablizumab, whose inhibitory site is the PD-1 molecule. Tumor cells express PD-L1 and bind to the PD-1 receptor on effector T cells, thereby inducing programmed cell death (PCD) in effector T cells (9). PCD refers to the process in which cells initiate the expression of death-related genes through targeted signals in the internal and external environment, which promotes cell “suicide”, thus removing unnecessary or abnormal cells from the body (10). To date, the PCD family has expanded from apoptosis and necrosis to pyroptosis, ferroptosis, cuproptosis and other forms (11). In the latest research of Gan et al., a new form of PCD—disulfidptosis—was also found to be involved (12).

Disulfidptosis refers to glucose deficiency resulting in the excessive accumulation of disulfide bonds in cells highly expressing SLC7A11, which leads to abnormal crosslinking of disulfide bonds between cytoskeleton proteins (13), ultimately resulting in abnormal contraction of the cytoskeleton, collapse of the actin network and even cell death (14). Tumor cells usually need to highly express the SLC7A11 protein to recruit additional cystine for the synthesis of reduced glutathione, which balances the oxidation caused by the highly active metabolism of tumor cells (15). In addition, glucose metabolism plays an important role in the biochemical energy supply and cell substance transformation. Cystine entry into cells mediated by the SLC7A11 protein needs to be further reduced to cysteine by reduced nicotinamide adenine dinucleotide phosphate (NADPH) produced by the pentose phosphate pathway (PPP) in glucose metabolism (16). This process can reduce the toxicity of cystine and provide raw materials for the synthesis of glutathione. However, when glucose is deficient, NADPH depletion leads to abnormal accumulation of cystine and other disulfides in cells highly expressing SLC7A11 and triggers disulfidptosis (17). As a species of high-metabolism and high-energy-consumption cell, tumor cells with high SLC7A11 expression exhibit a stronger disulfidptosis response when glucose is depleted (18).

Therefore, in this study, we investigated disulfidptosis-related molecules and pathways using immune- and glucose metabolism-related genes by analyzing LUAD patient gene expression in the TCGA database. We established a risk model to predict LUAD patient survival and immunotherapy efficacy based on disulfidptosis-related genes, providing a therapeutic reference for LUAD patients.





Methods




Patients and datasets

The fragments per kilobase of transcript per million mapped reads (FPKM) standardized RNA-seq data of 600 samples, including 59 normal lung tissues and 541 tumor samples and corresponding clinical, prognostic and tumor mutation burden (TMB) data downloaded from The Cancer Genome Atlas (TCGA) website (https://portal.gdc.cancer.gov/projects/TCGA-LUAD), were used to identify DEGs between normal samples and tumor samples. Patients with unknown clinical information or an overall survival time less than 30 days were excluded. Then, three gene expression profiles of LUAD (GSE26939, GSE68465, and GSE72094) were downloaded from the Gene Expression Omnibus (GEO) (http://www.ncbi.nlm.nih.gov/geo) and used to validate the accuracy of the prognostic model. The 32 genomes involved in glucose metabolism were downloaded from the Molecular Signatures Database (MsigDB) via gene set enrichment analysis (GSEA; https://www.gsea-msigdb.org/gsea/msigdb/index.jsp) and used to identify disulfidptosis-related genes involved in glucose metabolism. Finally, two databases, IMMPORT (https://www.immport.org/) and InnateDB (https://www.innatedb.ca/), were used to obtain immune-related genes (19). The selected genes were subsequently used to identify disulfidptosis-related genes involved in the immune response.





TCGA differential analysis

We performed differential expression analysis of genes encoding proteins (or their active subunits) that affect glucose metabolism in the TCGA cohort by the Wilcoxon test (20). Gene expression profiles were processed by CIBERSORT to determine the cell composition of complex tissues. The Wilcoxon test was subsequently used to analyze the difference in infiltrating immune cell diversity between normal tissues and lung adenocarcinoma tissues. The differential gene mechanism and signaling pathway enrichment analyses were performed by gene set variation analysis (GSVA) based on the Gene Ontology (GO) dataset (c5.go.v2023.1.Hs.symbols.gmt) and Kyoto Encyclopedia of Genes and Genomes (KEGG) dataset (c2.cp.kegg.v2023.1.Hs.symbols.gmt) from the TCGA cohort. We performed correlation analysis to identify disulfidptosis-related genes (DRGs) via the R packages “corrplot” and “circlize”. Additionally, heatmaps were constructed to visualize the results of the differential expression gene (DEG) analysis in the TCGA cohort via the R packages “limma” and “pheatmap”. Ultimately, immune cell infiltration was analyzed and visualized by correlation analysis between DEGs and immune cells.





Identification of g/i-DRG-DEGs

A total of 24 DRGs were classified from recently published literature (21) to identify g/i-DRG-DEGs (disulfidptosis-related genes involved in glucose metabolism and the immune response). According to previous reports, Pearson analysis was considered an accepted method for revealing the correlation between DRGs and genes involved in glucose metabolism and the immune response in the RNA-seq data of TCGA LUAD patients (22). The cutoff values of R > 0.4 and P < 0.001 were acceptable. The differences in the expression levels of the g/i-Genes between LUAD tissues and normal tissues from the lungs were subsequently evaluated via the Wilcoxon test. A false discovery rate (FDR) < 0.05 and a fold change (FC)> 1 were set as screening criteria for obtaining differentially expressed g/i-DEGs. The g/i-DEG and g/i-DRGs intersect to obtain the g/i-DRG-DEG. The g-/i-DRG-DEGs were subsequently subjected to univariate Cox analysis to determine the prognostic value of the g-/i-DRG in LUAD patients via the R package “survival”. Least absolute shrinkage and selection operator (LASSO) Cox regression analysis was applied to construct a 7-g/i-DRG-DEG predictive signature (23).





Construction of the disulfidptosis-related prognostic signature

Initially, 7 prognostic genes were screened out on the basis of the optimal penalty parameter l determined by tenfold cross-validation following the minimum criteria. Afterwards, Multivariate Cox regression analysis was conducted to establish a seven-gene predictive model. The computational formula used for determining the disulfidptosis-related prognostic risk score was as follows:

Risk score = Coefi gene1 × gene1 expression + Coefi gene2 × gene2 expression + ···· + Coefi gene × gene expression. Coefi represents the coefficient value of the corresponding gene. Patients were divided into low-risk and high-risk groups based on the median risk score (24).

Time-dependent receiver operating characteristic (ROC) analyses and Kaplan–Meier log-rank tests were used to evaluate the performance and prognostic ability of the predictive signature using the TCGA and GEO datasets via the R packages “timeROC” and “survival”, respectively. Additionally, univariate and multivariate Cox regression analyses were performed to assess the ability of the risk model to predict patient prognosis independent of other clinicopathological features.





Clinical and functional analysis

A nomogram for predicting the 1-, 3-, and 5-year survival of LUAD patients was developed using the risk model in conjunction with clinicopathological parameters such as age, sex, and stage (25). We employed a calibration curve to determine if the anticipated survival rate was congruent with the observed survival rate. GSEA was performed to determine which pathway genes were enriched mainly between the high- and low-risk groups via the GO dataset and the KEGG dataset from the molecular signature dataset (https://www.gsea-msigdb.org/gsea/msigdb) as references. The criteria for statistical significance were FC>1, nominal p<0.05 and FDR<0.25. Then, functional enrichment analyses based on the KEGG dataset and GO dataset were performed separately (26).





Immune infiltration analysis

Twenty-nine different kinds of tumor infiltrating immune cells (TIICs) were examined by ssGSEA (27). The Wilcoxon test was performed to compare the tumor-infiltrating immune cell scores. K−M survival curves and the log-rank test were used to compare the prognostic significance of immune cells with significant differences between the high-infiltration and low-infiltration groups in the TCGA cohort (28). Additionally, the expression levels of immune checkpoint molecules were extracted from 541 LUAD tissues in the TCGA database. The differential expression of immune checkpoint molecules in the high- and low-risk groups was explored using the Wilcoxon test. The same method was used to analyze the difference in HLA expression (29).





Immune analysis

Tumor immune dysfunction and exclusion (TIDE) is a computational framework for evaluating the possibility of tumor immune escape according to the gene expression profiles of tumor samples. We obtained TIDE scores (http://tide.dfci.harvard.edu/) and performed a difference analysis of TIDE scores for the high- and low-risk groups using Wilcox’s method to predict immune escape. To further verify the accuracy of the risk score model, we generated ROC curves for the risk score, TIDE score and TIS. First, we calculated the tumor mutation burden (TMB) for each tumor sample in the TCGA cohort and performed differential analysis of the TMB using the Wilcoxon test. Subsequently, we performed combined survival analysis on the same samples by combining TMB and risk score data. We classified tumors into six subtypes based on immunological characteristics (30). The immune checkpoint inhibitor (ICI) sensitivity score of tumor samples from each TCGA cohort was calculated by the R package “oncoPredict”. Finally, we downloaded the immune cell proportion score (IPS) from The Cancer Imaging Archive database (TCIA) and combined it with the TCGA expression data. We used the R packages reshape2 and ggpubr to perform a rank sum test on the IPS between the high- and low-risk groups, and the results were visualized with box plots.





Other statistical analyses

RStudio and its associated packages were used to conduct all the statistical analyses. The ‘ggplot2’ package was used to visualize the graphs. Wilcox analysis was performed through the ‘limma’ package. The chi-square test was used to examine differences in the proportions of clinical features. A paired t test was used to analyze the difference in the survival of LUAD tissues and adjacent normal tissues. Differences among multiple groups were analyzed by one-way ANOVA. p<0.05 was considered to indicate statistical significance.






Results




Selection and differential analysis of the TCGA cohort

The overall data analysis workflow is shown in Figure 1. We selected the TCGA cohort, which included 600 samples (including 541 LUAD cases and 59 normal tissue cases). Samples with duplicate names were removed by quality control (the expression values of the same patient were averaged), and 508 LUAD samples were ultimately obtained. We annotated the standardized RNA-seq data in the TCGA cohort and obtained a total of 59427 genes. By analyzing the differential expression of the genes affecting glucose metabolism, we found that several hypoxia-inducible genes (such as HIF-1A and PDK-1, P<0.05) were significantly upregulated. Moreover, glucose transport-, glycolysis-, and pentose phosphate pathway-related genes (such as SLC2A1, PKM, PFKP, IDH2 and G6PDH, P<0.05) were significantly upregulated, suggesting that there were additional active glucose transport, glycolysis and pentose phosphate pathway processes in LUAD cells (Figure 2A).




Figure 1 | Analysis workflow of our work. LUAD, Lung Adenocarcinoma; TCGA, The Cancer Genome Atlas; GSVA, Gene Set Variation Analysis; DEG, Differential Expression Gene; DRG, Disulfidptosis-Related Gene.






Figure 2 | Selection and difference analysis of the TCGA cohort. (A) Differential expression analysis of the key glycolysis-related genes involved in disulfidptosis. (B) Correlation analysis of 22 disulfidptosis-related genes expressed in this TCGA cohort. (C) Analysis of immune cells in the tumor microenvironment in this TCGA cohort. (D) Disulfidptosis-related genes correlation analysis with different tumor-infiltrating immune cells. NK cells, Natural Killer cells. *P<0.05; **P<0.01; *** P<0.001.



Furthermore, we analyzed the differences in immune cells in the tumor microenvironment in this cohort (Figure 2C). Through gene set variation analysis (GSVA) analysis based on Kyoto Encyclopedia of Genes and Genomes (KEGG) and Gene Ontology (GO) analyses, we found significant differences in immune-related, metabolism-related and tumor-related pathways (Supplementary Figures S1A, B). Moreover, the expression of 24 disulfidptosis-related genes (DRGs) was significantly different in different tumor-infiltrating immune cells (Figure 2D), and most DRGs were expressed at low levels in CD4+ regulatory T cells and plasma cells. We found that there were 22 DRGs in the TCGA cohort (Figure 2B). We performed differential expression analysis of the DRGs, and all the DRGs were significantly different between normal and tumor tissues (P<0.05). Among them, SLC7A11, LRPPRC and other genes were significantly expressed at low levels in normal tissues, while MYH10, PDLIM1 and other genes were significantly highly expressed in normal tissues (Supplementary Figure S1C).





Identification and construction of the 7-g/i-DRG-DEG signature model

We selected a total of 1009 genes from 32 glucose metabolism-related gene sets from the GSEA database and then extracted the expression of 1009 genes from the TCGA cohort via Perl scripts. Using the same method, we evaluated the expression of 2328 genes involved in the immune response from the IMMORT and INNATE gene sets. These two gene sets were combined to obtain the total gene set (g/i-Genes) related to glucose metabolism or the immune response (Figure 3A). The expression levels of the g/i-Genes were performed via differential gene analysis and correlation analysis with the DRGs: a. Through differential gene expression analysis (log2|FC|>1, FDR<0.01), we obtained 905 glucose metabolism- and immune-related genes (g/i-DEGs). b. A total of 707 DRG-related genes (g/i-DRGs) were screened by Pearson correlation analysis (R > 0.4, P < 0.001). A total of 128 differentially expressed disulfidptosis-related genes involved in glucose metabolism and the immune response (g/i-DRG-DEG) were obtained by taking the intersection of g/i-DEG and g/i-DRG. Ultimately, we used the overall survival (OS) data of LUAD patients in the TCGA cohort to examine the predictive ability of g/i-DRG-DEGs through univariate Cox regression analysis, and 37 prognostic g/i-DRG-DEGs were identified as “risk genes”.




Figure 3 | Identification and construction of 7-g/i-DRG-DEG signature model. (A) Combining two gene sets to obtain the total gene set (g/i-Genes) related to glucose metabolism or the immune response. (B, C) Cvfit (B) and lambda curves (C) demonstrating the generated LASSO regression of 7 signature genes. (D) Differential expression of 7 signature genes between tumor and normal tissue. (E, F) Univariate (E) and multivariate Cox regression analyses (F) of overall survival in LUAD patients. (G, H) Nomogram analysis (G) and calibration curve (H) predicting LUAD patient prognosis. *P<0.05.



Subsequently, 508 LUAD patients were randomly divided into two groups: the training group and the validation group. We used the expression profiles of 37 prognostic g/i-DRG-DEGs in the training cohort to construct a 7-g/i-DRG-DEG model containing 7 signatures through LASSOCOX regression analysis, including ARRB1、LIFR、PDGFB、LGR4、KIF20A、NT5E、PHKA1 (Figures 3B, C). There were significant differences in the expression of these seven genes in the TCGA cohort (Figure 3D). Multivariate Cox regression was used to analyze the expression risk score of the 7-g/i-DRG-DEG for each sample. Tumor stage and risk score were found to be important predictors of OS in LUAD patients by univariate Cox regression analysis (Figure 3E, P<0.001). Tumor stage and the risk score were independent determinants of OS in LUAD patients by multivariate Cox analysis (Figure 3F, P<0.001). To better demonstrate the prognostic value of this model for LUAD patients, we used a nomogram to predict the prognosis of LUAD patients at 1, 3, and 5 years (Figure 3G). The calibration curve further verified that the 1-, 3-, and 5-year survival rates were highly consistent with the predicted survival rates (Figure 3H).





Prognostic reliability of 7-g/i-DRG-DEG model

We focused on the prognostic value of the 7-g/i-DRG-DEG signature model and evaluated its performance. Patients in the TCGA training cohort were divided into high-risk and low-risk groups by the median cutoff (Figure 4A), and deaths among LUAD patients increased as risk scores increased (Figure 4D). K−M curve analysis revealed that OS was significantly shorter in the high-risk subgroup than in the low-risk subgroup (P<0.001) (Figure 4G). Moreover, the area under the curve (AUC) values for 1-year, 3-year and 5-year survival were 0.694, 0.706 and 0.749, respectively (Figure 4J). The risk score had greater predictive accuracy than did the other single factors (Figure 4M). To evaluate the prognostic value of OS in the entire TCGA dataset, we further performed confirmatory analyses of the model in the validation cohort and the entire TCGA cohort. Consistent with the results observed in the training cohort, samples from both risk categories were reasonably distributed in the validation cohort (Figures 4B, E, H, K, N) and the entire cohort (Figures 4C, F, I, L, O). Finally, we conducted external validation on three GEO datasets (the GSE26939, GSE68465 and GSE72094 cohorts) to further verify the generalizability of the model. The results demonstrated that the model had the same stable performance (Supplementary Figure S2). The above analyses revealed that the disulfidptosis-related 7-g/i-DRG-DEG signature is a reliable independent predictor of LUAD patients.




Figure 4 | Prognostic reliability validation of the 7-g/i-DRG-DEG signature model. (A–C) Dividing the cohort into high- and low-risk groups by the median cutoff. (D–F) Deaths situation of LUAD patients in the cohort between high- and low-risk groups. (G–I) Overall Survival of LUAD patients between the high- and low-risk groups. (J–L) Area Under Curve (AUC) at 1-year, 3-year and 5-year survival time. (M–O) AUC at risk group, age, gender and tumor stage. (A, D, G, J, M) Analysis of the TCGA training cohort. (B, E, H, K, N) Analysis of the TCGA internal validation cohort. (C, F, I, L, O) Analysis of the TCGA entire cohort.







The clinical and functional characteristics of risk score based on the 7-g/i-DRG-DEG model

First, we visualized the DEGs between the high-risk and low-risk groups via heatmaps (Supplementary Figure S3). A total of 782 genes were significantly differentially expressed. Among the seven modeling genes, NT5E (log2|FC|=1.06, p<0.05) and KIF20A (|FC|=1.02, p<0.05) were significantly highly expressed in the high-risk group. We divided LUAD patients in the TCGA cohort into different groups randomly according to clinical stage, T stage, age, sex, and four representative gene mutations (KRAS, EGFR, TP53, STK11) to study whether the prognostic model could predict LUAD patient OS based on these clinical features (Supplementary Figure S4). We also performed a correlation analysis of risk scores between different clinical variable subgroups and detected significant differences in tumor stage (P<0.001), T stage (P<0.05) and TP53 mutation status (P<0.001). In addition, we found that the OS time of high-risk patients was significantly shorter than that of low-risk patients in every clinical characteristic subgroup (P<0.01). In summary, the 7-g/i-DRG-DEG model can accurately predict the prognosis of LUAD patients without considering certain essential clinical characteristics.

Then, we performed GSEA, KEGG and GO enrichment analyses. Through gene set enrichment analysis (GSEA), we found that several pathways related to tumor development and progression, including the cell cycle, ECM receptor interaction, focal adhesion, actin regulatory, and spliceosome pathways, were upregulated in the high-risk group (Figure 5A), wherein actin regulation is closely related to disulfide denaturation. Moreover, there were also significant differences in several biological processes between the two groups, including intermediate filament, mitotic nuclear, mitotic nuclear regulation, axial filament assembly and ciliary movement (Figures 5B, C). KEGG enrichment analysis revealed significant differences in the cell cycle, motor proteins, complement and coagulation cascades, pancreatic secretion, protein digestion and absorption, metabolism of xenobiotics by cytochrome P450, linoleic acid metabolism and the alpha−linolenic acid metabolism pathway (Figure 5D). GO functional enrichment analysis also revealed significant differences in cytoskeletal motor activity, microtubule motor activity, glycosaminoglycan binding, heparin binding, serine metabolism-related enzyme activities, organelle fission, nuclear division, chromosome segregation, chromosome-associated regions, organelles involved in cell division, and the collagen-containing extracellular matrix (Figure 5E). Importantly, cytoskeletal motor activity and microtubule motor activity are strongly correlated with disulfidptosis.




Figure 5 | Functional characteristics of the risk score based on the 7-g/i-DRG-DEG model. (A–C) GSEA analyses between the high- and low-risk groups. (D, E) KEGG (D) and GO (E) analyses between the high- and low-risk groups.







Immune correlation analysis

To verify whether the signature genes of the 7-g/i-DRG-DEG model are related to tumor immunity, we used the CIBERSORT and ssGSEA algorithms to compare TIICs (31). CIBERSORT analysis demonstrated that there were significant differences in plasma cells, CD8+ T cells, CD4+ memory activated T cells, resting NK cells, M0 macrophages, M1 macrophages, resting dendritic cells, and resting and activated mast cells between the high- and low-risk groups (Figure 6A). K−M analysis further verified that OS was related to different TIIC infiltration levels (P<0.05; Figures 6C–G). Similarly, ssGSEA revealed significant differences in coinhibitory effects on APCs, B cells, CCRs, iDCs, mast cells, class 1 MHC, NK cells, inflammatory cells, T helper cells, TILs, Treg T cells, the type I IFN response and the type II IFN response between the high- and low-risk groups (Figure 6B), as well as in OS time, which was related to different TIIC infiltration levels (Figures 6H–N).




Figure 6 | Tumor immunity analysis of the 7-g/i-DRG-DEG model. (A, B) Immune cell components analyses between the high- and low-risk groups by CIBERSORT analysis (A) and ssGSEA analysis (B). (C–G) K−M curve between the high- and low-risk groups by CIBERSORT analysis. (H–N) K−M curve between the high- and low-risk groups by ssGSEA analysis. APC, Antigen-Presenting Cells; NK cells, Natural Killer cells; IFN, Interferon; DC, Dendritic Cells; TIL, Tumor Infiltrating Lymphocyte. *P<0.05; **P<0.01; *** P<0.001.



In addition, we analyzed the tumor mutation burden (TMB) in the TCGA cohort and found that, except for ZNF536 and FLG, the mutation frequency of the remaining genes with the highest mutation frequency was greater in the high-risk group (Figures 7A, B). In detail, the TMB of all samples in the high-risk subgroup was significantly different from that in the low-risk subgroup (P=0.02) (Figure 7F), and the OS time of the high-TMB subgroup was longer than that of the low-TMB subgroup (P=0.024; Figure 7C). The high-TMB plus low-risk subgroup had the longest OS time; in contrast, the low-TMB plus high-risk subgroup had the shortest OS time (P<0.001; Figure 7D). According to Thorsson’s study on dividing cancer sample cells into six immune subtypes, we also found that C1-C6 immunophenotypes were significantly different between the high-risk and low-risk groups (P=0.001) (Figure 7E). Furthermore, we found that there were also significant differences in the expression of immune checkpoint molecules between the high- and low-risk groups (Figures 8A, B). PDC1 and CD274, the most commonly used immune checkpoints, were significantly highly expressed in the high-risk group. Moreover, the HLA gene encoding MHC-I molecules was highly expressed in the high-risk group, while the genes encoding MHC-II were highly expressed in the low-risk group (Figures 8C, D).




Figure 7 | Immune characteristics between the high- and low-risk groups. (A, B) Waterfall plots depicting the gene mutation landscape of the 15 most frequently mutated genes in the high- (A) and low-risk (B) groups. (C) Survival analysis between high- and low- TMB burden. (D) Survival analysis among high- and low- TMB combined with high- and low-risk group. (E) C1-C6 immunophenotype analysis between the high- and low-risk groups (C1, wound healing; C2, IFN-γ dominant; C3, inflammatory; C4, lymphocyte depleted; C5, immunologically quiet; C6, TGF-β dominant). (F) TMB difference between the high- and low-risk groups. TMB, Tumor Mutational Burden.






Figure 8 | Prediction of ICB treatment efficacy. (A-D) Differential expression analysis of immune checkpoints (A, B) and human leukocyte antigens (C, D) between the high- and low-risk groups. (E) Prediction accuracy of the risk score model compared to that of the TIDE and TIS models. (F) TIDE scoring analysis between the high- and low-risk groups. (G) IPS scoring analysis between the high- and low-risk groups. (H) Prediction accuracy of ICB efficacy at 6, 12 and 18 months. (I) PFS between the high- and low-risk groups. (J) Response to ICB with different risk scores. HLA, Human Leukocyte Antigens; PFS, Progression Free Survival; ICB, Immune Checkpoint Blocker; TIDE, Tumor Immune Dysfunction and Exclusion; TIS, Tumor Inflammation Signature. *P<0.05; **P<0.01; *** P<0.001.



Fortunately, the predictive accuracy of our risk-scoring model was comparable to that of the TIDE and TIS models (Figure 8E). We further verified that the high-risk group in our model had a significantly greater score than the low-risk group by TIDE scoring (P<0.001; Figure 8F), which indicated that the high-risk patients suffered a worse response to immune checkpoint inhibitor (ICI) treatment. However, there was no significant difference in the PD-1-positive group according to the Immunephenoscore (IPS), which indicated that it was difficult for our model to predict the efficacy of PD-1 blockers. The low-risk group with CTLA-4 positive had higher scores than did the high-risk group (P<0.01; Figure 8G), which indicated that the low-risk group might possess stronger CTLA-4 blocker sensitivity. CTLA4 is upregulated in activated regulatory T cells (Tregs) and can bind to CD80 or CD86 on the surface of antigen-presenting cells, thus “shutting down” tumor immunity (32). We noticed that Treg numbers decreased significantly in the high-risk group according to ssGSEA, which further confirmed the predictive effect of our model on CTLA-4 immune checkpoints. To further verify the predictive effect of this risk model on immunotherapy efficacy, we selected data sets (GSE135222 and GSE126044) which contained lung cancer samples after treatment with Ipilimumab, Nivolumab or Pembrolizumab (33). As a result, we found this model had a good predictive effect on immune efficacy, with AUC at 12 and 18 months both exceeding 0.8 (Figure 8H). The PFS of the low-risk group was significantly longer than the high-risk group (P<0.05; Figure 8I). In addition, as the risk score increased, the number of non-responders to ICB treatment was also significantly more than that of responders (P<0.05; Figure 8J). These verifications further illustrated that the 7-g/i-DRG-DEG model could predict the ICB efficacy in NSCLC accurately.






Discussion

From the discovery of aerobic glycolysis to the pentose phosphate pathway (PPP), characterizing the special metabolism of tumor cells has always been a research direction for breakthrough tumor treatment (34). When the oxygen supply cannot meet the energy production needs of mitochondria, tumor cells increase glycolysis to fill the energy gap caused by insufficient ATP, thereby preventing tumor cell death caused by hypoxia (35). Tumor cells steal more glucose by overexpressing glucose transporter proteins, and excess raw material increases glycolysis levels in tumor cells (36). Simply put, tumor cells reprogram the normal process of glucose metabolism to gain an advantage in confronting immune cells and competing with normal tissue cells (37). To further confirm this conclusion, we selected a cohort of 600 samples from the TCGA database and performed differential gene analysis on glucose metabolism-associated genes. We found that genes related to hypoxia, glycolysis, glucose transport, and the PPP were differentially upregulated, which indirectly explained why the hypoxic environment of tumor cells led to a high consumption and low production state in the glucose metabolism pathway. Therefore, the highly expressed glucose transporter (GLUT) plays an important role in maintaining this state of tumor cells.

Nevertheless, an important reason for the occurrence of disulfidptosis is the insufficient supply of reduced NADPH during glucose starvation, which leads to the abnormal accumulation of cystine and other disulfides in cells with high SLC7A11 expression. As a new form of PCD, disulfidptosis of tumor cells can be further exacerbated by limiting glucose uptake via the use of GLUT inhibitors (38). We further performed differential expression analysis of 22 DRGs, and the results showed that SLC7A11, a key gene involved in disulfidoptosis, was differentially elevated in tumors. Moreover, we found that DRGs expression was also differentially increased in several important TIICs involved in tumor suppressive immunity, such as CD4+ T cells and tumor-associated macrophages (TAMs). Therefore, we infer that GLUT inhibitors can also have therapeutic effects on the suppressive tumor immune microenvironment (39).

Immunotherapy plays an irreplaceable role in tumor treatment. However, ICB has great limitations in clinical application. On the one hand, only a few tumors highly express immune checkpoints; on the other hand, the efficacy of ICB is uncertain even in some immune checkpoint-positive tumors (40). Moreover, in some EGFR-mutated tumors, ICB may even lead to tumor hyperprogression (41). There is an urgent need for effective means to predict immune efficacy in the clinic. Therefore, we constructed models related to immunity and glucose metabolism to address this issue.

We extracted a total of 3337 genes through the GSEA, IMMORT and INNATE datasets. We selected 905 genes that were differentially expressed in tumors (g/i-DEG) and 707 genes related to disulfidptosis (g/i-DRG) and then intersected the two gene sets to obtain 128 differentially expressed disulfidptosis-related genes (g/i-DRG-DEG). Thirty-seven “risk” genes were identified by Cox regression analysis of OS time. Finally, through LASSO Cox regression analysis, we constructed a 7-g/i-DRG-DEG model containing 7 signature genes (ARRB1, LIFR, PDGFB, LGR4, KIF20A, NT5E and PHKA1) in the training cohort. We verified the reliability of the model in the validation set and 3 external GEO datasets stratified by different risk score groups. The results proved that this model can better predict the survival of tumor patients than can the classical TNM staging and risk score models.

We studied the relationship between the 7-g/i-DRG-DEG model risk score and cellular functions. Through differential gene analysis, we found that the NT5E and KIF20A genes, which are highly related to tumor development, were differentially elevated in the high-risk group. The GSEA, KEGG and GO analyses revealed enrichment of genes involved in various functions and pathways, including the cell cycle, cytoskeleton movement activity, microtubule movement activity, organelle division, nuclear division, chromosome segregation, chromosome-related regions, organelles involved in cell division and extracellular matrix containing collagen. Notably, the genes in the high-risk group were positively correlated with the cell cycle, ECM receptor interaction, regulation of the actin cytoskeleton, and regulation of mitosis, indicating that the genes in the high-risk group had stronger cell proliferation and division functions. This result is consistent with the clinical observation that poorly differentiated and highly proliferative tumor cells usually have a worse prognosis (42). As mentioned before, disulfidptosis relies on abnormal cross-linking of disulfide bonds between cytoskeletal proteins, and the high-risk group also exhibited a greater ability to regulate the actin cytoskeleton (43).

Given that the immune response of the tumor microenvironment is an important factor in determining tumor cell aggressiveness and progression (44), we further verified the immune impact of the 7-g/i-DRG-DEG model. By comparing TIICs through the CIBERSORT and ssGSEA algorithms respectively, we found that immune cells with direct tumor killing functions, such as plasma cells and CD8+ T cells, were significantly reduced in the high-risk group, while immune cells with auxiliary functions, such as M0 macrophages, M1 macrophages, and activated CD4+ T cells, were significantly increased in the high-risk group. However, tumor-associated macrophages (TAMs) have been a hot topic of cancer research in recent years. An increasing number of studies have proven that TAM infiltration is strongly correlated with the poor prognosis of tumor patients due to a series of functions that promote tumor development, such as supporting tumor cell proliferation, invasion, and metastasis (45). We also noted that in another similar disulfidptosis-related model, the expression of signature genes was positively correlated with M1 cell migration and invasion, indicating that there is obvious tropism of M1 cells in the high-risk group (46).

In addition, CD8+ T cells in the high-risk group were more susceptible to immune checkpoint effects. We found that the immune checkpoint molecule CTLA-4, which is currently widely used in clinical applications, was significantly overexpressed in the high-risk group, indicating that the high-risk group may have a suppressive TME that is more unfavorable for tumor immunity. Subsequently, the accuracy of the prediction of ICB efficacy was verified to further illustrate that this model has reference value for the clinical application of ICB. Specifically, The high expression of HLA-I class molecules in the high-risk group also confirmed this conclusion. HLA-I class molecules stimulate cytotoxic immune responses by binding CD8+ T cells, and HLA-II class molecules bind to CD4+ T cells (47). An increase in HLA class I molecules in the high-risk group indicated a decrease in CD8+ T cells. HLA-II class molecules were lower in the high-risk group, further indicating that CD4+ immune cells increased, which proved by immune infiltration analysis. For the immune phenotype, the expression of angiogenic genes was enhanced in the high-risk group, which had a high proliferation rate, and Th2 cells were prone to acquired immune osmosis, which stimulated the proliferation of CD4+ T cells and B cells. These results indicate that the TME in the high-risk group was more inclined to exhibit a “cold immune” phenotype, which is associated with greater tumor malignancy and a more tolerant immune environment (48).

In summary, benefiting from the development of bioinformatics technology, we constructed a 7-gene signature prediction model based on TCGA LUAD patient data and evaluated patient tumor prognosis risk through signature gene expression. We demonstrated the reliability of this model and further validated its value in predicting tumor immunity through immune infiltration analysis. Such studies will help to develop more personalized treatment strategies in the future, promote the development of new drugs, and ultimately extend the survival expectancy of cancer patients.
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Ovarian cancer is currently the second most common malignant tumor among gynecological cancers worldwide, primarily due to challenges in early diagnosis, high recurrence rates, and resistance to existing treatments. Current therapeutic options are inadequate for addressing the needs of ovarian cancer patients. Ferroptosis, a novel form of regulated cell death with demonstrated tumor-suppressive properties, has gained increasing attention in ovarian malignancy research. A growing body of evidence suggests that ferroptosis plays a significant role in the onset, progression, and incidence of ovarian cancer. Additionally, it has been found that immunotherapy, an emerging frontier in tumor treatment, synergizes with ferroptosis in the context of ovarian cancer. Consequently, ferroptosis is likely to become a critical target in the treatment of ovarian cancer.
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1 Introduction

Ovarian cancer is one of the most prevalent and deadly subtypes of gynecological malignant tumors. There are several types of ovarian cancer, with epithelial ovarian cancer being the most common (1). Ovarian cancer is typically diagnosed using a combination of therapies, including surgery, chemotherapy, and innovative immunotherapy. Between 1976 and 2015, the death rate from ovarian cancer in the United States declined by 33%, while its incidence fell by 29% between 1985 and 2014 (2). However, the five-year survival rate of patients remained less than thirty percent (2), leading to a higher mortality rate among female reproductive system malignancies, as the majority of ovarian cancers were only discovered in stage III (51%) or stage IV (29%) (3). Furthermore, there is a lack of treatment resistance and early diagnostic targets for ovarian cancer. Therefore, novel therapeutics are urgently needed to improve the early diagnosis, treatment, and prognosis of ovarian cancer.

Ferroptosis is a novel process of iron-dependent regulated cell death induced by erastin, characterized by the accumulation of iron ions, increased lipid peroxide concentration, reduced glutathione peroxidase 4 (GPx4) activity, and often accompanied by large amounts of reactive oxygen species (4). Ferroptosis has been shown to be intimately associated with several biological processes and diseases, including Alzheimer’s disease and brain hemorrhage. Furthermore, it has been proposed that ferroptosis may play a role in tumor suppression (5). Recent studies have demonstrated that ferroptosis is closely related to the growth regulation of ovarian cancers through mechanisms involving the transsulfuration pathway, Hippo signaling pathways, and p53. Additionally, the combination of immunotherapy and ferroptosis treatment is becoming a research hotspot in ovarian cancer. This review outlines the current understanding and research on ferroptosis in ovarian cancer, as many specific regulatory processes and mechanisms remain unclear. Further elucidation of the ferroptosis process in ovarian cancer is expected to identify more therapeutic targets and drugs, laying the groundwork for novel treatment approaches and improved prognoses.




2 Mechanism of ferroptosis

Ferroptosis is commonly believed to be regulated primarily by three mechanisms: iron overload, lipid peroxidation, and the oxidized form mediated by the xc-cysteine/glutamate antiporter system (6).Notably, ferroptosis is primarily caused by unbalanced cellular metabolic processes, including dysregulated iron and lipid metabolism, and the production of reactive oxygen species (ROS) (7).This unique characteristic of ferroptosis has led to the discovery of new pathways and mechanisms which closely related to ferroptosis regulation in recent years (Figure 1).




Figure 1 | The main mechanism of ferroptosis.





2.1 GPX4-GSH pathway

The XC-system is an amino acid transporter that forms the GPX4-GSH pathway with the functional subunit SLC7A11 and the regulatory subunit SLC3A2, playing a crucial role in the cellular antioxidant system. Through the XC-system, cystine and glutamate are exchanged between the inside and outside of the cell. Inside the cell, cystine is converted to cysteine, which is further transformed into glutathione (GSH). GSH acts as a cofactor for glutathione peroxidase 4 (GPX4), helping to restore polyunsaturated fatty acids (PUFAs) and inhibiting ferroptosis, making it a vital regulator of ferroptosis (8). When GPX4 is suppressed, it promotes the accumulation of lipid ROS, accelerates cell death, induces the occurrence of ferroptosis, and inhibits the growth of tumor cells (9). Studies have found that drugs such as erastin (10), sulfasalazine (11), ssorafenib (12), and p53 (13)can causing the production of GSH by inhibiting the XC system and induce the occurrence of ferroptosis. In ovarian cancer, Luo et al. discovered that PAX8, a gene that suppresses ferroptosis, can be inhibited by PAX8i to induce ferroptosis through the GPX4 pathway in combination with RSL3. This approach increases sensitivity to ferroptosis inducers and inhibits the progression of ovarian cancer (14).

Mammal cells can also obtain cysteine through the transsulfuration pathway in certain cases, in addition to their dependence on the XC system (15). Methionine can be converted to cysteine via the catalytic actions of cystathionine β-synthase (CBS) and cystathionine gamma-lyase (CSE). Verschoor and colleagues discovered that blocking the transsulfuration pathway lowers the level of GSH and GPX activity in an ovarian cancer model cell line (16), which ultimately results in ferroptosis.




2.2 Lipid peroxidation

Ferroptosis is primarily caused by the lipid peroxidation of polyunsaturated fatty acids (PUFAs). The acyl-CoA synthetase long-chain family member 4 (ACSL4) and lysophosphatidylcholine acyltransferase 3 (LPCAT3) catalyze the production of polyunsaturated fatty acid-phosphatidylethanolamine (PUFA-PE) from PUFA (17). PUFA-PE is the most susceptible to the oxidation of lipids, which under the influence of the Fenton reaction undergo a series of oxidative reactions, thereby promoting the production of PL-OOH (18).This extensive lipid peroxide reaction induces the occurrence of ferroptosis (19). Sebastian Doll (20) and colleagues found that inhibiting ACSL4 can suppress ferroptosis by regulating lipid peroxidation, suggesting that ACSL4 may be a potential target for preventing ferroptosis-related diseases.




2.3 FSP1-CoQ10-NAD (P) H pathway

A recently identified antioxidant system that controls ferroptosis without relying on the GPX4 pathway is ferroptosis suppressor protein 1 (FSP1) (21). By reducing and restoring coenzyme Q10 (CoQ10), which inhibits lipid peroxide, FSP1 is drawn to the plasma membrane to prevent ferroptosis. FSP1, possessing NAD(P)H oxidase activity (22), can catalyze the conversion of ubiquinone to ubiquinol, with the resulting ubiquinol scavenging free radicals and thereby preventing ferroptosis. However, Kang et al. discovered that in FSP1-knockout cells, CoQ10 cannot reverse the ferroptosis induced by ferroptosis inducers. On the other hand, the ESCRT-III membrane repair system lets the ferroptosis inductor do its job again, which is to cause ferroptosis in FSP-1 cells. Consequently, it is unlikely that FSP1 might also be involved in ESCRT-III-mediated ferroptosis suppression (23). Additionally, it has been shown that dihydroorotate dehydrogenase (DHODH) can prevent ferroptosis in the mitochondrial membrane by converting ubiquinone to ubiquinol. In GPX4-deficient cancer cells, DHODH inactivation leads to extensive lipid peroxidation and ferroptosis (24). However, none of the specific mechanisms are clear enough.




2.4 The BH4-GCH1 pathway

GTP cyclohydrolase 1 (GCH1) produces tetrahydrobiopterin (BH4) from GTP, acting as a speed limit enzyme. GCH1 prevents ferroptosis by acting as an antioxidant through BH4/BH2. High-expressed BH4 cells can prevent oxidative damage by producing CoQ10, which prevents oxidation directly and prevents cellular ferroptosis (25).




2.5 Iron overload

The transferrin receptor (TFRC) recognizes Fe (3+) bound to transferrin (TF) in the serum and facilitates its entry into the cell. Once inside, Fe (3+) is reduced to Fe (2+) and stored in the iron pool. An excess of Fe (2+) activates iron-containing enzymes, which react with H2O2 to generate a significant amount of reactive oxygen species (ROS), leading to ferroptosis (26). When the stored ferritin is recognized by NCOA4, it is recruited into the autophage, causing oxidative damage, a process also known as ferritinophagy, which can help induce ferroptosis (5). Simultaneously, the susceptibility to ferroptosis is increased when ferritinophagy takes place, which results in a significant amount of free iron (27).





3 Regulation of ferroptosis in ovarian cancer



3.1 Signal pathway



3.1.1 HIPPO pathway

The hippo pathway is a tumor-suppressing pathway that can detect and control cell density. The two main transcript coactivators of this pathway are Yes-associated protein 1 (YAP) and transcription coactivator with PDZ-binding motif (TAZ). Transcription enhancement-related domains (TEAD) members can interact with TAP to mediate multi-cancer proliferation, renewal, transfer, and drug resistance (28). The Hippo pathway controls ferroptosis in ovarian cancer through YAP and TAZ. When TAZ is overexpressed, OVCA cells become susceptible to ferroptosis. TAZ also causes ferroptosis by controlling the level of its direct target gene, angiooietin-like 4(ANGPTL4), which in turn controls the activity of NADPH oxidase 2 (NOX2) (29). When TAZ is overexpressed, OVCA cells become susceptible to ferroptosis. When SKP2 or YAP are removed, lipid oxidation is inhibited during the ferroptosis inducer (30).Therefore, the Hippo pathway may be a major target in ovarian tumor cell ferroptosis and play a crucial role in controlling the susceptibility of ferroptosis inducers to ovarian tumor ferroptosis.




3.1.2 Nrf2 pathway

To keep cell metabolism, oxidation restoration, protein sedimentation balance, and antioxidation going, nuclear factor erythroid 2-related factor 2 (NRf2) is a transcription factor that is very important. It has been discovered that numerous significant ferroptosis regulators are NRF2’s target genes (31). For example, research has discovered that NRF2 can govern the ferroptosis of tumor cells through many downstream targets such as GPX4 channels (32, 33), HMOX1 (34), ferritinophagy activating proteins (ATG5 etc.) (31), while NRF 2 has also been reported to be connected with the prognosis of tumors (35).

Several studies have found that NRF2 is a regulatory factor in ovarian tumor ferroptosis. Apatinib can induce ferroptosis by combining olaparib with NRf2, inhibiting GPX4 expression (36). Pachymaran can induce ferroptosis by lowering NRF2 mRNA to raise Fe2+ and lower levels of NRF2,HO-1 and GPX4 proteins in ovarian cancer cells (37). Norcantharidin (NCTD) can also regulate ferroptosis by acting on the NRF2/HO-1/GPX4/xCT axis, leading to ferroptosis of ovarian cancer cells by inhibiting NRF2 (38). Tripterygium glycosides, by targeting the NRF2/GPX4 signal axis, disrupt the stability of the oxidation restoration reaction and induce ferroptosis in ovarian tumor cells, thereby enhancing the chemical susceptibility of ovarian cancer to cisplatin (39). Wang et al. found that eryodictyol reduced NRF2 expression in mouse tumor tissue and regulated ferroptosis in ovarian cancer through NRF2/HO-1/NQO1 signal pathways (40). Furthermore, NRF2 can enhance erastin-induced ferroptosis resistance by upgrading the expression of CBS in anti-erastin cells in the transsulfuration pathway (41). Chelerythrine (CHE), widely recognized as an anticancer agent, was found by Jia et al. to exert inhibitory effects on ovarian cancer cell growth. This inhibition was achieved through its action on Nrf2, which mediated the expression of ferroptosis-related proteins and subsequently promoted ferroptosis (42). NRF2 can also play a role in ferritin synthesis and degradation NRF2 regulates ferritin by HECT and RLD domains containing E3 ubiquitin protein ligase 2(HERC2), NCOA4 and vesicle-associated membrane protein 8(VAMP8). In addition, ovarian cancer cells with high NFE2L2/NRF2 expression have been found to increase sensitivity to the ferroptosis inducer (43).This demonstrates that NRF2 is an important treatment target for ovarian cancer and plays a role in a variety of regulatory pathways. While other ferroptosis regulating factors in ovarian cancer that are regulated by NRF2 are not yet fully studied, future studies of NRf2 in ovary cancer are to be expected.




3.1.3 P53 pathway

P53 is a tumor suppressor protein that plays a powerful role in cell aging, death, and DNA damage repair. In recent years, more and more research has found that P53 plays a crucial role in ferroptosis. The regulatory effect of P53 is two-way and has a different effect as the environment changes. When lipid peroxide is slight, it inhibits the occurrence of ferroptosis, helping the cell to survive. However, when lipid peroxide is persistent and severe, it induces ferroptosis, helping tumor cell death (44). For the GPX4-Xc system, P53 can combine and degrade SLC7A11, enhance the expression of SAT1 and GLS2 in cells (5, 13), and reduce the production of GSH by inhibiting CBS (45) expression, thereby suppressing GPX4.When p53 elevates SAT1 expression, it can indirectly promote ALOX15 elevation, promoting lipid peroxide (46).Studies have also shown that p53 can inhibit the development of ferroptosis by blocking dipeptidyl-peptidase-4 (DPP4) activity, limiting the peroxidation of lipids (47). P53 inhibits TFR1 and ZRT/IRT-like Protein 14 (ZIP14),reducing cellular Fe (2+) (48). p53 can also inhibit the occurrence of ferroptosis by reactivating the two-minute binoculars (MDM2) in mice, activating FSP1 (49).

Through p53, PARP inhibitors block SLC7A11 expression in ovarian cancer, which lowers GSH synthesis and increases lipid peroxide and ferroptosis (50). Apatinib combined with olaparib causes ferroptosis in ovarian cancer through p53 dependent way (36). A lack of MEX3A causes the p53 protein to become more stable, which prevents ferroptosis and encourages ovarian cancer (51). To encourage OVCAR-3-cell ferroptosis, ursolic acid (UA) can trigger the JNK/p53 signal pathway (52).





3.2 Gene



3.2.1 SCD1

Stearoyl-CoA Desaturase 1(SCD1) is an enzyme that catalyzes the synthesis of monounsaturated fatty acids in ovarian cancer cells and is highly expressed in ovary tumor cells (53). Inhibition or absence of the SCD1 gene can induce cellular ferroptosis. SCD1/FADS2 has a positive ratio to the level of unsaturated fatty acids, which can regulate lipid peroxide. Inhibiting SCD1/FADS2 can also directly degrade GPX4, thereby inducing the development of ferroptosis (54). Menin-mixed-lineage leukemia(Menin-MLL) inhibitor MI-463 can mediate ferroptosis in cancer cells through lipid peroxide regulated by SCD1 (55). Furthermore, in ovarian cancer cells, agrimonolide can target SCD1 as a new ferroptosis inducer (56). The ferroptosis pathway is one of the SCD1 routes that TP53 (13) can regulate, indicating that ovarian cancer with TP53 mutations may respond better to a SCD1 inhibitor. In addition to increasing ovarian sensitivity to ferroptosis, SCD1 medication suppression may be more advantageous for TP53-mutated ovarian malignancies (57). TESFAY found that ferroptosis inhibitor erastin can be used in conjunction with SCD1-inhibitors A939572 to regulate lipid metabolism, significantly enhancing the anti-tumor effect of the induced ferroptosis inducer in the ovarian cells, increasing ovarian cell susceptibility to ferroptosis inducers (53). Treatment with the SCD1-inhibitors MF-438, CAY10566, and 939572 makes ovarian carcinoma cells more susceptible to the death ferroptosis-inducers RSL3 and Erastin (58). Treatment of ovarian tumor cells with SCD1/FADS2 inhibitors in combination with ferroptosislatin can raise the rate of apoptosis, decrease the rate of cell mobility and tumor metastasis, and increase the sensitivity of ovarian tumor cells to ferroptosislatin (54). According to a number of studies, SCD1 inhibitors in ovarian cancer can dramatically increase the effect of ferroptosis and aid in tumor cell regression, in addition to increasing the sensitivity of ferroptosis inducers. This suggests that SCD1 may one day serve as a novel therapeutic.




3.2.2 FZD7

Wnt receptor Frizzled-7 (FZD7) is a transmembrane receptor that functions beyond the signals of both the canonical pathway and the Wnt/Ca2+ pathway. Overexpression of FZD7 can drive the development of ovarian tumors via the Wnt signal pathway (59). FZD7 directly links to the expression of GSS, GSR, GPX2, and IDH genes related to GSH metabolism. In ovarian cancer tissue, FZD7 can activate the carcinogen P63, enhance the expression of GPX4, prevent tumor cell ferroptosis, and decrease the susceptibility of drug-resistant ovarian cancer cells to ferroptosis (60). In addition, miR-1-3p significantly improves the sensitivity of ovarian cancer cells to Erastin or RSL3-induced ferroptosis by decreasing FZD7 expression (61). This shows that treating ovarian cancer cells resistant to platinum may benefit from targeting FZD7. Simultaneously, an innovative prospect of combining a ferroptosis inducer with a FZD7 inhibitor emerged.




3.2.3 SNAI2

Research has demonstrated strong expression of SNAI2 in ovarian cancer cells, directly linking this expression to the cells’ ability to survive, proliferate, invade, and spread. The promoter area of SLC7A11 is bound by SNAI2, and when SNAI2 is blocked, SLC7A11 expression is down-regulated, which causes ferroptosis in ovarian carcinoma cells (62). A leucine zipper transcription factor called CCAAT/enhancer binding protein gamma(CEBPG) has also been found to enhance transcription in SLC7A11 and promote GPX4 expression, thereby inhibiting ferroptosis in the OC. and leading to tumor cell development. Additionally, at the clinical level, CEBPG expression has been observed to be associated with an adverse prognosis in patients with OC (63). The E3 ubiquitin ligase 3-hydroxy-3-methylglutaryl reductase degradation (HRD1) inhibits the growth of tumors in a variety of cancer forms. HRD1 has the capacity to control ubiquitination and OC cell stability. Through increasing SLC7A11 degradation, HRD1 interacts with SLC7A11 in OC cells to encourage ferroptosis and prevent the growth of OC tumors (64).




3.2.4 PARP

Poly (ADP-ribose) polymerases (PARP) are involved in cellular processes such as DNA repair, transcription, metabolic regulation and cell death (65). PARP inhibitors are currently an effective treatment for BRCA mutant ovarian cancer (66). PARPi reduces the expression of SLC7A11 in a p53 dependent way, thereby reducing the biosynthesis of GSH and promoting lipid peroxide and ferroptosis. It was also found that PARPi was associated with the expression of CBS, FSP-1,etc. (50).Olaparib is a classic PARP inhibitor for treating BRCA mutant ovarian cancer. The combined treatment of olaparib and arsenic trioxide (ATO) activates the AMPKα pathway and inhibits SCD1 expression, resulting in a significant increase in lipid peroxide in ovarian cancer cells, which induces the occurrence of ferroptosis (67).However, BRCA (wild type) ovarian cancer can produce olaparib resistance by repairing PARPi-induced DNA damage. On this basis, PARPi combined with FINS targeting SLC7A11 or GPX4 can synergistically enhance ferroptosis, thereby producing an effective tumor suppression effect against BRCA (wild type) ovarian cancer (50).Similarly, Apatinib combined with olaparib reduced GPX4 by inhibiting expression of NRF2 and autophagy, inducing ferroptosis in ovarian cancer. However, in P53 (wild type) ovarian cancer cells, the p53 activator RITA can increase the sensitivity of resistant cells to ferroptosis, enhancing the effect of ferroptosis (36).PARP inhibitors, in addition to their therapeutic effects on BRCA mutant ovarian cancer cells, have also been combined with ferroptosis inducers or critical factors to enhance the sensitivity of mutant ovary cancer to ferroptosis.




3.2.5 ARDHEP 15

In the clinical treatment of malignancies, microtubule-targeted agents (MTA) are useful chemotherapeutic agents, and the interaction of microtubulin with VDAC provides a novel target for inducing ferroptosis in cancer cells (68). Tubulin polymerization can be inhibited by the newly synthesized novel aroyl diheterocyclic pyrrole (ARDHEP) 15. ARDHEP may induce ferroptosis in ovarian tumor cells and prevent tumor cell growth by upregulating GPX4, increasing intracellular ROS and Fe(2+) buildup, and stimulating cellular oxidative damage (69). It is a novel therapeutic target for tumors.

ALDH3A2 is a member of the ALDH family. Studies have shown that removing ALDH3A2 boosts lipid metabolism and, when combined with GPX4, helps prevent ferroptosis. Additionally, the expression of ALDH3A2 is directly correlated with the ferroptosis susceptibility of ovarian cancer cells, which can prevent ferroptosis in ovarian cancerous cells (69).




3.2.6 RNA

Microscopic RNAs (miRNAs) are a class of endogenous expressions of non-coding RNA that are highly significant in biological processes such as differentiation, proliferation, mortality, etc. Recent research has also discovered that miRNAs regulate ferroptosis, connecting them to numerous diseases, including cancer (70). By directly combining the 3’ Untranslated Regions (UTR) with ACSL4, mir-424-5p inhibits the expression of ACSL4, thereby reducing the ferroptosis induced by erastin and RSL3, thereby lowering the sensitivity of ovarian cancer tissue to ferroptosis, ultimately leading to the malignant progression of OC (71). Researchers found that Extrinsic Fe and DFO target miR-485-3P and miR-194 to regulate the expression of FPN. Large-scale induction of miR-485-3P expression can reduce intraocular FPN, which raises Fe2+ in ovarian cancer cells and causes the cells to undergo ferroptosis (72). By boosting miR-382-5p to lower SLC7A11 and so preventing the proliferation, invasion, and transfer of ovarian cancer cells, lidocaine also causes a buildup of iron content and reactive oxygen species (ROS) in the OC. cells (73). lncRNA is a non-coding RNA with a length longer than 200 nucleocarbons and plays a significant role in epigenetic regulation, cell cycle regulation, and cell differentiation regulation (67).lncRNA ADAMTS9-AS1 can block the process of ferroptosis in OC cells via modulating the mir-587/SLC7A11 axis, which can further the malignant growth of OC cells (73). JIN et al. found that LncRNA CACNA1G-AS1 can stimulate the growth and transfer of ovarian cancer cells through the FTH1-IGF2BP1 axis to regulate the expression of FTH1 and inhibit ferritinophagy (74). According to recent research, circRNA regulates ferroptosis, anemia, metabolism, tumor growth, and anemia (75). CircRNASnx12 improves immunomodulatory resistance in ovarian cancer by targeting miR-194-5p/SLC7A11 pathways to block ferroptosis. CircRNASnx12 can therefore serve as an effective therapeutic target for overcoming cisplatin resistance (76) (Table 1).


Table 1 | Genes involved in ferroptosis of ovarian cancer cell.







3.3 Drug therapy

Researchers are still studying the development of ferroptosis-related drugs for ovarian cancer despite the increasing clarity on many mechanisms of ferroptosis. The thioredoxin reductase auranofin, is used in conjunction with the MENIN-MLL inhibitor MI-463 to induce ferroptosis in ovarian tumor cells (55). Artesunate (ART) is a widely used anti-malaria drug that has been studied to find multiple cellular responses involved in tumor cells, such as mortality, malnutrition, ferroptosis, etc. (85). Greenshields and others found that ART treatment induces ovarian cancer cells to produce a large amount of ROS, which exerts a potent anti-proliferative and cell-toxic effect on ovarian cancers. At the same time, neither the use of mortality inhibitors nor ferroptosis related-inhibitors can completely eliminate the effect of ART, indicating that ART has a combined inhibitory effect on ovarian cancer tumor cells in a variety of ways (86).Octreotide, an FDA-approved medication that is commonly used in the clinical treatment of ovarian cancer, can directly decrease the expression of GPX4 inducing ferroptosis (87). A rating system of ferroptosis-related genes constructed using TCGA mRNA expression data found Dimethyloxalylglycine (DMOG) to be a potentially sensitive drug for ovarian cancer (88). Large doses of selenium induce cell death mediated by ferroptosis through abnormal GPx4 and lipid peroxide mechanisms, thereby producing anti-cancer effects. High doses of selenium have been speculated to lead to GPx4 deficiency through the Wnt/β-catenin signal pathway (89). After the treatment of ovarian cancer stem cells (OCSCs) with anisomycin, the levels of triphosadenine and total glutathione were found to be significantly reduced, Fe2+ levels increased, lipid peroxide increased, and the activity of OCSCs significantly decreased. Furthermore, anisomycin reduces the level of transcription of gene clusters that encode pathways related to the regulation of ferroptosis, such as glutathione metabolism and the autophagy signal transduction pathway. The genes of the core factor ATF4 of these two pathways are significantly expressed in ovarian cancer tissue and are associated with a poor prognosis. Thus, anisomycin may induce ferroptosis in ovarian cancer stem cells by reducing ATF4 to regulate glutathione metabolism (90). Leukemia inhibitory factor (LIF) and its receptor (LIFR) can induce ferroptosis via the GPX4 system. Additionally, LIF and LIFR have been found to act on M1 macrophages, enhancing the activity of CD8+ T cells and thereby regulating the immunogenicity of ovarian cancer cells. However, the specific mechanisms and pathways involved in this process remain unclear (91).

As a new direction in ferroptosis applications, nanomaterials are safer, more durable and more accurate in applications that induce ferroptosis to produce ovarian tumor suppression (92). In addition, nanomaterials have been found to enhance the immunotherapy effect of induced ferroptosis (93). Superparamagnetic iron oxid spio-serum can effectively induce lipid peroxide and produce a large amount of toxic ROS by reducing the expression of the ferroptosis related proteins SLC7A11 and GPX4 in OVCA cells, play synergies with p53 and promote the occurrence of ferroptosis in ovarian cancer cells (77). Biomimetic magnetic nanoparticles Fe3O4-SAS @ PLT are constructed by Fe3O4 and a platelet membrane covering containing sulfasalazine (SAS), which can increase the sensitivity to ferroptosis, inducing ferroptosis by inhibiting the Xc-system. In addition, Fe3O4-SAS @ PLT can also produce mild immunogenicity that triggers the immunotherapy response to ovarian cancer (94). Chemokinetic therapy (CDT) is considered one of the most promising cancer treatments, mainly through the Fenton reaction. As a Fenton reagent, iron nitroprusside, (FeNP) has a therapeutic effect on ovarian cancer organs originating from high-grade serous ovarian carcinoma (HGSOC) by inhibiting GPX4’s involvement in ferroptosis (95) (Table 2).


Table 2 | The drug that regulate ferroptosis and sensitivity of ovarian tumor cell to chemotherapy.



Although research on medications linked to ferroptosis is still ongoing, there is still hope for significant future developments in ovarian cancer management.




3.4 Enhancement of chemoresistance

Currently, the main clinical treatments for ovarian cancer are surgery and chemotherapy with paclitaxel combined with platinum drugs. However, the prognosis for ovarian cancer patients who are susceptible to chemotherapy resistance is poor. Nevertheless, research has shown that ferroptosis inducers can improve the chemotherapy sensitivity of ovarian cancer cells (104). The ferroptosis inducer erastin has been shown to activate the apoptosis pathway, which may increase the sensitivity of HEY and SKOV3 cells to cisplatin (105). Furthermore, expression due to ATP binding cassette subfamily B member 1 (ABCB1) in OVCA cells that are resistant to another chemotherapeutic drug, dositase, erastin exhibits a strong reversal effect of ABCB1, increasing the susceptibility of OVCAC cells to docetaxel (94).

The sensitivity of cells to ferroptosis and ferroptosis conditions is strongly correlated, and the iron compound ferlixit joint erastin can overcome the chemotherapeutic resistance of ferroptosis ovarian cancer (99). Studies have also demonstrated that the acquired synthesis of cystine and glutathione impacts carboplatin resistance in ovarian cancer. Hepatocyte nuclear factor-1-beta (HNF1) can promote glutathione synthesis to avoid carboplatin resistance to ovarian clear cell carcinoma (80). Simultaneously, P53 was identified as a key pathway in the bioinformatic analysis of the resistance of HNF1 to ovarian cancer (81). The loss of Fdx1 mediated by siRNA in cisplatin-resistant cells is potentiated by an elevation in mitochondrial membrane potential and cisplatin-induced lipid peroxidation, ultimately leading to ferroptosis. Immunohistochemical analysis of clinical specimens from ovarian cancer patients revealed higher expression levels of Fdx1 in cisplatin-resistant specimens compared to cisplatin-sensitive ones. Fdx1 may be a new and appropriate diagnostic and prognostic marker and therapeutic molecular target for the treatment of COVID-19 (82). SLC7A11 and GPX4 high expression levels linked to platinum resistance in EOC patients. The combined expression of SLC7A11 and GPX4 may be a significant independent prognostic factor and a potential treatment target for EOC patients (106). For example, Tripterygium glycosides target the NRF2/GPX4 signal axis and mess up the stable reaction of oxidation restoration. They also cause ferroptosis in A2780/DDP cells and make ovarian cancer more likely to respond to cisplatin (39).

Statistics for progression-free survival and clinically significant improvement were found in patients with ovary cancer who were treated with sorafenib combined with topotecan maintenance therapy (100). MAP30 protein from Momordica charantia and cisplatin can synergistically induce ferroptosis in ovarian cancer cells by altering metabolism (101). GALNT14, a member of the acetylgalactosaminyltransferases family, which can regulate the stability of EGFR proteins to inhibit the EGFR/mTOR pathway, has significantly higher levels of GALNT14 in cisplatin resistance ovarian cancer tissue compared to cisplatin sensitive ovarian cancer tissue. The combination of cisplatin and the mTOR inhibitor GALNT14 had a cumulative effect by promoting apoptosis and ferroptosis of ovarian cancer cells, which may offer a new target for overcoming cisplatin resistance in ovarian cancer (103).By increasing ROS, lipid peroxidation, and iron homeostasis in high-OXPHOS high-grade serous ovarian cancer (HGSOC), the promyelocytic leukemia protein-peroxisome proliferator-activated receptor gamma coactivator-1a (PML-PGC-1a) axis can help make ovarian cancer more sensitive to chemotherapy. These features are regulatory mechanisms for ferroptosis. It is therefore suspected that this mechanism may improve resistance in ovarian cancer by modulating ferroptosis (107). Furthermore, it was discovered in Zhang ‘s study that chemotherapeutic drugs can also result in lipid peroxidation through an excess of ROS, which can lead to ferroptosis in normal ovarian cells (108). Figuring out the exact way ferroptosis works and what it targets in chemotherapy could help make ovarian cancer cells more sensitive to chemotherapy drugs while keeping healthy ovarian tissue as safe as possible.





4 Immunotherapy

The study of immunotherapy in the field of ovarian cancer is a hot topic right now. The three main approaches are tumor antigen vaccines, monoclonal antibodies that target the expression of immune checkpoint inhibitors, and immunostimulatory cytokines. Cancer cells can escape immune therapy by modulating immune checkpoint pathways. The study found that when TYRO3 inhibits ferroptosis by regulating ferroptosis pathways such as NRF2, Xc system, tumor cells express high resistance to anti-PD-1/PD-L1 therapy (109).In addition, IFN γ released by CD8(+)T cells has been found to promote ferroptosis by acting on SLC3A2 and SLC7A11 on cancer cells, which also enhances anti-tumor immunotherapy against PD-L1 (110). Studies have shown that ovarian cancer is immunogenic (111), and that immunotherapy can extend the survival period of patients with ovarian cancer while lowering the recurrence rate (111). This means that using ferroptosis inducers along with immune checkpoint inhibitors might work well to treat ovarian tumors.



4.1 DAMPs

When tumor cells die due to external stimuli, the process from the non-immunogenic to the immunogenic immune response of the mediated organism is known as immune cell death (ICD). Tumor cells experiencing ICD can release large amounts of cell content into the extracellular space through sudden and uncontrolled cell death. The damage signal molecule is called the damage-associated molecular pattern (DAMPs). The presence of DAMPs in extracellular space triggers a strong immune response, drawing in more phagocytes and other immune cells to eliminate the threat and encourage tissue repair (112). Some anti-tumor drugs can induce ICD through DAMPs (112), recruit immune-inflammatory cells, release a large amount of inflammatory agents, and cause inflammation responses that cause the destruction of normal surrounding tissue, stimulate the formation of neonatal blood vessels, increase vascular permeability, weaken adaptive immune responses, promote tumor development, cancer transfer and tumor resistance (113). Ferroptosis kills cancer cells by enhancing immune cell activity (114). The DAMPs that primarily contribute to ferroptosis include HMGB1, CRT, ATP, and others. The release of ATP from dead cells is a self-dependent process. The presence of ATP serves as a “find me” signal in extracellular space, which is a chemoattractant of the DC precursor. ATP binds to the P2RX7 receptor on DCs, facilitating inflammasome mediated secretion of interleukin 1β (IL-1β), and the binding signals stimulate the production of the pro-inflammatory cytokine IL8 (115), and increase the recruitment of neutrophils and phagocytic potential.CRT is also a recognized DAMP molecule that plays a key role in the onset of immune cell death. The CRT on the membrane of the dead cell serves as a “eat me” signal to the APCs and triggers immune stimulation. HMGB1 is currently mainly believed to play a role through the promotion of inflammatory mediators, achieving inflammation responses, and initiating immunotherapy in ferroptosis (116) (Figure 2).




Figure 2 | DAMPs such as HMGB1, CRT, ATP, and PGE2 are created when ferroptosis occurs in ovarian cancer cells. These molecules primarily operate on DC through various signals; DC can  also act on CD8+T cells by releasing cytokines like IL-1β, IFN-γ, IL-8, and so on. T cells can control the incidence of ferroptosis by inhibiting the Xc system through JAK/STAT1 and  promoting Fe through the release of IFN-γ. Macrophages mainly influence the Xc system by means of TGF-β1. To control ferroptosis, immunosuppressive cells can operate on the GPX4 system in a variety of ways.






4.2 Immune cells

Immunol cells can perform anti-tumor immune functions by releasing cytokines that promote the ferroptosis activity of tumor cells. CTL-released IFNγ activates the Janus kinase (JAK) signal and signal transducer and activator of transcription 1 (STAT1) pathways, thereby reducing the expression of SLC3A2 and SLC7A11 to inhibit Xc system expression, increasing the iron content stored in the cell, and thus inducing ferroptosis (117). IFNγ released by CD8(+)T cells inhibits the expression of SLC7A11 synergistically, leading to the activation of ferroptosis, thereby enhancing anti-PD-L1 anti-tumor immunotherapy, enhancing lipid oxidation and ferroptosis in tumors, and improving tumor control (110). Similarly, the transformed growth factor-β (TGF-β1) released by macrophageal cells can inhibit transcription of the Xc system through SMAD signals, thereby promoting ferroptosis (118). The SAPE-OOH on the surface of the deferrous cell, as an eat-me signal, guides swallowing by targeting TLR 2 on the macrophageal cell (119) (Figure 2).




4.3 Immunosuppressive cells

Some immunosuppressive cells can antagonize ferroptosis through high expression of GPX4 or other components (110). In addition, Gpx4 can suppress anti-tumor immunity by promoting Treg cell survival in the tumor (120). In Tregs with TCR/CD28 co-stimulation activation,GPX4 expression was promoted, thereby reducing the occurrence of ferroptosis (121).With the absence of GPX4,M1 cells express high amounts of nitric oxide synthase (iNOS) and create more NO free radicals (NO-), which can have an impact akin to GPX4. (NO-) down-regulates the expression of ferroptosis (122). Intratumoral prostaglandin E2 (PGE2) is an immunosuppressive mediator that directly inhibits cytotoxic T cell activity (123). It also decreases the number of DCs infiltrating into the TME by inhibiting the chemokines CCL5 and XCL1 (124). The release of PGE2 is linked to the induction of ferroptosis in tumor cell (8, 125, 126). PGE2 overproduction inhibits the tumor immune response and promotes tumor immune evasion (127).

Immunocytosuppressive tumors, or “cold tumors,” do not have tumor-infiltrating T cells, which do not respond to immune checkpoint inhibitors. In cold tumors, T cells lack cystathionase and Xc transporters, while myeloid-derived suppressor cells (MDSCs) lack ASC neutral amino acid transporters and limiting extracellular cysteine, inhibiting T cell activation (128), and its TME is immersed in various immunosuppressive cells (129, 130). We are aware that MDSC is an immunosuppressive cell in ovarian tumor cells. Several studies have demonstrated that MDSC has an immunosuppressive impact by preventing CD8+T cells from infiltrating TME (131, 132), increasing PGE2 to induce PD-L1 expression in ovarian tumor cells (133). As the research goes deeper, there are greater expectations for the combination of ICIs with ferroptosis inducers. Immunosuppressant M2 can be re-polarized to M1 (98, 134) when ferroptosis is caused by certain circumstances, providing an environment for ICIs. Research has demonstrated that CD36 facilitates the absorption of fatty acids by CD8 T cells in TME that have invaded tumors, inducing lipid peroxide and ferroptosis, resulting in reduced cytotoxic cytokine generation and impaired anti-tumor capacity. Blocking CD36 or inhibiting ferroptosis in CD8 T cells effectively restores its anti-tumor activity. More importantly, it has a greater antitumor effect when combined with anti-PD-1 antibodies (135). As an inducer of ferroptosis, erastin has little effect on autoimmune activity. However, when combined with oncolytic vaccinia virus (OVV), erastin promotes therapeutic effectiveness and anti-tumor immunity by increasing the number of activated DCs and promoting the activity of tumor-specific CD8+T cells in the tumor (102). The combination also led to increased expression of PD-1 and CTLA-4 in the TME. It provides a molecular basis for future ICIS combination therapy. Therefore, the combination of ferroptosis inducers with ICIs enhances tumor immunotherapy.

However, the combination of ferroptosis inducers with ICIs is also likely to increase immunosuppression, which is mainly the role played by MDSC. Ferroptosis of PMN MDSCs in TME gives them stronger immunosuppressive capabilities that are sufficient to convert non-inhibiting PMNs into immune-inhibitory PMN-MDSCs. Even though ferroptosis lowers the number of PMN MDSCs in the TME, it also increases the release of molecules that weaken the immune system, which stops T cells from working. In addition, PMN MDSCs in TME are known to produce PGE2, which undermines the anti-tumor function of innate and adaptive immune cells, inhibits ferroptosis, protects PMN MDSC, and blocks the release of immunosuppressive factors, thereby facilitating the conversion of PMN MDSC to classical non-inhibitory PMN. In some models, the immunosuppressive effects of ferroptosis in PMN-MDSC can exceed its tumor-suppressive effect on cancer cell death. PMN-MDSCs can also rely on peroxide enzymes for lipid peroxidation and transfer lipid to DC cells, blocking the cross-presentation of DC, thus exerting pro-tumor activity (136). The study found that GPx4 deficiency did not inhibit the development of tumors, instead, the GPx4-related ferroptosis caused the cytotoxic CD8+T cell CXCL10 dependent immersion, which was offset by the PD-L1 upgradation of the tumor cell and the significant HMGB1-mediated MDSC infiltration, resulting in a tumor-inhibiting immune response. Therefore, the combination of ferroptosis inducers with ICIs has not yet been clearly concluded. However, there are also ferroptosis inducers that can inhibit MDSC. Dihydroartemisinin (DHA) has a marked anti-tumor and inducing ferroptosis function in tumors, which can be achieved using the PDAC orthotopic tumor model, which significantly inhibits MDSC (137). TLR2 and Runx1 can also regulate MDSC through the ferroptosis path (124). The combination of induced ferroptosis with PD-L1 and MDSC blockage induced ferroptosis doesn’t rely on the presence of particular mutations in tumor cells, meaning that any type of tumor may be treated with this combination therapy. The TME reaction to ferroptosis will determine how well the therapy works (138). Zhu et al. found that Asah2 is highly expressed in tumor-infiltrating MDSCs, which can regulate the ferroptosis of MDSCs through the P53-HMOX1 pathway. The use of the Asah2 inhibitor NC06 to target ASAH2 to induce MDSC ferroptosis is a potentially effective therapy for inhibiting the MDSC accumulation in cancer immunotherapy (139). In addition, Zhang and others constructed a biomimetic magnetosome composed of Fe3O4 magnetic nanocluster (NC) as a core, loaded with TGF-β inhibitors and PD-1 antibodies (Pa).When entering the tumor, Pa and Ti synergistically form an immunogenic micro-environment that increases the amount of H2O2 in the polarized M1 macrophage cells, thereby promoting the Fenton reaction released with NCs. Meanwhile, the produced (OH) induces the ferroptosis of ovarian tumor cells, and the micro-environmental immunogenicity is increased by the exposed tumor antigen. The synergistic effect of ferroptosis and immune therapy in ovarian cancer was generated (140). This gives us the clue that it may be possible to use the ferroptosis inducer in conjunction with ICIs for immunotherapy of tumors in cases where MDSC is suppressed.

It also gives us new ideas for ovarian cancer immunotherapy. The study discovered that ferroptosis was closely associated with ovarian tumor immunity (141). However, in contrast to other tumors, current studies on ferroptosis in immunotherapy are more likely to induce ferroptosis release of DAMP, causing tumor development and a poor prognosis. For instance, C-MYC inhibits ferroptosis induced HMGB1 release mediated by NCOA4 in ovarian cancer cells (83). Low-concentration erastin by STAT3 mediated M2 polarization of macrophage cells increased ferroptosis resistance to ovarian cancer. The macrophage cells processed by erastin also secrete the key cytokines IL-8, which encourage the invasion and migration of anti-ferroptosis O.C. cells (96). However, studies have also found that immune cells can have an anti-tumor effect by inducing the ferroptosis of ovarian cells. ICIs can induce CD8+ T cells to trigger ferroptosis in mouse ovarian tumor cells (142). Immunotherapy-activated CD8+T cells can release IFN-γ and enhance the anti-tumor effect of immunotherapy by inducing ovarian cancer cell ferroptosis. IFN-γ kills mouse OVCA cells ID8 through inhibiting the Xc system, increasing lipid ROS, and reducing tumor growth (117). The study found that inhibition of ovarian cancer metastasis was achieved through targeted MDSC immersion TME (143). By encouraging the release of C5 by ovarian cancer cells and their interaction with PPIP5K2, LncOVM can aid in the infiltration of MDSCs in TME, which leads to lymphatic metastasis in ovarian cancer cells. By blocking this pathway, the C5aR antibody or inhibitor (CCX168) can prevent the recruitment of MDSCs and reinstate the in vivo suppression of tumor genesis and metastasis (143). Ferroptosis inducers in conjunction with ICDs for ovarian cancer have not been investigated for their precise process and effectiveness, but this combination might represent a potent target for ovarian cancer therapy. Due to its unique way of competing with T cells for cysteine, glutamine metabolism will be targeted by MDSC to lower its activity and down-regulate the immunosuppressive tumor microenvironment at the same time. Ferroptosis inducers that affect the Xc-system could be more important in promoting immunity and preventing immunological escape.

DAMPs such as HMGB1, CRT, ATP, and PGE2 are created when ferroptosis occurs in ovarian cancer cells. These molecules primarily operate on DC through various signals; DC can also act on CD8+T cells by releasing cytokines like IL-1β, IFN-γ, IL-8, and so on. T cells can control the incidence of ferroptosis by inhibiting the Xc system through JAK/STAT1 and promoting Fe through the release of IFN-γ. Macrophages mainly influence the Xc system by means of TGF-β1. To control ferroptosis, immunosuppressive cells can operate on the GPX4 system in a variety of ways (Figure 2).




4.4 Related gene prediction models

Using bioinformation technology, several researchers have constructed prediction models for ovarian cancer and discovered ferroptosis genes that are associated with both tumor inhibition and ovarian cancer prediction. The ferroptosis driving gene ALOX12, for instance, was found to be overexpressed in ovarian cancer cells and induce lipid production, showing high sensitivity and specificity for serous ovarian cystadenocarcinoma (144). Its increased expression was associated with a poor prognosis in OC patients, according to multiple studies using the mRNA expression data of TCGA, IGCG, GTEx, and clinical OC patients. ALOX12 may be a possible risk factor for OC, as inhibition of ALOX12 decreases the migration and proliferation of ovarian cancer cells (145, 146). Comprehensive evaluation of gene expression, related signaling pathways, and immunomodulatory functions also found that the ferroptosis related gene PRNP also played a tumor suppressor role in OC. It may be a potential new biomarker for OC diagnosis, prognosis, and immunotherapy response (147).

The identification of appropriate and effective immune prediction targets will significantly increase the practicality of immunotherapy for ovarian cancer. The realization and implementation of ovarian cancer immunotherapy must take into consideration the immunosuppressive network of ovarian cancer. Researchers are increasingly developing immunotherapy bio-information technology models that utilize ferroptosis-related genes to predict the effects, side-effects, and prognosis of immunotherapies. Studies have constructed a model containing nine ferroptosis-related genes, showing that ferroptosis is closely linked to tumor immunity through the ssGSEA method, but further experimental validation is needed (141). When paired with clinical variables, the risk model developed by YE et al. based on five ferroptosis-related characteristics linked to tumor immunity can more accurately predict the prognosis of OC patients (146). A model of 15 FRGs (c) divided patients into high- and low-risk groups, showing good survival differences. Additionally, in the low-risk group, characteristic enrichment sets were detected with immunity pathways related to ovarian cancer, which suggests that the model can be used to precisely treat immunotherapy for ovarian cancer and for prognosis (148). Using Cox analysis, three prognostic genes were identified from 63 FRGs. Significant differences were found in activated DCs, plasma cells, M0 infiltration, and important immune checkpoint molecules between the two groups when the CIBERSORT algorithm was applied to the various tumor immune microenvironments between the two groups based on the grouping of prognostic genes. The low-risk group also responded better to immunotherapy and chemotherapy at the same time, which was predictive of prognosis and immune response (149). Similar outcomes were achieved by Wang et al. when they developed a risk score model based on various prognostic signal FRGS. Additionally, it has been proposed that in high-risk patients, the combination of immunity and ferroptosis may result in a worse prognosis (150). A clinical risk stratification tool based on four DEG (differentially expressed genes from immune and ferroptosis) has been developed for serous ovarian cancer. It can exhibit a strong correlation with immune markers and induced pluripotent stem cells (IPS). Encourage additional clinical judgment in the areas of personalized treatment planning, prognostic assessment, and follow-up scheduling (151). A risk model established by finding significantly differentially expressed genes associated with ferroptosis was found to have favorable immune cell and prognostic associations (152). Furthermore, ferroptosis and oxidative stress-related genes (FORGs) have been found to be associated with immunotherapy in ovarian cancer. Based on the expressive characteristics of 19 FORGs, ovarian cancer patients were divided into two FORG subtypes. The high-risk group had immunosuppression and a poor prognosis. The risk scores significantly correlated with immunosurgery expression and chemotherapy sensitivity, demonstrating the usefulness of prognostication and chemotherapy for O.C (153). Xiang et al. conducted molecular subtyping of ferroptosis-related genes in ovarian cancer and developed a predictive model. They discovered that high-risk patients exhibited a tumor immune microenvironment with increased infiltration of M2 macrophages and reduced numbers of CD8+ T cells, which impaired immune responses and led to poor prognoses (154). Li and colleagues also construct risk models in conjunction with genes related to ferroptosis and cuprotosis, which can predict individual sensitivity to various immunotherapies and chemotherapy drugs based on specific groups, and have strong immune prediction and prognostic ability (155) (Table 3).


Table 3 | The role of ferroptosis related gene in prediction and immunotherapy of ovarian cancer cell.







5 Conclusion and perspectives

As a new type of cell death found to be used to suppress tumor cells, ferroptosis is significant and has recently become a hotspot in the field of tumors. The regulatory role of specific mechanisms such as the GPX4 (157) and Xc system in ferroptosis and related pathways and targets has been gradually clarified. Many new mechanisms for ferroptosis, pathways and genes have been gradually discovered, but further research is still to be undertaken. Many of the currently known treatments for ovarian cancer are highly toxic and ineffective. Studies have found that ferroptosis combination therapy can help increase ovarian cancer sensitivity to the drug and improve the prognosis. The mechanism of ferroptosis is closely related to oxidative stress and ROS production, with research often focusing on mitochondria. Ferroptosis is characterized by distinct morphological changes, including smaller mitochondria, shriveled mitochondrial membranes, and reduced or absent mitochondrial cristae, while the cell membrane remains intact and the cell nucleus size remains normal (10). In ovarian cancer, PML-PGC-1α (107) can promote mitochondrial respiration, cysteine (158) restriction affects Fe-S cluster synthesis in mitochondria, and compounds like eriodictyol (40) and SPIO-serum (40) exacerbate mitochondrial dysfunction, all of which regulate ferroptosis. Recent studies have identified Mitotic Arrest Deficient 2 Like 2 (MAD2L2), an important tumor-associated protein primarily located in ribosomes, as having a potential role in mitochondrial elongation. MAD2L2 can promote ovarian cancer proliferation and migration by inhibiting ferroptosis and is closely associated with various immune cells. However, the specific and complete mechanisms and pathways of ferroptosis in mitochondria remain unclear. Future research in this area is expected to provide a more comprehensive understanding of ferroptosis (157).Furthermore, due to the immunosuppressive nature of ovarian cancer, single immunotherapy currently has good therapeutic effects in only a fraction of ovarian cancer patients, therapy combined with other new tumor treatments is a new research trend. Ferroptosis, as a new type of treatment, can not only play a role in suppressing ovarian tumors but also induce immunotherapy. However, immunosuppression of ovarian cancer has been found to reduce this combined effect and even lead to bad side effects. The study also found that it may be possible to inhibit the immunosuppressive microenvironment of ovarian tumors by targeting immune cells, thereby helping in the combination of ferroptosis inducers and immunotherapy. The application of nanomaterials in this field has endless potential and can be targeted therapeutically, inducing ferroptosis to produce the effect of immunotherapy and play more accurate, longer-lasting, and with fewer side effects. However, the specific mechanisms are not clear enough. In recent years, considerable research has been undertaken on immuno-predictive models built from bioinformatics and ferroptosis-related genes, which may help in the research and development of targets and drugs for ovarian cancer treatment. In the future, the association of ferroptosis-related inducers and inhibitors with other treatments for ovarian cancer is still worth exploring.
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Introduction

Disulfidptosis is a recently identified form of non-apoptotic programmed cell death which distinguishes itself from classical cell death pathways. However, the prognostic implications of disulfidptosis-related long non-coding RNAs (DRLs) and their underlying mechanisms in hepatocellular carcinoma (HCC) remain largely unexplored.





Methods

In this study, we leveraged RNA-sequencing data and clinical information of HCC patients from the TCGA database. Through expression correlation and prognostic correlation analyses, we identified a set of top-performing long non-coding RNAs. Subsequently, a 5-DRLs predictive signature was established by conducting a Lasso regression analysis.





Results

This signature effectively stratified patients into high- and low-risk groups, revealing notable differences in survival outcomes. Further validation through univariate and multivariate Cox regression analyses confirmed that the risk score derived from our signature independently predicted the prognosis of HCC patients. Moreover, we observed significant disparities in immune cell infiltration and tumor mutation burden (TMB) between the two risk groups, shedding light on the potential connection between immune-related mechanisms and disulfidptosis. Notably, the signature also exhibited predictive value in the context of chemotherapeutic drug sensitivity and immunotherapy efficacy for HCC patients. Finally, we performed experimental validation at both cellular and patient levels and successfully induced a disulfidptosis phenotype in HCC cells.





Discussion

In general, this multifaceted approach provides a comprehensive overview of DRLs profiles in HCC, culminating in the establishment of a novel risk signature that holds promise for predicting prognosis and therapy outcomes of HCC patients.
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1 Introduction

Hepatocellular carcinoma (HCC) is a multifaceted, globally impactful disease (1). Owing to its inconspicuous clinical symptoms in the early stages and the presence of numerous risk factors, it poses a significant clinical challenge. Primary liver cancer is the sixth most common cancer in the world and the third leading cause of cancer-related deaths in 2022, according to global cancer statistics published in 2024 (2). HCC accounts 80-90% of primary liver cancer cases and is the most common type (3). In recent years, enormous strides in targeted therapies and immunotherapies have been developed, offering renewed hope for better patient outcomes (4). However, patients with HCC continue to experience high rates of recurrence, metastasis, and drug resistance, contributing to an unfavorable prognosis (5). This underlines the necessity for early detection and a multidisciplinary approach for managing this formidable malignancy. Therefore, it is imperative to explore the intricate molecular mechanisms underlying HCC. The development of innovative therapies is indispensable in the ongoing battle against HCC.

Cell death is crucial for the development and homeostasis of multicellular organisms, and its dysregulation can lead to various diseases including cancer (6). A comprehensive understanding of programmed cell death modes could potentially pave the way for the targeted elimination of cancer cells, thereby improving cancer treatment outcomes (7). For example, the apoptotic signaling pathway has been the focal point of tumor chemotherapy in the past few decades. Some chemotherapeutic drugs, such as Paclitaxel and Vinca Alkaloids, can induce apoptosis of tumor cells by targeting microtubules and oxidative phosphorylation, thus achieving a therapeutic effect on tumors (8, 9). However, these therapies are associated with a high rate of drug resistance, posing significant challenges. Therefore, it is necessary to expand our understanding of regulated cell death modes beyond apoptosis to facilitate the discovery of potential therapeutic targets. In recent years, research has increasingly shown that many forms of non-apoptotic cell death are also executed in a regulated manner, which are collectively referred to as “regulated non-apoptotic cell death modes” (10). These newly named cell death modes include necroptosis, oxytosis, pyroptosis, parthanatos, NETosis, ferroptosis and cuproptosis (11–16). Recently, Gan et al. proposed a novel form of cell death known as disulfidptosis, which opens a promising avenue for cancer treatment. Disulfidptosis is triggered by the significant accumulation of disulfide molecules within cancer cells in the absence of glucose, particularly in those with elevated SLC7A11 expression. This phenomenon results in abnormal disulfide bonding between actin cytoskeletal proteins, disrupting their organization, and ultimately leading to the collapse of the actin protein network and cell death. Gan et al. treated cancer cells with a glucose transporter (GLUT) inhibitor and observed that the outcome was similar to that under glucose-deprived conditions (17). This inventive discovery has immense potential for developing targeted therapies for cancer treatment. It is crucial to acknowledge that the comprehension of distinct forms of cell death, including apoptosis, necrosis, ferroptosis, and the newly discovered disulfidptosis, remains an evolving frontier in the realm of cell biology and cancer research. Further investigations are warranted to comprehensively elucidate disulfidptosis, its relevance in the context of cancer, and its potential as a target for therapeutic interventions.

LncRNAs are a class of non-coding RNA molecules with a length exceeding 200 nucleotides. This type of RNA lacks an open reading frame (ORF) and does not encode proteins, leading to the belief that it exists solely as a transcriptional byproduct. However, extensive research has demonstrated that lncRNAs participate in various biological processes including DNA methylation, histone modification, post-transcriptional regulation of RNA, and protein translation (18). Additionally, lncRNAs play pivotal roles in processes related to immunology, neurobiology, inflammatory responses, and cancer (19). Furthermore, lncRNAs are critical regulators of cellular proliferation and programmed cell death. Sun et al. discovered that lncRNA-ATB regulates the formation of tumor metastasis foci by modulating the stability of IL-11 mRNA and STAT3 phosphorylation (20). Concerning regulated cell death, lncRNA-HEPFAL was found to promote ferroptosis by reducing SLC7A11 expression and increasing levels of lipid reactive oxygen species (ROS) and iron ions (21). The association between lncRNAs and HCC has been extensively explored, notably in the regulation of cell death processes in HCC. For example, Chen et al. revealed that lncRNA DUXAP8 decreased the sensitivity of HCC to sorafenib-induced ferroptosis by interacting with SLC7A11 (22). In the era of precision medicine, identification of precise lncRNAs that regulate disulfidptosis in HCC, along with a thorough elucidation of their mechanisms, could offer innovative insights and perspectives for the treatment of HCC.

In this study, we collected HCC data from The Cancer Genome Atlas (TCGA) database to elucidate the prognostic and biological functions of disulfidptosis-related long non-coding RNAs (DRLs) through various bioinformatic analyses. Our 5-DRLs signature exhibited excellent performance in predicting patient survival and remarkable superiority over the other clinically independent variables. Additionally, we established a potential relationship between the risk signature and tumor microenvironment (TME), as well as tumor mutation burden (TMB), through immune infiltration analysis and TMB analysis. Furthermore, KEGG and GO analyses were performed between the high- and low-risk groups to identify the potential molecular pathways. Overall, our findings shed light on the understanding of molecular mechanisms related to disulfidptosis in HCC and could help to develop individualized therapies for patients with HCC.




2 Materials and methods



2.1 Data acquisition

A total of 374 HCC samples and 50 adjacent normal hepatic sample fragments per kilobase of transcript per million mapped reads (FPKM)-standardized RNA-seq data were downloaded from The Cancer Genome Atlas(TCGA) (https://portal.gdc.cancer.gov/projects/TCGA-LIHC). Ensembl IDs were processed and converted to official gene symbols encompassing various elements, such as lncRNAs, protein-coding genes, and miRNAs. Additional information, including clinical data, was also acquired from patients with HCC in the TCGA database. Samples lacking survival information and those with an overall survival (OS) of less than 30 days were excluded from subsequent analysis. Ten Disulfidptosis-related Genes (DRGs) were obtained in a recent study (Table 1) (17).


Table 1 | Disulfidptosis-related genes.






2.2 Identification of disulfidptosis co-expressed lncRNAs

Pearson’s correlation analysis was chosen as a widely accepted method to explore the correlation between coding genes and lncRNAs. Using a cutoff criterion of R > 0.3 and P < 0.001, Pearson correlation analysis was applied to identify lncRNAs that were co-expressed with the 10 DRGs from the RNA-seq data of TCGA HCC samples.




2.3 Identification of differentially expressed lncRNAs

Differentially expressed lncRNAs between HCC and normal patients from TCGA were identified using the R package “Limma.” The significance criterion for identifying DEGs was set as |log2 (fold-change) | > 1 and p < 0.001.




2.4 Univariate cox analysis for prognostic lncRNAs

By using the ‘survival’ R package and defining p < 0.05 as screening criteria, the intersecting lncRNAs of DCLs and DELs were subsequent to univariate cox analysis for obtaining prognostic DRLs in HCC patients.




2.5 Construction and validation of the disulfidptosis-related prognostic signature

To construct a disulfidptosis-related prognostic signature, least absolute shrinkage and selection operator (LASSO) Cox regression analysis was used to select the most appropriate lncRNAs and estimate and weight the regression coefficients of the optimal DRLs (23). Initially, nine prognostic lncRNAs were screened based on the optimal penalty parameter λ determined by tenfold cross-validation following the minimum criteria. Afterwards, a multivariate Cox regression analysis was conducted to establish a five-lncRNA predictive model. The Risk score of each HCC patient was calculated using the following formula: Risk score = (Coef.DRL1 × DRL1 exp.) + (Coef.DRL2 × DRL2 exp.) + (…) + (Coef. DRLn × DRLn exp.). Patients were categorized into low- and high-risk groups based on the median risk score. The performance and prognostic ability of the predictive signature were evaluated using time-dependent receiver operating characteristic (ROC) analyses and Kaplan-Meier log-rank tests. These analyses were conducted with the R packages “timeROC” and “survival,” respectively (24). Furthermore, in combination with the DRL prognostic signature, the clinical characteristics of patients with HCC from TCGA were analyzed using univariate and multivariate Cox regression analyses.




2.6 Establishment of a nomogram

Package “rms” was utilized to create a nomogram, offering valuable clinical prognostic insights for HCC patients, including their risk scores and various clinicopathological attributes, particularly about 1-, 3-, and 5-year OS (25). Subsequently, we conducted calibration curve analysis to validate the clinical accuracy of the nomogram.




2.7 Relationship of DRL risk signature with tumor microenvironment in HCC

The immune and stromal scores of each HCC patient were calculated using the ESTIMATE algorithm (26). Next, the levels of 22 immune cell subtypes of each patient were computed using the CIBERSORT algorithm (27). The differentially expressed immune checkpoint genes between high- and low- risk groups were identified using R package “Limma.” Immunophenoscore (IPS) was obtained from the TCIA database (https://tcia.at/home) to predict the relative immune response (28).




2.8 Tumor mutation burden analysis

To delineate the mutational profiles of HCC patients within two distinct risk groups, the Mutation Annotation Format (MAF) was generated using the “maftools” package (29). This MAF served to characterize the mutational landscape of patients with HCC from different DRL risk groups.




2.9 Drug sensitivity analysis

The semi-inhibitory concentration (IC50) values for commonly used chemotherapy agents in HCC patients were calculated using the “pRRophetic” package to predict the clinical performance of chemotherapy agents in different DRL risk groups for HCC patients (30).




2.10 Gene set enrichment analysis, Kyoto encyclopedia of genes and genomes and gene ontology analysis

To identify the potential molecular pathways between the high- and low-risk groups, KEGG, GO, and GSEA were performed. Firstly, R package “Limma” was performed to classified differential expressed genes between high- and low-risk groups (|log2 FC| > 1, p < 0.05). Significant genes were inserted into the Database for Annotation, Visualization, and Integrated Discovery (DAVID, https://david.ncifcrf.gov/) to enrich closely related metabolic pathways. GSEA was performed using GSEA software with c5.all.v7.4 symbols.gmt as a template. The criteria for statistical significance were nominal p < 0.05 and FDR< 0.25.




2.11 Cell culture and human samples

The normal human liver cell line MIHA and the human hepatocellular carcinoma cell lines HA22T, HCCLM3, HepG2, and JHH-7 were purchased from the Cell Bank of the Chinese Academy of Sciences. All cell lines were cultured in DMEM medium (Gibco, USA) containing 10% fetal bovine serum (FBS, Gibco) at 37°C in humidified air with 5% CO2. A total of 16 HCC samples and adjacent normal tissues were collected from patients with HCC who underwent surgical resection at the Sir Run Run Shaw Hospital (SRRSH), in accordance with the principles of the Declaration of Helsinki. Written informed consent was obtained from all the patients. All human samples were obtained after obtaining informed consent as approved by the Institutional Review Board of SRRSH, School of Medicine, Zhejiang University, Hangzhou, China (ethical code: 20210729-282).




2.12 RNA extraction and quantitative real-time PCR

RNA extraction was performed using an RNA-Quick Purification Kit (AG21023, Accurate Biology). Reverse transcription was conducted according to the protocol of the Eco M-MLV RT Premix Kit (AG11706, Accurate Biology). RT-qPCR was conducted on a QuantStudio 1 (Applied Biosystems, Thermo Fisher Scientific, USA) using the SYBR Green Premix Pro Tag HS qPCR kit (AG11701, Accurate Biology). Target gene expression was normalized to the endogenous control gene glyceraldehyde 3-phosphate dehydrogenase (GAPDH). The primers used in this study was listed in Table 2.


Table 2 | Primers for RT-qPCR in this study.






2.13 Cell counting kit-8 assay

HepG2 and JHH-7 cell viability was assessed using the CCK-8 reagent (Meilunbio, China), following the manufacturer’s instructions. Cells were seeded in 96-well plates at a density of 3000 cells/well in 100 μL of medium. Subsequently, CCK8 solution (10 μL) was added to each well at 3, 6, 12, 24, 36, and 48 hours after treatment with glucose-free DMEM. The cells were then further incubated at 37°C for 2 h. The absorbance of each well was measured at 450 nm wavelength using a spectrophotometer.




2.14 Confocal microscopic imaging of F-actin staining

HepG2 and JHH-7 cells were seeded in 24-well plates at a density of 20000 cells per well and treated with DMEM Medium without glucose for 24 h. For actin filament staining, cells were fixed for 30 min at room temperature with 4% paraformaldehyde and then permeabilized for 10 min with permeabilization buffer (0.1% Triton X-100 in PBS). Subsequently, the cells were incubated in darkness at room temperature for 1-2 hours with TRITC Phalloidin (Solarbio, CA1610). Afterward, the cells were then washed twice and mounted with antifade mounting medium containing DAPI (Beyotime, P0131). Finally, all fluorescence images were captured using a confocal microscope (LSM 880, Zeiss).




2.15 Drugs and reagents

Z-VAD-FMK (ZVF, S7023), ferrostatin-1 (Fer-1, S7243), necrostatin-1 (Nec-1, S8037), and N-acetyl cysteine (NAC, S5804) were purchased from Selleck. Tetrathiomolybdate (TTM, 323446) was purchased from Sigma. Tris (2-carboxyethyl) phosphine (TCEP, T2556) was purchased from Thermo Fisher. The concentration of ZVF, Fer-1, Nec-1, NAC, TTM and TCEP were 30μM, 10μM, 20μM, 1mM, 20μM, 1mM.




2.16 Western blotting

Proteins from cells were extracted using radioimmunoprecipitation assay (RIPA) buffer (Fude Biotech, China) containing protease inhibitors. Subsequently, protein concentrations were determined using a Bicinchoninic Acid (BCA) Protein Assay Kit (Meilunbio, China). A total of 20 μg of protein was subjected to sodium dodecyl sulfate–polyacrylamide gel electrophoresis and transferred to a 0.22 or 0.45 µm polyvinylidene difluoride (PVDF) membrane. PVDF membranes were then blocked in 5% skim milk for 2 h. Subsequently, samples were incubated with specific primary antibodies at 4°C overnight. The primary antibodies were as follows: SLC7A11 (82115-2-RR, Proteintech, Wuhan, China), GAPDH (AC002, Abclonal, Wuhan, China). Following this, membranes were incubated with the appropriate secondary antibodies for 2 h at room temperature. Finally, the protein bands were visualized with enhanced chemiluminescence (ECL) Western blotting substrate (Fude Biotech, China).




2.17 RNA interference

The small interference RNAs (siRNAs) was designed and synthesized in GenePharma(China), which could effectively knock down lncRNAs effectively. Cells were transfected with 100 nM of smart silencer for each well using the Lipofectamine™ 3000 transfection reagent (L3000015; Thermo Fisher, USA). After 48 hours of transfection, cells were collected and processed for RT-qPCR and other experiments. The sequences of the lncRNA siRNA were listed in Table 3.


Table 3 | Sequences of siRNAs for related lncRNAs.






2.18 Statistical analysis

All statistical analyses were conducted using R software (Version 4.1.2). Wilcox test was used to compare lncRNA expression levels between HCC and para-noncancerous tissues sourced from TCGA. Differences in the proportions of clinical features were assessed using the chi-square test. A paired t-test was used to compare data between HCC and adjacent normal tissues obtained in-house. Variances among multiple groups were analyzed using one-way ANOVA. Statistical significance was defined as a p-value < 0.05.





3 Results



3.1 Identification of disulfidptosis-related differentially expressed and prognostic lncRNAs in HCC

Initially, we retrieved data from 374 patients diagnosed with HCC from TCGA database, consisting of transcriptomes and clinical information. Subsequently, we identified ten DRGs, as previously reported (Table 1) (17). The flowchart was presented in Figure 1. Figure 2A illustrated the correlation network diagram and provided insights into the interactions among these 10 DRGs in patients with HCC. To assess clinical relevance, we conducted a comparative analysis of gene expression between HCC tissues and adjacent normal tissues. A total of 3261 Differentially Expressed lncRNAs (DELs) were identified based on the criteria of |log2FC|>1, p<0.001. Detailed information on these DEGs were provided in Supplementary Table 1, and the volcano plot in Figure 2B depicted the variation in lncRNA expression levels between HCC and adjacent normal tissues. To investigate the relationship between DRGs and lncRNAs, we performed Pearson correlation analysis with a threshold of R>0.3 and p<0.001, leading to the identification of 863 DCLs, as shown in Supplementary Figure 1. The correlation between DRGs and lncRNAs were shown in Supplementary Table 2. We further integrated the DCLs and DELs, resulting in a set of 494 lncRNAs that were both differentially expressed and correlated, which named “DCDELs” (Figure 2C). Subsequently, we conducted a univariate Cox regression analysis to evaluate the prognostic ability of these DCDELs based on overall survival (OS) data from the TCGA clinical database. This analysis identified 23 prognostic DCDELs (Figure 2D, Supplementary Table 3). The correlation and differential expression between these prognostic DCDELs and DRGs were illustrated in Figure 2E, red indicates a positive correlation, while blue indicates a negative correlation. Furthermore, we generated a Sankey diagram (Figure 2F) to visually represent the roles of DCDELs and DRGs in HCC, providing a clear depiction of their correlation and prognostic significance in the context of patients with HCC.




Figure 1 | The flow chart of this study.






Figure 2 | Identification of disulfidptosis-related differentially expressed and prognostic lncRNAs in HCC. (A) Co-expression network of 10 DRGs. (Red and blue colors represent a positive correlation and a negative correlation, respectively) (B) Volcano plot showed the differentially expressed lncRNA between the HCC tissues and adjacent normal tissues. (red: upregulated, blue: downregulated, grey: no significant) (C) Venn diagram displayed the lncRNAs shared by DCLs and DELs. (D) Forest plots presented the results of the univariate cox regression analysis of the 23 prognostic DCDELs. (E) Correlation of 23 prognostic DCDELs with 10 DRGs in TCGA-HCC Cohort. The color of each unit showed an indication of the degree of correlation. (Red implied a positive relationship, while blue indicated the opposite.) (F) The Sankey diagram demonstrated the roles of DCDELs and DRGs in HCC based on of Pearson’s R>0.3and p<0.001. HCC, hepatocellular carcinoma; DRGs, disulfidptosis-related genes; lncRNAs, long noncoding RNAs; DRLs, disulfidptosis-related long non-coding RNAs; DCLs, disulfidptosis co-expressed lncRNAs; DELs, differentially expressed lncRNAs; *p < 0.05, **p < 0.01, and ***p < 0.001.






3.2 Construction and validation of prognostic DRLs signature in HCC

First, we randomly divided 342 patients into training and test cohorts at a 1:1 ratio. Next, we conducted LASSO regression and multivariate Cox regression analyses to construct a prognostic signature based on the expression profiles of the previously identified 23 prognostic DCDELs (Figure 3A). Figure 3B illustrated the lambda curves obtained from LASSO regression analysis. LASSO regression selected nine lncRNAs based on the optimal penalty parameter λ, and multivariate Cox regression analysis further refined these to five lncRNAs, which were ultimately used to build the disulfidptosis-related prognostic signature. Ultimately, we identified five prognostic DRLs using the optimal penalty parameter λ determined through tenfold cross-validation following the minimum criteria. The risk score for each HCC patient was calculated using the following formula: Risk score = (1.583×TMCC1-AS1 expression) + (0.515×FOXD2-AS1 expression) + (0.577×LINC01063 expression) + (-0.698×AC009283.1 expression) + (-0.890×SLC25A30-AS1 expression) (detailed in Supplementary Table 4).




Figure 3 | Construction and validation of prognostic DRLs signature in HCC. (A, B) Cvfit and lambda curves showed LASSO regression, constructed by the 10-fold cross-validation. (C-E) The distribution and median risk scores in the overall, train and test cohorts. (F-H) The distribution of overall survival status, survival time, and risk score in each cohort. (I-K) The Kaplan-Meier curves depicted the survival status and survival time of the overall, train and test cohorts. (L-N) PCA analysis showed a significant distinction in each cohort. (O-Q) AUC of the time-dependent ROC curves illustrated the ability of the signature consisting of DRLs to predict the 1-, 3- and 5-year OS in each cohort. lncRNAs, long noncoding RNAs; ROC, receiver operating characteristic; AUC, area under the curve; OS, overall survival.



Based on the median risk score, patients were categorized into low- and high-risk groups (Figures 3C-E). To evaluate the feasibility and universality of the prognostic signature, we validated it in the train, test, and all cohorts. All cohorts exhibited a similar distribution in that the mortality rate increased in the high-risk score group, whereas the mortality rate decreased in the low-risk score group (Figures 3F-H). Furthermore, we compared the OS between the high-risk and low-risk groups using the Kaplan-Meier method, and the results revealed that the high-risk group had a significantly shorter OS than the low-risk group (p < 0.001) (Figures 3I-K). Principal Component Analysis (PCA) effectively discriminated the two risk subgroups in the train cohort, test cohort, and all cohorts (Figures 3L-N). The signature showed good performance in predicting survival in all cohorts (1, 3, and 5 years: AUC, 0.782, 0.735, and 0.734), in the train cohort (1, 3, and 5 years: AUC, 0.798, 0.761, and 0.713), and in the test cohort (1, 3, and 5 years: AUC, 0.762, 0.709, and 0.712) (Figures 3O-Q). Taken together, these findings demonstrated that this DRLs signature could serve as a reliable independent predictive tool for patients with HCC.

Additionally, when we compared progression-free survival (PFS) between the high- and low-risk groups, we observed that the PFS of the high-risk group was significantly lower than that of the low-risk group (Supplementary Figures 2A, C, E). Moreover, t-distributed Stochastic Neighbor Embedding (t-SNE) analysis revealed significant differences in distributions between the high- and low-risk groups in the overall dataset, test cohort, and train cohort (Supplementary Figures 2B, D, F).




3.3 Correlation between DRLs signature and clinicopathological features in HCC patients

To explore the association between the 5-DRLs signature and disulfidptosis, we compared the expression levels of 10 DRGs between the low-risk and high-risk groups. The results indicated that the majority of DRGs expression exhibited distinct differences with significant p-values (Supplementary Figure 3). We further analyzed the connections in clinicopathological parameters between the two risk groups (Figure 4A). Significant variations were analyzed in factors such as Survival Status (p<0.001), gender (p<0.01), grade (p<0.05), T stage (p<0.05), stage (p<0.01) and AFP level (p<0.05) between the low- and high-risk groups and the differences were shown in Supplementary Figure 4. In addition, the 5-DRLs exhibited different distributions. AC009283.1 and SLC25A30-AS1 had higher expression levels in the low-risk group, while FOXD2-AS1, LINC01063, and TMCC1-AS1 showed the opposite trend. To further validate the performance of the 5-DRLs prognostic signature, we constructed ROC curves to demonstrate its superiority in terms of predictive accuracy compared to other clinicopathological parameters (Figures 4B-D). The results revealed that our risk signature exhibited excellent predictive performance, with AUC values of 0.782, 0.798, and 0.762 for the total, train, and test groups, respectively, which were significantly higher than those of other clinical univariate variables.




Figure 4 | Correlation between DRLs signature and clinicopathological features in HCC patients. (A) The heatmap showed the distribution of ten specific clinicopathological characteristics and the corresponding risk score for the individual patient based on the predictive signature. Clinicopathological features highlighted in red indicated significant distinction in distribution between the high- and low-risk groups. (B-D) The ROC curves were performed to compare the prognostic accuracy of the signature and other prognostic parameters in overall, train and test cohorts. (E-P) Kaplan-Meier survival curves based on age, gender, grade classification, TNM stage, AFP and vascular invasive for high-risk and low-risk patient groups. *p < 0.05, **p < 0.01 and ***p < 0.001.



In addition, patients with HCC were categorized into different groups based on their age, gender, AFP level, tumor grade, TNM stage, and vascular invasion to verify whether our predictive model could be an effective supplement to the current staging system. For each group, the overall survival of the high-risk patients was remarkably lower than that of the low-risk group (Figures 4E–P). Model validation in different clinical subgroups indicated that the performance and predictive capability of the prognostic signature remained stable and effective under specific clinical conditions. However, if the model excels in a particular clinical subgroup, it may suggest that patients in that subgroup are more suitable for our predictive signature. For instance, our prognostic signature showed superior predictive performance in patients with advanced HCC (stages II-IV) compared to those in the early stage (p<0.001 vs. p=0.015) (Figures 4K, L), indicating its suitability for advanced HCC patients. In summary, validation of our novel signature in clinical subgroups is a pivotal step, ensuring the reliability of research outcomes and providing profound insights for the practical application of the model in clinical practice.




3.4 The predictive value evaluation of the 5-DRLs signature, and the construction and validation of the predictive nomogram

Univariate and multivariate Cox regression analyses were used to explore whether the risk score calculated by the predictive signature could be an independent prognostic indicator for predicting the outcomes of HCC patients. Univariate Cox regression analysis showed that the risk score (hazard ratio [HR] = 1.349, 95%CI = 1.215-1.496, p < 0.001) was a prominent predictor of patients’ prognosis. In addition, gender, grade, stage, T stage, and M stage were all related to prognosis by univariate Cox regression analysis (Figure 5A). However, in the multivariate Cox regression analysis, only grade (HR=2.117, 95%CI=1.216-3.686, p< 0.008) and risk score (HR=1.277, 95%CI=1.142-1.148, p< 0.001) were significant predictors of patients’ prognosis (Figure 5B). The C-index was used to evaluate the discrimination ability of our predictive model. The risk score calculated by our signature exhibited a higher C-index than other clinical variables, underscoring the superiority of our signature (Figure 5C). Additionally, decision curve analysis (DCA) was employed to validate the performance of the prognostic signature. The positive clinical net benefit interval of the risk scores surpassed others in the risk threshold range of 0.1-0.2, which also indicated the superior performance of our five DRLs signature (Figure 5D).




Figure 5 | The predictive value evaluation of the 5-DRLs signature, and the construction and validation of the predictive nomogram. (A, B) The univariate cox and the multivariate cox regression analysis between risk score and other clinicopathological variables in HCC patients. (C) The concordance index of five indicators for OS in patients with HCC. (D) Decision‐curve analysis for five indicators for OS in patients with HCC. (E) A nomogram combined risk score with other clinicopathologic variables (age, gender, grade, pathological tumor stage, T stage, M stage and N stage and vascular invasion) to predict overall survival time in HCC patients. (F-H) Nomogram-predicted probability of 1, 3, 5-year OS.



A nomogram, a common tool to estimate the personal prognosis of tumors, was able to create an individual numerical probability of a clinical event by calculating many prognostic and crucial factors (31). To simplify our model into an easy numerical estimate of the probability of 1-, 3-, and 5-year OS of HCC, a nomogram based on age, gender, grade, stage, T stage, M stage, N stage, vascular invasion, and risk score was established (Figure 5E) (25). The 1-, 3-, and 5-year calibration curves revealed that the predictive outcome was close to the actual OS rate, suggesting a notable predictive value of our signature (Figures 5F-H).




3.5 5-DRLs prognostic signature for immune microenvironment and immunotherapy response discrimination in HCC

Besides the crucial roles of gene mutations and epigenetic alterations in cancer, further investigations have found that the tumor immune microenvironment (TME) play an increasingly pivotal role in tumor physiology (32). The different characteristics of tumors were determined by distinctive stromal cell types and various sub-cell types (33). To explore the correlation between the 5-DRLs signature and TME, the CIBERSORT algorithm, which can estimate the abundance of immune cell types, was used (34). It could be found in the heatmap that various immune cells were significantly distinguished between the low-risk group and the high-risk group (Figure 6A). Specifically, M0 macrophages (p < 0.05), M2 macrophages (p < 0.001), and neutrophils (p < 0.01) were more abundant in the high-risk group, whereas CD8+ T cells (p < 0.01), activated mast cells (p < 0.01), and monocytes (p < 0.05) were more percentage in the low-risk group (Figure 6D). Spearman’s correlation test was used to determine the relationship between the immune score and risk score (R=0.05, p=0.36) and between the stromal score and risk score (R=0.037, p=0.49). However, neither had an apparent relationship (Figures 6B, C).




Figure 6 | 5-DRLs prognostic signature for immune microenvironment and immunotherapy response discrimination in HCC. (A) Relative proportion of 22 different immune cells based on CIBERSORT in the low-risk group and the high-risk group. Immune cells in red indicated that there was a significant difference between two groups. (B) The relationship between the risk score and immune Score. (C) The relationship between the risk score and Stromal Score. (D) The proportion of M0 macrophages, M2 macrophages, activated mast cell, monocyte, neutrophil, and CD8+ T cell in the low-risk group and the high-risk group. (E) Differential expressions of immune checkpoint genes between high- and low-risk groups. (F-I) Immunophenoscore predicts response to immunotherapy with CTLA-4 and PD-1 blockers. *p < 0.05, **p < 0.01, and ***p < 0.001.



The expression levels of CD200R1, CD200, TNFSF4, CD80, VTCN1, CD276, LGALS9, HHLA2, TNFRSF18, CD86, HAVCR2, TNFSF15, and LAIR1 were all significantly higher in the high-risk group, with the exception of ADORA2A (Figure 6E). Remarkably, the expression of CD276 was considerably higher in the high-risk group than in the low-risk group (p < 0.001). Simultaneously, immunophenoscore (IPS), a score based on immunogenicity to predict immunotherapy potential, was used to assess the potential effects of two common immune treatment targets, CTLA-4 and PD-1 (35). As shown in the violin plot, IPS, IPS-CTLA4, IPS-PD1, and IPS-PD1+CTLA4+ were all significantly higher in the low-risk group than in the high-risk group. (P< 0.01) (Figures 6F-I). Therefore, the 5-DRLs signature established in this study has potential immunotherapy predictive value for clinical HCC treatment.




3.6 Correlation between 5-DRLs signature and TMB, and predictive analysis of drug sensitivity

Tumor mutation burden (TMB), which is based on the generation of immunogenic neoantigens from tumor gene mutations, had been regarded as a predictive biomarker for the response to immune checkpoint blockade (ICB) (36). Therefore, we analyzed the correlation between the 5-DRLs signature and TMB and found that their mutative frequencies were similar (high-risk group, 83.04%; low-risk group, 80.25%). Specifically, TP53 (39%), TTN (25%), CTNNB1(18%), MUC16(13%), and PCLO (13%) were the five most frequently mutated genes in the high-risk group, whereas CTNNB1(33%), TTN (20%), MUC16 (19%), TP53 (14%), and ALB (12%) were the top five genes in the low-risk group (Figures 7A, B). Meanwhile, we explored the OS rates between the high-TMB and low-TMB groups and further explored them by considering different risk scores separately. As depicted in Figures 7C, D, the high-TMB group had a relatively more unfavorable outcome (P<0.025) (Figure 7C). In addition, the low-TMB plus low-risk group was the most favorable one among the four groups (P<0.001) (Figure 7D).




Figure 7 | Correlation between 5-DRLs signature and TMB and drug sensitivity analysis. (A, B) Waterfall plot of the TMB in the high- and low-groups revealed the top 15 most frequent mutation genes. (C) The Kaplan–Meier curve for survival status and survival time in the high-and low-TMB groups. (D) The Kaplan–Meier curve for survival status and survival time in the high-TMB + high-risk, low-TMB + high-risk, high-TMB + low-risk and low-TMB + low-risk groups. (E-J) IC50 of elesclomol, docetaxel, vinblastine, sunitinib, gemcitabine and, paclitaxel between the two risk groups. TMB, tumor mutational burden; IC50, half-maximal inhibitory concentration.



To predict the potential for medical treatment and achieve precise individualized oncology therapy, drug-sensitivity analysis based on the different risk groups was performed. The IC50 values of Elesclomol, Docetaxel and Vinblastine were lower in the low-risk group than in the high-risk group, which indicated that they were probably more sensitive to low-risk HCC patients (Figures 7E-G). Conversely, the IC50 values for Sunitinib, Gemcitabine and Paclitaxel were higher in the low-risk group, suggesting a higher likelihood of obtaining better responses in the high-risk group (Figures 7H-J).




3.7 Pathway and functional enrichment analyses of DEGs

To elucidate the potentially different mechanisms in the high- and low-risk groups, we selected differentially expressed genes (DEGs). KEGG pathway enrichment and GO functional annotation analyses were conducted based on the DEGs between the low- and high-risk groups. In KEGG pathway enrichment, many signaling pathways were significantly enriched, and the top 20 involved pathways, including pathways in cancer, cellular senescence, PPAR signaling pathway, and ECM-receptor interaction pathway, were depicted (Figure 8A). The top 100 pathways in the KEGG analysis of the DEGs were shown in Supplementary Table 5. The top 20 pathways enriched by GO functional annotation analysis of DEGs were shown in Figure 8B, which show that pathways such as extracellular matrix organization, nucleus, and identical protein binding were enriched. The top 100 pathways in the GO analysis of the DEGs were shown in Supplementary Table 6.




Figure 8 | Pathway and functional enrichment analyses of DEGs between high- and low- risk group. (A) KEGG pathway enrichment of DEGs between high- and low- risk group. (B) GO functional annotation analysis of DEGs between high- and low- risk group. (C, D) Gene set enrichment analysis between high- and low- risk group.



Furthermore, GSEA was performed to reveal potential biological processes and mechanistic pathways between the different risk groups. The top 100 pathways in the GSEA-KEGG and GSEA-GO analyses between the high- and low-risk groups were shown in Supplementary Table 7. Surprisingly, it was revealed that the regulation of the actin cytoskelet.

on and microtubule motor activity were enriched in the high-risk group (Figures 8C, D). Previous studies had demonstrated that actin, microtubules, and intermediate filaments were integral components of the cytoskeleton. The formation of disulfide bonds in actin cytoskeleton proteins that led to F-actin collapse and generation of forces within cells, ultimately inducing disulfidptosis (17, 37). Hence, it could be inferred that the 5-DRLs signature is closely associated with disulfidptosis.




3.8 Verification of 5 DRLs expressions in HCC cell lines and tissues

According to the data presented in Figure 9A, there were significantly higher expression levels of the five DRLs in HCC tissues than in normal tissues from TCGA database. To further verify this finding, we conducted experiments using a normal liver cell line MIHA and four distinct liver cancer cell lines: HA22T, JHH-7, HCCLM3, and HepG2. Subsequently, we extracted RNA from each cell line and used RT-qPCR to confirm the expression levels of these lncRNAs. The results demonstrated that the five DRLs exhibited higher expression levels in HCC cells than in normal liver cells (Figures 9B-F). For further corroboration, we collected 16 pairs of HCC tissues and adjacent normal tissues from patients with HCC who had undergone surgical resection. Similar results were observed in these clinical samples, indicating higher expression levels of the aforementioned lncRNAs in HCC tissues, except SLC25A30-AS1 (Figures 9G-K).




Figure 9 | Verification of 5 DRLs expressions in HCC cell lines and tissues. (A) The heatmap of the expression of 5 DRLs in HCC tissues and adjacent tissues from TCGA database. (B-F) 5 lncRNAs’ (FOXD2-AS1, LINC01063, TMCC1-AS1, SLC25A30-AS1, AC009283.1) expression levels in liver cell lines and different HCC cell lines including MIHA, HA22T, HCCLM3, JHH-7, HepG2 (n=3) (One-way ANOVA). (G-K) 5 lncRNAs’ expression levels in HCC tissues and adjacent normal tissues (T-test). *p < 0.05, **p < 0.01, ***p < 0.001 and ****p<0.0001. ns, no significance.






3.9 Validation of disulfidptosis phenotype in HCC cell lines

To verify the phenomenon of disulfidptosis could be repeated in HCC, we induced disulfidoptosis in selected HCC cell lines through glucose deprivation. Initially, we compared the expression levels of SLC7A11 gene among different liver cell lines and HCC cell lines in mRNA level and protein level. The result revealed that all of HCC cell lines exhibited higher expression levels than the normal liver cell line MIHA. Among the HCC cell lines, HepG2 and HCCLM3 displayed significantly elevated expression, whereas HA22T and JHH-7 had relatively lower levels (Figures 10A, B). Subsequently, we selected HepG2, characterized by high SLC7A11 expression level, and JHH-7, characterized by low SLC7A11 expression level, to validate the disulfidoptosis phenotype in HCC. The cell viability curve indicated that HepG2 was more sensitive to disulfidoptosis (Figure 10C). Besides, after exposing both cell lines in glucose deprivation for 12 hours, we fixed those cells in 4% formaldehyde and stained them with phalloidin. HepG2 cells exhibited substantially morphological changes, including intensified cytoskeletal staining. Compared with normal cells, treated cells displayed contraction, actin filament accumulation and reduced cell volume (Figure 10D). Relatively lesser changes were observed in JHH-7 cells (Figure 10E).




Figure 10 | Validation of disulfidptosis phenotype between HCC cell lines. (A) The expression levels of SLC7A11 gene in 5 cell lines (n=3) (One-way ANOVA). (B)The Western blot bands of SLC7A11 and GAPDH protein in 5 cell lines (n=3) (One-way ANOVA). (C) Cell viability curve of HepG2 and JHH-7 about 6, 12, 18 and 24 h after glucose starvation treatment, respectively (Two-way ANOVA). (D, E) F-actin staining by phalloidin of HepG2 and JHH-7. (F, G) The rescue effect of cell death inhibitors in HepG2 and JHH-7 undergoing disulfidptosis for 12 hours was explored through CCK8 assay (One-way ANOVA). ZVF, Z-VAD-FMK; Fer-1, ferrostatin-1; Nec-1, necrostatin-1; NAC, N-acetyl cysteine; TTM, Tetra thiomolybdate; TCEP, Tris(2-carboxyethyl) phosphine. * p < 0.05, **p < 0.01, and ****p < 0.0001. ##p<0.01, ####p<0.0001. (*means compared with group Ctrl; #means compared with group -GLC).



We also explored the expression of ten disulfidptosis-related genes in the TCGA database and in 16 HCC patients. As shown in Supplementary Figures 5 and 6, we presented the expression of these ten genes in TCGA and HCC patients, respectively. It was observed that most of the disulfidptosis-related genes were more highly expressed in HCC tissues compared to normal tissues. This indicates that these genes could potentially be targeted to induce disulfidptosis and serve as treatment targets for HCC in future.

To further confirm that cell death induced by glucose deficiency was not caused by other forms of cell death, we introduced various cell death inhibitors, such as Ferrostatin-1 (Fer-1, a ferroptosis inhibitor), Necrostatin-1 (Nec-1, a necroptosis inhibitor), Z-VAD-FMK (ZVF, an apoptosis inhibitor), N-acetyl cysteine (NAC, an antioxidant), Tetra thiomolybdate (TTM, a cuproptosis inhibitor) to the treatment groups during the 12-hour glucose starvation and detected the cell viability. However, these inhibitors did not alleviate cells death. Surprisingly, the addition of Tris(2-carboxyethyl) phosphine (TCEP), a non-thiol reducing agent, resulted in a remarkable rescue in cell death (Figures 10F, G). In summary, our study conclusively showed that glucose deprivation could trigger disulfidptosis in HCC. The extent of this novel cell death was directly correlated with the expression level of the SLC7A11 gene. Besides, this cellular damage resulting from sulfide accumulation could be mitigated by TCEP.




3.10 Disulfidptosis regulated by LINC01063 and FOXD2-AS1

According to the disulfidptosis-related lncRNA signature, five lncRNAs (AC009283.1, SLC25A30-AS1, FOXD2-AS1, LINC01063, and TMCC1-AS1) were identified as central components within this network, suggesting their potential significance in the disulfidptosis of HCC.

We selected two lncRNAs, FOXD2-AS1 and LINC01063, for further investigation. Initially, we designed silencing RNAs to knock down the expression of FOXD2-AS1 and LINC01063 in the HepG2 cell line. The knockdown efficiency was confirmed via RT-qPCR, revealing that LIN010613 siRNA1 and FOXD2-AS1 siRNA2 achieved greater than 70% knockdown efficiency (Figures 11A, D). Subsequent cell viability assays demonstrated that the depletion of FOXD2-AS1 and LINC01063 sensitized HCC cells to disulfidptosis (Figures 11B, E). After 24 hours of glucose starvation, cells with LINC01063 and FOXD2-AS1 knockdown showed significantly lower viability compared to the control group. Additionally, fluorescence microscopy with F-actin staining further demonstrated that, after 12 hours of glucose starvation, cells with LINC01063 and FOXD2-AS1 knockdowns displayed more markedly abnormal cell morphology (Figures 11C, F). Specifically, these HepG2 cells exhibited substantial morphological changes, including intensified cytoskeletal staining, pronounced cytoskeletal shrinkage, actin filament accumulation, and reduced cell volume (Figures 11G, H).




Figure 11 | LINC01063 and FOXD2-AS knockdown increases susceptibility to disulfidptosis in HepG2 cells. (A, D) The expression levels of LINC01063 and FOXD2-AS lncRNAs in HepG2 cells, with or without siRNA treatment, are shown (n=3) (One-way ANOVA). (B, E) HepG2 cells with or without LINC01063 and FOXD2-AS knockdown were subjected to glucose starvation for 0, 6, 12, 18, and 24 hours, followed by assessment using the CCK8 reagent (Two-way ANOVA). (C, F) The proportion of abnormal cells in different groups was quantified using F-actin staining images obtained with a fluorescence microscope (T-test). (G, H) Representative fluorescence images of F-actin staining after 12 hours of glucose starvation are shown for HepG2 cells with or without LINC01063 and FOXD2-AS knockdown. **p < 0.01, ***p < 0.001 and ****p < 0.0001.



These findings corroborate our bioinformatics analysis, which indicated that the lncRNAs within the prognostic signature play a regulatory role in disulfidptosis. Specifically, the downregulation of lncRNAs such as LINC01063 and FOXD2-AS1 enhances the sensitivity of HCC cells to disulfidptosis. The precise regulatory mechanisms underlying this effect warrant further investigation.





4 Discussion

HCC is the sixth most common cancer worldwide and is known for its high mortality rate and aggressiveness (38). Therefore, understanding the pathogenesis of HCC and exploring new diagnostic and prognostic markers are crucial. Meanwhile, disulfidptosis has provided a new theoretical foundation for the development of innovative antitumor treatments (17). In this study, we conducted a comprehensive analysis of the transcriptional expression of 10 disulfidptosis-related genes (DRGs) in HCC patients based on the TCGA database. Subsequently, we identified the co-expressed lncRNAs associated with these DRGs and developed a novel scoring system based on five co-expressed prognostic-related lncRNAs (FOXD2-AS1, SLC25A30-AS1, TMCC1-AS1, LINC01063, and AC009283.1). ROC, C-index, and DCA analyses revealed that the risk signature had high accuracy and excellent sensitivity. Moreover, univariate and multivariate Cox analyses confirmed it to be an independent prognostic factor for patients according to univariate and multivariate Cox analyses. In addition, we created a nomogram by combining the risk score with other clinicopathological features. This nomogram provided an intuitive and quick individualized risk assessment for patients with HCC. We established a signature of lncRNAs associated with disulfidptosis, providing a potential strategy for guiding individualized treatment and contributing to the prediction of prognosis and immune response in HCC patients. Finally, we validated the relative expression of the five lncRNAs in both cell lines and HCC tissues and verified the disulfidptosis phenotype of HCC under glucose deprivation.

The five DRLs, components of our signature, were identified as potentially associated with HCC and disulfidptosis in the existing literature. We discovered that these lncRNAs had been previously studied in various types of cancers. For instance, Miranda’s research indicated that lncRNA AC009283.1 may be causally related to carcinogenesis. It has been suggested that AC009283.1, contributes to the malignant phenotype of the HER2-rich subtype of breast cancer, leading to an upregulation of tumor cell proliferation capacity and resistance to apoptosis (39). However, in our risk signature, AC009283.1 exhibited higher expression levels in the lower-risk group (Figure 4A). The heterogeneity of tumors may be responsible for this inconsistency. For LINC01063, Xu’s al. reported that it acted as an oncogene in melanoma by functioning as a sponge for miR-5194, leading to increased cancer cell proliferation, migration, invasion, and epithelial-mesenchymal transition (40). TMCC1-AS1 has also been implicated as a tumor promoter; its suppression led to increased E-cadherin expression and decreased proliferating cell nuclear antigen Ki67 expression in HCC cells (41). Mechanistic insights into FOXD2-AS1 have been extensively explored in gastric cancer, colorectal cancer, breast cancer, and other malignancies, primarily focusing on its cancer-promoting properties. For example, Xu et al. revealed that the knockdown of FOXD2-AS1 reduced transmembrane protein 9 (TMEM9) expression and increased the sensitivity of HCC cells to sorafenib (42). In addition, SLC25A30-AS1 showed a lower expression level in the high-risk group of our risk signature, which correlated with poor prognosis (Figure 4A). Hence, further experiments are required to elucidate how SLC25A30-AS1 regulates the malignant behavior of HCC.

TMB, associated with neoantigens present on the surface of cancerous cells, complements conventional biomarkers for predicting the effectiveness of ICB (43). Previous studies have reported that patients with high TMB tend to have poorer survival and better response to ICB (44). In this study, there was a significant disparity in TP53 and CTNNB1 gene mutations between the two groups: the high-risk group exhibited a higher frequency of TP53 gene mutations, whereas the low-risk group showed an elevated frequency of CTNNB1 gene mutations. CTNNB1-mutated HCC has been proven to be a homogeneous subtype of non-proliferative tumors with well-differentiated characteristics such as an intact tumor capsule, cholestasis, microtrabecular, and pseudoglandular architectural patterns (45, 46). Conversely, TP53-mutated tumors were poorly differentiated, with a compact pattern, multinucleated and pleomorphic cells, and vascular invasion (46). Additionally, previous studies have shown that TP53 could inhibit the expression of SLC7A11 (a key component of the cystine/glutamate antiporter), reducing the uptake of cystine and synthesis of cysteine-dependent glutathione (GSH), destroying cellular antioxidant defenses, ultimately accelerating ROS accumulation, and inducing ferroptosis (15, 47). However, high expression of SLC7A11 combined with glucose starvation could result in disulfidptosis (47, 48). Therefore, the cellular and molecular mechanism of how TP53 regulated the disulfidptosis and the balance between disulfidptosis and ferroptosis require further exploration.

Tumor cells under continuous evolution driven by constant selection and mutual interaction within the entire cellular ecosystem, ultimately giving rise to adaptive cellular phenotypes within the tumor microenvironment (TME) (49, 50). In our study, M2 macrophages were highly recruited to the high-risk group. Macrophages, which are versatile and heterogeneous innate immune cells, possessed plasticity that allows them to interact with a wide range of cell type including tumor cells, T lymphocytes, endothelial cells (ECs), and fibroblasts. This interaction can subsequently promote tumor tolerance and progression (51). Recent research has revealed a correlation between an unfavorable prognosis and M0 macrophages in HCC (52). In addition, there were two distinct types of polarized macrophages. Type 1-polarized macrophages (M1), identified by the expression of CD80, CD86, MHC II, iNOS, and CD68, were phagocytic and could impede tumor progression. In contrast, type 2-polarized macrophages (M2), induced under the influence of IL-4, IL-13, IL-10, and M-CSF, were immunosuppressive cells characterized by the expression of CD206, CD204, VEGF, CD163, and Arg-1. These actions can suppress the anti-cancer immune response (32, 53). Therefore, the high-risk group with higher recruitment of M2 macrophages in our study may have a relatively worse anticancer immune response, highlighting the predictive value of the prognostic signature in the TME.

In recent years, immune checkpoint inhibitors have been vigorously developed for cancer therapy. Atezolizumab plus Bevacizumab and Tremelimumab plus Durvalumab have been widely approved as standard-of-care first-line therapies for HCC (54). Tremelimumab, an anti-CTLA-4 antibody, inhibit the interaction between CTLA-4 and B7-1 (CD80) and CTLA-4 and B7-2 (CD86), reactivating T lymphocytes (55). As illustrated in Figure 6E, the gene expression of CD80 and CD86 was higher in the high-risk group, suggesting that Tremelimumab may be more effective in this group. In addition, the expression of CD276 (B7-H3) was significantly higher in the high-risk group. CD276, which is selectively expressed in tumor and immune cells, was associated with tumor cell proliferation, metastasis, and therapeutic resistance (56). Therefore, our 5-DRLs signature may have the potential to predict the expression of immune checkpoint genes and related immunotherapeutic responses.

However, this study remained several limitations. Firstly, our analysis relied on retrospective patient information available from public datasets. No external database was available to validate the reliability of the signature in terms of lncRNA expression and clinical prognostic data. Additional verification using prospective multicenter real-world data is required for this risk signature. Secondly, we only verified the differential expression of five lncRNAs in HCC compared to normal subjects using a small sample size. Thirdly, we only confirmed that disulfidptosis could be induced in HCC, without further investigation into the mechanisms and applications of this signature. Therefore, further studies are needed to thoroughly elucidate the function of disulfidptosis-related lncRNAs in HCC in future research.




5 Conclusion

In summary, we developed a novel 5-DRLs signature with excellent specificity and sensitivity, serving as a reliable prognostic indicator for patients with HCC. The nomogram, which includes age, clinical TNM staging, and risk scores, provides a straightforward tool for predicting the survival period of patients with HCC. Additionally, our signature has the potential to predict the effectiveness of immunotherapy and targeted therapies. We believe that our signature can build a bridge between HCC and disulfidptosis, ultimately serving as a clinically applicable diagnostic and therapeutic tool.
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LncRNA name
FOXD2-AS1-Homo-1
FOXD2-AS1-Homo-2
FOXD2-AS1-Homo-3
LINC01063-Homo-1
LINC01063-Homo-2

LINC01063-Homo-3

sense(5'-3')
GAGGGACAGCCAAGAAUACTT
AGUCCCAGACAGGGUAACUTT
GUCAGGAACUAAAGGACUGTT
AUCAAGCGGUGGCAGUUCATT
GGAAGGUGAUUGGCUAGAGTT

UGCGAGCAUCAUGUUGCCUTT

)

GUAUUCUUGGCUGUCCCUCTT

antisense(5

AGUUACCCUGUCUGGGACUTT
CAGUCCUUUAGUUCCUGACTT
UGAACUGCCACCGCUUGAUTT
CUCUAGCCAAUCACCUUCCTT

AGGCAACAUGAUGCUCGCATT
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Primer name Sequence (5'-3)

TMCCI1-ASI-F GGTAGGGTAGCAGGTCAGCATATC
TMCCI1-ASI-R TTGTCACAGGCCAGACTACCAG
FOXD2-AS1-F TATGTGGTAGGGGACTCGCT
FOXD2-ASI-R GGTTTCAAGTGGCGCTGTTT
LINC01063-F CCTGAGCCTGGAAGGTGATT
LINC01063-R TGACTGAGGTTCGCTGTGAC
SLC25A30-AS1-F CAAGTGCCCCTCAGGATCTTC

SLC25A30-AS1-R

AATTTCTCTTCCACCTCCCAGTC

AC009283.1-F

GCATCTGAGCAGCTGTGCAGCA

AC009283.1-R

CCTCCTCATCATCCTCCTIGTGGGT

GAPDH-F

GAPDH-R

SLC7A11-F

SLC7A11-R

CTCTGCTCCTCCTGTTCGAC

ACCAAATCCGTTGACTCCGA

TCTCCAAAGGAGGTTACCTGC

AGACTCCCCTCAGTAAAGTGAC
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Official Symbol Official Full Name

GYS1 Glycogen Synthase 1
NDUFS1 NADH Dehydrogenase Fe-S Protein 1
OXSM 3-Oxoacyl-ACP Synthase, Mitochondrial
LRPPRC Leucine Rich Pentatricopeptide Repeat Containing
NDUFAL1 NADH: Ubiquinone Oxidoreductase Subunit A11

NUBP Iron-Sulfur Cluster Assembly

NUBPL Factor, Mitochondrial
NCKAP1 NCK Associated Protein 1
RPN1 Ribophorin I
SLC3A2 Solute Carrier Family 3 Member 2

SLC7A11 Solute Carrier Family 7 Member 11
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GSE39582

Characteristics TCGA_COAD
Training All
<60 107 (27.23%) 50 (29.76%) 160 (27.40%) 160 (28.83%)
Age 0.808
>60 286 (72.77%) 118 (70.24%) 424 (72.60%) 395 (71.17%)
Female 179 (45.43%) 74 (44.05%) 263 (44.96%) 264 (47.57%)
Gender 0.955
Male 215 (54.57%) 94 (55.95%) 322 (55.04%) 291 (52.43%)
Proximal 153 (38.83%) 67 (39.88%) 232 (39.79%)
Location 0.949 NA
Distal 241 (61.17%) 101 (60.12%) 351 (60.21%)
pMMR 306 (85.00%) 138 (88.46%) 459 (85.63%)
MMR 0.574 NA
dMMR 54 (15.00%) 18 (11.54%) 77 (14.37%)
WT 105 (43.21%) 54 (50.94%) 161 (45.87%)
TP53_MUT 0410 NA
MU 138 (56.79%) 52 (49.06%) 190 (54.13%)
WT 224 (58.79%) 101 (63.12%) 328 (60.18%)
KRAS_MUT 0.643 NA
MU 157 (41.21%) 59 (36.88%) 217 (39.82%)
WT 321 (89.92%) 138 (91.39%) 461 (90.04%)
BRAF_MUT 0.865 NA
MU 36 (10.08%) 13 (8.61%) 51 (9.96%)
Negative 72 (22.22%) 36 (26.47%) 112 (23.28%)
CIN_status 0.616 NA
Positive 252 (77.78%) 100 (73.53%) 369 (76.72%)
Stage /11 202 (51.27%) 92 (54.76%) 309 (52.82%) 307 (55.12%)
TNM_stage 0.739
Stage I11/IV 192 (48.73%) 76 (45.24%) 276 (47.18%) 250 (44.88%)
Mo 338 (88.95%) 141 (88.12%) 499 (89.11%) 405 (83.51%)
TNM_M 0.941
M1 42 (11.05%) 19 (11.88%) 61 (10.89%) 80 (16.49%)
NoO 204 (51.78%) 95 (56.55%) 314 (53.68%) 326 (58.53%)
TNM_N 0.576
N1/2/3 190 (48.22%) 73 (43.45%) 271 (46.32%) 231 (41.47%)
T1/2 36 (9.14%) 19 (11.31%) 61 (10.43%) 103 (18.49%)
TNM_T 0.690
T3/4 358 (90.86%) 149 (88.69%) 524 (89.57%) 454 (81.51%)
0 261 (66.24%) 110 (65.48%) 385 (66.49%) 412 (77.30%)
0s 0.970
1 133 (33.76%) 58 (34.52%) 194 (33.51%) 121 (22.70%)
<2 232 (58.88%) 100 (59.52%) 334 (57.69%) 266 (49.91%)
OS.time 0.884
>2 162 (41.12%) 68 (40.48%) 245 (42.31%) 267 (50.09%)

MMR, defective mismatch repair; OS, overall survival. NA, Not applicable.
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Intervention

Aims of the study

Identifier

Combination
of chemotherapy

Combination
of Radiotherapy

Others

Ovarian Cancer

Hepatocellular carcinoma

Head and Neck Cancer

Colorectal Cancer Metastatic

Cholangiocarcinoma

Non-small Cell Lung Cancer

Rectal Neoplasms

Colorectal Cancer Metastatic

Non-small Cell Lung Cancer

Solid Tumor

Mycosis Fungoides

Squamous Cell Carcinoma of
the Head and Neck

Solid Tumor

Melanoma

Hepatocellular Carcinoma

Ovarian Breast SCLC
Gastric Cancers

Non- Small Cell Lung Cancer

Non-small Cell Lung Cancer

Advanced Solid Tumors

Esophageal Squamous
Cell Carcinoma

Urinary Bladder Neoplasms

Biliary Tract Neoplasms;
Liver Cancer;
Hepatocellular Carcinoma

Melanoma

Breast Cancer

Esophageal Cancer

Bladder Cancer

Thymic Epithelial Tumor;
Recurrent Thymoma
Thymic Cancer

Carboplatin-pegylated Liposomal Doxorubicin

(PLD) or Doxorubicin Combination

Chemotherapy with Tocilizumab and Pegylated

Interferon Alpha (Peg-Intron)

Envafolimab; Lenvatinib combined with TACE

PD-L1 inhibitor

Digoxin

Capecitabine; Oxaliplatin;
Bevacizumab; Pembrolizumab

Novel combination of chemotherapy
and immunotherapy

Nivolumab; Oxaliplatin; Ipilimumab

Oxaliplatin; Capecitabine and Anti-PD-1
monoclonal antibody

Nivolumab FLOX

Atezolizumab and Vinorelbine

SQZ-AAC-HPV; Ipilimumab; Nivolumab

Cemiplimab

Atezolizumab and UCPVax

RAPA-201 Rapamycin Resistant T Cells and
Chemotherapy Prior to RAPA-201 Therapy

Ipilimumab and Nivolumab

Nivolumab and SIR-Spheres

Olaparib; MEDI4736; Bevacizumab

High-dose radiotherapy alone or concurrent
cisplatin-doublet therapy

Radiotherapy and atezolizumab/tiragolumab
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and NLG802 (indoximod Prodrug)

Radiotherapy combined with immune
checkpoint inhibitors

radiotherapy and Tislelizumab
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Chemoembolization Radiofrequency
Ablation Cryoablation
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Cryoablation

Cryotherapy

Mitomycin C

PT-112

Feasibility of the Combination of
Chemotherapy (Carbo/Caelyx or Carbo/
Doxorubicin) With Tocilizumab (mAb
IL-6R) and Peg-Intron in Patients With
Recurrent Ovarian Cancer

Envafolimab, Lenvatinib Combined With
TACE in the Treatment of Unresectable
Locally Advanced
Hepatocellular Carcinoma

Potentiation of Cisplatin-based
Chemotherapy by Digoxin in Advanced
Unresectable Head and Neck
Cancer Patients

Chemotherapy and Immunotherapy as
Treatment for MSS Metastatic Colorectal

Cancer With High Immune Infiltrate

Durvalumab and Tremelimumab With
Platinum-based Chemotherapy in
Intrahepatic Cholangiocarcinoma

Nivolumab and Ipilimumab in
CombinationWith Immunogenic
Chemotherapy for Patients With

Advanced NSCLC

Rectal Artery Infusion Chemotherapy
Combined With Anti-PD1 Antibody for
MSS LARC

METIMMOX: Colorectal Cancer
METastasis - Shaping Anti-tumor
IMMunity by OXaliplatin
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