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Editorial on the Research Topic

Artificial intelligence in acute neurology

Introduction

What if an algorithm could predict a life-threatening stroke hours before symptoms

appear—or even before the patient realizes they are at risk? In acute Neurology, artificial

intelligence (AI) is not just a tool; it can become the difference between life and death. No

longer confined to theoretical algorithms or experimental models, AI is now influencing

real-time decision-making, predictive analytics, and diagnostic accuracy. Its ability to

analyze vast datasets, recognize complex patterns, and offer data-driven insights has

transformed not just how we approach neurological emergencies, but also how we envision

the future of patient care.

There is a lot of interest in AI’s potential in automating image interpretation,

identifying brain abnormalities with unprecedented accuracy, and accelerating

diagnoses—thereby reducing the burden on clinicians and enhancing patient outcomes.

This special edition, “Artificial intelligence in acute neurology,” reflects the rising global

interest in this field and the growing momentum for integrating AI into clinical workflows.

It features 17 high-quality manuscripts authored by 156 researchers from prestigious

institutions across the United States, China, Germany, Japan, Singapore, India, the

United Kingdom, Canada among other countries.

Since its launch, this Research Topic has garnered over 28,000 views and almost 10,000

downloads—demonstrating its global relevance and the increasing recognition of AI’s

transformative potential in clinical Neurology. Below, we highlight key insights, emphasize

emerging trends, and discuss future directions for this dynamic and rapidly evolving field.

Key highlights from the research contributions

AI’s applications in acute Neurology span a wide range—from prehospital care,

predictive modeling and diagnostic innovations to clinical decision support. The

manuscripts in this special edition collectively give a glimpse onto how AI can redefine

neurological care across these domains.
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Predictive models for neurological and
systemic complications

AI-driven predictive models are enhancing clinicians’

ability to anticipate complications such as early neurological

deterioration, cerebral edema, and recurrent intracerebral

hemorrhage. These tools enable earlier interventions, reducing

morbidity, and improving long-term outcomes. Furthermore,

AI’s role extends beyond the brain—models predicting systemic

issues like postoperative urinary retention and sepsis-associated

encephalopathy illustrate AI’s versatility in managing complex

neurological patients holistically.

Diagnostic innovations using imaging data

AI has shown remarkable potential in imaging analysis, from

detecting subtle ischemic changes on CT scans to predicting

stroke outcomes using radiomics and machine learning. Models

integrating clinical and imaging data have improved diagnostic

precision for conditions like post-concussive syndrome and

intracranial hemorrhage, even in resource-limited settings.

These advancements are democratizing access to expert-level

diagnostics globally.

AI in critical care and clinical
decision-making

AI supports clinical decision-making by offering real-time,

data-driven insights that enhance patient monitoring and risk

assessment in Neurocritical care. Models predicting complications

such as postoperative pneumonia in subarachnoid hemorrhage

patients or identifying high-risk stroke patients underscore AI’s

potential to improve care pathways, reduce errors, and optimize

resource allocation.

Prehospital and global applications

AI’s influence extends beyond hospital walls. In prehospital

settings, AI models may assist in rapid stroke classification and

triage, improving time-to-treatment metrics. Notably, models

designed for resource-limited environments highlight AI’s potential

to bridge healthcare disparities, enabling frontline providers to

make informed decisions even in the absence of specialist support.

Collectively, these studies demonstrate AI’s capacity to

enhance neurological care across the entire continuum—from the

prehospital environment to critical care units—ushering in an era

where data-driven insights complement clinical expertise.

Ethical considerations in AI for acute
neurology

While AI holds transformative potential, its integration

into clinical practice raises critical ethical considerations.

Addressing these challenges proactively is essential to

ensure AI supports patient-centered, equitable, and safe

neurological care.

Transparency and accountability

Many AI models operate as “black boxes,” making it

difficult to understand how specific predictions are generated.

Ensuring transparency in AI algorithms is vital for building

clinician trust. Explainable AI (XAI) techniques, such as

SHapley Additive exPlanations (SHAP), help demystify

these models by illustrating how various data inputs

influence outcomes.

Bias and fairness

AI models are only as unbiased as the data they are trained

on. If datasets lack diversity, models may perpetuate healthcare

disparities, particularly for underrepresented populations.

Ensuring fairness requires deliberate efforts to diversify training

datasets and develop algorithms that perform consistently across

different demographic groups.

Data privacy and security

AI relies on large datasets, often aggregated from multiple

sources. Protecting patient privacy while enabling data-driven

innovation is a delicate balance. Privacy-preserving techniques

like federated learning offer promising solutions, allowing

models to learn from decentralized data without compromising

individual privacy.

Clinical responsibility

AI is a decision-support tool—not a replacement for

clinical judgment. Clear guidelines must define the roles

and responsibilities of clinicians when using AI-driven

recommendations. In cases of adverse outcomes, questions

around liability—whether it rests with the developer, the

clinician, or the institution—must be addressed within legal and

ethical frameworks.

By fostering transparency, fairness, and accountability, we can

harness AI’s potential responsibly, ensuring it complements rather

than complicates clinical care.

Future directions for AI in acute
neurology

As AI continues to evolve, several emerging trends are poised

to shape the future of acute neurology.
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Personalized neurological care

AI’s ability to analyze large, complex datasets opens the door

to truly personalized medicine. Integrating genomic, imaging, and

clinical data, AI can predict individual responses to treatments,

tailoring interventions for conditions like stroke, traumatic brain

injury, and neuroinflammatory diseases.

Real-time decision support

The future lies in real-time AI applications that continuously

monitor patients in neurocritical care units. These systems can

detect early signs of clinical deterioration—such as impending

cerebral edema, vasospasm in aSAH patients or intracranial

hypertension in traumatic brain injury (TBI)—allowing for rapid

interventions before irreversible damage occurs.

Adaptive learning models

Unlike traditional algorithms that remain static after

deployment, adaptive AI models can learn from new data,

continuously refining their predictions. This dynamic capability

ensures that AI systems evolve alongside advances in medical

knowledge and changes in patient populations.

Integration with brain-computer interfaces

The convergence of AI with BCIs offers exciting possibilities,

particularly for patients with severe neurological impairments.

AI-enhanced BCIs could improve communication and motor

control for individuals with conditions like locked-in syndrome or

advanced neurodegenerative diseases.

Global health and resource-limited settings

AI’s potential to improve care extends beyond high-

resource settings. Models designed for use in resource-limited

environments—where access to specialists is scarce—can

democratize neurological care, providing diagnostic and

decision-support tools to frontline healthcare workers worldwide.

While the promise of AI in acute neurology is vast, realizing its

full potential will require ongoing collaboration across disciplines,

continuous evaluation, and a commitment to ethical, patient-

centered care.

Call to action

The integration of artificial intelligence into acute neurology

represents a paradigm shift—one that holds the promise of

transforming patient outcomes through enhanced diagnostics,

predictive analytics, and personalized care. However, realizing this

potential requires coordinated efforts from clinicians, researchers,

policymakers, and technologists.

Foster interdisciplinary collaboration

AI’s successful integration into clinical practice depends

on partnerships between neurologists, data scientists,

ethicists, and engineers. Collaborative research will ensure

that AI models are not only technically robust but also

clinically meaningful.

Promote ethical AI development

Stakeholders must prioritize fairness, transparency, and

accountability in AI development. Ethical frameworks

should guide data collection, model training, and

clinical deployment to ensure that AI benefits all

patients equitably.

Invest in education and capacity building

Healthcare professionals need ongoing education to

effectively leverage AI tools. Training programs should

focus on understanding AI’s capabilities and limitations,

fostering a culture of informed adoption rather than

passive reliance.

By embracing these principles, the neurological community can

lead the way in shaping an AI-driven future that prioritizes patient

wellbeing, clinical excellence, and ethical integrity.

Conclusion

The contributions in this special edition underscore the

transformative potential of AI in acute neurology. From predictive

modeling and diagnostic innovations to ethical considerations

and future directions, the 17 manuscripts featured here reflect

a vibrant, global effort to harness AI’s power for the benefit of

patients worldwide.

However, the journey toward full integration is not without

challenges. Ethical dilemmas, data privacy concerns, and the

need for interdisciplinary collaboration will shape how AI evolves

within clinical practice. By addressing these challenges head-on,

we can ensure that AI serves as a tool for empowerment—

enhancing clinical decision-making, improving patient outcomes,

and advancing the frontiers of neurological care.

We extend our deepest gratitude to the authors, reviewers,

and editorial board members for their dedication and

contributions. With over 16,000 views and 8,000 downloads,

this Research Topic has already made a meaningful impact,

sparking conversations, and inspiring innovation across the

neurological community.

The future of acute Neurology will be defined not just

by the data we collect and the AI models we develop, but

primarily by how intelligently we use them. Now is the time

to lead, innovate, and transform. And it is the time to decide

how AI can work for us and not replacing us. We will always

need empathetic and judicious neurologists. AI should support

their clinical tasks and reduce cognitive biases, but for the
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sake of our patients those tasks should remain an eminently

human endeavor.
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Stroke classification and treatment 
support system artificial 
intelligence for usefulness of 
stroke diagnosis
Nobukazu Miyamoto 1*, Yuji Ueno 1, Kazuo Yamashiro 1, 
Kenichiro Hira 1, Chikage Kijima 1, Naoki Kitora 2, Yoshihiko Iwao 2, 
Kayo Okuda 2, Shohei Mishima 2, Daisuke Takahashi 2, 
Kazuto Ono 3, Mika Asari 4, Kazuki Miyazaki 4 and 
Nobutaka Hattori 1*
1 Department of Neurology, Juntendo University School of Medicine, Tokyo, Japan, 2 HACARUS INC., 
Kyoto, Japan, 3 Ohara Pharmaceutical Co., Ltd., Tokyo, Japan, 4 PARKINSON Laboratories Co., Ltd., 
Tokyo, Japan

Background and aims: It is important to diagnose cerebral infarction at an early 
stage and select an appropriate treatment method. The number of stroke-trained 
physicians is unevenly distributed; thus, a shortage of specialists is a major 
problem in some regions. In this retrospective design study, we tested whether 
an artificial intelligence (AI) we built using computer-aided detection/diagnosis 
may help medical physicians to classify stroke for the appropriate treatment.

Methods: To build the Stroke Classification and Treatment Support System AI, the 
clinical data of 231 hospitalized patients with ischemic stroke from January 2016 
to December 2017 were used for training the AI. To verify the diagnostic accuracy, 
151 patients who were admitted for stroke between January 2018 and December 
2018 were also enrolled.

Results: By utilizing multimodal data, such as DWI and ADC map images, as well 
as patient examination data, we  were able to construct an AI that can explain 
the analysis results with a small amount of training data. Furthermore, the AI was 
able to classify with high accuracy (Cohort 1, evaluation data 88.7%; Cohort 2, 
validation data 86.1%).

Conclusion: In recent years, the treatment options for cerebral infarction have 
increased in number and complexity, making it even more important to provide 
appropriate treatment according to the initial diagnosis. This system could be used 
for initial treatment to automatically diagnose and classify strokes in hospitals 
where stroke-trained physicians are not available and improve the prognosis of 
cerebral infarction.

KEYWORDS

stroke, TOAST classification, multimodal artificial intelligence, k-Nearest Neighbor 
method, leave-one-out cross-validation method, cerebral infarction

Highlight

• SCTSS-AI classifies strokes with over 85% accuracy, aiding in treatment decisions.
•  Utilizing multimodal data, the AI provides explanations and improves prognosis of cerebral  

infarction.
•  The system addresses the shortage of stroke experts, enabling automatic diagnosis and  

classification.
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Introduction

Cerebrovascular disease, commonly referred to as stroke, is a 
leading cause of death and chronic disability on a global scale (1–3). 
Approximately 80% of strokes are caused by cerebral ischemia (4). 
In addition, energy depletion and cell death can cause ischemic 
brain injury (5). These injuries lead to functional impairment of the 
injured neurons, leading to severe long-term disability. In the initial 
diagnosis, brain imaging techniques, such as computed tomography 
(CT) and magnetic resonance imaging (MRI), to detect tissue 
necrotic areas of cerebral infarction are important tools for ischemic 
stroke assessment (6).

Treatment of ischemic stroke includes intravenous 
thrombolysis, intra-arterial therapy, and mechanical 
revascularization (7). Although it is possible to diagnose stroke 
without being a stroke specialist, stroke-trained physicians classify 
stroke severity using knowledge of how the physiology of different 
stroke types is reflected in image textures (8). However, manual 
image analysis is labor intensive (8) and prone to inter- and intra-
operator variability (9, 10). Furthermore, expert analysis is limited 
by the number and areas where specialists practice (11), which 
results in increased diagnostic costs. Automatic lesion 
identification and subsequent stroke severity classification can 
significantly reduce drawing time and accurately detect lesions 
(11). The development of computer-aided detection and 
diagnostic systems based on the automatic detection of post-
stroke brain lesions is an active research field. In such studies, 
research is being conducted to construct an automated stroke 
severity classification system using either CT or MRI. Both 
methods yield a graphical representation of the human brain 
containing distinct image objects. Identifying such objects 
through image segmentation is an important step in extracting 
diagnostically important information. CT is faster and less 
expensive and more widely used globally than MRI. However, 
MRI is suitable for constructing an automated stroke severity 
classification system because MRI is much more sensitive for 
acute ischemic lesions than CT (12) and MRI scans can 
be enhanced by adding functional information to the anatomical 
data to form diffusion-weighted images (DWI).

There are regional disparities in the number of physicians who 
can diagnose stroke accurately globally. In Japan, there are many 
stroke-trained physicians in urban areas; however, there are fewer in 
rural hospitals. Thus, initial stroke treatment is provided by general 
physicians who are not trained in stroke care (13). To solve this 
problem, the Japan Stroke Association has provided guidelines on 
“drip-and-ship treatment,” but this only increases the burden on 
urban stroke-trained physicians (14). In stroke treatment, it is 
important to classify the acute phase of stroke and treat patients 
according to the stroke classification, even in environments where 
mechanical thrombectomy and intravenous thrombolysis are not 
available (15). However, differences in functional prognosis have 
been reported between patients treated by stroke specialists and 
those treated by general physicians (16). We aimed to develop an 
artificial intelligence (AI)-based stroke diagnosis aid system using 
MRI to automatically diagnose and classify strokes in hospitals 
where stroke-trained physicians are not available, and to link this to 
initial medical care.

Patients and methods

Patients

We developed a Stroke Classification and Treatment Support 
System AI (SCTSS-AI) equipped with the infarct detection AI and the 
stroke classification AI for cerebral infarction. The development was 
approved by the Human Ethics Review Committee of Juntendo 
University School of Medicine (E22-0028). The stroke classification 
AI was established using the medical records and MRI data of Cohort 
1, who were admitted to Juntendo University Hospital’s Neurology 
Department between January 2016 and December 2017 for cerebral 
infarction or developed cerebral infarction while admitted and were 
treated at the Neurology Department (Figure  1A). The infarct 
detection AI was trained primarily using MRI data from patients in 
Cohort 1 with the three main types of Trial of Org 10,172 in Acute 
Stroke Treatment (TOAST) classification. To confirm the accuracy of 
SCTSS-AI, we used another data set provided from Cohort 2, who 
were treated at the same institution as Cohort 1 for stroke between 
January 2018 and December 2018 (Figure 1A).

The exclusion criteria for both cohorts were as follows: 1) patients 
aged <20 years at stroke onset, 2) patients with stroke >8 days after 
stroke onset, 3) patients who had not undergone MRI, 4) patients with 
stroke of undetermined etiology (negative evaluation and two or more 
causes identified), 5) cases diagnosed with aortic arterial dissection, 
and 6) patients who were judged by three stroke experts to be ineligible 
for data analysis. The diagnostic results and treatment methods 
provided by the system were constructed in accordance with the Japan 
Stroke Treatment Guidelines 2021 (14) and in the final evaluation, 
training data and test data were completely separated to evaluate the 
generalization performance of the system.

Collected data set

We extracted the following information from the medical records 
of each patient to establish SCTSS-AI: 1) demographic data; 2) vital 
signs at presentation and laboratory findings including ECG, fibrin/
fibrinogen degradation products [FDP] D dimer, brain natriuretic 
peptide [BNP], N-terminal pro-BNP [NT-proBNP], estimated 
glomerular filtration rate, and high-sensitivity C-reactive protein on 
admission; 3) medications taken upon admission, with particular 
attention paid to anti-platelets, anti-coagulants, anti-hypertensives, 
and statins; 4) vascular risk factors for stroke, such as hypertension 
(HT; systolic blood pressure [BP] > 140 mmHg, diastolic 
BP > 90 mmHg, or drug treatment for HT), dyslipidemia (DL; defined 
as low-density lipoprotein [LDL] cholesterol level of >140 mg/dL, 
high-density lipoprotein [HDL]-cholesterol level of <40 mg/dL, 
triglyceride [TG] level of >149 mg/dL, or drug treatment for DL), 
diabetes mellitus (DM; defined as glycated hemoglobin level of >6.4%, 
or drug treatment for DM), a cardioembolic source according to 
TOAST classification (17), transient ischemic attack, and smoking 
history (as reported by the patient and their family); 5) stroke 
mechanism according to TOAST criteria (17); and 6) baseline 
National Institutes of Health Stroke Scale (NIHSS) score (18), as 
recorded by stroke-trained neurologists that were certified in the 
application of the NIHSS, on admission. Brain CT/MRI and 
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FIGURE 1

(A) Flow chart describing enrollment of patients with stroke in the present study. (B) Flowchart for establishment of stroke classification AI. (C) Decision 
flow for developing stroke classification AI. (D) k-Nearest Neighbor method. The k-Nearest Neighbor classification algorithm was used to classify SVO, 
BAD, LAS, and CE. For the other determined etiology, a method combining the concept of abnormality detection was used.
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electrocardiography were performed in all patients, and we diagnosed 
brain infarction by focal hyper-intensity that was judged not 
attributable to normal anisotropic diffusion or magnetic 
susceptibility artifact.

Establishment of infarct detection AI

Adjustment of MRI images
We constructed the infarct detection AI that was used to derive 

the features that determine the stroke classification using MRI from a 
variety of different resolutions and manufacturers to assess patients 
who were initially suspected of stroke between 6 h and 7 days from the 
onset time as training data. The process of correcting the signal values 
of the MRI images based on the positions of the peaks was performed. 
To correct for differences in image orientation and position, we used 
image processing to measure the orientation of the head and perform 
rotation correction to adjust the tilt and to correct for differences in 
imaging range in the slice direction (Z-axis) and brain size, and used 
the Dynamic Time Warping technique to correct the Z-axis position 
(19). Variations in images among cases were corrected.

Identification of features
Using the corrected image data, the infarct detection AI derives 

the following features and provides them to SCTSS-AI. The stroke 
classification AI is designed to diagnose cerebral infarction based 
on TOAST classification and to propose treatment methods 
(Figure  1B). Infarct-related features were as follows: (i) size (< 
1.5 cm/1.5 cm or larger), (ii) culprit lesion (cortical branch/
perforating branch as the preferred site of small vessel occlusion 
[SVO]/branch atheromatous disease [BAD]), (iii) number of 
cerebral infarctions (single region/multiple regions), (iv) region of 
cerebral infarction (single territory/multiple territories), (v) 
presence of intracranial stenosis, (vi) presence of carotid artery 
stenosis, and (vii) presence or absence of cardiac disease as a risk 
factor for embolic source (including NT-proBNP). Of these, (i)-(iv) 
were extracted using infarct detection AI. The infarct detection AI 
was built using DWI and apparent diffusion coefficient (ADC) 
mapping, which are used to distinguish between infarcts and 
artifacts. The design of the features to be used as machine learning 
input was based on domain knowledge about the difference between 
infarcts and artifacts. The 3D positional and symmetry information 
of candidate pixels were used as features in the construction of the 
infarct detection AI, based on the artifacts tending to occur at 
specific locations and symmetrically. To distinguish between the 
feature of high signal at the infarction point of DWI, and cases 
where the high signal is not due to the infarction point but to the 
effect of T2 shine through, the pixel value of the ADC map and the 
amount of information of surrounding pixel values were also used 
as feature values (Figure 2A). Designing input features that leverage 
domain knowledge is difficult to incorporate into deep learning-
based machine learning and is one of the major differences between 
the AI that we built and deep learning-based AI.

Annotation MRI images
To build the infarct detection AI to derive the above features, 

stroke experts with more than 10 years of experience annotated the 
MRI dataset as training data.

Construction of stroke classification AI

SCTSS-AI was designed so that the infarct detection AI and the 
stroke classification AI work in tandem to classify stroke. The infarct 
detection AI extracts the features from the MRI data, and the stroke 
classification AI combines infarct-related features and stroke 
classification-related features from the medical records to make 
a diagnosis.

Selection of features
The stroke classification AI was constructed using the patients’ 

background, medical history, and clinical and laboratory findings used 
to classify stroke. The following additional features related to stroke 
classification were selected by 231 of the cases provided by Juntendo 
Hospital (Figure  1A): (viii) malignancy (treated/not treated), (ix) 
D-dimer, (x) grade of aortic arch calcification (AoAC) by chest X-ray 
(grade 0–3), and (xi) age. Features were selected based on TOAST 
criteria and our domain knowledge. These features were reported in 
previous studies and also confirmed in our analysis. It was noted that 
the blood fibrin degradation products, such as D-dimer, tend to 
be higher in Trousseau syndrome than in other stroke types due to 
hypercoagulability caused by malignancy, that AoAC tends to 
be higher in aortic primary cerebral embolism than in other stroke 
types (20), and that cardiogenic cerebral embolism due to patent 
foramen ovale (PFO) and arterial dissection are common stroke types 
in young patients (Figure 3).

Algorithm design
We designed an algorithm that makes inferences if part of the 

information is missing, as some tests necessary for diagnosis are not 
performed immediately after MRI in the clinical setting. The AI 
executes an appropriate model corresponding to features with missing 
values. The algorithm for diagnosis of cerebral infarction was 
constructed based on the TOAST classification approach (Figure 1C). 
This algorithm was based on the long-used algorithm of Lee et al. (21), 
which was modified to incorporate TOAST classification from 
imaging. In addition, we employed the k-Nearest Neighbor (kNN) 
method to classify stroke other than Others, and combined kNN with 
anomaly detection for Others (Figure 1D).

Evaluation methods & statistical analysis methods
The performance of the AI constructed from the 231 cases of 

Cohort 1 was assessed by the Leave One Out Cross Validation 
(LOOCV) method (22). Out of the 231 cases in Cohort 1, one case 
was extracted as the data for evaluation, and stroke was classified 
using the stroke classification AI trained with the remaining data and 
compared with the stroke classification determined by the stroke 
experts. This evaluation was repeated until all 231 cases were used as 
data for evaluation, and the stroke classification AI was evaluated. 
Final accuracy of the stroke classification AI with verified performance 
using LOOCV was evaluated using 151 independent cases from 
Cohort 1 (Cohort 2).

All data analysis, including image processing and feature 
extraction of the infarct detection AI, training and evaluation of the 
stroke classification AI, and visualization were performed under the 
Python 3.7 environment. The performance metrics used in the 
evaluation of the stroke classification AI were: accuracy sensitivity, 
precision, and F value expressed by the following formulas:
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where TP is True Positives, FN is False Negatives, FP is False 
Positives, and stype is subtype. Sensitivity, precision, and F value were 
calculated for each subtype. Accuracy was calculated for all patients. 
Sensitivity indicates how many patients with a subtype were actually 
detected as patients. Precision indicates how correct the predicted 

result was. F value is an integrated value of sensitivity and Precision 
and can be evaluated considering their trade-off. Accuracy indicates 
how many patients overall were predicted as having the correct 
disease type.

Statistical analysis

The data were analyzed with SPSS 29.0 (SAS Institute Inc., Cary, 
NC). Data are expressed as mean ± standard deviation values for 
continuous variables. All statistical analyzes were performed using χ2 
test for categorical variables, t-test for parametric analyzes. p-values 
of < 0.05 were considered significant.

Results

As cohort 1, 231 from 278 people, 151 from 197 people as cohort 
2 were enrolled. Background factors and examination data of cohort 
1 and 2 patients revealed no difference between cohort 1 and 2, except 
diastolic blood pressure, heart rate, stroke classification, blood sugar, 
HbA1c, triglyceride, eGFR on arrival (Table 1).

AI for infarct detection

We evaluated the infarct detection AI that determines the 
presence of absence of infarction using a machine learning algorithm 

FIGURE 2

(A) DWI and ADC combined analysis method for infarct detection AI visualizes and evaluates the difference between DWI high-intensity area and ADC 
low-intensity area, except for symmetrical high-signal areas and areas where artifacts are likely to appear. (B) Infarct detection AI overview. One 
hundred cases were studied, and 18 cases were evaluated. In infarct lesion units, the sensitivity (recall) was 80% and the match rate (lesion-by-lesion 
evaluation) was 84%.
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FIGURE 3

Key features used for disease typing AI: (A) D-dimer. (B) AoAC [Shimada et al. (17)]. (C) Age. AoAC increased in aortogenic embolism, and patients with 
CE-PFO/dissection were younger than other etiologies. FDP-D dimer was higher in patients with Trousseau syndrome.
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called gradient boosting decision tree using 18 cases in Cohort 1 
(SVO: 4 cases; cardiogenic embolism [CE]: 10 cases; large artery 
atherosclerosis [LAS]: 4). We found sensitivity (reproducibility: the 
percentage of infarcts that the AI could detect as infarcts out of those 

that were actually infarcts) of 80 and 84% (lesion-by-lesion 
evaluation). Thus, our infarct detection AI had a sensitivity (recall) of 
80%, with few undetected infarcts and few false detections of infarcts 
(Figure 2B).

TABLE 1 Background factors, stroke classification and examination data.

Cohort 1 (231) Cohort 2 (151) p-value

N % N %

Sex (male) 154 66.7 94 62.2 0.377

Age 69.4 ± 14.8 70.9 ± 14.2 0.172

Body height (cm) 161.4 ± 9.8 160.4 ± 9.3 0.250

Body weight (kg) 60.8 ± 13.3 59.0 ± 14.0 0.107

BMI (kg/m2) 23.2 ± 3.8 22.6 ± 3.72 0.047

Systolic blood pressure on arrival (mmHg) 150.3 ± 29.8 153.3 ± 28.2 0.220

Diastolic blood pressure on arrival (mmHg) 82.2 ± 17.7 85.4 ± 18.0 0.049

Heart rate on arrival (/min) 76.1 ± 15.4 79.8 ± 14.9 0.050

Smoking habit 64 27.7 29 19.2 0.058

HT 150 64.9 111 73.5 0.078

DM 53 22.9 58 38.4 0.001

DL 79 34.1 101 66.8 <0.001

Ischemic heart disease 22 9.5 14 9.2 0.934

Af 39 16.8 37 24.5 0.068

Active Malignancy 18 7.79 13 8.6 0.775

Stroke classification 0.005

SVO 25 10.8 19 12.5

BAD 28 12.1 14 9.2

LAS 29 12.5 25 16.5

CE 51 22.0 52 34.4

CE-PFO 7 3.0 1 0.6

aortogenic embolism 40 17.3 18 11.9

Trousseau syndrome 9 3.8 9 5.9

Dissection 15 6.4 8 5.2

other 27 11.6 5 3.3

Laboratory data on arrival

WBC (/μL) 7,596 ± 3,490 7,194 ± 2,919 0.126

PT-INR 1.08 ± 0.22 1.10 ± 0.19 0.305

FDP-D dimer (μg/mL) 3.24 ± 7.08 4.15 ± 7.29 0.118

Blood sugar (mg/dL) 124.5 ± 49.2 138 ± 65.3 0.009

HbA1c (%) 6.15 ± 1.05 6.57 ± 1.71 0.002

LDL (mg/dL) 116.4 ± 36.8 116.5 ± 49.3 0.496

HDL (mg/dL) 51.3 ± 15.0 50.3 ± 16.5 0.270

TG (mg/dL) 120.6 ± 72.6 143.5 ± 104.2 0.009

UA (mg/dL) 5.50 ± 1.44 5.48 ± 1.70 0.439

Cre (mg/dL) 0.945 ± 0.984 1.063 ± 1.144 0.149

eGFR (mL/min/1.73 m2) 75.53 ± 30.72 65.02 ± 26.13 <0.001

hsCRP (mg/dL) 1.262 ± 3.277 1.598 ± 3.755 0.186

NT-proBNP (pg/dL) 1051.88 ± 2658.45 1302.85 ± 4150.58 0.266

Bolded numbers indicate p < 0.05 compare to cohort1 and cohort2. CE, cardiogenic embolism; CE-PFO, cerebral embolization through a patent foramen ovale (paradoxical embolism); LAS, 
large artery atherosclerosis; SVO, small vessel occlusion; BAD, branch atheromatous disease.

15

https://doi.org/10.3389/fneur.2023.1295642
https://www.frontiersin.org/journals/neurology
https://www.frontiersin.org


Miyamoto et al. 10.3389/fneur.2023.1295642

Frontiers in Neurology 08 frontiersin.org

AI for stroke classification

The results of the evaluation of the stroke classification AI trained 
using features of 231 cases: SVO/BAD: 53 cases, CE: 51 cases, LAS: 29 
cases, Trousseau syndrome: 9 cases, and Others, including aortogenic 
embolism, paradoxical embolism, and other undetermined etiology 
(embolic stroke of undetermined sources and cerebral artery 
dissection [ESUS+D]: 89 cases) in Cohort 1 using the LOOCV 
method showed an 88.7% correct rate (Tables 2, 3).

In the present evaluation, high accuracy was obtained for each 
stroke classification, especially for CE, LAS, and BAD/SVO; however, 
when attempting to predict BAD/SVO and ESUS+D more finely, the 
accuracy rate was lower (correct rate of 76.6%, Tables 4, 5). Because 
SVO/BAD is diagnosed within 1–3 days of the onset of the disease, it 
is difficult to distinguish SVO/BAD using the information available in 
the emergency room. Furthermore, it is impossible to diagnose 
paradoxical embolism unless transesophageal echocardiography is 
performed. On the other hand, if the patient has been treated for 
carcinoma, and the FDP D-dimer is elevated (Figure 3A), Trousseau 
syndrome could be allowed for differentiation. Another problem is 
that accurate reading of magnetic resonance angiography (MRA) is 
often difficult for non-stroke physicians. In the acute phase of 
treatment, the classification into CE, LAS, BAD/SVO, Trousseau 
syndrome, and ESUS+D may be more practical.

Verification of stroke classification AI

We evaluated the diagnostic accuracy of the stroke classification 
AI constructed using Cohort 1 using Cohort 2 (total 151 cases). The 
correct rate for stroke classification (SVO/BAD: 33 cases, CE: 52 cases, 
LAS: 25 cases, Trousseau syndrome: 9 cases, and ESUS+D: 32 cases) 
was 86.1% (Tables 6, 7), which was similar to the accuracy rate of 
Cohort 1 using the LOOCV method.

Discussion

In this study, we established SCTSS-AI for cerebral infarction 
diagnosis that uses image-based infarction detection and medical data 
to determine the stroke classification. We found that machine learning 

with the incorporation of clinical information can diagnose cerebral 
infarction based on the TOAST classification, which could not have 
been achieved with image-based stroke diagnosis AI alone. The high 
performance of this SCTSS-AI despite the diversity of MRI images 
used for construction, and the fact that there is no current AI that can 
classify the stroke types to provide appropriate treatment according to 
the initial treatment of cerebral infarction, suggest that this AI can 
be used in actual clinical practice in the future. SCTSS-AI can make 
inferences even when some features of data have missing values for a 
stroke classification, provided that in this verification work, the model 
was analyzed using cases with no missing data from a single 
institution. Further studies are needed to investigate whether the 
model can be analyzed even with missing data, and whether it can 
be used with high accuracy even when data from multiple institutions 
are used.

There are different stroke types that require different clinical 
management. Therefore, classification of stroke types is necessary for 
early treatment and prevention (23). Subudhi et al. (24), evaluated 
DWI with a support vector machine classifier according to the 
Oxfordshire Community Stroke Project (OCSP) classification. They 
obtained an accuracy of 92.9%, sensitivity of 90.4%, and specificity of 
93.3% in differentiating among total anterior circulation infarction, 
partial anterior circulation infarction, and lacunar circulation 
infarction. However, posterior circulation infarction, another subclass 
of OCSP, has not been evaluated, and the MobileNetV2 convolutional 
neural network (CNN) model, which was fine-tuned to classify 
cerebral infarcts according to vascular territory, had an accuracy of 
93% (25). However, only subtypes covering 75–80% have been 
evaluated, and this analysis requires the use of a CNN model, which 
requires a large number of patient cases. The solution to this problem 
was the creation of the ImageNet dataset, with over 15 million images 
labeled in 22,000 different categories (26). ImageNet is often used to 
measure the accuracy of current CNN models. EfficientNet and 
MobileNetV2 CNN models were preferred for transfer training 
compared to similar models because of their lower computational load 
and ImageNet’s higher accuracy (27, 28). However, the advantage of 
our method is that by inputting MRI, laboratory data, X-ray data, 
ECG data, and other data used in daily medical treatment of patients 
into the application, stroke classification can be accurately made, and 
appropriate treatment can be immediately initiated for patients.

Current AI advancements in stroke TOAST classification are 
focused on predicting prognosis after the onset of stroke (29). The 
LAS diagnostic criterion requires over 50% stenosis in proximal 
arteries (30). A previous study reported the use of computer-based 
diagnosis utilizing a CNN to identify stenosis (31). In the present 
study, we aimed to analyze stenosis in MRA using AI. However, AI 
was considered unsuitable for diagnosis due to instances where the 
stenotic lesion occluded during the stroke onset; therefore, 
we employed manual entry. Although this method may miss some 
cases of stenosis, it was possible to detect stenoses in the ipsilateral 
carotid artery, internal carotid artery, middle cerebral artery, and 
basilar artery, and was useful in making a diagnosis. In CE, AI has 
been developed focusing on the detection of cardiac embolic sources 
(29). In this study, NT-proBNP was initially considered a potential 
marker for detecting heart diseases; however, it was deemed unsuitable 
due to its elevation in patients with chronic kidney disease. 
Nevertheless, a previous study reported a potential association 
between NT-proBNP and arrhythmias (32). Further studies with more 

TABLE 2 Result for stroke classification AI. Matching table for each stroke 
type: CE, LAS, SVO/BAD, and ESUS+D in Cohort 1.

Precision subtype by AI

CE LAS
SVO/
BAD

Tro ESUS+D

Manually 

assigned 

stroke 

subtype

CE 49 0 1 1 0

LAS 0 29 0 0 0

SVO/

BAD
0 0 52 0 1

Tro 0 1 1 4 3

ESUS+D 2 5 9 2 71

Bold numbers indicate the number of each case correctly answered by the AI. Tro, Trousseau 
syndrome; ESUS + D, embolic stroke of undetermined sources + cerebral artery dissection; 
TP, true positives; FN, false negatives; FP, false positives.
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cases are needed to establish an association curve between eGFR and 
NT-proBNP, which would make it a suitable candidate for the 
development of a stroke diagnosis AI. Furthermore, an algorithm 
attributed to ESUS has been created (33), which may become a 
candidate in the future. Initially, D-dimer alone was utilized in this 
study for Trousseau syndrome, but evaluating it was challenging due 
to the inclusion of many CE cases within the cutoff line. Incorporating 

data on active malignancy allowed us to achieve a more defined 
evaluation. Nonetheless, in real clinical scenarios, there are instances 
where malignancy is unknown at the time of admission, which may 
impact the accuracy of the response rate.

Although there are limited reports on TOAST classification of 
ischemic stroke using AI. Primarily, extraction is done from the 
electronic health records (EHRs), and Garg et  al. (34) extracted 

TABLE 5 Result for stroke classification AI. Precision rate for each stroke classification.

Stroke 
classification

Patient 
number 
TP  +  FN

Predicted 
number of 

cases TP  +  FP

Number of 
correct cases 

TP

Sensitivity TP/
(TP  +  FN)

Precision TP/
(TP  +  FP)

F value

CE 51 51 49 96% 96% 0.96

CE-PFO 7 0 0 0% – –

LAS 29 35 29 100% 83% 0.91

SVO 25 32 25 100% 78% 0.88

BAD 28 31 27 96% 87% 0.92

Aorto 40 49 30 75% 61% 0.67

Tro 9 7 4 44% 57% 0.50

Dissec 15 3 1 7% 33% 0.11

Other 27 23 12 44% 52% 0.48

CE, cardiogenic embolism; CE-PFO, cerebral embolization through a patent foramen ovale (paradoxical embolism); LAS, large artery atherosclerosis; SVO, small vessel occlusion; BAD, branch 
atheromatous disease; Aorta, aortogenic embolism; Tro, Trousseau; Dissec, cerebral artery dissection; Other, undetermined etiology; TP, true positives; FN, false negatives; FP, false positives.

TABLE 3 Result for stroke classification AI. Precision rate for each stroke classification.

Stroke 
classification

Patient 
number 
TP  +  FN

Predicted 
number of 

cases TP  +  FP

Number of 
correct cases 

TP

Sensitivity TP/
(TP  +  FN)

Precision TP/
(TP  +  FP)

F value

CE 51 51 49 96% 96% 0.96

LAS 29 35 29 100% 83% 0.91

SVO/BAD 53 63 52 98% 83% 0.90

Tro 9 7 4 44% 57% 0.50

ESUS+D 89 75 71 80% 95% 0.87

Tro, Trousseau syndrome; ESUS + D, embolic stroke of undetermined sources + cerebral artery dissection; TP, true positives; FN, false negatives; FP, false positives.

TABLE 4 Result for stroke classification AI. Matching table for each stroke type.

Precision subtype by AI

CE
CE-
PFO

LAS SVO BAD Aorta Tro Dissec other

Classification 

from physician

CE 49 0 0 0 1 0 1 0 0

CE-PFO 0 0 0 0 1 1 0 0 5

LAS 0 0 29 0 0 0 0 0 0

SVO 0 0 0 25 0 0 0 0 0

BAD 0 0 0 0 27 1 0 0 0

Aorto 0 0 2 1 0 30 2 0 5

Tro 0 0 1 0 1 3 4 0 0

Dissec 2 0 2 4 1 4 0 1 1

Other 0 0 1 2 0 10 0 2 12

Bolded numbers indicate the number of each case correctly answered by the AI. CE, cardiogenic embolism; CE-PFO, cerebral embolization through a patent foramen ovale (paradoxical 
embolism); LAS, large artery atherosclerosis; SVO, small vessel occlusion; BAD, branch atheromatous disease; Aorta, aortogenic embolism; Tro, Trousseau; Dissec, cerebral artery dissection; 
Other, undetermined etiology; TP, true positives; FN, false negatives; FP, false positives.
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information from 1,091 cases of EHR data and compared it with 
actual diagnoses using machine learning techniques. The 
corresponding precision rates obtained were 70.3% for cardioembolic 
stroke, 65.3% for large artery atherosclerosis (LAA), 62.3% for small 
vessel occlusion (SVO), and 73.7% for cryptogenic stroke. 
Additionally, Zhang et al. (35) performed similar analyzes, resulting 
in precision rates of 53.3% for cardioembolic stroke, 74.5% for LAA, 
54.7% for SVO, and 20.0% for cryptogenic stroke. Moreover, Wang 
et  al. (36) conducted an analysis excluding cryptogenic stroke, 
achieving precision rates of 94.07% for cardioembolic stroke, 76.73% 
for LAA, and 72.13% for SVO. However, these reports indicate that 
our developed system exhibits higher diagnostic accuracy. 
Furthermore, our system has the advantage of performing analysis 
inclusive of cryptogenic stroke (also known as ESUS) and 
incorporating image-based analysis. It is believed that the diagnostic 
accuracy has improved by creating a two-stage system with ischemia 
detection AI and subtype classification AI. Furthermore, the 
comparison registry data, although from a single center, is based on a 
registry that evaluates cryptogenic stroke with transesophageal 
echocardiography for aortogenic embolism and stroke associated with 
patent foramen ovale (PFO). It is considered a strength of the AI 
developed in this study that it can diagnose detailed subtypes of 
strokes. SCTSS-AI can change the functional prognosis of stroke 
patients and lead to the equalization of stroke treatment.

In the future, the use of inflammatory markers and cytokines as 
predictive elements for AI development should be considered. For 
example, the ligand for CD40 and expression of MCP1 are upregulated 
in the acute phase of atherothrombotic stroke, which is also associated 

with vascular events with diabetes (37). Moreover, the association 
between white blood cell count and blood glucose at onset and 
mortality during hospitalization, as well as inflammatory markers are 
potential factors for stroke diagnostic AI (38). Our findings also 
suggest that hyperglycemia caused by stroke stress was associated with 
in-hospital mortality, and there may be  a relationship with NO 
activity. Furthermore, an association between peripheral vasoreactivity 
index and endothelial function has been reported in the LAS (39). 
Arterial stiffness indices, such as augmentation index and pulse wave 
velocity, have been shown to be higher in LAS patients, and arterial 
stiffness indices at onset may also be useful for the establishment of 
AI diagnosis in the future.

Our study has several limitations. First, it was a single-center, 
medical record-based, retrospective study. Second, unlike other AI 
studies, only a few hundred cases were needed for constructing the 
AI. Although this was a strength of the study, the small number of 
cases may also be a limitation. Further studies with more cases may 
be able to distinguish CE-PFO features and SVO from BAD with only 
an initial MRI. Third, the features required to distinguish ESUS+D 
were limited; therefore, the number of cases and characteristics of 
ESUS+D-determined etiology cases require clarification. Moreover, 
the diagnosis of cerebral artery dissection requires the collection of 
vertebral/basilar artery MRA findings. In the present study, the 
number of cases used for training the AI was insufficient for learning 
to predict the vascular morphology in areas where no vessels were 
captured on MRA. Further case collection and prospective 
randomized studies are needed to address these uncertainties. Fourth, 
this study had technical limitations. Initially, our proposed method 
constructed the AI model using 231 cases, which was insufficient to 
cover all stroke variations. While increasing case numbers may 
improve our model’s performance, it also introduces exceptions that 
our model may not classify accurately. This inherent challenge in AI 
construction is unavoidable. Continuously expanding the dataset and 
re-building the AI is necessary to yield benefits for patients. Further 
studies using novel AI models with higher speed are needed to identify 
exceptions that our model is unable to classify to optimize model 
structure and hyperparameters.

In conclusion, AI in stroke imaging has the potential to 
revolutionize stroke diagnosis and patient management. Diagnosis of 
stroke using machine learning methods could be especially useful for 
health care providers who are not familiar with stroke imaging, such 
as general practitioners and paramedics, and to speed up treatment 
decisions. This study, which achieved high accuracy in detecting 
strokes and classifying their vascular regions, may contribute to the 
automatic detection of strokes, enabling physicians to make quick and 

TABLE 7 Result for stroke classification AI. Precision rate for each stroke classification.

Stroke 
classification

Patient 
number 
TP  +  FN

Predicted 
number of 

cases TP  +  FP

Number of 
correct cases 

TP

Sensitivity TP/
(TP  +  FN)

Precision TP/
(TP  +  FP)

F value

CE 52 46 44 85% 96% 0.90

LAS 25 24 22 88% 92% 0.90

SVO/BAD 33 38 30 91% 79% 0.85

Tro 9 7 6 67% 86% 0.75

ESUS+D 32 36 28 88% 78% 0.82

Tro, Trousseau syndrome; ESUS + D, embolic stroke of undetermined sources + cerebral artery dissection; TP, true positives; FN, false negatives; FP, false positives.

TABLE 6 Result for stroke classification AI. Matching table for each stroke 
type; CE, LAS, SVO/BAD, and ESUS+D in Cohort 2.

Precision subtype by AI

CE LAS
SVO/
BAD

Tro ESUS+D

Manually 

assigned 

stroke 

subtype

CE 44 2 4 0 2

LAS 0 22 2 0 1

SVO/BAD 0 0 30 0 2

Tro 0 0 0 6 3

ESUS+D 2 0 2 0 28

Bold numbers indicate the number of each case correctly answered by the AI. Tro, Trousseau 
syndrome; ESUS + D, embolic stroke of undetermined sources + cerebral artery dissection; 
TP, true positives; FN, false negatives; FP, false positives.
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appropriate treatment decisions (Figure 4). Since the AI was created 
using only factors that are known in the emergency department, 
we  were able to establish an AI that is directly related to clinical 
practice. Furthermore, our findings suggest that additional tests, such 
as transesophageal echocardiography and Holter EEG analysis, should 
be performed if the patient is classified as ESUS+D.
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Additive exPlanations for 
sepsis-associated encephalopathy 
in ICU mortality prediction using 
XGBoost — a retrospective study 
based on two large database
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2 School of Public Health, Shannxi University of Chinese Medicine, Xianyang, China, 3 School of Nursing, 
Jinan University, Guangzhou, Guangdong, China, 4 Guangdong Provincial Key Laboratory of Traditional 
Chinese Medicine Informatization, Guangzhou, Guangdong, China

Objective: Sepsis-associated encephalopathy (SAE) is strongly linked to a high 
mortality risk, and frequently occurs in conjunction with the acute and late phases 
of sepsis. The objective of this study was to construct and verify a predictive 
model for mortality in ICU-dwelling patients with SAE.

Methods: The study selected 7,576 patients with SAE from the MIMIC-IV database 
according to the inclusion criteria and randomly divided them into training 
(n  =  5,303, 70%) and internal validation (n  =  2,273, 30%) sets. According to the same 
criteria, 1,573 patients from the eICU-CRD database were included as an external 
test set. Independent risk factors for ICU mortality were identified using Extreme 
Gradient Boosting (XGBoost) software, and prediction models were constructed 
and verified using the validation set. The receiver operating characteristic (ROC) 
and the area under the ROC curve (AUC) were used to evaluate the discrimination 
ability of the model. The SHapley Additive exPlanations (SHAP) approach was 
applied to determine the Shapley values for specific patients, account for the 
effects of factors attributed to the model, and examine how specific traits affect 
the output of the model.

Results: The survival rate of patients with SAE in the MIMIC-IV database was 88.6% 
and that of 1,573 patients in the eICU-CRD database was 89.1%. The ROC of the 
XGBoost model indicated good discrimination. The AUCs for the training, test, 
and validation sets were 0.908, 0.898, and 0.778, respectively. The impact of each 
parameter on the XGBoost model was depicted using a SHAP plot, covering both 
positive (acute physiology score III, vasopressin, age, red blood cell distribution 
width, partial thromboplastin time, and norepinephrine) and negative (Glasgow 
Coma Scale) ones.

Conclusion: A prediction model developed using XGBoost can accurately predict 
the ICU mortality of patients with SAE. The SHAP approach can enhance the 
interpretability of the machine-learning model and support clinical decision-
making.
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Introduction

Sepsis, a syndrome caused by dysfunction of organs including the 
central nervous system (CNS), heart, and lungs (1–3) due to 
dysregulation of the host response to infection, is the most common 
cause of death in intensive care unit patients worldwide. One 
manifestation of sepsis-induced cerebral dysfunction is sepsis-
associated encephalopathy (SAE), which is defined as diffuse cerebral 
dysfunction secondary to organic infection in the absence of an 
obvious central nervous system infection (4).

The pathophysiology of SAE is intricate, arising from a 
convergence of inflammatory and non-inflammatory processes 
impacting various categories of cerebral cells. Significant mechanisms 
encompass heightened microglial activation, disruption of the blood–
brain barrier (BBB), and the perpetuation of an extended 
inflammatory reaction (5). Upon the initial emergence of sepsis, an 
inordinate immune-inflammatory response is incited, setting in 
motion the infiltration of inflammatory mediators into cerebral tissue, 
thereby activating microglial cells. This activation gives rise to the 
establishment of a cytotoxic milieu, instigating the release of reactive 
oxygen species, nitric oxide (6), and glutamate, as a countermeasure 
against sepsis. Nevertheless, the CNS is notably vulnerable to 
neurotoxic agents such as free radicals, inflammatory mediators, and 
intravascular proteins, thus precipitating a malfunction in the BBB (7). 
The relentless activation of microglia perpetuates a deleterious cycle, 
culminating in aberrant neuronal performance and cellular demise, 
thereby exacerbating BBB impairment and the progression of SAE. In 
addition to this, sepsis damages the hippocampus, cortex, cerebellum 
and brainstem of the brain. Sepsis-driven brain damage occurs in a 
diffuse form and is strongly associated with cognitive impairment.

Clinicians must exclude primary CNS disorders, sedation-related 
cognitive disorders, metabolic encephalopathies, and poisonings 
before diagnosing SAE on the basis of cognitive and neuropsychiatric 
deficits, manifestations of delirium, or a Glasgow Coma Scale (GCS) 
score of less than 15 (8). Globally, up to 50% of intensive care unit 
(ICU) patients present with SAE during sepsis (4, 9), which tends to 
increase the length of stay and mortality of septic patients in the ICU 
(10). The current lack of specific treatment options and insufficient 
understanding of the underlying mechanisms of SAE are the most 
common causes of poor prognosis in sepsis. Therefore, the aim of this 
study was to investigate the independent risk factors for ICU death in 
patients with SAE and to develop a predictive model to quantify the 
likelihood of ICU death in patients with SAE.

Materials and methods

Data source

Data for this study were obtained from the MIMIC-IV and 
eICU-CRD databases, with the former being a multiparametric, 

structured single-center critical-care database published in 2003 
that includes clinically available data on more than 380,000 patients 
during 2008–2019. There was no requirement to obtain permission 
from individual patients or ethical approval statements because the 
initiative had no impact on clinical care and none of the patients in 
the database could be identified (11). Our study also followed the 
guidelines of the Declaration of Helsinki and Transparent Reporting 
of a Multivariate Prediction Model for Individual Prognosis or 
Diagnosis (12).

The eICU-CRD database contains data from the ICU wards of 
numerous hospitals in the US. It contains routine data on 200,859 
patients obtained from more than 300 hospitals in the US during 2014 
and 2015 (13). No specific patient permission was needed because 
both databases use anonymous health data.

Patient population

Presently, there exists a deficiency of precise diagnostic modalities 
for SAE. Clinical diagnosis relies on exclusion and necessitates 
discrimination from central nervous system infections, metabolic 
encephalopathy (a widespread yet potentially reversible cerebral 
dysfunction arising from metabolic or toxic origins), excessive 
sedative ingestion, and withdrawal manifestations with the potential 
to impact sensory faculties.

Patients with a Sequential Organ Failure Assessment (SOFA) 
score ≥ 2 based on the Sepsis-3 classification and a GCS score < 15 or 
delirium on the day before admission to the ICU were considered SAE 
patients. The exclusion criteria were (1) presence of primary brain 
injury, (2) psychiatric disorders and neurological diseases, (3) 
metabolic, hepatic, hypertensive, or toxic encephalopathy, (4) severe 
electrolyte disturbance or deglycation, (5) patients who were 
intubated, given analgesics, and sedated at the time of admission, (6) 
long-term alcohol or drug abuse, or (7) an ICU stay of <24 h. Figure 1 
depicts the flow chart for case inclusion.

Observation indicators

This study used Structured Query Language to extract the 
following basic information of patients from both databases: age, 
gender, and mean values of vital signs at the time of first ICU 
admission, including heart rate, respiratory rate, and body 
temperature. From the time of ICU admission, the first laboratory 
data included ghrelin, lymphocytes, eosinophils, neutrophils, 
monocytes, hemoglobin, urea nitrogen, platelets, creatinine, glucose, 
blood urea nitrogen (BUN), hematocrit (HCT), partial thromboplastin 
time (PTT), white blood cell count (WBC), normalized ratio (INR), 
anion gap (AG), mean corpuscular hemoglobin (MCH), mean 
corpuscular hemoglobin concentration (MCHC), Mean Corpuscular 
Volume (MCV) and red blood cell distribution width (RDW), Severity 
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was determined using the acute physiology score III (APSIII), SOFA 
score, GCS score, and comorbidity occurrence.

Statistical analysis

Statistical processing was performed using R software (version 
4.2.2). For continuous variables, values are expressed as standard 
deviation or median of interquartile range (IQR); for categorical 
variables, values are expressed as total (%). Comparisons of continuous 
variables were made using the t test or Wilcoxon rank sum test, and 
comparisons of proportions were made using the χ 2 test or Fisher 
exact test. After the variables were identified by Extreme Gradient 
Boosting (XGBoost), we used these included clinical and laboratory 
variables to construct a prediction model for in-ICU mortality in SAE 
patients based on the XGBoost algorithm. XGBoost is an improved 
algorithm based on gradient boosting decision trees that efficiently 
constructs boosted trees and runs them in parallel (14). The core of 
the algorithm is to optimize the value of the objective function (15). 
In model development and comparison, we  use a 5-fold cross-
validation approach, which provides a more stable and reliable way to 
measure the performance of the model.

The prediction model was trained and internally validated using 
training and test sets randomized at a ratio of 7:3. The performance of 
the prediction model was externally validated using the identical data 
of patients with SAE from the eICU-CRD database. The predictive 

values of different models were analyzed using the receiver operating 
characteristic (ROC) and area under the ROC curve (AUC), with the 
latter allowing quantitative differentiation of column line graphs. In 
the XGBoost analysis, qualitative data were converted to numerical 
data, and “yes” and “no” were converted to “1” and “0,” respectively.

An aesthetically pleasing additional interpretation method, the 
SHapley Additive exPlanations (SHAP), was used in XGBoost to 
increase the readability of the model. SHAP is a technique used to 
explain the output of any machine-learning model (16). A SHAP 
summary plot was used to present the effect of the characteristics 
attributed to the model. Colors in the scatter plot intuitively represent 
the correlation between the characteristic value and the anticipated 
probability. The importance of specific features and their impacts on 
the output of the model were examined using the SHAP dependence 
plot. A SHAP force plot was used to illustrate how important 
characteristics affect use of the final model across all patients.

Results

Baseline patient characteristics

This study used 1,573 patients from the eICU-CRD database as 
the external test set, and 7,576 patients from the MIMIC-IV database 
were randomly split into a training (n = 5,303, 70%) and an internal 
test (n = 2,273, 30%) set.

FIGURE 1

Flowchart of patient cohorts.
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Among the 7,576 patients within the MIMIC-IV database afflicted 
by SAE, 6709 (88.6%) experienced survival, while 867 (11.4%) 
succumbed prior to ICU discharge. In the case of the 1,573 patients 
drawn from the eICU-CRD database, 1402 (89.1%) survived, and 171 
(10.9%) met their demise. Across the training, internal test, and 
external test sets, the majority of patients were aged over 65 years (with 
mean ages of 69, 70, and 66 years, respectively) and were 
predominantly male (comprising 59.2, 59.6, and 57.8% of the 
respective cohorts). The average length of ICU stay was 3.38 days for 
the training set, 3.29 days for the internal test set, and 3.99 days for the 
external test set. Additionally, many of these patients presented with 
comorbidities, including congestive heart failure (35.9, 36.6, and 
7.3%), COPD (28.1, 25.9, and 1.1%), diabetes (9.4, 9.2, and 0.8%), 
renal failure (25.8, 25.6, and 9.4%), or liver disease (11.5, 13.0, 
and 1.4%).

The demographic profiles and fundamental patient information 
pertaining to the training and test sets are delineated in Tables 1, 2. In 
Table 3, we present the foundational attributes of the study cohort 
sourced from the MIMIC-IV database, stratified by distinct outcomes. 
Notably, the average age of patients afflicted by SAE was notably 
higher in the deceased group in comparison to the survivor group. 
Furthermore, the incidence rates of myocardial infarction, peripheral 
vascular disease, dementia, diabetes, sclerosis, and liver disease 
exhibited variations between these two cohorts. Conversely, no 
statistically significant disparities were observed between the two 
groups concerning myocardial infarction, peripheral vascular disease, 
dementia, diabetes, sodium levels, and MCH. Turning our attention 
to the baseline attributes of the subjects derived from the eICU-CRD 
database for different outcomes, these details are summarized in 
Table  4. Significant differences among groups were discerned in 
variables such as sedative usage, analgesic administration, vasopressin 
and norepinephrine dosages, GCS score, SOFA score, lactate levels, 
creatinine values, bicarbonate levels, BUN, PTT, INR, AG, MCHC, 
RDW, respiratory rate, and body temperature.

Feature selection

The XGBoost algorithm identified APSIII, vasopressin, GCS 
score, PTT, norepinephrine, age, RDW, and length of ICU stay as 
independent predictors of SAE. Figure 2A presents the importance of 
each factor influencing SAE. APSIII had the highest score, indicating 
that determining severity in patients was the most relevant and 
important factor. Smaller APSIII values indicate a lower output from 
the model. The GCS score had the smallest effect on the model. 
Figure  2B presents the SHAP summary plot, which reflects the 
influence of each factor using the SHAP value in XGBoost and 
whether they had a positive or negative effect The SHAP plot illustrates 
the influence of each parameter on the XGBoost model, including the 
positive (APSIII, vasopressin, age, RDW, PTT, and norepinephrine) 
and negative (GCS) effects.

Each of the eight factors is represented by a SHAP dependence 
plot in Figure  3, which illustrates how different characteristics 
influenced the XGBoost model results. Positive SHAP values for 
specific factors represent an elevated mortality risk. We found that 
mortality was correlated with higher APSIII, age, RDW, and PTT, and 
a lower GCS score. Both longer and shorter ICU stays were associated 

with lower survival rates. Patients who receive vasopressin and 
norepinephrine may experience higher mortality rates.

When GCS scores were low, the SHAP interaction values of 
APSIII with the GCS score decreased as APSIII increased (Figure 4A). 
The interaction effect of APSIII with norepinephrine and vasopressin 
(Figures  4B,C) did not seem to be  affected by differences in 
norepinephrine or vasopressin use. Samples with the highest SHAP 
values for death in the ICU were often accompanied by vasopressin 
use and a shorter ICU stay. When the GCS score was higher, the value 
of the interaction between time and GCS score decreased as the length 
of ICU stay increased (Figure 4D). The interaction effect of time in 
ICU with norepinephrine (Figure 4E) did not appear to be affected by 
the use of norepinephrine. The value of the interaction between time 
and vasopressin use decreased as the length of ICU stay increased 
(Figure 4F). When the GCS score was high, the interaction value 
between age and GCS score decreased as age increased (Figure 4G), 
and the interaction value between age and GCS score decreased to a 
negative value at 73 years old. When norepinephrine was used, the 
value of the interaction between age and norepinephrine increased 
with age (Figure 4H) and became positive at 73 years old. The SHAP 
interaction values for age with vasopressin use also increased with age 
(Figure 4I).

The ultimate output was obtained as the sum of the attributions 
from each predictor, as seen in the SHAP force plot (Figure 5), which 
displays these SHAP values stacked for each observation.

Discrimination ability

The ROC was used to evaluate the discrimination ability of the 
model. The XGBoost model test, internal validation, and external 
validation sets had AUC values of 0.908, 0.898, and 0.778, respectively 
(Figure 6).

Discussion

SAE represents a multifaceted encephalopathy, signifying a 
widespread cerebral impairment stemming from sepsis. It manifests 
with manifestations such as delirium, coma, cognitive deficits 
encompassing the loss of learning and memory, and the occurrence 
of seizures. The pathophysiology of SAE remains partially elucidated. 
While advances in sepsis research and treatment have lately yielded 
enhanced prognostic outcomes, the mortality rate of SAE remains 
disheartening. The identification of risk factors is imperative in 
grasping the prognosis of SAE.

An XGBoost model was constructed and validated in this 
study to predict ICU mortality in patients with SAE. The 
importance analysis of the factors in the XGBoost model suggested 
that APSIII, vasopressin, age, length of ICU stay, RDW, 
norepinephrine, PTT, and GCS score are strong predictors of 
SAE. In this study, the XGBoost prediction model was obtained 
from the AUC results and had good predictive power. SHAP also 
offered credible visual interpretation of the predictions, 
encompassing both positive and negative impacts. In this study 
we not only calculated values of general parameters for predicting 
the probability of death in the ICU, but also presented a visual 
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explanation for specific patients using SHAP plots. The predictive 
value of a clinical factor for the XGBoost model increased with the 
average absolute SHAP value of each factor. Each factor was 

averaged to provide a homogeneous perspective, and the 
interpretation of SHAP was based on each individual patient (17). 
SHAP has two advantages: (1) it considers the effects of individual 

TABLE 1 Research subject base information form (internal validation).

Total Training cohorts Internal validation 
cohorts

p value

N 7,576 5,303 2,273

Death = No/Yes (%) 6709/867 (88.6/11.4) 4690/613 (88.4/11.6) 2019/254 (88.8/11.2) 0.658

ICU stay time, days (median [IQR]) 3.33 [2.00, 6.29] 3.38 [2.00, 6.33] 3.29 [1.96, 6.13] 0.363

Age (median [IQR]) 70.00 [58.00, 79.00] 69.00 [58.00, 79.00] 70.00 [59.00, 79.00] 0.706

Gender = Male/Female (%) 4497/3079 (59.4/40.6) 3142/2161 (59.2/40.8) 1355/918 (59.6/40.4) 0.787

Medical treatments, n (%)

Sedatives = No/Yes 1292/6284 (17.1/82.9) 900/4403 (17.0/83.0) 392/1881 (17.2/82.8) 0.797

Analgesic = No/Yes 729/6847 (9.6/90.4) 492/4811 (9.3/90.7) 237/2036 (10.4/89.6) 0.131

Antibiotic = No/Yes 988/6588 (13.0/87.0) 689/4614 (13.0/87.0) 299/1974 (13.2/86.8) 0.877

Vasopressin = No/Yes 6642/934 (87.7/12.3) 4634/669 (87.4/12.6) 2008/265 (88.3/11.7) 0.262

Comorbidity, n (%)

Myocardial infarct = No/Yes 5997/1579 (79.2/20.8) 4193/1110 (79.1/20.9) 1804/469 (79.4/20.6) 0.793

Congestive heart failure = No/Yes 4837/2739 (63.8/36.2) 3397/1906 (64.1/35.9) 1440/833 (63.4/36.6) 0.576

Peripheral vascular disease = No/Yes 6397/1179 (84.4/15.6) 4468/835 (84.3/15.7) 1929/344 (84.9/15.1) 0.523

Dementia = No/Yes 7353/223 (97.1/2.9) 5151/152 (97.1/2.9) 2202/71 (96.9/3.1) 0.594

COPD = No/Yes 5499/2077 (72.6/27.4) 3814/1489 (71.9/28.1) 1685/588 (74.1/25.9) 0.051

Liver disease = No/Yes 6671/905 (88.1/11.9) 4694/609 (88.5/11.5) 1977/296 (87.0/13.0) 0.064

Diabetes = No/Yes 6871/705 (90.7/9.3) 4807/496 (90.6/9.4) 2064/209 (90.8/9.2) 0.862

Renal disease = No/Yes 5627/1949 (74.3/25.7) 3935/1368 (74.2/25.8) 1692/581 (74.4/25.6) 0.852

Severe score, median (IQR)

SOFA 7.00 [5.00, 10.00] 7.00 [5.00, 9.00] 7.00 [5.00, 10.00] 0.12

GCS 13.00 [8.00, 14.00] 13.00 [8.00, 14.00] 13.00 [8.00, 14.00] 0.054

APSIII 54.00 [39.00, 75.00] 54.00 [39.00, 75.00] 54.00 [39.00, 77.00] 0.298

Laboratory tests, median (IQR)

Lactate (mmol/L) 1.80 [1.30, 2.60] 1.80 [1.30, 2.60] 1.80 [1.30, 2.55] 0.4

Glucose (mg/dl) 128.50 [113.50, 144.78] 128.25 [113.00, 145.07] 129.10 [114.94, 144.25] 0.303

Creatinine (mg/dl) 1.05 [0.75, 1.65] 1.05 [0.75, 1.65] 1.05 [0.75, 1.65] 0.854

BUN (K/uL) 21.00 [14.50, 35.50] 21.00 [14.50, 35.00] 21.50 [14.50, 37.00] 0.064

Platelets (K/ul) 178.50 [129.50, 248.00] 180.00 [130.00, 249.00] 176.50 [127.50, 246.00] 0.128

Potassium (K/ul) 4.25 [3.90, 4.65] 4.25 [3.90, 4.65] 4.25 [3.95, 4.65] 0.045

Sodium (K/ul) 138.50 [136.00, 141.00] 138.50 [136.00, 141.00] 138.50 [136.00, 141.00] 0.539

Bicarbonate (meq/L) 23.00 [20.50, 25.50] 23.00 [20.50, 25.50] 23.00 [20.50, 25.00] 0.767

Calcium (mg/dl) 8.20 [7.80, 8.70] 8.20 [7.80, 8.70] 8.20 [7.80, 8.65] 0.93

Chloride (mmol/L) 105.00 [101.00, 108.00] 105.00 [101.00, 108.00] 105.00 [101.00, 108.00] 0.416

HCT (%) 10.10 [8.90, 11.55] 10.10 [8.85, 11.50] 10.15 [8.95, 11.65] 0.143

PTT (s) 32.55 [28.05, 41.66] 32.60 [28.10, 41.90] 32.50 [28.00, 40.90] 0.329

WBC (K/uL) 12.10 [8.85, 16.05] 12.10 [8.85, 16.10] 12.00 [8.80, 15.90] 0.529

INR 1.30 [1.15, 1.55] 1.30 [1.15, 1.55] 1.30 [1.15, 1.55] 0.938

AG 14.00 [12.00, 16.50] 14.00 [12.00, 16.50] 13.50 [11.50, 16.50] 0.654

MCH (pg) 30.00 [28.60, 31.30] 30.00 [28.60, 31.30] 30.10 [28.60, 31.30] 0.783

MCHC (g/dL) 32.80 [31.60, 33.90] 32.80 [31.60, 33.90] 32.80 [31.70, 33.80] 0.899

MCV (fL) 91.00 [87.00, 95.00] 91.00 [87.00, 95.00] 91.00 [87.00, 95.00] 0.704

RDW (%) 15.00 [13.80, 16.70] 15.10 [13.80, 16.70] 15.00 [13.90, 16.50] 0.324

Vital signs, median (IQR)

Heartrate (min−1) 104.00 [90.00, 119.00] 104.00 [90.00, 119.00] 104.00 [91.00, 120.00] 0.071

Respiratory rate (min−1) 27.00 [23.50, 32.00] 27.00 [23.00, 32.00] 28.00 [24.00, 32.00] 0.033

Temperature (°C) 36.33 [35.61, 37.33] 36.33 [35.61, 37.33] 36.33 [35.61, 37.33] 0.555
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factors and the synergy between factors, which can solve the 
multicollinearity problem, and (2) SHAP determines whether the 
influence is favorable (18).

In the current investigation, APSIII emerged as the most weighty 
contributor in the importance plot, underscoring its robust capacity 
to predict mortality in the ICU for individuals grappling with SAE. As 

TABLE 2 Research subject base information form (external validation).

Total Training cohorts External validation 
cohorts

p value

N 6876 5,303 1,573

Death = No/Yes (%) 6092/784 (88.6/11.4) 4690/613 (88.4/11.6) 1402/171 (89.1/10.9) 0.478

ICU stay time, days (median [IQR]) 3.54 [2.04, 6.71] 3.38 [2.00, 6.33] 3.99 [2.28, 7.49] <0.001

Age (median [IQR]) 69.00 [58.00, 78.00] 69.00 [58.00, 79.00] 66.00 [55.00, 76.00] <0.001

Gender = Male/Female (%) 4051/2825 (58.9/41.1) 3142/2161 (59.2/40.8) 909/664 (57.8/42.2) 0.315

Medical treatments, n (%)

Sedatives = No/Yes 2093/4783 (30.4/69.6) 900/4403 (17.0/83.0) 1193/380 (75.8/24.2) <0.001

Analgesic = No/Yes 1867/5009 (27.2/72.8) 492/4811 (9.3/90.7) 1375/198 (87.4/12.6) <0.001

Antibiotic = No/Yes 2261/4615 (32.9/67.1) 689/4614 (13.0/87.0) 1572/1 (99.9/0.1) <0.001

Vasopressin = No/Yes 6061/815 (88.1/11.9) 4634/669 (87.4/12.6) 1427/146 (90.7/9.3) <0.001

Comorbidity, n (%)

Myocardial infarct = No/Yes 5709/1167 (83.0/17.0) 4193/1110 (79.1/20.9) 1516/57 (96.4/3.6) <0.001

Congestive heart failure = No/Yes 4855/2021 (70.6/29.4) 3397/1906 (64.1/35.9) 1458/115 (92.7/7.3) <0.001

Peripheral vascular disease = No/Yes 6029/847 (87.7/12.3) 4468/835 (84.3/15.7) 1561/12 (99.2/0.8) <0.001

Dementia = No/Yes 6710/166 (97.6/2.4) 5151/152 (97.1/2.9) 1559/14 (99.1/0.9) <0.001

COPD = No/Yes 5370/1506 (78.1/21.9) 3814/1489 (71.9/28.1) 1556/17 (98.9/1.1) <0.001

Liver disease = No/Yes 6245/631 (90.8/9.2) 4694/609 (88.5/11.5) 1551/22 (98.6/1.4) <0.001

Diabetes = No/Yes 6368/508 (92.6/7.4) 4807/496 (90.6/9.4) 1561/12 (99.2/0.8) <0.001

Renal disease = No/Yes 5360/1516 (78.0/22.0) 3935/1368 (74.2/25.8) 1425/148 (90.6/9.4) <0.001

Severe score, median (IQR)

SOFA 7.00 [5.00, 9.00] 7.00 [5.00, 9.00] 7.00 [5.00, 9.00] 0.043

GCS 13.00 [8.00, 14.00] 13.00 [8.00, 14.00] 11.00 [7.00, 14.00] <0.001

APSIII 55.00 [40.00, 75.00] 54.00 [39.00, 75.00] 56.00 [42.00, 77.00] <0.001

Laboratory tests, median (IQR)

Lactate (mmol/L) 1.80 [1.20, 2.60] 1.80 [1.30, 2.60] 1.70 [1.10, 2.80] 0.011

Glucose (mg/dl) 127.75 [111.00, 145.29] 128.25 [113.00, 145.07] 124.00 [105.00, 146.00] <0.001

Creatinine (mg/dl) 1.10 [0.79, 1.70] 1.05 [0.75, 1.65] 1.18 [0.82, 1.89] <0.001

BUN (K/uL) 21.50 [14.50, 35.50] 21.00 [14.50, 35.00] 23.00 [14.00, 37.00] 0.068

Platelets (K/ul) 177.00 [126.50, 246.00] 180.00 [130.00, 249.00] 167.00 [117.00, 236.00] <0.001

Potassium (K/ul) 4.20 [3.85, 4.60] 4.25 [3.90, 4.65] 4.10 [3.60, 4.51] <0.001

Sodium (K/ul) 138.50 [136.00, 141.00] 138.50 [136.00, 141.00] 139.00 [136.00, 142.00] 0.029

Bicarbonate (meq/L) 23.00 [20.00, 25.50] 23.00 [20.50, 25.50] 23.00 [20.00, 25.00] 0.006

Calcium (mg/dl) 8.20 [7.70, 8.65] 8.20 [7.80, 8.70] 8.00 [7.40, 8.60] <0.001

Chloride (mmol/L) 105.00 [101.00, 108.50] 105.00 [101.00, 108.00] 106.00 [102.00, 110.00] <0.001

HCT (%) 10.90 [9.25, 14.40] 10.10 [8.85, 11.50] 30.60 [26.00, 35.90] <0.001

PTT (s) 32.70 [28.10, 41.25] 32.60 [28.10, 41.90] 33.00 [28.20, 40.00] 0.582

WBC (K/uL) 12.10 [8.70, 16.35] 12.10 [8.85, 16.10] 12.00 [8.14, 17.10] 0.363

INR 1.30 [1.15, 1.55] 1.30 [1.15, 1.55] 1.30 [1.10, 1.60] 0.383

AG 13.50 [11.00, 16.00] 14.00 [12.00, 16.50] 11.00 [8.00, 15.00] <0.001

MCH (pg) 30.00 [28.50, 31.20] 30.00 [28.60, 31.30] 29.80 [28.10, 31.10] <0.001

MCHC (g/dL) 32.80 [31.70, 33.82] 32.80 [31.60, 33.90] 32.90 [31.90, 33.80] 0.227

MCV (fL) 91.00 [87.00, 95.00] 91.00 [87.00, 95.00] 90.00 [86.00, 94.60] <0.001

RDW (%) 15.10 [13.90, 16.80] 15.10 [13.80, 16.70] 15.30 [14.00, 17.10] <0.001

Vital signs, median (IQR)

Heartrate (min−1) 101.00 [84.00, 117.00] 104.00 [90.00, 119.00] 92.00 [79.00, 109.00] <0.001

Respiratory rate (min−1) 26.00 [18.00, 31.00] 27.00 [23.00, 32.00] 19.00 [15.00, 24.00] <0.001

Temperature (°C) 36.39 [35.78, 37.28] 36.33 [35.61, 37.33] 36.70 [36.20, 37.10] <0.001
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TABLE 3 Comparison of basic characteristics of the surviving and dead groups in the MIMIC-IV database.

Variable Survival Death p value

Total 6709 867

ICU stay time, days, median (IQR) 3.2 (1.9,5.8) 5.3 (2.6,10.6) <0.001

Age, year, median (IQR) 69 (58,79) 74 (64,82) <0.001

Gender, male, n (%) 4014 (59.8) 483 (55.7) 0.02

Medical treatments, n (%)

Sedatives 5502 (82) 782 (90.2) <0.001

Analgesic 6178 (92.1) 669 (77.2) <0.001

Antibiotic 5790 (86.3) 798 (92) <0.001

Vasopressin 564 (8.4) 370 (42.7) <0.001

Comorbidity, n (%)

Myocardial infarct 1396 (20.8) 183 (21.1) 0.838

Congestive heart failure 2362 (35.2) 377 (43.5) <0.001

Peripheral vascular disease 1032 (15.4) 147 (17) 0.229

Dementia 192 (2.9) 31 (3.6) 0.242

COPD 1782 (26.6) 295 (34) <0.001

Liver disease 710 (10.6) 195 (22.5) <0.001

Diabetes 630 (9.4) 75 (8.7) 0.48

Renal disease 1661 (24.8) 288 (33.2) <0.001

Severe score, median (IQR)

SOFA 6 (4,9) 11 (8,14) <0.001

GCS 13 (10,14) 7 (3,11) <0.001

APSIII 51 (37,70) 90 (70,109) <0.001

Laboratory tests, median (IQR)

Lactate (mmol/L) 1.8 (1.3,2.5) 2.2 (1.4,3.7) <0.001

Glucose (mg/dL) 128.5 (114.6,144.3) 128 (105.2,148.2) 0.02

Creatinine (mg/dL) 1 (0.8,1.6) 1.5 (0.9,2.5) <0.001

BUN (K/uL) 20 (14,33) 33.5 (20,52.5) <0.001

Platelets (K/uL) 179 (131,246.5) 176.5 (109.8,259.5) 0.042

Potassium (K/uL) 4.2 (3.9,4.6) 4.3 (3.9,4.9) <0.001

Sodium (K/uL) 138.5 (136,141) 138.5 (135.5,141.5) 0.903

Bicarbonate (mEq/L) 23 (20.5,25.5) 21.5 (18,25) <0.001

Calcium (mg/dL) 8.2 (7.8,8.7) 8.2 (7.6,8.7) 0.003

Chloride (mmol/L) 105.5 (101.5,108) 103.5 (99,107.5) <0.001

HCT (%) 10.4 (1.9) 10.1 (2) <0.001

PTT (s) 32 (27.9,40.2) 38.1 (30.5,53.5) <0.001

WBC (K/uL) 11.9 (8.8,15.8) 13.2 (9,18.2) <0.001

INR 1.3 (1.1,1.5) 1.5 (1.2,2) <0.001

AG 13.5 (11.5,16) 16 (13.5,19.5) <0.001

MCH (pg) 30 (28.6,31.3) 30 (28.5,31.5) 0.529

MCHC (g/dL) 32.8 (31.7,33.9) 32.3 (31,33.4) <0.001

MCV (fL) 91 (87,95) 92 (88,97) <0.001

RDW (%) 14.9 (13.7,16.4) 16.6 (15,18.3) <0.001

Vital signs, median (IQR)

Heartrate (min−1) 103 (90,118) 113 (97,130) <0.001

Respiratory rate (min−1) 27 (23,32) 30 (25,35) <0.001

Temperature (°C) 36.3 (35.6,37.3) 36.3 (35.6,37.3) 0.021

27

https://doi.org/10.3389/fneur.2023.1290117
https://www.frontiersin.org/journals/neurology
https://www.frontiersin.org


Guo et al. 10.3389/fneur.2023.1290117

Frontiers in Neurology 08 frontiersin.org

TABLE 4 Comparison of basic characteristics of the surviving and dead groups in the Eicu-CRD database.

Variable Survival Death p value

Total 1402 171

ICU stay time, days, median (IQR) 4 (2.3,7.4) 4.3 (2.3,8.2) 0.574

Age, year, median (IQR) 66 (54,76) 66 (57,77.5) 0.197

Gender, male, n (%) 821 (58.6) 88 (51.5) 0.076

Medical treatments, n (%)

Sedatives 321 (22.9) 59 (34.5) <0.001

Analgesic 162 (11.6) 36 (21.1) <0.001

Antibiotic 1 (0.1) 0 (0) 0.727

Vasopressin 88 (6.3) 58 (33.9) <0.001

Comorbidity, n (%)

Myocardial infarct 48 (3.4) 9 (5.3) 0.224

Congestive heart failure 101 (7.2) 14 (8.2) 0.641

Peripheral vascular disease 11 (0.8) 1 (0.6) 0.777

Dementia 13 (0.9) 1 (0.6) 0.653

COPD 13 (0.9) 4 (2.3) 0.092

Liver disease 19 (1.4) 3 (1.8) 0.675

Diabetes 11 (0.8) 1 (0.6) 0.777

Renal disease 129 (9.2) 19 (11.1) 0.419

Severe score, median (IQR)

SOFA 7 (5,9) 9 (7,12) <0.001

GCS 11 (7,14) 9 (6,14) <0.001

APSIII 55 (41,73) 77 (57,103) <0.001

Laboratory tests, median (IQR)

Lactate (mmol/L) 1.6 (1.1,2.6) 2.7 (1.5,5.1) <0.001

Glucose (mg/dl) 124 (105,146) 123 (100,145) 0.531

Creatinine (mg/dl) 1.1 (0.8,1.8) 1.4 (1,2.3) <0.001

BUN (K/uL) 22 (14,35) 30 (20,48) <0.001

Platelets (K/ul) 166 (118,234) 171 (91.5,243) 0.416

Potassium (K/ul) 4.1 (3.6,4.5) 4.1 (3.6,4.8) 0.226

Sodium (K/ul) 139 (136,142) 138 (135,142) 0.192

Bicarbonate (meq/L) 23 (20,25) 21 (17,24) <0.001

Calcium (mg/dl) 8 (7.4,8.6) 8 (7.4,8.4) 0.102

Chloride (mmol/L) 106 (102,110) 105 (100,109) 0.096

HCT (%) 30.7 (26,36) 29.8 (25.8,34.7) 0.188

PTT (s) 32.9 (28,39.4) 35.8 (30.7,45.1) <0.001

WBC (K/uL) 11.9 (8.2,17) 13 (8.1,18.9) 0.231

INR 1.3 (1.1,1.6) 1.5 (1.2,2.1) <0.001

AG 11 (8,14) 14 (10,16) <0.001

MCH (pg) 29.8 (28.1,31.1) 29.4 (27.9,31.1) 0.331

MCHC (g/dL) 32.9 (32,33.8) 32.5 (31.4,33.3) <0.001

MCV (fL) 90 (86.2,94.4) 91.2 (85.6,96) 0.319

RDW (%) 15.1 (14,17) 16.4 (14.9,18.2) <0.001

Vital signs, median (IQR)

Heartrate (min−1) 92 (79,108.8) 93 (80.5,110) 0.231

Respiratory rate (min−1) 19 (15,24) 20 (16,25) 0.014

Temperature (°C) 36.7 (36.3,37.2) 36.5 (36,37) <0.001
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an integral facet of the APACHE system, APSIII aptly showcases its 
aptitude in prognosticating the mortality rates of patients grappling 
with severe sepsis and septic shock (19). In a large number of studies 
it has been found that survivors have significantly lower APACHE III 
scores than deceased patients and that higher scores (OR 1.11,95% CI 
1.05–1.18, p  = 0.001) are associated with increased in-hospital 
all-cause mortality in patients with severe sepsis (20, 21). Inflammatory 
response, immunosuppression, and multiple organ dysfunction 
syndrome may be responsible for the high scores in patients with SAE 
(1, 22). A predominant clinical characteristic of SAE is the alteration 
in the level of consciousness. In milder cases, there is a reduction in 
attention and alertness, accompanied by symptoms like anxiety and 
delirium. In severe instances, it may lead to stupor or coma. Long-
term cognitive impairments encompass deficits in memory, attention, 
verbal fluency, and executive functions, significantly impacting the 
quality of life for survivors. In a study concentrated on discerning 
initial and potentially amendable factors of SAE upon admission to 
the ICU, it was determined that even slight alterations in cognitive 
function, as defined by a GCS score of 13–14, were autonomously 
correlated with mortality at the point of ICU admission (10, 23). 
Furthermore, our findings confirm the independent role of the GCS 
score as a risk factor for ICU mortality in SAE patients. This reinforces 
the utility of the GCS score and APSIII in gauging the severity and 
prognosis of individuals afflicted with SAE.

Norepinephrine and vasopressin are now commonly used in 
clinics as vasoactive drugs. In the Surviving Sepsis Campaign 
guidelines, norepinephrine is recommended as the vasopressor for 
sepsis treatment (24), and often vasopressin is used as an adjunct to 
sepsis. Maheshwari et al. found that the significant blood pressure 
response to VAS was substantially linked to reduced survival 
probability in patients with septic shock (25). However, there are only 
treatment guidelines for sepsis and septic shock (15, 17), with a lack 
of specific treatment guidelines for SAE (24, 26). To realistically assess 
ICU mortality in SAE, clinicians should be aware of other treatment 
options for SAE in order to improve the corresponding survival 

assessment system. Currently, no specific therapeutic interventions are 
tailored for SAE. Treatment protocols are established on the 
comprehensive management of sepsis, with a predominant focus on 
symptoms associated with cerebral maladies, while endeavoring to 
minimize detriment to the central nervous system. Early-stage 
resuscitation is acknowledged as a pivotal therapeutic strategy for 
sepsis, and the administration of vasoactive agents correlated with 
normal arterial pressure subsequent to initial fluid therapy can 
mitigate the severity of sepsis (27). Furthermore, glucocorticoids, 
alternative markers, and modulators of the neuroimmune axis have 
been under consideration for addressing sepsis-induced cognitive 
impairments (28, 29). Indoleamine 2,3-dioxygenase, impacting the 
inflammatory cascade, is identified as a potential therapeutic target for 
central nervous system disorders, fostering cognitive enhancement in 
sepsis patients (30).

Most of the patients with SAE in this study stayed in the ICU for 
less than 1 week, and the length of ICU stay had an overall negative 
effect on the outcome. Related studies have found length of ICU stay 
to be related to disease severity (31), which has important implications 
for the wise use of scarce medical resources (32). Elderly patients with 
SAE admitted to the ICU mostly died earlier than did younger patients 
with SAE, which is supported by the findings of Martin et al. (33). The 
introduction of comorbidities harm immune function as age 
progresses, which causes patients with critical illness to deteriorate 
more rapidly. Geriatric patients may be  more vulnerable to CNS 
issues, particularly if hypertension, diabetes mellitus, or acute renal 
injury is the underlying illness (10, 34, 35). Older hospitalized people 
need more-specialized nursing or rehabilitation care. These findings 
offer guidance on how to allocate healthcare resources for patients 
with SAE and offer suggestions for future research projects and 
patient interventions.

RDW may be therapeutically valuable for predicting the future 
course and prognosis of various disorders, including stroke, atrial 
fibrillation (36), COPD (37), community-acquired pneumonia, and 
sepsis (38). Currently, several studies have indicated that RDW 

FIGURE 2

Predictor variables selection. (A) Importance of the predictor variables selected by XGBoost. (B) The SHAP summary plot.
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possesses not only diagnostic significance but also serves as a 
prognostic factor for sepsis, signifying systemic dysfunction and 
immune response dysregulation. Víctor Moreno-Torres, MD, et al. 
have proposed that RDW enhances the discriminative capacity of 
SOFA, LODS, APACHE-II, and SAPS-II, rendering it a potential 
parameter within these prognostic scoring systems (39). A study by 
Sadaka et al., which included 279 patients with septic shock, suggested 
that elevated RDW at admission was related to death in the ICU in 
both adults and neonates (40). This finding was also demonstrated in 
another study, which found that the addition of RDW to the ICU 
scoring system improved its mortality predictions (41, 42). The 
present study indicated there was a higher risk of dying from SAE in 
the ICU when RDW levels were high. Elevated RDW reflects a severe 
dysregulation of red blood cell homeostasis, which may be  an 
important prognostic factor for SAE. The mechanistic relationship 
between RDW and the ICU mortality rate in SAE remains obscure. 
However, research suggests that oxidative stress may contribute to the 
detrimental impact of RDW on the prognosis of SAE, as oxidative 

stress levels exhibit a positive correlation with RDW (43). Apart from 
this, the inflammatory response in septic patients shortens red blood 
cell lifespan, impairs red blood cell maturation, resulting in premature 
release, and thus elevating RDW (44, 45). Furthermore, 
proinflammatory cytokines inhibit erythropoietin-induced red blood 
cell proliferation and maturation, also leading to an increase in RDW 
(46). This may represent another rationale for the association between 
RDW and ICU mortality.

One strength of this study was the external validation of the SAE 
mortality risk model using the eICU-CRD database, which confirmed 
its efficacy. SHAP allows visualization of XGBoost models, and its 
sound visual interpretation greatly increases the confidence that 
clinicians have in the application of machine learning. However, there 
were some limitations to this study. First, only data from the US were 
utilized to construct and validate the model, which might reduce its 
applicability to other regions of the world. Furthermore, in 
retrospective studies, it is inevitable to relinquish certain variables 
with a substantial amount of missing values. Various unmeasured 

FIGURE 3

SHAP dependency plot of the XGboost model. The SHAP dependence plot shows how a single feature affects the output of the XGBoost prediction 
model. SHAP values for specific features exceed zero, representing an increased risk of death. RDW, red blood cell distribution width; PTT, partial 
thromboplastin time.
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FIGURE 4

SHAP interaction plot of the eight most essential features for SAE assessment. SHAP, SHapley Additive explanation; XGBoost, eXtreme Gradient 
Boosting; SAE, sepsis-associated encephalopathy.

FIGURE 5

SHAP force plot of the XGboost model. (A) Influence plot of macroscopic features for all samples. (B) Influence plot of macroscopic features for a 
random portion of the samples. A positive Shap value represents a positive gain area and a negative Shap value represents a negative gain area.
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confounding variables such as race and treatment modalities, along 
with inflammation-related data, could potentially influence the 
mortality risk of SAE patients. Therefore, given the constraints of the 
MIMIC-IV database and the eICU-CRD database, it is plausible that 
the XGBoost model may have omitted certain pivotal factors. Finally, 
the divergence in the origins of these two patient cohorts, hailing from 
distinct databases, has led to disparate study timelines between the 
training and external validation cohorts. This temporal incongruity 
might be a pivotal element contributing to the attenuation of this 
model’s efficacy within the eICU-CRD database.

Conclusion

This study validated the efficacy of machine-learning-based 
XGBoost for early outcome predictions for patients with SAE. The 
SHAP method improves the readability of XGBoost models and aids 
doctors in comprehending the logic behind findings obtained from 
such models.
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FIGURE 6

Receiver operating characteristic curves of the XGBoost model. (A) The test set (AUC=0.908). (B) The internal validation set (AUC=0.898). (C) The 
external validation set (AUC=0.778).
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Introduction: Diffusion Tensor Imaging (DTI) has revealed measurable changes in 
the brains of patients with persistent post-concussive syndrome (PCS). Because of 
inconsistent results in univariate DTI metrics among patients with mild traumatic 
brain injury (mTBI), there is currently no single objective and reliable MRI index for 
clinical decision-making in patients with PCS.

Purpose: This study aimed to evaluate the performance of a newly developed 
PCS Index (PCSI) derived from machine learning of multiparametric magnetic 
resonance imaging (MRI) data to classify and differentiate subjects with mTBI and 
PCS history from those without a history of mTBI.

Materials and methods: Data were retrospectively extracted from 139 patients 
aged between 18 and 60  years with PCS who underwent MRI examinations at 
2  weeks to 1-year post-mTBI, as well as from 336 subjects without a history of 
head trauma. The performance of the PCS Index was assessed by comparing 
69 patients with a clinical diagnosis of PCS with 264 control subjects. The PCSI 
values for patients with PCS were compared based on the mechanism of injury, 
time interval from injury to MRI examination, sex, history of prior concussion, loss 
of consciousness, and reported symptoms.

Results: Injured patients had a mean PCSI value of 0.57, compared to the control 
group, which had a mean PCSI value of 0.12 (p  =  8.42e-23) with accuracy of 88%, 
sensitivity of 64%, and specificity of 95%, respectively. No statistically significant 
differences were found in the PCSI values when comparing the mechanism of 
injury, sex, or loss of consciousness.

Conclusion: The PCSI for individuals aged between 18 and 60  years was able to 
accurately identify patients with post-concussive injuries from 2  weeks to 1-year 
post-mTBI and differentiate them from the controls. The results of this study 
suggest that multiparametric MRI-based PCSI has great potential as an objective 
clinical tool to support the diagnosis, treatment, and follow-up care of patients 
with post-concussive syndrome. Further research is required to investigate the 
replicability of this method using other types of clinical MRI scanners.
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Introduction

Traumatic brain injuries (TBIs) are evaluated based on clinical 
symptoms, neurological impairments, and imaging findings (1–5). 
The majority (80–90%) of TBIs are mild, characterized by Glasgow 
Coma Scale scores of 13–15 (5–7). Mild TBI (mTBI) and concussion 
are often used interchangeably, with sports-related concussions being 
a subtype (6, 8). It is estimated that 1.4–3.8 million concussions occur 
annually in the US and are caused by sports, recreational activities, 
falls, assaults, and motor vehicle accidents (1, 2, 4, 5).

Symptoms associated with concussions include headaches, 
amnesia, dizziness, fatigue, drowsiness, sleep disturbance, irritability, 
blurred vision, nausea, hypersensitivity to light and noise, emotional 
lability, anxiety, depression, deficits in attention, concentration, 
memory, executive function, balance problems, and/or loss of 
consciousness for less than 30 min (5, 7–14). Loss of consciousness 
occurs in 10–20% of concussions but is not required for diagnosis 
(15–17). Most symptoms resolve within 14 days in adults and 
4–6 weeks in children (4, 6, 7, 16–18). However, 15–30% of mTBI 
patients may experience post-concussion symptoms, referred to as 
persistent post-concussive syndrome (PCS), for several months or 
longer (4, 6, 7, 17–20). In the Prospective TRACK-TBI study, 33% of 
patients remained functionally impaired 3 months after injury, and 
22.4% were not at full functional status 1 year after injury (4), further 
confirming that some patients with mTBI may experience long-term 
disability (7). Schneider et  al. reported a poor 1-year cognitive 
outcome in 13.5% of patients with mTBI (21).

In most post-acute patients with a history of mTBI and PCS, there 
is no radiological evidence of brain injury using computed tomography 
(CT) or conventional MRI techniques (4, 5, 7, 18, 22). Recently, an 
advanced MRI technique, Diffusion Tensor Imaging (DTI), has been 
used to evaluate mild traumatic injuries in the acute, subacute, and 
delayed phases (5, 7, 18). However, literature reviews have found 
variable, inconsistent, or negative findings in the diffusion metrics 
between patients with PCS and controls (5, 6, 18, 22). Additionally, in 
patients with PCS or post-injury behavioral changes (18), diffusion 
imaging abnormalities were inconsistent. The inconsistencies in group 
differences in the locations of DTI-related white matter abnormalities 
have been proposed to be  related to the heterogeneous nature and 
symptoms of mTBI, different mechanisms of injury, variable locations 
and phases of injury, differences in DTI protocols, and/or the limited 
numbers of control and subject populations (5, 18, 23). Previous studies 
using DTI to evaluate PCS at the group level have focused on univariate 
analyses of diffusion metrics such as FA, ADC, MD, RD, and AD (24). 
Although microstructural changes in DTI metrics have been 
demonstrated at the group level in patients with PCS, the complexity of 
advanced DTI post-analysis limits its application of these changes at the 
individual level in clinical settings for diagnosis, treatment, and 
follow-up care (18, 25).

Despite advances in measuring changes in the brain related to 
traumatic brain injury, there is currently no objective and reliable MRI 
assessment to guide clinical decision-making for individual patients 

with mTBI and PCS (18, 24, 25). The lack of objective data on mTBI 
in patients leads to challenges in the diagnosis, prognosis, and 
treatment of patients with a history of mTBI and PCS, based on 
subjective symptom reports and clinical examinations (25). To address 
this issue, machine learning (ML) approaches have been suggested 
(26–28). ML has also been applied to MRI data from patients with 
traumatic brain injuries. For example, Mitra et al. used a ML technique 
to classify patients with a history of mild, moderate, or severe TBI, 
based on altered structural connectivity patterns within intra-and 
interhemispheric white matter pathways secondary to trauma (28). 
Additionally, Goswami et al. reported that for retired football players 
with a history of multiple concussions, ML of mean and radial 
diffusion data showed alterations involving the uncinate fasciculus, 
which is associated with behavioral regulation (29). Vergara et al. 
reported that data from resting-state fMRI used to assess network 
connectivity was more accurate than DTI in detecting mild traumatic 
brain injury at the group level (30). Luo et al. reported that a support 
vector machine algorithm of multiparametric fMRI data in patients 
with mild traumatic brain injury could improve the classification 
performance of mTBI compared to normal controls by using the brain 
regions associated with emotion and cognition (27). Lui et al. (24) 
reported that an algorithm developed from multi-feature analysis of 
data from diffusion-weighted imaging, fMRI, and volumetrics may aid 
in the classification of patients with mTBI compared to controls (24). 
Abdelrahman et al. reported that combining multiple DTI metrics 
improved the accuracy of identifying patients with chronic moderate 
brain injury, with a mean time since injury of 9 years, compared with 
controls (31).

ML has also been widely applied to multiparametric clinical MRI 
data in oncology and other medical conditions (32, 33). The purpose 
of using ML has been to develop clinical tools that support diagnoses, 
predict prognoses, and predict responses to treatment for different 
diseases and medical conditions (33). In our previous work, 
we developed a PCS index (PCSI) for patients with a history of mTBI, 
using a feature selection process applied to multiparametric structural 
and diffusion MRI data. The PCSI combines complex radiomic 
information from the MP RAGE series, fractional anisotropy (FA), 
and apparent diffusion coefficient (ADC) series (26). This method 
enabled the detection of post-concussive imaging changes in all series, 
even when no apparent findings were evident on clinical MRI exams.

The objective of this study was to further evaluate the performance 
of a multiparametric MRI-based PCSI to detect post-concussive injury 
in a real-world clinical environment. A significant limitation of the 
previous study was the control population, which consisted of a relatively 
small number of young, healthy control athletes. Here, we expand the 
application of the PSCI to a significantly larger number of routine clinical 
patients diagnosed with mTBI and patients referred for neuroimaging 
without history of prior brain injury to explore the associations of the 
PCSI with sex, mechanism of injury, elapsed time from injury, prior 
concussion history and clinical symptoms in patients aged 18–60.

Materials and methods

Participants

The Research Subjects Review Board of the University of 
Rochester approved this retrospective study. Figure  1 shows the 

Abbreviations: AI, artificial intelligence; ML, machine learning; mTBI, mild traumatic 

brain injury; SRC, sports related concussion; PCS, post-concussion syndrome; 

DTI, diffusion weighted imaging; FA, fractional anisotropy mapping from DTI 

sequences; ADC, apparent diffusion coefficient from DTI sequences.
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inclusion and exclusion criteria for this retrospective review of the 
medical records of patients referred to an outpatient MRI center from 
2016 to 2022. MRI was performed for 309 uninjured patients ranging 
in age from 18 to 60 years who were referred for MRI because of 
non-trauma related subjective complaints of headaches (n = 88), 
hearing loss (n = 132), or other complaints (N = 42), and who had 
normal MRI examinations. The uninjured patients also included 27 
student athletes recruited as part of the prior study (26). A 

retrospective review was also performed of the medical records from 
2016 to 2022 for 139 patients ranging in age from 18 to 60 years who 
were referred for MRI at the same facility by Sports Medicine 
Physicians, Physical Medicine, and Rehabilitation Physicians, or 
Neurologists with the diagnosis of concussion based on clinical 
history and combination of symptoms (4, 6–8, 10–18). The inclusion 
criteria included a clinical diagnosis of concussion with persistent 
post-concussion symptoms (PCS) and MRI performed at least 2 weeks 

FIGURE 1

Inclusion–exclusion criteria for the study participants. This paper presents the performance of the PCSI on the validation participants.
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and no later than 12 months after mTBI, excluding those subjects with 
dental braces, prior brain surgery, ventricular shunts, intracranial 
hemorrhage, intra-axial MRI signal abnormalities, skull fractures, or 
standard contraindications for MR. Thirty eight patients received MR 
exams within 90 days from injury; 17 between 90 and 180 days from 
injury, 7 between 180 and 270 days from injury, with the remaining 7 
between 270 days and 1 year from injury. Twenty five injured and 25 
uninjured subjects were excluded due to issues with the MRI exams, 
such as missing series required for analysis, or excessive artifact. 
Patient age and sex, number of previous concussions, absence of loss 
of consciousness (LOC) at the most recent concussion, the time 
between injury and MRI, and persistent signs and symptoms were 
extracted from the electronic medical records. All patient identifiers 
were removed prior to the analysis.

Image acquisition

All MRI exams for the concussed patients and 27 student athlete 
controls were performed between 2016, and 2022, on one of two 3 T 
Siemens Skyra MRI Scanners using a 20-channel Head/Neck Coil 
using the following imaging protocol: T1- weighted MP-RAGE images 
(FOV = 250 mm, 208 axial slices; 1  ×  1  ×  1 mm, TR = 1,200 ms, 
TE = 2.29 ms, TI = 600 ms), Flip angle = 8 degrees, 3D axial SWI images 
[FOV 220 mm, 88 slices/1.5 mm slice thickness (interleaved)/TR 
27 ms, TE 29 ms, 1 average], DTI acquisition parameters were axial 
DTI/TA:10:14 min, FOV 256 mm, 70 slices, 2 mm slice thickness, TR 
9,000 ms, TE 88 ms, Flip Angle 15°, 1 average, Acceleration Factor 2/
ref. lines 24, diffusion directions 64, b-value 1:0 s/mm2; b-value 
2:1,000 s/mm2. Diffusion images were also corrected for susceptibility 
distortions with the acquisition of a sequence with 64 PA reversed-
phase directions. Double IR FLAIR images were obtained for the 
concussed patients (26).

For the other control patients (n = 309), Sagittal T1 FLAIR, Axial 
MP-RAGE, and DTI images were acquired identically to the 
concussed patients. All image sets in this study were anonymized and 
correlated with clinical data. Axial T2-FLAIR images were also 
obtained for control subjects.

Image analysis

Image preprocessing, segmentation, and 
quantification

For each subject, three MRI series (MPRAGE, Apparent Diffusion 
Coefficient, and Fractional Anisotropy) were co-registered using 3D 
Affine registration with spline deformation and segmented into two 
tissue types (gray and white matter) in eight anatomical subregions 
using a derivative of the 152c Montreal Brain atlas. These subregions 
included the right and left temporal, occipital, parietal, and frontal 
lobes. Five radiomic quantifications were performed, including raw 
signal measurement, fractal signature, and three-level wavelet 
decompositions, which provided information regarding the three-
dimensional texture patterns of the measurements. The two tissues, 
three MRI series, eight subregions, and five radiomic measurements 
yielded 240 numeric sets, each further described by 33 statistical 
descriptions ranging from simple arithmetic mean and standard 
deviation to complex representations of numeric distribution, yielding 

a total set of 7,920 individual quantitative values for each subject. 
Logistic Regression with L1 regularization was used to estimate a 
subset of features to build the Post-Concussive Syndrome Index 
(PCSI) (34). The PCSI is a mathematical formula that produces a value 
between 0 and 1 for each subject based on the values of the subset of 
radiomic measurements, with values less than 0.5 regarded as 
consistent with uninjured healthy subjects and values of 0.5 or greater 
associated with post-concussive subjects. Thus, the PCSI value 
represents the probability of PCS based on the multidimensional MRI 
signal. Details of the image processing and ML are provided by 
Tamez-Peña et al. (26). All image processing was performed using 
CIPAS (Qmetrics Technologies, Rochester, NY), and prediction of the 
PCSI was carried out using R 4.1.2, with the FRESA.CAD 3.3.1 
Package (35).

Statistical analysis
For each participant, we recorded the PCSI, sex, age, weight, health, 

origin of trauma or condition, and clinical symptoms at the time of the 
MRI. Age, weight, height, and PCSI of subjects in the validation set were 
described by mean and standard deviation and stratified by cases and 
controls. Statistical differences between the cases and controls were 
computed using t-tests for age, height, and weight. The PCSI was 
described using receiver operating characteristics (ROC) and the area 
under the ROC curve (ROCAUC). This paper also reports the accuracy, 
sensitivity, specificity, and diagnostic odds ratio between concussed and 
non-concussed subjects with their corresponding confidence intervals. 
The behavior of PCSI values for control group subsets (uninjured subjects 
with hearing loss, headaches, other indications, or young athletes) was 
described by frequency and PCSI association using violin plots and 
compared using ROC analysis. PCSI values of injured subjects were 
compared according to sex, loss of consciousness at the time of injury, 
mechanism of injury (sports, vehicular injuries, and assaults/falls), time 
interval from injury to MRI examination, prior concussion history, and 
reported symptoms. Significant associations with binary symptoms were 
computed using the Wilcoxon signed-rank test, and the effect size was 
described by ROCAUC. None of the p-values were adjusted for multiple 
comparisons. All statistical analyses were performed using R 4.2.2.

Results

Table  1 presents the demographic characteristics of the study 
participants. The MRI indication for the control/uninjured participants 
was hearing loss (n = 132), followed by headache (n = 88), and several 
other conditions (n = 42). The mechanism of injury in the case/PCS 
participants was sports-related (n = 34), motor vehicle use (n = 14), or 
other causes (n = 21). The sex distribution of the case/control sets was 
statistically different, where female participants were slightly more 
common in the control group than in the case group, although there were 
more females than males in both groups. There were marked differences 
between the age at injury of the participants (cases) and normal clinical 
patients (controls). Controls were slightly older (42.7 ± 11.2 years) than 
cases (31.9 ± 14.3 years). Another significant difference in this cohort was 
the weight of the control participants being heavier than the cases 
(90.3 ± 25.3 kg vs. 77.3 ± 20.7 kg, p < 0.001).

Regarding the PCSI, Figure 2 shows the distribution of the 
index across all patients stratified by sex. The PCSI could separate 
PCS subjects from non-injury subjects using the injury threshold 
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of 0.5 with an accuracy of 0.88 (95%CI [0.84, 0.92]), sensitivity of 
0.64 (95%CI [0.51, 0.75]), specificity of 0.95 (95%CI [0.91, 0.97]), 
diagnostic odds ratio (DOR) of 31 (95%CI [15, 65]), and 
ROCAUC 0.87 (95%CI [0.82, 0.92]). The performance of the 
index was similar between males and females with sensitivity, 
specificity, and DOR of 0.63, 0.97, and 63 vs. 0.64, 0.93, and 23 for 
males and females, respectively.

Because there was a strong age imbalance between the cases and 
controls, we tested the hypothesis that the index was not associated 
with the participant’s age. The test consisted of modeling the PCSI by 
participant age adjusted by subject class (Case or Control). The results 
of the model indicated that subject class predicted most of the variance 
in the PCSI (p < 0.001), while age did not (p = 0.42). Hence, the PCSI 
was not affected by participant age.

Exploratory analysis of the PCSI

Table  2 shows the distribution of the most common PCS 
symptoms and their association with the PCSI. The most common 
symptom of PCS was headache (87%), followed by concentration 
issues (62%). Headache was not associated with the index value, 
but the presence of vision problems was associated with a higher 
index value [0.671 vs. 0.478, p(P > A) = 0.02]. Concentration 
problems and anxiety showed a trend [(P > A) < 0.1] of higher 
index values when symptoms were present. Both the symptoms 
had a ROCAUC of 0.6. Figure 3 shows the distribution of the 
PCSI for the three top symptoms as well as the distribution of the 
PCSI and the presence of neck pain. The neck pain results showed 
a negative trend of having a lower index value for subjects 
reporting neck pain vs. patients without neck pain [p = 0.440, 
A = 0.636, p(P < A) = 0.03].

Figure 4 shows the distribution of the PCSI concerning the history 
of previous concussions, loss of consciousness, and the mechanism of 
trauma. In these cases, we observed a positive trend toward a higher 
PCSI value in the three exploratory analyses, but none of them 
reached statistical significance (p > 0.1).

We also explored the effect of elapsed time from injury on the 
PCSI and observed a non-significant trend of diminishing index 
values with increasing time from injury (p = 0.12).

The final exploratory analysis explored the behavior of the index 
in non-trauma participants. The results are presented at the bottom of 
Table 2. The hearing loss, headache, and other patient subcohorts had 
non-significantly different PCSI values than the other non-trauma 
patients [p(A ≠ B) = 0.16, 0.88, and 0.09, respectively].

Discussion

This study showed that our previously developed ML-based 
classifier, the PCSI, enabled differentiation of real-world patients with 
clinically diagnosed mTBI from those without history of head injury 
with statistical accuracy (26). In this study, we further evaluated the 
performance of the PCSI by classifying a broader demographic of 
injured patients with PCS and comparing them with a broader control 
population of uninjured subjects aged between 18 and 60 years, imaged 
on multiple MRI scanners. The results of this study indicate that PCSI 
performed well in the real-world population, with a mean PCSI value 
of 0.57 for patients with PCS and a mean PCSI value of 0.12 for control 
subjects (ROCAUC 0.87, 95%CI [0.84, 0.92]). The PCSI had a sensitivity 
of 64%, specificity of 95%, and accuracy of 88% for the evaluation of 
patients with PCS. Clear differences in PCSI between controls and 
injured patients were observed across population subgroups, including 
females, males, sports-related mTBI, and non-sports-related mTBI, as 
well as sub-cohorts of injured and non-injured athletes. These results 
further suggest that the PCSI detects post-injury microtrauma, and that 
mTBI subjects with PCS exhibit significant differences in the content of 
the MRI information from combined structural and DTI image data as 
compared to uninjured subjects.

The PCSI performance of 88% accuracy with 65% sensitivity 
compares well with the reported work of Fleck et al. (36) that showed 
classification accuracy of only 62%. The main difference is that our 
work is based on an open adult population, while their study 
concentrated on an adolescent population. Other studies on the use 
of AI in mTBI showed similar performance, with sensitivity varying 
from 68% (Mitra) (28), 79% (Goswami) (29), to 89% (Vergara) (30). 
Even though these last three studies used mTBI subjects instead of 
PCS subjects, they illustrated that AI has an important role in 
identifying subtle differences in brain function or microstructure that 
may have clinical relevance in the near future.

TABLE 1 Demographics of the PCSI validation cohort.

All (n  =  333) Females
(n  =  189)

Males
(n  =  143)

Control
(n  =  264)

Case
(n  =  69)

(F/M/N)
150/113/1

(F/M/N)
39/30/0

MRI indication:
Hear loss  =  132
Headache  =  88

Other  =  42

Trauma origin:
Sports  =  34 
MVA  =  14 

Other  =  21

Control 
(n =  150)

Case
(n =  39)

Control 
(n =  113)

Case
(n =  30)

Age (years) 42.7 (11.2) 31.9 (14.3)*** 41.6 (11.0) 33.1 (14.7)** 44.4 (11.2) 30.4 (13.8)***

Height (cm) 170.1 (10.4) 170.7 (10.9) 163.7 (7.3) 164.6 (7.7) 178.4 (7.6) 178.7 (9.3)

Weight (kg) 90.3 (25.3) 77.3 (20.7)*** 82.7 (23.7) 71.6 (19.9)** 100.7 (23.7) 84.8 (19.6)**

PCS index 0.12 (0.17) 0.57 (0.34)*** 0.13 (0.19) 0.57 (0.37)*** 0.10 (0.14) 0.60 (0.31)***

*p < 0.05, **p < 0.01, ***p < 0.001.
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Although performance of the PSCI is good, the current method is 
based on a simple logistic model with L1 penalization. In the future, a 
more elaborate ML method may be  able to be  implemented, 
considering the source of individual misclassification errors, or the 
inclusion of additional clinically relevant information to further 
enhance accuracy. Furthermore, the presented results were validated 
using the same hardware, obtained using the same protocol on the 
same types of 3.0 Tesla MRI scanners, thus enabling data 
harmonization. Therefore, the performance of the developed PCSI 
must be evaluated on other types of MRI scanners, such as 3 or 1.5 
Tesla, and with other diffusion tensor imaging protocols.

No significant differences were found in the PCSI based on sex for 
the control group or the mTBI cohort, consistent with previously 
reported results regarding the effect of sex on the frequency of PCS 
and rate of clinical recovery (37). The analysis of the PCSI showed a 
non-statistically significant, slightly downward trend associated with 
increased time intervals between injury and MRI. These findings are 

similar to those of multiple prior studies that showed persistent 
changes in individual DTI metrics from weeks to months after mTBI 
although the specific DTI metrics were inconsistent in their behavior 
(5, 18, 38–41). These observations are consistent with previous 
findings of partial resolution of alterations in AD and MD in cerebral 
white tracts from 2 weeks to 6 months post-mTBI, compared with 
persistent changes in lower FA. Contradictory results have been 
reported regarding the outcome of patients with PCS in relation to the 
number of prior concussions (17, 40, 42, 43). In our study, the 
relationship between the number of prior concussions and the PCSI 
showed a trend of increasing PCSI values for subjects with a history 
of more prior concussions; however, this did not reach statistical 
significance. In our study, no statistically significant differences were 
found in the PCSI values when comparing sub-cohorts of injured 
subjects who lost consciousness at the time of injury and those who 
did not, consistent with previous reports that loss of consciousness is 
not associated with an increased rate and duration of PCS (17, 44).

FIGURE 2

Distribution of the PCSI. Top left, violin plots of the cases and controls stratified by gender. Top right, ROC plot of all subjects. Bottom plots, ROC plots 
of Males and Females.
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The exploratory analysis of the case subjects revealed that certain 
symptoms were associated with higher PCSI values. Specifically, 
we found that participants with vision problems had higher PCSI 
values than those without vision problems. Similar trends were 
observed for anxiety and concentration. As illustrated in Figure 3, 
subjects who reported vision problems, including blurring, had higher 
index values than those who did not (45). Upon examination, all 
patients with vision problems complained of either binocular blurred 
vision or convergence insufficiency. At least 12 of the 30 participants 
with vision problems also reported LOC after a concussive episode. 
Unfortunately, a complete ophthalmologic report was unavailable for 
these subjects; therefore, our ability to localize the potential injury site 
was limited. However, blurred vision is often the result of diplopia or 
nystagmus, which can occur from dysfunction in pathways located in 
the midbrain, a region with known biomechanical vulnerability to 
concussive forces (45). The connection between these symptoms and 
midbrain dysfunction is more likely for the subset of subjects 
presenting with both blurred vision and LOC, indicating midbrain-
thalami involvement.

It is worth noting that the PCSI was negatively correlated with the 
presence of neck pain in the subset of cases whose trauma originated 
from motor vehicle accidents, which suggests the possibility of PCS 
symptoms originating from neck injury rather than structural brain 
microtrauma, assuming greater prevalence of neck injury due to MVA 
than other causes of mTBI (46, 47).

Our prior study suggested that the PCSI was able to detect 
structural post-injury microtrauma in the brain, but was limited by a 
small, relatively young control demographic. In this study, 
we expanded the study of the PCSI to include subjects injured in 
everyday activities outside of athletics, and uninjured subjects 

undergoing neuroimaging for tinnitus and migraine, but otherwise 
healthy, with normal MRI exam findings and no history of head 
trauma. This larger study population, imaged on multiple MRI 
scanners, demonstrated that the PCSI continued to accurately 
differentiate subjects with history of mTBI and PCS from those 
without, even those with similar symptoms (headache). The results 
presented continue to suggest the PCSI detects structural microtrauma 
associated with mTBI. Significant limitations include a lack of 
objective data confirming neurological injury, such as histopathology 
or force vector data from the injury event that could be compared with 
PSCI results to show positive correlation with injury. PCSI values 
could add confidence to diagnosis of concussion and determination 
of return to activity based on resolution of symptoms. Although our 
data trends show the PCSI diminishes with time from injury, we have 
no proof that the PCSI follows patient recovery from mTBI, given the 
lack of PCSI information from mTBI patients without PCS, e.g., those 
who have clinically recovered. Thus, the results presented in this study 
do not conclusively indicate whether the PCSI can predict the 
resolution of PCS or whether brain changes observed due to mTBI are 
permanent fixtures in affected patients. We hope to address this in 
future work examining longitudinal correlation of PCSI values and 
symptomatic recovery, perhaps providing prognostic information 
about recovery timelines. Sub-regional PSCI information could also 
help physicians determine patient-specific recovery therapy.

Conclusion

The results of this study show that the previously developed PCSI 
applied to multiparametric MR data from individuals aged between 

TABLE 2 Symptoms and PCSI.

Symptom Frequency (%) Mean index 
present

Mean index 
absent

ROCAUC

Cases (n = 69)

Headache 60 (87%) 0.567 0.572 0.50

Concentration 43 (62%) 0.604 0.507 0.59

Photophobia 39 (57%) 0.535 0.610 0.43

Fatigue 35 (51%) 0.593 0.542 0.56

Sleep 35 (51%) 0.584 0.551 0.53

Dizziness 34 (49%) 0.550 0.585 0.46

Memory problems 34 (49%) 0.528 0.606 0.44

Mood problems 33 (48%) 0.572 0.564 0.49

Noise sensitivity 33 (48%) 0.532 0.600 0.44

Vision problems 32 (46%) 0.671 0.478 0.66*

Anxiety 31 (45%) 0.633 0.514 0.60

Nausea 31 (45%) 0.594 0.546 0.55

Irritability 28 (41%) 0.543 0.585 0.54

Neck pain 24 (35%) 0.440 0.636 0.34*

Balance 21 (30%) 0.489 0.602 0.40

Controls (n = 264)

Hearing loss 132 (50%) 0.118 0.100 0.50

Headache 88 (34%) 0.143 0.094 0.54

Other 44 (16%) 0.147 0.121 0.44

Bold values indicate ROC AUC greater than 0.6. *p < 0.1.
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18 and 60 years can accurately classify and differentiate patients with 
PCS from controls from 2 weeks to 1 year after mTBI with high 
sensitivity, specificity, and accuracy. No statistically significant 
differences were found in the PCSI values when compared by sex or 
loss of consciousness at the time of injury and those who did not. The 
results of this study suggest that the PCSI has great potential as an 
objective clinical tool to support the diagnosis, treatment, and 

follow-up care of patients with PCS. Further research is required to 
investigate the replicability of this method using other types of clinical 
MRI scanners. The PCSI could also provide sub-regional information 
about MRI-based structural abnormalities; additional investigation to 
compare localized PCSI data with objective data on injury localization 
would further increase confidence in the correlation of the PCSI 
values with post-traumatic brain injury microtrauma. Finally, work to 

FIGURE 3

Violin plots of the distributions of the PCSI based on the case symptoms. Subjects reporting vision problems had PCSI values larger than subjects 
without problems (p  =  0.02). Subjects reporting neck pain had lower PSCI values than subjects without neck pain (p  =  0.03). The other symptoms had 
non-significant differences between the presence or absence of symptoms.

FIGURE 4

Violin plots showing the distribution of case subjects according to the history/origin of the concussion. Left, distribution based on the number of 
concussions. Middle, PCSI distribution according to the history of loss of consciousness. Right, differences between the origin of the trauma: Sports 
injury or another traumatic event.
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examine PCSI behavior on patients recovering from mTBI including 
those who have recovered symptomatically, e.g., without PCS, could 
provide useful information on the relationship between symptomatic 
resolution and whether this is due to brain plasticity or the healing of 
structural injuries.
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Accurately assessing the prognostic outcomes of patients with acute ischemic 
stroke and adjusting treatment plans in a timely manner for those with poor 
prognosis is crucial for intervening in modifiable risk factors. However, there is 
still controversy regarding the correlation between imaging-based predictions of 
complications in acute ischemic stroke. To address this, we developed a cross-
modal attention module for integrating multidimensional data, including clinical 
information, imaging features, treatment plans, prognosis, and complications, 
to achieve complementary advantages. The fused features preserve magnetic 
resonance imaging (MRI) characteristics while supplementing clinical relevant 
information, providing a more comprehensive and informative basis for clinical 
diagnosis and treatment. The proposed framework based on multidimensional 
data for activity of daily living (ADL) scoring in patients with acute ischemic stroke 
demonstrates higher accuracy compared to other state-of-the-art network 
models, and ablation experiments confirm the effectiveness of each module in 
the framework.

KEYWORDS

prognostic risk, assessment model, acute ischemic stroke, imaging, multidimensional 
data, MRI

1 Introduction

Stroke is a cerebrovascular disease characterized by localized cerebral ischemia, hypoxia 
leading to ischemic necrosis or softening, and subsequent neurological dysfunction. 
Approximately 16 million people worldwide suffer from stroke each year, with 5.7 million 
deaths and around 5 million disabilities (1). Survivors often experience difficulties in 
swallowing, speech impairment, motor dysfunction, cognitive impairment, emotional 
disorders, and other functional deficits (2, 3). Early diagnosis, prediction, and rehabilitation 
are key strategies for improving the prognosis of stroke patients. Stroke treatment guidelines 
emphasize that early diagnosis of stroke relies on imaging findings and clinical symptoms/
signs. Neuroimaging plays a crucial role in the definitive diagnosis of suspected stroke patients. 
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However, limited studies have been conducted on the correlation 
between imaging-based predictions of complications in acute 
ischemic stroke, and most of them focus on single complications (4, 
5). Several scales have been used clinically to predict functional 
outcomes in stroke patients (6, 7), such as the acute stroke registry 
and analysis of Lausanne (ASTRAL) and the totaled health risks in 
vascular events (THRIVE). However, these scales mostly incorporate 
variables at admission and are intended to provide information for 
treatment, without collecting post-treatment data for prediction. 
Therefore, in order to accurately assess the prognostic outcomes of 
patients, adjust treatment plans in a timely manner for those with 
poor prognosis, and intervene in modifiable risk factors, machine 
learning methods are needed to predict the prognostic risk of patients 
with acute ischemic stroke.

MRI is one of the crucial tools for evaluating acute ischemic 
stroke and has been widely used in clinical practice due to its high 
detection accuracy, sensitivity, and specificity. Computer-aided 
diagnosis (CAD) based on MRI has received extensive attention 
from researchers both domestically and internationally. For 
example, the texture analysis of apparent diffusion coefficient 
maps and diffusion-weighted imaging were used to predict the 
prognosis and subtype of ischemic stroke (8–10). A systematic 
review also demonstrated that a combined model combining 
clinical and imaging variables was more predictive of stroke 
outcome (11).

This study aimed to construct an acute ischemic stroke prognosis 
assessment model based on multidimensional imaging data, clinical 
information, treatment plans, prognosis, and complications, as shown 
in Figure 1. It contains the adaptive lesion awareness module (ALAM), 
the patient metadata encoder based on multilayer perceptron (MLP-
FE), the cross-modal attention module (CMAM). This model 
provided a scientific basis for early clinical intervention, enabling 
healthcare professionals to make informed decisions and interventions 
based on the predicted prognosis.

2 Multidimensional ADL scoring 
network framework for acute 
ischemic stroke patients

In this section, we developed a multidimensional data-based cross-
modal attention fusion network for the prognosis assessment of acute 
ischemic stroke patients. The structure of the network was illustrated 
in Figure 2 and consisted of three main components: the ALAM, the 
MLP-FE, and the CMAM, which were described as follows:

Firstly, the ALAM was based on a multi-scale global-local 
attention mechanism. It adaptively focused on the lesion region by 
learning joint features of global context information and local detailed 
features, enabling the extraction of more discriminative imaging 
features (shown as Figure 1).

Secondly, to fully utilize the patient metadata, we designed the 
MLP-FE. This encoder compiled the patient metadata into 
corresponding feature representations.

Lastly, the CMAM was proposed in this study for the fusion of 
multidimensional data, including clinical information, imaging 
features, treatment plans, prognosis, and complications. It aimed to 
achieve information complementarity and cross-validation by 
integrating data from different modalities.

2.1 Adaptive lesion sense module

In clinical practice, acute ischemic stroke patients exhibited 
complex MRI imaging features (shown in Figure 2): the location, size, 
and appearance of the lesions varied significantly among different 
patients and stages of development. Furthermore, the complications 
associated with stroke often had similar imaging characteristics, 
making them difficult to differentiate. Additionally, mild cases with 
smaller lesions were prone to being overlooked. This posed a 
significant challenge for deep learning models to learn lesion imaging 

FIGURE 1

Based on the multi-dimensional network framework for the ADL score in patients with acute cerebral infarction.
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features from MRI, as it involved the issues of “same disease, different 
images” and “different diseases, same images.”

In this subsection, we constructed an integration of the global-
local attention module (GLAM) and the multiscale joint feature fusion 
module. This integration allowed for adaptive attention towards the 
relevant lesion regions and extraction of MRI images features by 
combining global and local views, akin to the process of radiologists’ 
image interpretation. Additionally, the hierarchical design within this 
module facilitated multiscale joint feature fusion, enabling the 
extraction of lesion characteristics of different shapes and sizes. 
Moreover, these features interacted with each other to obtain the most 
effective image information.

2.1.1 The global-local attention module
The global-local attention module is used to extract joint features 

that capture both global context and local details. It consists of two 
attention blocks: the global attention block (GAB) based on self-
attention mechanism and the local attention block (LAB) based on 
channel spatial attention. The GAB learns global context information 
to provide a comprehensive understanding of the scene, enabling the 
localization of lesion regions and the suppression of irrelevant 
background information. The LAB refines local features to capture 
more detailed lesion information, which helps in distinguishing 
similar imaging features of complications in acute ischemic stroke 
(AIS) and addressing the issue of “different diseases, same images.”

Global context encompasses the implicit relationships between 
pixels and scene information in an image, providing a holistic 
perception of the scene. It has been widely used in various computer 
vision applications such as scene parsing and object detection (12–15). 
Intuitively, not all image content in MRI contributes to the final 
diagnosis, and irrelevant background information may even have a 
detrimental effect. However, by reasoning about the global scene, it 
becomes easier to detect and focus on the lesion region in the image. 

Existing methods primarily rely on convolutional neural networks 
(CNNs) for extracting MRI images features, which do not fully exploit 
and utilize the global context of the image. This is mainly due to the 
local nature of CNNs, which prevents them from learning the global 
context that aids in better lesion localization. Currently, effective 
modeling and integration of global context information in MRI 
images feature learning is an important research question that has not 
been fully investigated.

Inspired by natural language processing (NLP) networks, which 
extensively use transformers (14) to model global dependencies in 
language sequences, we designed a global attention block based on 
self-attention Transformer to model non-local interactions for 
learning global contextual information from local features. This global 
attention mechanism effectively detects lesion regions and efficiently 
disregards irrelevant background information. It is worth noting that, 
unlike segmentation-based methods, the GAB can locate lesion 
regions in an adaptive learning manner without any manual 
annotation. This enables more flexibility and robustness in handling 
various complex lesion shapes. The implementation process can 
be described as follows.

Taking into account that GAB required a sequence as input, 
similar to (15), the input feature map F RC H W∈ × ×  was transformed 
into a sequence of flattened 2D patches X Rp

P C L∈ ×2

, where (P, P) 
represented the resolution of each image patch, L HW P= /

2  was the 
number of image patches. Then, the image patches were mapped to a 
D-dimensional space through a learnable linear transformation, 
resulting in an output feature sequence X RD L∈ ×  which served as the 
input to GAB.

As shown in Figure 3, GAB consisted of two sub-layers: Multi-
head self-attention (MHSA) and multi-layer perceptron (MLP). Each 
sub-layer was surrounded by residual connections, and layer 
normalization (LN) was applied before MHSA and MLP. Therefore, 
for an input feature sequence X, the output of GAB was given by

FIGURE 2

Example of the AIS patient MRI, where the red arrow indicates the focal area.
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 F X Xg MLP LN= + ( ) ′ ′ , (1)

among,

 ′ = + ( ) X X XMHSA LN . (2)

Although GAB can detect lesion regions through globally-guided 
attention, it is limited in learning lesion details. As the complications 
of AIS have similar imaging features, that is, there is a situation of 
“heterogeneous lesions and simultaneous shadows,” which requires 
learning more detailed lesion features to distinguish them. However, 
traditional CNN is difficult to accurately extract subtle visual features 
from images (16). The features extracted by CNN contain two types 
of information: channels and spatial regions, which have different 
contributions to learning lesion details (17, 18). In order to improve 
the characteristics of network contribution to high sensitivity, make it 
concentrate more high-end features, in order to enhance expressing 
ability for the pathological change information. In this study, a LAB 
based on channel spatial attention was designed to conduct adaptive 
feature refinement and refinement by learning the relationship 
between channel and feature spatial location.

As shown in Figure 3, LAB was constructed sequentially from 
channels and spatial attention to effectively aid the flow of information 
within the network by learning which information to emphasize or 
suppress. Based on this, the LAB can be  adaptive to refine local 
characteristic lesions in order to obtain more detailed information, 
and thus improve the network’s ability to distinguish the similarity 
between classes of AIS complications.

Given a figure F RC H W∈ × ×  as input, LAB sequentially output a 
channel attention map Αtt RCc ∈

× ×1 1 and a 2D spatial attention map 
Αtt R H W

s ∈
× ×1 , which can be defined as

 

′
′ ′

= ( )
= ( )

F F F
F F F

Att

Att

c

l s



  
(3)

In this context,  represented the dot product, ′F  and Fl 
correspond to the channel branch and LAB output, respectively.

2.1.2 Multi-scale joint feature fusion module
Although many deep learning-based methods have achieved great 

success in stroke lesion detection, most of them rely on single-scale 
feature information and cannot fully utilize multi-scale feature 
representation, so it is difficult to deal with lesions of various scales 
and shapes, especially for small lesions (19, 20). This is because the 
following several pooling layer resolution is reduced, the 
characteristics of the small lesions may be lost. Therefore, this project 
designs a network with multi-scale feature information to realize the 
comprehensive extraction of MRI lesion features. It can combine the 
convolutional features of lesions of different scales and sizes together, 
retain low-level features of small lesions in the feature extraction 
process, and improve the diagnostic performance of early and 
mild patients.

In ALAM, a multi-scale feature extractor based on the pre-trained 
VGG16 (21) was first used to extract the feature representation of 
different layers. Then, at each scale, GLAM took the extracted feature 
map as input and learns joint features, implemented by two attention 
branches, capturing both global context and local refinement features. 
Finally, by integrating GLAM into the feature extractor, ALAM was 
designed to propagate joint features in a coarse-to-fine manner, fully 
extracted useful explicit feature representations at different scales, and 
exploit the complementary advantages of cross-scale implicit 
correlations. Therefore, the proposed network can effectively and 
robustly learn the imaging features of complex lesions by fusing multi-
scale joint features, thereby significantly improving the detection 
performance of stroke lesions.

2.2 Based on the MLP patient metadata 
encoder

In clinical practice, radiologists will make medical diagnosis and 
evaluation of patients based on their imaging features and multi-
dimensional clinical information database, including clinical data, 
past medical history, complications, etc. However, existing deep 
learning (DL) models only use a single imaging feature to predict the 
diagnosis of patients, which is not convincing and accurate. In view of 
this, in addition to imaging features, this project also established a 
multi-dimensional clinical information database, including clinical 
data, past medical history, complications, and self-care scores, which 
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FIGURE 3

The structure of global-local attention module. Global attention block: learning global context information for detecting lesion regions; local attention 
block: refining local features to learn lesion details.
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can provide patients with higher quality, more accurate and more 
personalized medical diagnosis AIS.

In order to make full use of patient metadata, this study selected 
19 metadata features from the multi-dimensional clinical information 
database of patients, and designed a patient metadata encoder based 
on MLP to compile the patient metadata into the corresponding 
feature representation. Nineteen metadata features included “hospital,” 
“gender,” “age “, “disorder “, “consciousness,” “complications 
(hemiplegia) “, “pneumonia,” “aphasia,” “swallowing disorder,” “facial 
paralysis,” “dementia,” “cognitive impairment,” “depression,” “first 
ability score,” “hypertension,” “diabetes,” “atrial fibrillation,” “coronary 
atherosclerotic heart disease,” “hyperlipidemia,” “high 
homocysteinemia.” Specifically, there were two dense layers in this 
encoder, including 256 neurons. Each layer was followed by batch 
normalization and rectified linear unit (ReLU) activation layers. After 
the first dense layer attempts to generalize the metadata into the 
network, a further 25% was discarded using the dropout layer, thus 
avoiding possible overfitting of the data.

2.3 Cross-modal attention module

In order to strengthen the transfer between features and improve 
the performance of multimodal features, this study proposed a cross-
modal attention module for multi-dimensional data information 
fusion such as clinical data, imaging features, treatment plans, 
prognosis and complications to achieve information complementarity 
and cross-validation. Multimodal fusion features not only retained the 
imaging features of MRI, but also made up for the clinical relevant 
information of patients, which provided more rich and comprehensive 
information for clinical diagnosis and treatment. The specific 
implementation process was as follows:

Firstly, the imaging features F1 extracted by the adaptive lesion 
perception module and the metadata features F2  obtained by the 
patient metadata encoder were combined into a multimodal joint 
feature F:

 F F F= ( )Concat ,1 2 . (4)

Then, it was considered that the operation of directly 
concatenating these two features might propagate a large amount of 
useless information and noise generated during the encoding process 
to the decoding layer. Therefore, this project proposed to model the 
relationship between features by cross-modal attention to generate 
attention masks, and used it to adaptively select important features, 
which could inhibit the spread of some harmful information to a 
certain extent. The attention mask A can be  obtained from the 
following formula:

 
Α Β= ( ) { }{ }{ }σ FC ReLU FCN F ,

 
(5)

in which, σ  and ReLU were sigmoid and rectified linear unit 
activation functions, fully connected layer (FC) and batch 
normalization (BN ) were fully connected layer and batch 
normalization, respectively.

Finally, the learned attention mask A was multiplied with the 
original feature map F  to generate a feature map with attention 
weights Fo:

 F A Fo =  , (6)

in which,  was the dot product. Based on this, the network can 
adaptively attention important characteristics, noise and suppress 
irrelevant information. These features were then fed into a classifier to 
predict the final outcome.

3 Experiment and result analysis

3.1 Data sets and experimental settings

3.1.1 Dataset
This study collected 337 patients diagnosed with acute cerebral 

infarction and included MRI examinations from January 2019 to 
January 2023 in Panyu Central Hospital of Guangzhou. Please refer to 
Table 1 and Supplementary material for details of the data set.

3.1.2 Experimental setup
This experiment was deployed in the PyTorch deep learning 

framework. The server used was equipped with two NVIDIA GeForce 
RTX 3090 GPUs with 24G memory. In the study, the input images are 
resize to 224 × 224 in both training and testing. During training, the 
cross-entropy loss function is applied to calculate the loss values 
between the predicted results and ground-truth labels. Moreover, the 
loss of the network is minimized by the Adam optimizer with a 
learning rate of 0.001, where the batch size is set to 32 and training is 
stopped after 200 epochs.

3.1.3 Evaluation indicators
This article selected the accuracy, precision, sensitivity (i.e., recall), 

F1-score as a model of evaluation index, the calculation formula, 
respectively, as follows:

 
Accuracy

TP TN

TP FP TN FN
=

+
+ + +  

(7)

 
Precision

TP

TP FP
=

+  
(8)

 
Sensitivity

TP

TP FN
=

+  
(9)

 
Specificity

TN

TN FP
=

+  
(10)

 

Precision Sensitivity1 score 2
Precision Sensitivity

F ×
− = ×

+  
(11)
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Here, true positives (TP) and true negatives (TN) are the number 
of positive samples (that is, poor prognosis) and negative samples 
(that refers to good prognosis) that are correctly predicted, 
respectively. False positive (FP) is the number of negative samples 
misjudged as poor prognosis, and false negative (FN) is the number 
of poor prognosis samples misjudged as negative. In all experiments, 
the overall performance of the proposed and comparative methods 
was evaluated by calculating the mean and standard deviation of the 
cross-validation measures.

3.2 Experimental results

3.2.1 Comparison of performance indicators of 
different models

To validate the performance of the proposed model, it was 
compared with advanced image classification frameworks, including 
Res2Net (20), ResNet50 (22), CSPNet (23), EfficientNet (24), HRNet 
(25) and VGG16-GLAM. VGG16-GLAM is regarded as the proposed 
MRI analysis model that only takes MRI as input. The performance 
metrics of different models were shown in Table 1. The proposed 
model achieved an accuracy of 91.17%, precision of 87.26%, recall of 
95.21%, and F1-score of 91.06%, which significantly outperformed 
existing CNN frameworks. Compared to ResNet50 (22), the proposed 
model showed improvements of 6.04% in accuracy, 20.97% in recall, 
and 4.65% in F1-score. Although our method did not achieve optimal 
precision, it significantly improved the prediction of adverse prognosis 
in stroke patients compared to other methods. This has important 
clinical implications in the treatment of stroke patients, and it 
confirmed that the fusion of multidimensional data information, 
including clinical data, radiological features, treatment plans, 
prognosis, and complications, was beneficial for assessing the quality 
of life in patients with acute ischemic stroke.

Furthermore, the Grad-CAM technique (26) was applied to 
visualize the proposed model. As observed in Figure 4, the Grad-CAM 
saliency maps of ResNet50 can roughly locate the lesion regions, but 
they may overlook or misjudge certain small lesions (e.g., the last two 
images in the last column). In contrast, the proposed model can 
accurately capture lesions of various complex shapes, even detecting 
and paying attention to minor abnormalities. This indicated that by 
learning joint features that encompass global context and local 
refinement, the model could adaptively detect relevant lesion regions 
to extract more discriminative feature representations, leading to 
better identification of patient case types, surpassing other state-of-
the-art techniques. The experimental resulted in Figure 4 strongly 
support that the proposed model is intuitive and interpretable, 
confirming that the model’s decisions primarily depend on the lesion 
regions while disregarding irrelevant image content.

3.2.2 Ablation experiments
In this subsection, we  conducted a series of ablation 

experiments to validate the effectiveness of each key component of 
the prognostic assessment model for acute ischemic stroke based 
on multidimensional radiological data. Ablation studies for the 
proposed modules, including the multi-scale (MS) framework, 
GLAM, and the MLP. The No. 1 setting is the baseline network (i.e., 
VGG16) without these three modules, and then adding the to it as 
the No. 2 setting. GLAM is integrated into No. 2 to verify its 
effectiveness (No. 3). The No. 4 setting is the full version of the 
proposed network (see Table 2).

3.2.2.1 Effectiveness of the multiscale framework
To explore the contribution of the multiscale framework, we first 

used a single-scale network as the baseline model (No. 1) and 
compared it with other configurations. Table  3 showed that the 
proposed multiscale framework could learn better feature 
representations, resulting in performance improvements in all metrics 
compared to the single-scale framework. The No. 2 configuration 
using the multiscale framework achieved an accuracy improvement 
of 5.6%, sensitivity improvement of 12.12%, and precision 
improvement of 2.1%. The AUC of No. 1 and No. 2 was 0.843 and 
0.894 respectively, and the model quality increased from 0.82 to 0.87. 
As seen in Figures 5A,B,E,F,I,J, the multiscale framework significantly 
enhanced the prediction of adverse prognosis in stroke patients. These 
results indicated that the multiscale framework was capable of 
capturing lesions of different scales and shapes, effectively leveraging 
the overall characteristics of brain MRI images.

3.2.2.2 Effectiveness of GLAM
Compared to No. 2, the inclusion of the GLAM module in No. 

3 effectively improved the recognition performance, with an 
accuracy improvement of 1.35%, sensitivity improvement of 0.51%, 
and precision improvement of 2.37%. The AUC of No. 2 and No. 3 
was 0.894 and 0.908 respectively, and the model quality increased 
from 0.88 to 0.89. As shown in Figures 5B,C,F,G,J,K, the addition of 
the GLAM module enhanced the negative prediction level for 
stroke patients compared to Figure 5J. This indicated that the GAB 
in GLAM models the global contextual information, constructing 
global-guided attention to adaptively focus on affected regions 
while disregarding irrelevant information for better lesion 
identification. The LAB could adaptively refine local features to 
obtain detailed lesion information. The combination of these two 
modules effectively utilized joint characteristics to adaptively focus 
on lesion regions and learned more detailed imaging features, 
thereby achieving better diagnostic performance. This could serve 
as the foundation for clinical prognosis assessment in 
stroke patients.

TABLE 1 Distribution of cases (n  =  337) and distribution of training test data (n  =  3,106).

No. Distribution 
pattern

Training set Testing set

Eusemia Poor 
prognosis

Total Eusemia Poor 
prognosis

Total

1. Case distribution 142 95 237 60 40 100

2. Training test data 1,136 977 2,113 497 396 893
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3.2.2.3 Effectiveness of the patient metadata encoder 
based on MLP

Compared to No. 3, the fusion of patient metadata in No. 4 
effectively improved the recognition performance, with an accuracy 
improvement of 0.89%, sensitivity improvement of 7.08%, and F1-
score improvement of 1.22%. The AUC of No. 3 and No. 4 was 
0.908and 0.916 respectively, and the model quality was 0.89. As 
observed in the comparison between Figures 5C,D,G,H,K,L, while 
there was a slight decrease in the negative prediction level, there was 
a significant improvement in the positive prediction level for stroke 
patients. In terms of clinical significance, the improved accuracy in 
positive prediction was more meaningful than negative prediction. 
This indicated that the inclusion of multidimensional clinical 
information could provide higher quality and more accurate 
assessments for patients.

4 Discussion

In the past few decades, various machine learning techniques, 
including logistic regression (LR) (27), linear discriminant analysis 
(LDA) (28), support vector machines (SVM) (29), decision trees (DT) 
(30), random forests (RF) (31), and neural networks (32), have been 
applied. These methods heavily rely on feature engineering, such as 
shape, texture, and pixel intensity distribution (histogram) obtained 
from computer programs, which can be used to identify potential 
imaging-based biomarkers and serve as input for improved machine 
learning models (33). SVM has improved the identification of carotid 
atherosclerosis (CA) from magnetic resonance brain images and 
prevented ischemic stroke in 97.5% of patients (34). The RF algorithm 
combined with geodesic active contour (GAC) model can 
automatically segment cerebrospinal fluid (CSF) in CT images for 
early identification of brain edema, a major medical complication after 
ischemic stroke (35). The LR algorithm has aided in the analysis of CT 
angiography (CTA) lesions and the discrimination of mobile 
intraluminal thrombus and atherosclerotic plaques, assisting in the 
selection of stroke treatment plans, with a sensitivity of 87.5% (36). 
The use of artificial neural networks to predict inadequate perfusion 
and the presence of effective collateral circulation in CT perfusion 
scans can facilitate further treatment, achieving an accuracy of 85.8% 
in testing on CT perfusion images of 396 patients (37). Several studies 
have employed machine learning methods on various public datasets 
to address various stroke-related issues for better improvement of 
healthcare systems and stroke treatment plans (38). However, the 
traditional machine learning approaches require preprocessing of 
input features and manual extraction. Optimization of image features 
and susceptibility to interference from multimodal imaging need 
further exploration and improvement (39). Recently, deep learning, as 
an emerging artificial intelligence (AI) technique, has the ability to 
automatically capture hierarchical and complex features from raw 
input data (40–42). Deep neural networks, with multiple layers, 
simulate the perception of the human brain, transforming “low-level” 
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FIGURE 4

Examples of Grad-CAM thermal map of MRI. Original images (top row) and the Grad-CAM thermal map of the ResNet50 model (2nd row) and the 
proposed method (bottom row).

TABLE 2 Comparison of the performance indicators of the different 
models.

Method Accuracy 
(%)

Precision 
(%)

Recall 
(%)

F1-score 
(%)

ResNet50 85.67 ± 1.12 91.87 ± 2.50 74.24 ± 1.76 82.12 ± 2.07

Res2Net 82.17 ± 2.77 82.24 ± 3.01 76.01 ± 3.28 79.00 ± 3.14

CSPNet 80.96 ± 2.35 82.10 ± 1.98 72.98 ± 2.77 77.27 ± 2.31

EfficientNet 82.08 ± 3.24 85.93 ± 2.75 70.96 ± 4.79 77.73 ± 3.49

HRNet 83.65 ± 2.79 84.72 ± 3.89 77.02 ± 2.52 80.68 ± 3.06

VGG16 83.87 ± 1.57 86.41 ± 2.89 75.50 ± 3.78 86.41 ± 3.28

VGG16-

GLAM

90.82 ± 2.24 90.88 ± 2.86 88.13 ± 4.04 89.84 ± 3.34

Proposed 

method

91.71 ± 2.68 87.26 ± 1.39 95.21 ± 2.02 91.06 ± 1.58
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to “high-level” representations, particularly in large-scale task 
solutions, in imaging classification, natural language processing, or 
bioinformatics (43, 44). In recent years, medical image processing has 
emerged as a hot research topic in deep learning, involving disease 
classification (45), lesion localization and segmentation, imaging 
reconstruction (46), and other tasks. Therefore, deep learning has 
been widely applied in stroke diagnosis and management, such as 
predicting clinical prognosis in AIS patients (47). Compared to 
traditional machine learning methods, deep CNN learning does not 
rely on handcrafted features. It automatically extracts and represents 
complex features when locating the core stroke lesions in CT or MRI 
(48). Deep learning not only saves time and effort but also captures 
pixel-level information of the lesions, contributing to improved 
diagnostic accuracy and prognosis (49).

Various artificial intelligence models have been widely applied in 
predicting the prognosis of ischemic stroke patients. Compared to 
predicting future stroke lesions on CT or MRI predicting patient 
prognosis is more challenging because commonly used prognostic 
scoring systems, such as the modified Rankin scale (mRS), are 
nonlinear and subjective, analyzing patients as a whole rather than on 
a voxel-by-voxel basis. This means there are fewer opportunities for 

artificial neural networks to learn from data, requiring larger training 
datasets to compensate for this limitation.

Previous studies mostly used non-imaging data as input and 
employed simple statistical models or machine learning models to 
predict prognosis (47, 50–53). However, CT or MRI can provide more 
information such as the size and location of infarctions. Tang et al. 
(54) utilized machine learning techniques combined with clinical data 
and the core-penumbra mismatch ratio from MRI and MRI perfusion 
to determine post-thrombolysis clinical outcomes. The short-term 
(7-day) result had an area under curve (AUC) of 0.863 [95% 
confidence interval (CI), 0.774–0.951], and the long-term (90 days) 
result had an AUC of 0.778 (95% CI, 0.668–0.888). Decision tree-
based algorithms were able to predict the recovery outcomes (mRS >2 
at 90 days) utilizing imaging and clinical data, with AUCs of 0.746 
(extreme gradient boosting) and 0.748 (gradient boosting machine). 
Wang et  al. (9) and Zhou et  al. (8) used a multivariate logistic 
regression model to construct an imaging omics nomogram 
containing patient characteristics and imaging omics characteristics, 
and the AUC used to predict stroke outcome was greater than 0.80. 
Sun et al. (10) used clinical features and apparent diffusion coefficient 
maps to predict poor prognosis of acute stroke (mRS score >2) and 

TABLE 3 Effectiveness of component of the model.

No. MS GLAM MLP Accuracy Precision Recall F1-score

1 83.87 ± 1.57 86.41 ± 2.89 75.50 ± 3.78 86.41 ± 3.28

2 √ 89.47 ± 2.79 88.51 ± 1.02 87.62 ± 4.29 89.59 ± 1.65

3 √ √ 90.82 ± 2.24 90.88 ± 2.86 88.13 ± 4.04 89.84 ± 3.34

4 √ √ √ 91.71 ± 2.68 87.26 ± 1.39 95.21 ± 2.02 91.06 ± 1.58

Bold values indicate best performance.

FIGURE 5

Predictive model evaluation. (A–D) Receiver Operating Characteristic curve. (E–H) Overall model quality. (I–L) Confusion matrixes of the ablation 
experiment. P: Poor prognosis; N: Eusemia.
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the AUC was 0.80. These models were superior to models using 
non-imaging data, and the clinical data were continuous and related, 
which demonstrates the great potential of the combination. The 
performance of this algorithm further improved when National 
Institute of Health stroke scale (NIHSS) 24 h and reperfusion status 
were included (55). Machine learning techniques, including 
regularized logistic regression, linear support vector machine, and 
random forest, outperformed existing pre-treatment scoring methods 
in predicting favorable clinical outcomes (90 days mRS >2) for patients 
undergoing thrombectomy for large vessel occlusion (LVO) (50).

Osama et al. (56) developed a parallel multi-parameter feature 
embedding Siamese network (PMFE-SN) that can learn from a small 
number of samples and handle skewness in multi-parameter MRI data. 
The proposed multi-parameter embedding architecture in PMFE-SN 
is based on deep learning and avoids overfitting even with a small 
number of samples in the dataset. The authors successfully predicted 
the prognosis of acute ischemic stroke patients 3 months later using 
MRI perfusion images and clinical data from the 2017 Ischemic Stroke 
LEsion Segmentation (ISLES) challenge, demonstrating superior 
performance compared to other advanced techniques.

Hilbert et al. (57) compared a deep learning model constructed 
using residual neural networks with a machine learning model 
utilizing traditional radiological image markers. The results showed 
that automatic image analysis using deep learning methods 
outperformed previous radiological image markers in predicting the 
prognosis of ischemic stroke patients and had the potential to improve 
treatment selection.

The proposed multi-dimensional ADL scoring network 
framework for AIS patients has higher accuracy than other state-of-
the-art network models. Ablation experiments also confirmed the 
effectiveness of each module in the framework. In addition, the 
visualization results using the Grad-CAM technique show that our 
method can accurately locate the lesion area while ignoring irrelevant 
background information, indicating that the final identification results 
determined by the model are reliable and interpretable. This will help 
to provide more rich and comprehensive information for providing 
clinical diagnosis and treatment.

The effect of allowing machines to autonomously learn to fit 
nonlinear equations based on massive data rather than artificial 
formulas is closer to the complex problem itself. The same deep 
learning network can be trained for different types of samples and 
produce different fitting models individually to enhance its general 
applicability. Therefore, the development of acute cerebral infarction 
prognostic risk prediction models based on imaging and multi-
dimensional data based on PyTorch deep learning framework is of 
great significance for early evaluation and intervention, guiding 
treatment plans and judging prognosis, reducing disability rate and 
reducing social and economic burden.

A total of 337 patients were included in our study, including 237 in 
the training set and 100 in the testing set. A study by Quan et al. (58), 
such as using fluid attenuated inversion recovery (FLAIR) and apparent 
diffusion coefficient (ADC) images to extract the image of omics 
characteristics to predict the prognosis of patients with AIS, included 
190 cases of acute ischemic stroke patients, divided into the training 
group (n = 110) and external validation group (n = 80). In the study by 
Tang et al. (59) to predict the prognosis of patients with acute ischemic 
stroke receiving thrombolytic therapy, 168 patients with acute ischemic 

stroke were included. Compared with these studies on predicting the 
prognosis of ischemic stroke, our study not only included a large 
sample size, but also had a richer content, not limited to a specific 
treatment (thrombolysis, mechanical thrombectomy, etc.) and a single 
subtype of ischemic stroke. The larger sample size in our study provided 
more statistical power and enhances the reliability of the findings. This 
broader scope allowed for a more comprehensive understanding of the 
factors influencing the prognosis of ischemic stroke patients.

However, it is important to acknowledge the limitations of our 
study. Firstly, the retrospective nature of the study design introduces 
inherent limitations. Retrospective studies rely on existing data, which 
may be subject to selection bias and confounding factors. Prospective 
studies would provide more robust evidence and minimize potential 
biases. Secondly, all the samples used in our study were obtained from 
a single center, which might limit the generalizability of the findings. 
The patient population and treatment protocols at a single center may 
not be  representative of other centers or populations. Therefore, 
multicenter validation is necessary to confirm the external validity and 
generalizability of our results.

To address these limitations, future studies could employ 
prospective designs with larger and more diverse samples, including 
patients from multiple centers. In addition, the inclusion of additional 
clinical and imaging variables could further enhance the predictive 
accuracy of our models. By addressing these limitations and 
conducting more rigorous studies, we can strengthen the evidence 
base and improve the prediction of prognosis in patients with 
ischemic stroke.

5 Conclusion

In this study, a model consisted of ALAM, MLP-FE, CMAM were 
constructed for multi-dimensional data information fusion, such as 
clinical data, imaging features, treatment plans, prognosis and 
complications, so as to achieve complementary advantages. The fusion 
features not only retain the MRI images features, but also make up for 
the clinical relevant information of the patient, which provided higher 
quality, more accurate and more personalized medical diagnostic for 
prognosis of AIS.
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A clinical-radiomics combined 
model based on carotid 
atherosclerotic plaque for 
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Objectives: To accurately predict the risk of ischemic stroke, we established a 
radiomics model of carotid atherosclerotic plaque-based high-resolution vessel 
wall magnetic resonance imaging (HR-VWMRI) and combined it with clinical 
indicators.

Materials and methods: In total, 127 patients were finally enrolled and randomly 
divided into training and test cohorts. HR-VWMRI three-dimensional T1-
weighted imaging (T1WI) and contrast-enhanced T1WI (T1CE) were collected. 
A traditional model was built by recording and calculating radiographic features 
of the carotid plaques and patients’ clinical indicators. After extracting radiomics 
features from T1WI and T1CE images, the least absolute shrinkage and selection 
operator (LASSO) algorithm was used to select the optimal features and construct 
the radiomics_T1WI model and the radiomics_T1CE model. The traditional and 
radiomics features were used to build combined models. The performance of 
all the models predicting ischemic stroke was evaluated in the training and test 
cohorts, respectively.

Results: Body mass index (BMI) and intraplaque hemorrhage (IPH) were 
independently related to ischemic stroke and were used to build the traditional 
model, which achieved an area under the curve (AUC) of 0.79 versus 0.78  in 
the training and test cohorts, respectively. The AUC value of the radiomics_
T1WI model is the lowest in the training and test cohorts, but the prediction 
performance is significantly improved when the model combines IPH and BMI. 
The AUC value of the combined_T1WI model was 0.78 and 0.81 in the training 
and test cohorts, respectively. In addition, in the training and test cohorts, the 
radiomics_T1CE model based on HR-VWMRI combined clinical characteristics, 
which is the combined_T1CE model, had the highest AUC value of 0.84 and 
0.82, respectively.

Conclusion: Compared with other models, the radiomics_T1CE model based 
on HR-VWMRI combined clinical characteristics, which is a combined_T1CE 
model, can accurately predict the risk of ischemic stroke.
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stroke, carotid, atherosclerotic plaques, radiomics, magnetic resonance imaging, 
high-resolution vessel wall
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Introduction

In 2015, the global mortality rate of ischemic cerebrovascular 
disease rose to second place among all causes of death. At the 
beginning of 2017, the China Stroke Epidemiology Survey team 
reported on the Circulation that the prevalence rate of stroke in China 
reached 1148.3/100000 after age standardization, of which ischemic 
stroke accounted for more than 70%, which has become a major 
disease seriously threatening the health of Chinese people (1–3). 
Atherosclerosis, a major cause of ischemic stroke, is a chronic 
progressive disease characterized by the atherosclerotic plaque 
formation. Embolism caused by carotid atherosclerotic plaque 
shedding has been recognized as accounting for approximately 18 to 
25% of all strokes (4). In 2018, the American Society of Neuroradiology 
(ASNR) Vessel Wall Imaging Study Group published guidelines 
highlighting that the risk and severity of stroke associated with carotid 
plaques are not only related to the extent of luminal stenosis, but also 
related to plaque characteristics (5). An increasing amount of evidence 
indicates that vulnerable plaques are highly likely to lead to ischemic 
stroke and thrombotic complications, independent of the extent of 
luminal stenosis (6, 7). High-resolution vessel wall magnetic resonance 
imaging (HR-VWMRI) can not only assess luminal stenosis, but also 
characterize plaque morphology and different atherosclerotic 
components and identify vulnerable plaques (8). Plaque vulnerability 
imaging features include intraplaque hemorrhage (IPH), lipid-rich 
necrotic cores (LRNC) and thin fibrous caps, plaque inflammation, 
intraplaque neovascularization, plaque surface ulceration, and positive 
vascular remodeling (9). Randomized clinical trials have shown that 
HR-VWMRI is the most suitable and cost-effective imaging technique 
for characterizing plaque vulnerability characteristics. However, there 
are still drawbacks. First, HR-VWMRI has a longer scanning time, and 
image quality is sensitive to motion. Second, identifying vulnerable 
plaques based on HR-VWMRI is qualitative and subjective, and the 
results are greatly influenced by the personal factors of the researchers. 
Third, there is currently a lack of multicenter, large-scale, high-quality 
research on the relationship between vulnerable plaque characteristics 
and the risk of ischemic stroke. However, the relationship between 
carotid atherosclerotic plaque and ischemic stroke should go beyond 
the assessment of the primary imaging characteristics of plaque or the 
degree of vascular stenosis and adopt a new model in which carotid 
plaque imaging combined with artificial intelligence.

As an emerging multidisciplinary research field, radiomics 
integrates digital imaging information, statistics, artificial intelligence, 
machine learning, and deep learning methods to convert medical 
images into high-throughput quantitative features for research. 
Radiomics has been applied to disease diagnosis, tumor staging or 
grading, gene prediction, therapeutic effect evaluation, and prognosis 
judgment and plays an important role in assisting clinical decision-
making. At present, radiomics studies on atherosclerotic plaques focus 
on identifying vulnerable plaques (10–12). The preliminary radiomics 
study of atherosclerotic plaque is based on texture analysis of CT or US 
images (13, 14). Compared with CT and US, VW-HRMRI has 
advantages in high soft tissue contrast and multisequence imaging, 
which can provide more valuable information. Shi et al. (11) conducted 
a radiomic study that was based on VW-HRMRI to distinguish stable 
and vulnerable basilar artery plaques. Subsequently, Shi et  al. (15) 
performed a histogram texture analysis that was based on VW-HRMRI 
to extract the first-order texture features of atherosclerotic plaques in 

the middle cerebral artery and basilar artery, and they explored the 
differences in histogram features between stable and vulnerable plaques. 
Zhang et al. (16) established a high-risk carotid plaque model based on 
MRI radiomic features and evaluated its performance in distinguishing 
stable and vulnerable carotid plaques relative to the model based on 
traditional MRI features. It can be seen that the radiomic model showed 
better performance than the traditional model. These results indicate 
that compared with the traditional subjective qualitative and 
quantitative imaging characteristics, the radiomic method enables 
finding more differential features, showing its higher value in 
determining plaque vulnerability. This study established a radiomics 
model of carotid plaque based on HR-VWMRI and combined it with 
clinical indicators to accurately predict the risk of ischemic stroke.

Materials and methods

Study population

A total of 182 patients with a carotid plaque were consecutively 
recruited in this study between January 2020 and March 2022 in our 
hospital. All of them underwent HR-VW MRI 3D T1WI, T1CE, and 
head MRI (T1WI, T2WI, DWI, FLAIR, and 3D TOF-MRA). The 
study was approved by the ethics review board of our hospital 
(scientific research project ethics approval number: 2022A-695).

The exclusion criteria were as follows: (a) patients with cardiogenic 
stroke; (b) intracranial atherosclerosis, branch atheromatous disease, 
other causes (such as dissection, vasculitis, and vascular 
malformations), and causes remain unknown on ipsilateral infarction; 
(c) primary intracranial diseases; and (d) poor image quality. In total, 
55 patients were excluded because of intracranial atherosclerosis, 
branch atheromatous disease, cardiogenic stroke and dissection on 
ipsilateral infarction (n = 31), vasculitis (n = 16), and poor image 
quality (n = 8), and 127 patients were finally enrolled in our study 
(flowchart in Figure  1). All patients were divided into stroke and 
stroke-free groups according to whether acute/subacute stroke 
(carotid territory) was shown on head MRI. We  recorded the 
demographic and clinical characteristics of all participants including 
gender, age, body mass index (BMI), hypertension, hyperglycemia, 
hyperlipidemia, hyperuricemia, and hyperhomocysteinemia. Eligible 
patients were randomly divided into a training cohort (n = 75) and a 
test cohort (n = 52) with a ratio of approximately 3: 2.

MRI acquisition

The HR-VWMRI and head MRI were performed on a 3.0T MR 
scanner with a 20-channel head-and-neck phased array coil. Carotid 
MRI sequences include 3D TOF-MRA, 3D T1WI, T2WI, and 3D 
T1CE. Head MRI sequences include T1WI, T2WI, DWI, FLAIR, and 
3D TOF-MRA. Detailed scanning parameters are listed in Table 1. The 
total scanning time was approximately 29 min.

Image analysis and segmentation

Independently identified and measured radiological features 
of the carotid plaques including IPH, LRNC, disrupted surface, 
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enhancement, remodeling pattern, maximum wall area (Max WA), 
normalized wall index (NWI), and degree of stenosis by two senior 
radiologists (N.H. and YR.M.) with 8 or more years of experience 
in plaque imaging. If there are differences, the two radiologists 
reached a consensus after an additional reading session. Qualitative 
analysis of carotid plaques was performed on Picture Archiving 
and Communication Systems (PACS). For quantitative analysis of 
carotid plaques, VesselMass software (MEDIS, Version: 2014-
EXP), a semi-automatic image analysis tool, was used. The slice 
with the largest plaque area was chosen, and the outer wall 
boundaries and inner lumen were manually outlined for measuring 
and calculating the total vessel area (TVA), the minimum luminal 
area (Min LA), the maximum wall area (Max WA), the normalized 
wall index (NWI), the remodeling index (RI), and the degree of 
stenosis. The relevant calculation formulas were as follows: (1) 
Max WA = TVA-Min LA (17); (2) NWI = Max WA/TVA (18, 19); 
(3) RI = vessel area at the point of maximum stenosis/reference 
vessel area at the distal portion (7); (4) Stenosis = (normal diameter 
at the distal portion-narrowest diameter at the stenosis)/normal 

diameter at the distal portion (20). If the RI is greater than 1, it is 
defined as positive remodeling; otherwise, it is defined as 
negative remodeling.

The open-source software ITK-SNAP (version 3.8.0)1 was used to 
plaque segmentation for radiomics analysis. Volumes of interest 
(VOIs) were manually drawn layer by layer on different sequences 
including HR-VWMRI 3D T1WI and T1CE by the above two senior 
radiologists along the margin of the plaques, respectively. The images 
of the sample patient are shown in Figure 2.

Randomly selected 40 cases to evaluated interobserver and 
intraobserver reproducibility using intraclass correlation coefficients 
(ICC). Radiologist H manually outlined the VOIs twice within three 
months, ICCs>0.75 indicated good consistency of intraobserver. 
Radiologist M outlined the VOIs once, ICCs>0.75 indicated  
good consistency of interobserver. Radiologist H completed the 
remaining outline.

1 www.itk-snap.org

FIGURE 1

Study inclusion and exclusion flowchart.

TABLE 1 Detailed scanning parameters for the MRI protocol.

Sequence
Carotid plaque MRI Head MRI

TOF T1WI T2WI T1CE T1WI T2WI DWI FLAIR TOF

FOV (mm) 220 × 128 240 × 240 160 × 160 240 × 240 230 × 230 230 × 230 230 × 230 230 × 230 230 × 230

Matrix 292 × 961 344 × 344 268 × 255 344 × 344 296 × 167 288 × 288 152 × 122 256/173 400 × 242

Slice thickness (mm) 1.2 0.8 3 0.8 5.5 5.5 5.5 5.5 1.2

Resolution (mm2) 0.6 × 1.0 0.7 × 0.7 0.6 × 0.6 0.7 × 0.7 1.0 × 1.2 0.6 × 0.6 1.5 × 1.9 0.9 × 0.9 0.6 × 1.0

TR/TE (ms) 15/3.5 500/26 3500/60 500/26 2000/20 4000/97 2887/97 7500/110 22/3.5

NEX 1 1 2 1 1 1 1 1 1

Bandwidth (Hz/pixel) 216 637 273 637 159 439 1448 514 109

Flip angle (°) 18 75 90 75 90 90 90 90 18

Acquisition time 3min10s 6min46s 4min05s 6min46s 1min30s 2min24s 30s 1min21s 2min47s

TOF, time of flight; DWI, diffusion-weighted imaging; FLAIR, fluid-attenuated inversion recovery; FOV, field of view; TR, repetition time; TE, echo time; NEX, number of excitations.
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Feature extraction, selection, and model 
development

HR-VWMRI 3D T1WI and 3D T1CE images were used for 
feature extraction by applying the Pyradiomics package of Python 
software.2 The extracted features include shape features, first-order 
statistics features, second-order statistics features, and higher order 
statistics features. In order to standardize and normalize the original 
features of different dimensions, the min–max standardization 
method is used to linearly transform the original feature dataset and 
map the values between 0 and 1. First, the features of p < 0.05 in each 
sequence were selected using Student’s t-test. Second, the LASSO 
algorithm was used for selecting optimal feature subsets by penalty 
function λ adjust and set the corresponding coefficient of features with 
weak correlation to 0. Selection of the tuning parameter (λ) in the 
LASSO model via 10-fold cross-validation based on minimum 
criteria. The final retained features with non-zero coefficients and 
using non-zero coefficient features construct radiomics model. The 
radiomics score (Rad-Score) calculation used a linear combination of 
select parameters weighted by the relevant LASSO coefficients.

We selected the clinical and radiological characteristics with 
p < 0.05  in univariate analysis for multivariate logistic regression 
analysis, by which the odds ratios (ORs) with 95% confidence intervals 
(CIs) were calculated. The variables with p < 0.05  in multivariate 
analysis were finally used to establish the traditional model. The 
traditional model and radiomics features were combined to establish 
the combined model, which were displayed as radiomics nomograms 
(flowchart in Figure 3). In the training process of all models, to avoid 
overfitting of models, a 10-fold cross-validation method was used, and 

2 https://www.python.org

then, the prediction performance of all models in the training and test 
cohorts was evaluated, respectively.

Statistical analysis

All statistical analyses were performed using the IBM SPSS 
Statistics software (version 25.0) and Python software (see text 
footnote 2). The relationship between each variable and stroke status 
was evaluated by univariate analysis. The continuous variables adopted 
the Mann–Whitney U-test, and the categorical variables adopted the 
chi-squared test. Variables with p < 0.05 in univariate analysis were 
enrolled in multivariate logistic regression analysis. Receiver operating 
characteristic (ROC) analysis was used to determine the AUC values 
to evaluate the predictive performance of all models in both the 
training and test cohorts.

Results

Patient characteristics

In total, 127 patients with carotid plaque were enrolled in the final 
analysis, there were 60 stroke patients and 67 stroke-free patients. 
Table  2 lists the demographic and clinical characteristics of the 
enrolled patients.

Traditional model

Univariate analysis showed that gender, BMI, IPH, disrupted 
surface, enhancement, Max WA, NWI, and degree of stenosis were 
significantly associated with stroke (all p < 0.05, Table 2). Multivariate 

FIGURE 2

MRI images showing left internal carotid atherosclerotic plaque in a stroke patient. TOF-MRA (A) demonstrates mild stenosis, and DWI (B) shows the 
acute infarcts which are scattered and patchy in distribution within the left lateral ventricle posterior horn around. Left internal carotid atherosclerotic 
plaque on T1WI and T1CE images shown in panels (C,E). The regions of interest (ROIs) of the carotid atherosclerotic plaque on T1WI and T1CE images 
(D,F).
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FIGURE 3

Flowchart for building the models predicting ischemic stroke.

TABLE 2 Demographic and clinical characteristics of the enrolled patients.

n/total (%) Stroke Stroke-free p-valueb Multivariate OR 
(95 %CI)c p-valuec AUC

Sex 127 60 67 0.015d 0.168 (0.013, 2.205) 0.174

Male 103 54 49

Female 24 6 18

Agea 60.55 ± 9.72 59.90 ± 10.90 61.20 ± 8.52 0.428e

BMIa 24.81 ± 1.59 25.48 ± 1.68 24.22 ± 1.24 < 0.001e 2.564 (1.412, 4.656) 0.002 0.726

Hypertension 82 34 48 0.078d

Hyperglycemia 43 22 21 0.527d

Hyperlipidemia 36 15 21 0.428d

Hyperuricemia 8 5 3 0.598d

Hyperhomocysteinemia 75 39 36 0.197d

IPH 45 36 9 < 0.001d 0.047 (0.005, 0.444) 0.008 0.733

LRNC 64 31 33 0.786d

Disrupted surface 43 33 10 < 0.001d 0.527 (0.112, 2.490) 0.419

Enhancement 41 25 16 0.017d 0.439 (0.082, 2.344) 0.335

Remodeling pattern 127 60 67 0.509d

Positive 80 36 44

Negative 47 24 23

Max WA (cm2)a 0.50 ± 0.23 0.56 ± 0.25 0.45 ± 0.18 0.017e 1.103 (0.047, 25.918) 0.951

NWIa 0.75 ± 0.19 0.83 ± 0.15 0.67 ± 0.18 < 0.001e 0 (0, 119.173) 0.156

Degree of stenosis (%)a 71.00 ± 23.00 81.00 ± 17.00 62.00 ± 23.00 < 0.001e 1.155 (0.994, 1.341) 0.060

AUC, area under the curve; CI, confidence intervals; BMI, body mass index; IPH, intraplaque hemorrhage; LRNC, lipid-rich necrotic core; Max WA, maximum wall area; NWI, normalized 
wall index; OR, odds ratio.
aContinuous variables shown with mean ± standard deviation (SD), others are categorical variables; bunivariate analysis; cresults from multivariate logistic analysis; dchi-squared test; eMann-
Whitney U-test.
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logistic regression analysis indicated the BMI (OR = 2.564; 95% CI, 
1.412–4.656) and IPH (OR = 0.047; 95% CI, 0.005–0.444) were 
independent predictors of ischemic stroke and were used to establish 
the traditional model. When combining BMI and IPH, the AUC 
values were 0.79 and 0.78 in the training and test cohorts, respectively 
(Figure 4).

Radiomics model

A total of 239 and 191 features were extracted from the whole 
plaque region based on T1WI and T1CE sequences, respectively. After 
the LASSO algorithm was applied, 10 and 8 features were finally 
retained, which were used to establish the radiomics_T1WI model 
and the radiomics_T1CE model, respectively. The radiomics_T1WI 
model includes one feature of shape, two feature of first-order 
statistics, and seven features of texture (one gray-level co-occurrence 
matrix (GLCM) features, two gray-level dependence matrix (GLDM) 
features, two gray-level size-zone matrix (GLSZM) features, one 
neighborhood gray-tone difference matrix (NGTDM) features, and 
one gray-level run-length matrix (GLRLM) features). The radiomics_
T1CE model includes two features of first-order statistics and six 
features of texture (three gray-level size-zone matrix (GLSZM) 
features, one gray-level run-length matrix (GLRLM) features, one 
neighborhood gray-tone difference matrix (NGTDM) features, and 
one gray-level dependence matrix (GLDM) features). The screening 
process and final screening characteristics are shown in Figures 5, 6.

The AUC value of the training cohort of the radiomics_T1WI 
model was 0.72, while the AUC value of the test cohort was 0.69. The 
AUC value of the training cohort of the radiomics_T1CE model was 
0.82, while the AUC value of the test cohort was 0.74 (Figure 7).

Combined model

Finally, combined models were constructed and displayed as 
nomograms (Figure 8). In the training cohort, the combined_T1WI 

model exhibited an AUC value of 0.78, which was 0.81 in the test 
cohort. The combined_T1CE model exhibited an AUC value of 0.84 in 
the training cohort and 0.82 in the test cohort (Figure 9).

Table 3 lists the specificity, sensitivity, accuracy, AUC, and negative 
predictive value (NPV) and positive predictive value (PPV) of the 
traditional, radiomics, and combined models. The combined_T1CE 
model showed a higher AUC value than the other models.

Discussion

At present, the research on the relationship between carotid 
atherosclerotic plaque and ischemic stroke mainly focuses on the 
assessment of basic imaging characteristics of plaque or the degree of 
vascular stenosis. Previous studies have reported that the composition 
of atherosclerotic plaque is closely related to the occurrence of 
ischemic stroke (21). However, there are limitations in exploring the 
relationship between plaques and ischemic stroke based solely on their 
basic imaging features. First, clinical risk factors such as age, gender, 
hypertension, hyperglycemia, hyperlipidemia, obesity, smoking, and 
alcohol consumption are closely related to ischemic stroke. Second, 
the evaluation of the basic imaging features of plaques is subjective 
and qualitative, and the results are greatly influenced by the personal 
factors of the researchers. However, beyond this traditional evaluation 
method, carotid plaque imaging combined with artificial intelligence 
to accurately predict the risk of ischemic stroke is needed. Radiomics 
convert medical images to quantitative indicators through high-
throughput extraction by data evaluation algorithms for predicting the 
risk of disease (22, 23). Therefore, carotid plaque VOIs were delineated 
on HR-VWMRI; traditional, radiomics, and combined models for 
predicting ischemic stroke were established.

Multivariate logistic regression analysis between stroke group and 
stroke-free group results showed that BMI and IPH were independent 
predictors of ischemic stroke. Then, the BMI and IPH were used to 
build the traditional model. The results revealed that the AUC of the 
traditional model is 0.79 in the training cohort and 0.78 in the test 
cohort. BMI is a commonly used indicator to measure the degree of 

FIGURE 4

Receiver operating characteristic (ROC) curves of the traditional model in the training and test cohorts, respectively.
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obesity and thinness of the body in the world, mainly used to reflect 
the total body fat (24). High BMI is closely related to hypertension, 
diabetes, and other risk factors, which are collectively called metabolic 
syndrome (25, 26). Studies found that the components of metabolic 
syndrome interacted with each other to promote the progress of 
metabolic disorder in vivo, which not only led to intracranial and 
extracranial atherosclerotic lesions but also led to the impairment of 

cerebrovascular regulation ability and microcirculation, further 
promoting the occurrence and development of cerebrovascular 
diseases dominated by ischemic stroke (27, 28). Atherosclerosis is 
known to be the main cause of ischemic stroke. Research shows that 
fat cells in patients with high BMI significantly increase, promote the 
release of inflammatory cytokines, and change the inflammatory state 
of the body (29, 30). The formation and development of atherosclerotic 

FIGURE 5

Selection of radiomics features using LASSO logistic regression based on T1WI images. (A) Selection of the tuning parameter (λ) in the LASSO model via 
10-fold cross-validation based on minimum criteria. (B) The coefficients have been plotted versus (λ). (C) The final retained features with non-zero 
coefficients.

FIGURE 6

Selection of radiomics features using LASSO logistic regression based on T1CE images. (A) Selection of the tuning parameter (λ) in the LASSO model via 
10-fold cross-validation based on minimum criteria. (B) The coefficients have been plotted versus (λ). (C) The final retained features with non-zero 
coefficients.
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plaque is a chronic inflammatory process (31). Therefore, it is believed 
that high BMI is associated with ischemic stroke (32).

IPH is attributed to fragile neovascularization. The rupture of the 
neovascular endothelium will increase the stress of the plaque wall, 
making the plaque wall easier to rupture and cause thrombosis, which 
is more likely to lead to ischemic stroke (33, 34). Many studies have 
found that IPH is an independent predictor of stroke events. In 
patients with symptomatic atherosclerosis, the incidence of IPH is 
higher than that of asymptomatic patients (35–37). The results of our 
study revealed that the incidence of IPH in the stroke group was 
higher than that in the stroke-free group, which was consistent with 
previous study results. In the training and test cohorts, the AUC value 
of the radiomics_T1WI model is the lowest, but the prediction 
performance is significantly improved when the model combines IPH 
and BMI. In addition, when the radiomics_T1CE model is combined 
with IPH and BMI, the prediction performance of the model is further 
improved. This indicates that IPH and BMI are significantly associated 
with ischemic stroke (38).

The establishment of radiomics_T1WI and radiomics_T1CE 
models is based on HR-VWMRI 3D T1WI and 3D T1CE images, 
respectively. The use of HR-VWMRI 3D imaging can better 
characterize plaque features, including more comprehensive, rich, and 
detailed image information. 3D imaging methods can reduce local 

volume effects in 2D imaging and improve the results of radiomics 
analysis. We found the independent radiomics features from T1WI 
and T1CE images were different. This is because the signal 
characteristics in pre- and post-contrast T1WI reflect different 
pathophysiological characteristics of plaque. For example, the 
hyperintensity on pre-contrast T1WI is possibly IPH; on the other 
hand, the hyperintensity on post-contrast T1WI is attributed to the 
plaque neovascularization or the contrast uptake by active 
inflammation (39). After applying the LASSO algorithm, 10 features 
were finally retained based on T1WI including one shape feature, two 
first-order statistics features, and seven texture features, and eight 
features were finally retained based on T1CE including two first-order 
statistics features and six texture features. The first-order statistics 
features describe the distribution of single voxel value without 
considering the spatial relationship and are obtained based on 
histogram analysis and calculation (12). The second-order statistics 
features are usually described as “texture” features, which describe the 
statistical relationship between voxels with similar (or different) 
contrast values (11). In the 18 final features, only first-order statistics 
features and texture features appeared in the final screening results of 
the two sequences. It means that these two types of features may be the 
most important quantitative features to describe plaques, and these 
features cannot be visually evaluated by radiologists.

FIGURE 7

Receiver operating characteristic (ROC) curves of the radiomics_T1WI model and the radiomics_T1CE model in the training and test cohorts, 
respectively.
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Our study revealed that the prediction performance of the 
radiomics_T1CE model is significantly superior to the radiomics_
T1WI model no matter in training or test cohort. This reflects that 
plaque enhancement is another independent risk factor for 
ischemic stroke (20, 40). The main reason for plaque enhancement 
is the increase in neovascularization and endothelial permeability. 
The contrast agent enters and stays in the plaque through the 
loose endothelium, resulting in plaque vulnerability and different 
degrees of enhancement. Therefore, plaque enhancement is 
closely related to the occurrence of ischemic stroke events (41, 
42). However, it is interesting that the results of multivariate 
logistic regression analysis show that there is no statistically 
significant difference in plaque enhancement between the stroke 
group and the stroke-free group. This further shows that 
radiomics contains more information; for example, enhancement 

is a sign of high-risk plaques, but most previous studies were 
subjective visual qualitative recognition, lacking objective 
quantitative information. However, radiomics can provide 
quantitative information that is not relevant to the reader, which 
is difficult to visualize or too numerous for radiologists to visually 
evaluate (43).

In the training and test cohorts, the combined_T1CE model has 
the highest AUC value. Compared with the radiomics_T1CE model, 
the prediction performance of the combined_T1CE model has been 
improved. However, there is no statistically significant difference 
between the two models in the training cohort. This could be explained 
by the relative weights of the radiomics_T1CE model versus the 
traditional model, and the combined_T1CE model was weighted 
heavily toward the enhancement of radiomics characteristics, which 
produced better performances (10).

FIGURE 8

A nomogram which integrates the radiomics scores and traditional features of the training cohort. From the left to right, the probability scoring of 
ischemic stroke is marked on each axis and increases. An example of how to calculate the total points of a plaque on T1CE and predict the risk of the 
patient’s ischemic stroke was as follows: a carotid plaque with IPH and the BMI of the patient is 25 receives 32.5  +  37.5  =  70 points from traditional 
features. A radiomics score of 0.7 corresponds to 47.5. Therefore, this patient scored 117.5 on the nomogram, which indicates a risk of ischemic stroke 
over 90%. (A) Combined_TICE model nomogram. (B) Combined_TIWI model nomogram.
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This study beyond the assessment of the basic imaging 
characteristics of carotid atherosclerotic plaque or the degree of 
vascular stenosis uses a new model, that is, the combination of carotid 
atherosclerotic plaque imaging and artificial intelligence to explore 
the relationship with ischemic stroke. The study showed that 
radiomics score, IPH, and BMI were independent indicators of the 
risk of ischemic stroke. Combined with these independent risk 

factors, novel radiomics nomograms were generated. The generated 
nomogram based on T1CE had good predictive value, with AUCs of 
0.84 and 0.82  in the training and test cohorts, respectively. These 
encouraging results deserve further multicenter trials applying 
carotid plaque radiomics features based on HR-VWMRI T1CE 
images and clinical characteristics for predicting the risk of 
ischemic stroke.

FIGURE 9

Receiver operating characteristic (ROC) curves of the combined_T1WI model and the combined_T1CE model in the training and test cohorts, 
respectively.

TABLE 3 Predictive ability of all models.

Cohort Sensitivity Specificity Accuracy AUC NPV PPV

Traditional model Training 0.61 0.78 0.70 0.79 0.73 0.69

Test 0.69 0.85 0.77 0.78 0.70 0.85

Radiomics_T1WI model Training 0.59 0.82 0.74 0.72 0.79 0.67

Test 0.32 0.88 0.55 0.69 0.47 0.80

Radiomics_T1CE model Training 0.72 0.82 0.77 0.82 0.80 0.77

Test 0.50 0.88 0.65 0.74 0.54 0.86

Combined_T1WI model Training 0.25 0.80 0.56 0.78 0.57 0.50

Test 0.52 0.94 0.69 0.81 0.57 0.93

Combined_T1CE model Training 0.82 0.78 0.79 0.84 0.86 0.79

Test 0.50 0.88 0.70 0.82 0.57 0.84
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Limitations of this study: First, this study was a single center with 
a relatively small sample size; multicenter and larger data sets are 
needed to evaluate the prediction performance of the model in future 
study. Second, VOIs were manually delineated, despite the excellent 
reproducibility; however, due to the small size of the plaque, manual 
segmentation is a challenging task that takes a lot of time. Automatic 
segmentation would improve segmentation efficiency and accuracy. 
Third, because the boundary of plaque on TOF images is indistinct, 
and T2WI is not a 3D isovoxel sequence, we  did not perform 
radiomics analysis on it. Fourth, there is a lack of multimodal imaging 
indicators such as cerebral blood flow and collateral circulation. In 
future, multimodality imaging combined with artificial intelligence is 
needed to establish a prediction model of ischemic stroke and improve 
the primary prevention strategy of stroke.

Conclusion

As a feasible and exploratory study, this study provides new 
insights into the prediction of ischemic stroke. The above results 
indicate that the combined_T1CE model incorporating clinical 
characteristics and carotid plaque radiomics features based on 
HR-VWMRI T1CE images can accurately predict the risk of 
ischemic stroke.
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Introduction: In acute ischemic stroke, prediction of the tissue outcome after 
reperfusion can be used to identify patients that might benefit from mechanical 
thrombectomy (MT). The aim of this work was to develop a deep learning model 
that can predict the follow-up infarct location and extent exclusively based 
on acute single-phase computed tomography angiography (CTA) datasets. In 
comparison to CT perfusion (CTP), CTA imaging is more widely available, less 
prone to artifacts, and the established standard of care in acute stroke imaging 
protocols. Furthermore, recent RCTs have shown that also patients with large 
established infarctions benefit from MT, which might not have been selected for 
MT based on CTP core/penumbra mismatch analysis.

Methods: All patients with acute large vessel occlusion of the anterior circulation 
treated at our institution between 12/2015 and 12/2020 were screened (N  =  404) 
and 238 patients undergoing MT with successful reperfusion were included for 
final analysis. Ground truth infarct lesions were segmented on 24  h follow-up 
CT scans. Pre-processed CTA images were used as input for a U-Net-based 
convolutional neural network trained for lesion prediction, enhanced with 
a spatial and channel-wise squeeze-and-excitation block. Post-processing 
was applied to remove small predicted lesion components. The model was 
evaluated using a 5-fold cross-validation and a separate test set with Dice 
similarity coefficient (DSC) as the primary metric and average volume error as 
the secondary metric.

Results: The mean  ±  standard deviation test set DSC over all folds after post-
processing was 0.35  ±  0.2 and the mean test set average volume error was 
11.5  mL. The performance was relatively uniform across models with the best 
model according to the DSC achieved a score of 0.37  ±  0.2 after post-processing 
and the best model in terms of average volume error yielded 3.9  mL.

Conclusion: 24  h follow-up infarct prediction using acute CTA imaging 
exclusively is feasible with DSC measures comparable to results of CTP-based 
algorithms reported in other studies. The proposed method might pave the 
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way to a wider acceptance, feasibility, and applicability of follow-up infarct 
prediction based on artificial intelligence.

KEYWORDS

stroke, infarct core, mechanical thrombectomy, deep learning, segmentation

1 Introduction

Acute ischemic stroke is a leading cause of death and disability (1). 
Thrombolysis with recombinant tissue plasminogen activator (rtPA) 
had been the only treatment option for many years until multiple 
randomized controlled trials (2) confirmed high efficacy of mechanical 
thrombectomy (MT) in large vessel occlusions. Timely and accurate 
identification of the severity of the stroke with assessment of tissue 
infarction is critical for identifying patients that might benefit from 
MT. Recent advances in artificial intelligence (AI) and machine 
learning have led to the development of predictive models for stroke 
outcome using computed tomography (CT) image data and other 
imaging modalities (3–17). These models have shown promising 
results in predicting tissue infarction and the likelihood of treatment 
response, with potential implications for patient selection and timing 
of intervention (18, 19).

To date, proposed methods for tissue outcome prediction mainly 
utilize CT perfusion (CTP) datasets (18–20). However, accuracy of 
CTP-based tissue outcome prediction depends on the quality of the 
available CTP datasets. Factors that can influence the accuracy of 
CTP-based tissue outcome prediction include motion artifacts and 
problems related to deconvolution required to calculate the perfusion 
parameter maps (21). Moreover, CTP imaging is not available in all 
centers and not always considered a required standard of care in stroke 
imaging protocols.

Although perfusion imaging with assessment of core and 
penumbra has been established in many centers, growing evidence 
suggests that patient selection for MT using unenhanced CT and CTA 
only might also contribute to improved functional outcome. Recently 
published results of the TENSION RCT show that MT was associated 
with improved functional outcome and lower mortality in patients 
with established large infarct that were selected for MT based on 
non-contrast CT (22). These results are especially interesting as 
enrolled patients with large hypodense lesions at admission (ASPECTS 
3–5) might not have been selected for endovascular therapy based on 
mismatch/perfusion although these patients benefit from MT.

Singe-phase CT angiography (CTA) is a non-invasive imaging 
modality that is considered standard of care in the evaluation of acute 
stroke patients. CTA imaging allows rapid identification of patients 
with large vessel occlusion (LVO) that may be  amenable to 
endovascular treatment and provides imaging information of the 
collateral circulation, which is associated with patient prognosis (2). 
In comparison to CTP, CTA images can be acquired fast and with low 
technical effort and do not require costly and special licenses for 
acquisition and processing. Within this context, CTA datasets contain 
not only valuable information related to the clot location and collateral 
situation, but also on tissue edema formation visible as hypodense 
regions of the brain tissue. Despite the prognostic information 
available in CTA images, the value of CTA-based tissue outcome 

prediction using deep learning approaches has not been 
evaluated so far.

Thus, the goal of this work was to develop a deep learning-based 
algorithm that can predict the follow-up infarct location and volume 
based on single-phase CTA datasets only acquired acutely after patient 
admission. The proposed method is based on the well-established 
U-Net (23) architecture with several novel modifications such as 
residual blocks with spatial-, and channel-wise squeeze and excitation.

2 Materials and methods

2.1 Data availability

The data and code that support the findings of this study are 
available upon reasonable request from the corresponding author.

2.2 Study guidelines

The analysis was conducted in accordance with the “TRIPOD 
Checklist: Prediction Model Development and Validation.”

2.3 Study population

The study was approved by the ethics committee of the chamber 
of physicians at Hamburg (MC-039/16), in accordance with the 
Declaration of Helsinki. All patients with anterior circulation stroke 
due to large vessel occlusion, age ≥ 18 years, and treated at our 
institution with endovascular procedure between December 2015 and 
December 2020 were retrospectively screened. For this analysis, all 
patients with anterior circulation stroke and successful recanalization 
defined as modified Thrombolysis in Cerebral Infarction (mTICI) 
Scale of 2b or 3 and availability of acute CTA imaging and 24 h 
follow-up non-contrast CT of the brain were included. Patients with 
failed recanalization were excluded to eliminate effects of persistent 
ischemia after MT.

2.4 Clinical and radiologic assessment

All clinical parameters including modified Rankin Scale (mRS), 
vessel occlusion status and location are site reported parameters (24, 
25). Reperfusion success is assessed using the mTICI scoring system 
(26). mTICI scoring was conducted based on the initial occlusion 
location and the reperfusion success within the downstream territory 
of the initially occluded vessel/branch. Clinical assessments and 
reading of baseline imaging, digital subtraction angiograms and 
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follow-up imaging were conducted by local investigators at each 
participating center (single reader). Functional independence was 
defined as 90d mRS 0–2.

2.5 CT image acquisition

CT images at admission were acquired on a 2 × 128 slice scanner 
(SOMATOM Definition Flash, Siemens Healthcare GmbH, Erlangen, 
Germany) with the following imaging parameters: NCCT with 120 kV, 
280 mA, less than 5.0 mm slice reconstruction and less than 0.5 mm 
in-plane; CTA: 100–120 kV, between 260 and 300 mA, 1.0 mm slice 
reconstruction, 0.5 mm collimation, 0.8 pitch, H20f soft kernel, 60 mL 
highly iodinated contrast medium and 30 mL NaCl flush at 4 mL/s; 
scan starts 6 s after bolus tracking at the level of the ascending aorta.

2.6 Infarct core segmentation

Manual segmentation of follow-up infarct volumes was performed 
using ITK-SNAP 3.8.0 (27) on 24 h follow-up CT scans (slice thickness 
4.0 mm) by a senior neuroradiologist with more than 14 years of 
clinical experience (SG), blinded to clinical outcome data. In addition, 
segmentation results were visually verified by a second senior 
neuroradiologist with more than 20 years of clinical experience (JF). 
In case of disagreement, segmentations were reassessed by both 
readers and a consensus segmentation was generated.

2.7 Pre-processing

The segmentation approach uses a two-channel volume composed 
of the standard CTA at admission and a maximum intensity projection 
(MIP) as input. To eliminate uninformative rigid differences and to 
allow training based on the entire brain scans, input volumes were 
registered to a standard space CT brain atlas (28) resampled to 
1x1x5 mm3 voxel size.

In detail, the pre-processing procedure consisted of the following 
steps: (1) Automatic cropping of CTA datasets to the head region 
using the robustFOV FSL tool (29, 30); (2) Thresholding between 0 
and 400 Hounsfield units; (3) Skull stripping; (4) Deriving 5 mm MIP 
reconstructions of the original CTA images; (5) Registration of the 
non-MIP images to the CT brain standard atlas (28), application of 
transformation to MIP-images, registration was performed using the 
antsRegistrationSyNQuick command from the ANTs toolbox (31) 
with rigid and affine transformations; (6) Registration of the scull-
stripped 24 h FU CT scan to the CT brain standard atlas using the 
same toolbox with rigid and affine transformations, transformation of 
the ground truth infarct lesion labels to standard space.

All registration outcomes were visually verified. Cases were 
excluded if registration failed or image quality was inadequate 
for evaluation.

After pre-processing, the convolutional neural network (CNN) input 
volume was generated by combining the registered non-MIP and MIP 
images into a two-channel 4D volume. The final size of this volume was 
192 × 224 × 32 × 2 voxels, with spatial dimensions divisible by 24, in line 
with the U-Net model’s encoder stages described subsequently.

2.8 Model architecture

Figure  1 shows the architecture of our proposed lesion 
prediction model. It uses the well-established U-Net framework 
(23) as the basis, featuring a distinct encoder-decoder design with 
interspersed skip connections. The encoder handles feature 
extraction, while the decoder translates these extracted features 
back to the image domain. The architecture spans four stages, with 
each stage comprising a residual block (32). Notably, this block 
integrates two convolutional layers followed by a spatial and 
channel-wise squeeze and excite block (33) (SE block). The SE block 
is composed of parallel branches of spatial-and channel-wise SE 
blocks as shown in the lower right corner of Figure 1. The spatial 
part (upper branch) modulates the input feature map employing a 
learnable 1 × 1 × 1 convolutional layer followed by a sigmoid 
activation to ensure output values are scaled between [0, 1]. The 
weights are arranged such that each output spatial element is a 
linear combination of all the different channels of the input feature 
map for this spatial location. Therefore, the output feature map is a 
spatially weighted version of the input feature map, where these 
weights are learned during training.

The channel-wise branch modulates the weights of the separate 
channels of the input feature map by passing it through a global 
average pooling layer followed by a dense layer with an output 
dimension that is half the number of channels, followed by ReLU 
activation and another dense layer with a dimension equal to the 
original number of channels. Finally, a sigmoid layer ensures that the 
output is scaled between [0, 1]. This weight tensor is then multiplied 
with the input feature map to obtain an output feature map with the 
individual channels scaled by the learned weights. The final output of 
the SE block is the sum of the outputs of the spatial- and channel-
wise branches.

2.9 Model parameters

In medical image segmentation, the region of interest is often only 
a small part of the total area or volume, which is also the case for tissue 
outcome prediction tasks. This means that the ratio of foreground 
voxels to background voxels can be very small and, therefore, may lead 
to an imbalanced problem. To address this, we used a loss function 
based on the Dice similarity coefficient (DSC) (34), which is a popular 
choice for semantic segmentation as it enables efficient training 
despite class imbalance.

Another important function in neural network models is the 
activation function, which can impact the performance and training 
dynamics of the model. In this work, the recently proposed Mish 
activation function (35) was used, which is a self-regulating, 
non-monotonic activation function that has been shown to improve 
performance compared to other popular choices such as Rectified 
Linear Units (ReLU).

All models were trained for a total of 300 epochs and the 
validation DSC was used to select the best performing model 
based on a check-point system. The rectified ADAM optimizer 
(36) with an initial learning rate of 0.001 and exponential decay 
with the learning rate decaying by a factor of 0.25 every 50 epochs 
was used.
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2.10 Post-processing

To improve accuracy of the predicted lesion segmentation, 
we  included a post-processing step that retained only the largest 
connected component of the predicted lesion. This decision is in line 
with the observation that most ground truth lesions consist of a single 
connected component. Since our model trains on entire images, its 
predictions predominantly reflect this characteristic. Nonetheless, 
occasionally, the model introduced secondary components in its 
predictions, which were usually inaccurate. By focusing on the largest 
connected component, we eliminated these erroneous predictions.

2.11 Experiment setup and evaluation 
metrics

A 5-fold nested cross-validation (CV) scheme was used for 
training, validation (i.e., hyper-parameter optimization) and testing. 

The available data (n = 238) was randomly split into five training/
validation sets (80%, n = 191) and five separate test sets (20%, n = 47). 
Each training/validation set was again randomly split into 5 training 
sets (80% of each outer CV training/validation set, n = 152) and 5 
validation sets (20% of each outer CV training/validation set, n = 39) 
for hyperparameter tuning. Random splits were conducted using a 
stratified approach based on the lesion size. This ensures a similar 
lesion size distribution in both sets. For each outer CV run (models 1 
to 5) the average DSC of the corresponding test set was used as the 
primary evaluation metric while the average absolute lesion volume 
difference of the corresponding test set was used as a secondary 
evaluation metric.

2.12 Multivariable regression analysis

The association of segmented vs. predicted volumes with 
functional independence (90 day mRS 0–2) was analyzed using 
multivariable logistic regression. For initial neurological status 
(NIHSS at admission), a linearized association was assumed. 
Regression models were adjusted for age and pre-stroke mRS, adjusted 
odds ratios (aOR), coefficients, 95% confidence intervals and p-values 
were reported. p-values <0.05 were defined as statistically significant. 
Regression analysis was conducted with Stata/MP 18.0.

3 Results

A total of 404 patients were screened, and 238 patients were 
included in the analysis (Figure 2). Included patients had a median age 
of 76 years (IQR: 64; 81), a median NIHSS at admission of 16 (IQR: 
11; 19), median ASPECTS of 7 (IQR: 6; 9), median infarct volume of 
25 mL (IQR: 8; 114) and median 90-days mRS of 4 (IQR: 1; 5; Table 1). 
Table  2 displays the test performance of the five cross-validation 
models, including DSC and volume error (ml) for each outer fold test 

FIGURE 1

The U-Net-based 4-stage model architecture. Each stage is composed of a residual block (dotted box), which integrates two convolutional layers 
followed by a spatial and channel-wise squeeze and excite block (SE block, dashed box).

FIGURE 2

Patient inclusion flowchart.
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set. The results are presented without and with post-processing. 
Figure  3 shows Bland–Altman plots comparing the true vs. the 
predicted lesion volumes in ml for each model.

Results suggest that all models perform similarly with rather small 
quantitative differences regarding the test set metrics with average 
DSC values ranging between 0.33 and 0.37 (SD: ±0.20). Likewise, the 
standard deviation of the DSC is similar for all models. Post-
processing only slightly improved the average DSC but considerably 
reduced the average volume error (11.5 mL (SD: ±79.4 mL) after 
post-processing).

Bland–Altman plots in Figure 3 revealed that all models tend to 
overestimate the true infarct volume, which was also supported by the 

volume error (2). Furthermore, data indicated a trend for 
underestimating the volume of very large infarcts.

Figure 4 shows a visualization of the results obtained using the 
model with the highest average DSC compared to the ground truth 
for four exemplified patients. In these examples, the lesion was 
correctly located in all cases. However, the shape of predictions and 
ground truth do not fully align. It can be also seen that post-processing 
was primarily helpful to remove false lesions, especially those located 
in the contralateral hemisphere.

Table 3 shows the association of segmented in comparison to 
predicted volumes with initial neurological status (NIHSS at 
admission) and functional independence (90 day mRS 0–2). Results 
suggest that higher follow-up infarct volumes are associated with 
lower probability of functional independence at day 90 for segmented 
volumes (aOR: 0.98 [95% CI, 0.97–1.00], p < 0.05) and predicted 
volumes (aOR: 0.98 [95% CI, 0.96–0.99], p < 0.01). Both coefficients 
were not statistically significantly different. For NIHSS at admission a 
correlation with the predicted volume (Coeff: 0.07 [95% CI, 0.04–
0.09], p < 0.001) was observed, however, for segmented volumes, the 
coefficient was not statistically significant (p = 0.112).

4 Discussion

In this analysis, we sought to evaluate if CTA datasets can be used 
for tissue outcome prediction in patients with ischemic stroke. The 
most important finding of this work is that a prediction of tissue 
outcome using exclusively CTA datasets is generally feasible using 

TABLE 1 Baseline clinical characteristics of study cohort.

Variable Median | n (%) Q1; Q3 Range

Age (median) 76 64; 81 29–97

Sex (f) 121 (51%)

Pre-stroke mRS (median) 0 0; 1 0–5

NIHSS at admission (median) 16 11; 19 0–42

Comorbidity hypertonus 158 (66%)

Comorbidity diabetes 39 (16%)

Comorbidity dyslipidemia 33 (14%)

Comorbidity atrial fibrillation 88 (37%)

ASPECTS at admission (median) 7 6; 9 1–10

i.v. thrombolysis 135 (57%)

# of passes (median) 2 1; 2 0–8

AE vasospasm 5 (2%)

AE clot migration/embolization 6 (3%)

AE dissection/perforation 3 (1%)

AE ICH 3 (1%)

Final TICI

-2b 115 (48%)

−3 123 (52%)

Follow-up infarct volume 24 h CT (ml) 24.8 8.3; 114.2 0–516.1

90-days mRS (median) 4 1; 5 0–6

AE, Adverse event; ASPECTS, Alberta Stroke Program Early CT Score; ICH, Intracranial hemorrhage; mRS, modified Rankin Scale; NIHSS, National Institute of Health Stroke Scale; Q1, 1st 
quartile; Q3, 3rd quartile; TICI, Thrombolysis in cerebral infarction.

TABLE 2 Test set results as mean  ±  standard deviation for each outer loop 
of the 5-fold cross-validation models without and with post-processing.

Without post-processing With post-
processing

Model DSC Volume 
Error [ml]

DSC Volume 
Error [ml]

1 0.36 ± 0.2 11.4 ± 79 0.37 ± 0.2 6.2 ± 79

2 0.33 ± 0.2 13.5 ± 83 0.33 ± 0.2 8.4 ± 83

3 0.34 ± 0.2 29.6 ± 78 0.34 ± 0.2 22.6 ± 78

4 0.34 ± 0.2 9.9 ± 78 0.34 ± 0.2 3.9 ± 80

5 0.35 ± 0.2 25.1 ± 77 0.36 ± 0.2 16.3 ± 77

Mean 0.34 ± 0.2 17.9 ± 79 0.35 ± 0.2 11.5 ± 79.4

DSC, Dice similarity coefficient.
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deep convolutional neural networks. Test set performance of our 
models reached an average DSC of 0.35 with mean volume error of 
11.5 mL.

Overall, the predictive performance achieved in this work is 
within the range of previously described tissue outcome prediction 
models using more complex 4D CT perfusion datasets. For example, 
Amador et  al. achieved an average DSC of 0.45 using a very 
advanced temporal convolutional neural network and 4D CTP 
datasets as input (20), while Qiu et al. achieved mean volume error 
of 21.7 mL using multiphase CTA images (4). It might be argued 

that a deep learning model using a single time-point CTA cannot 
outperform an advanced method having access to the complete 
hemodynamic perfusion information from a 4D CTP scan. 
However, CTP datasets typically used for lesion outcome prediction 
are often highly curated by excluding datasets with severe motion 
or other artifacts, which they are very sensitive to. This is one of the 
main benefits of the here proposed method, which uses simple 
single time-point CTA images that are less prone to motion and 
other artifacts and are widely available without any costly licenses 
for acquisition and processing.

FIGURE 3

Bland–Altman plots comparing the true and predicted lesion volumes in ml for trained models on each loop of the 5-fold cross-validation after 
applying post-processing. Each plot is a scatterplot of the difference of the true and predicted volume vs. the mean of the predicted and true volume. 
The mean bias and regression based 95% limits of agreement are shown using dotted horizontal lines.
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Another benefit of the proposed method is that the input images are 
used en bloc in the model instead of splitting them into smaller patches 
during training and inference. In this way, the network sees the whole 
image at once, which might result in better learning of typical infarct 
locations and lesion distributions with regards to the entire brain. Within 
this context, better lesion outcome predictions may be possible with 

multi-phase CTA images or by combining CTA and CTP images (5). 
However, this would also require a more complex deep learning model 
that is capable of making use of the temporal information available in 
multi-phase CTA images and CTP images. Also, this approach would 
be more prone to movement artifacts and require more complex data 
leading to decreased feasibility and generalizability.

The quantitative results show that the proposed model leads to an 
underestimation of large lesions and overestimation of small lesions. 
This is a common problem of many segmentation methods (regression 
to the mean (37)). A potential solution to this problem may be a 
modification of the loss function to also include the volume error or 
to train multiple models for different lesion sizes (6). However, the 
second option would also reduce the number of datasets available for 
training of the lesion prediction model.

Furthermore, an overestimation of infarct volume in CTA source 
images has also been noted in previous studies (7) where it is 
postulated that a possible reason for this is that modern rapid-
acquisition CT scanners may produce CTA images that are more 
strongly CBF- than CBV weighted (38), and therefore overestimate the 
true infarct volume. For example, in a study of 105 patients (8), it was 
found that follow-up infarct volume predictions based on CTA source 
images significantly overestimated the infarct size in many cases.

In line with results from previous studies, multivariable regression 
analysis suggest that follow-up infarct volume is associated with 
functional outcome (39–41). Furthermore, no statistically significant 
difference in association with functional outcome was observed for 
ground-truth follow-up volume segmentations and model predictions, 
suggesting that predicted infarct volumes might serve as additional 
surrogate marker for functional outcome. For NIHSS at admission a 
significant association with predicted infarct volumes was observed, 
however, segmented volumes were not significantly associated with 
NIHSS at admission. One explanation could be that predicted volumes 
are derived from CTA imaging at admission and might therefore 
better reflect neurological status at admission.

This work has multiple limitations that should be discussed. First, 
no comparison to CTP-based lesion outcome prediction methods was 
conducted as corresponding CTP datasets were not available for all 

FIGURE 4

Visualization of lesion outcome prediction results obtained using the 
best model in terms of the average test set dice similarity coefficient 
for four exemplified patients. (A) Ground truth; (B) Prediction 
including small components red, ground truth white; (C) Prediction 
excluding small components red, ground truth white.

TABLE 3 (A) Multivariable logistic regression with functional independence (mRS 0–2 at 90  days) as dependent variable; (B) Multivariable linear 
regression with NIHSS at admission as dependent variable.

A: 90  days mRS 0–2 (Multivariable logistic regression)

Segmented volumes Predicted volumes

aOR p value 95% Conf. interval aOR p value 95% Conf. interval

Volume (ml) 0.98 0.013 0.97 1.00 0.98 0.003 0.96 0.99

Age (years) 0.94 0.064 0.89 1.00 0.94 0.059 0.88 1.00

Pre-stroke mRS 0.82 0.681 0.33 2.07 0.96 0.939 0.36 2.54

Constant 109.89 0.025 1.78 6,780 376.34 0.011 3.87 36,605

B: NIHSS admission (Multivariable linear regression)

Segmented volumes Predicted volumes

Coeff P > t 95% Conf. interval Coeff p-value 95% Conf. interval

Volume (ml) 0.02 0.112 0.00 0.04 0.07 <0.001 0.04 0.09

Age (years) −0.07 0.373 −0.21 0.08 −0.06 0.321 −0.18 0.06

Pre-stroke mRS 0.13 0.906 −2.08 2.34 −0.78 0.398 −2.63 1.07

Constant 18.97 <0.001 9.33 28.62 14.93 0.001 6.85 23.01

mRS, Modified Rankin Scale; NIHSS, National Institutes of Health Stroke Scale; aOR, Adjusted odds ratio; Coeff, Coefficient; CI, Confidence interval.
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patients. Also, no comparison to non-enhanced CT-based methods was 
conducted. However, it can be assumed that tissue density information 
from non-enhanced CT is also included in CTA scans. Second, the 
proposed method did not include any clinical parameters in the model 
although they may improve the prediction accuracy. To date, there is no 
consensus regarding the optimal way to integrate clinical information 
in segmentation methods. Therefore, we restricted the proposed model 
to imaging information only to test the general feasibility of using only 
CTA datasets for this purpose. Third, the proposed method was only 
trained and tested using datasets from patients with a large vessel 
occlusion of the anterior circulation treated with MT. Thus, it remains 
unclear how well the proposed method can predict lesion outcomes in 
patients with an occlusion in the posterior circulation. Fourth, ground 
truth segmentation of the infarct core was conducted manually based 
on 24 h follow-up CT images. Interrater variability of manual 
segmentation processes might reduce the generalizability of results. 
However, the conducted visual verification of segmentations by a 
second reader and reassessment in case of disagreement increased 
validity of segmentation results. Fifth, model training and testing was 
conducted based on single-center data. However, besides external 
testing, the conducted nested cross validation is currently considered as 
gold standard for machine learning approaches. Although model 
training and testing was conducted based on single center data, it can 
be argued that CT imaging data of current state-of-the-art CT scanners 
has a high degree of standardization. Even if a certain center-specific 
bias cannot be  excluded, it needs to be  discussed if center-specific 
training and models on the other hand might allow higher predictive 
performance. In fact, several FDA-approved machine learning-based 
tools for acute stroke diagnostics require center-specific training of their 
algorithms. Sixth, the CNN was trained using 4D volumes generated 
from CTA images and MIP reconstruction resampled to 1 mm x 1 mm 
x 5 mm voxel size. Resampling to 5 mm slice thickness might reduce 
predictive precision especially for small infarcts.

5 Conclusion

24 h follow-up infarct prediction exclusively using acute single-
phase CTA datasets is feasible and can be successfully achieved with 
good accuracy. In comparison to CTP data, CTA data is technically 
more widely available, in general incorporated into standard basic 
acute stroke protocols in clinical routine practice, and less prone to 
movement artifacts. The method proposed in this work based on 
single-phase CTA might pave the way to a wider acceptance, feasibility, 
and applicability of follow-up infarct prediction employing artificial 
intelligence methods.
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Glossary

AE Adverse event

AI Artificial intelligence

aOR Adjusted odds ratio

ASPECTS Alberta Stroke Program Early CT Score

CI Confidence interval

CNN Convolutional neural network

Coeff Coefficient

CTA Computed Tomography Angiography

CTP Computed Tomography Perfusion

CV Cross validation

DSC Dice similarity coefficient

ICH Intracranial hemorrhage

LVO Large vessel occlusion

mRS Modified Rankin scale

MIP Maximum intensity projection

MT Mechanical thrombectomy

NIHSS National Institutes of Health Stroke Scale

Q1 1st quartile

Q3 3rd quartile

rtPA recombinant tissue plasminogen activator

SD Standard deviation

SE Block Squeeze and excite block

sICH Symptomatic intracranial hemorrhage

mTICI modified Thrombolysis in cerebral infarction scale
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Development and performance 
assessment of novel machine 
learning models for predicting 
postoperative pneumonia in 
aneurysmal subarachnoid 
hemorrhage patients: external 
validation in MIMIC-IV
Xinbo Li 1,2†, Chengwei Zhang 1,2†, Jiale Wang 1,2, Chengxing Ye 1,2, 
Jiaqian Zhu 2 and Qichuan Zhuge 1,2*
1 Department of Neurosurgery, The First Affiliated Hospital of Wenzhou Medical University, Wenzhou, 
China, 2 Wenzhou Medical University, Wenzhou, China

Background: Postoperative pneumonia (POP) is one of the primary complications 
after aneurysmal subarachnoid hemorrhage (aSAH) and is associated with 
postoperative mortality, extended hospital stay, and increased medical fee. Early 
identification of pneumonia and more aggressive treatment can improve patient 
outcomes. We aimed to develop a model to predict POP in aSAH patients using 
machine learning (ML) methods.

Methods: This internal cohort study included 706 patients with aSAH undergoing 
intracranial aneurysm embolization or aneurysm clipping. The cohort was 
randomly split into a train set (80%) and a testing set (20%). Perioperative 
information was collected from participants to establish 6 machine learning 
models for predicting POP after surgical treatment. The area under the receiver 
operating characteristic curve (AUC), precision-recall curve were used to assess 
the accuracy, discriminative power, and clinical validity of the predictions. The 
final model was validated using an external validation set of 97 samples from the 
Medical Information Mart for Intensive Care IV (MIMIC-IV) database.

Results: In this study, 15.01% of patients in the training set and 12.06% in the 
testing set with POP after underwent surgery. Multivariate logistic regression 
analysis showed that mechanical ventilation time (MVT), Glasgow Coma Scale 
(GCS), Smoking history, albumin level, neutrophil-to-albumin Ratio (NAR), 
c-reactive protein (CRP)-to-albumin ratio (CAR) were independent predictors of 
POP. The logistic regression (LR) model presented significantly better predictive 
performance (AUC: 0.91) than other models and also performed well in the 
external validation set (AUC: 0.89).

Conclusion: A machine learning model for predicting POP in aSAH patients 
was successfully developed using a machine learning algorithm based on 
six perioperative variables, which could guide high-risk POP patients to take 
appropriate preventive measures.
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Introduction

Aneurysmal subarachnoid hemorrhage (aSAH), primarily caused 
by the rupture of intracranial aneurysms, is a devastating disease with 
high morbidity and mortality (1, 2). The total occurrence of aSAH is 
about 9.1 per 100,000 people, accounts for 2–7% of all strokes (3, 4). 
Despite the advances in the treatment of aneurysmal subarachnoid 
hemorrhage (aSAH), such as endovascular coil embolization and 
microsurgery, postoperative complications can significantly impact 
the prognosis of patients, prolonged the time of hospitalization and 
lead to increased economic costs (2, 5).

Among these complications, postoperative pneumonia (POP), 
which occurs in 10–30% aSAH patients after surgical treatment, is 
considered a critical complication closely associated with the 
prognosis of aSAH patients (2, 6–10). Our previous study have found 
a close relationship between smoking history, delayed cerebral 
ischemia (DCI), mechanical ventilation time (MVT), Glasgow Coma 
Scale (GCS), Albumin, c-reactive protein (CRP). Using these variables, 
our team initially constructed a nomogram model to predicat POP for 
aSAH patients (11). But with the further research, numerous scholars 
contend many composite indicators were very effective for 
postoperative complications prediction, such as neutrophil-to-
lymphocyte Ratio (NLR), prognostic nutrition index (PNI), 
neutrophil-to-albumin Ratio (NAR), CRP-to-albumin ratio (CAR), 
D-Dimer-to-Albumin Ratio (DAR) (2, 5, 12, 13). The aforementioned 
indicators, however, were not incorporated as variables in our previous 
study. The evaluation of the validity of these variables was therefore 
deemed necessary in order to ascertain their potential for enhancing 
the predictive power of our model.

In addition, although previous studies have suggested that 
conventional LR can provide a clinical prediction model that is 
easy to interpret, when conventional LR is used for complex 
multivariate non-linear relationships, complex transformations 
are often required owing to low robustness and multicollinearity 
between variables (14). Therefore, recent work has highlighted the 
potential of machine learning (ML) algorithms for stroke-related 
complications in stroke patients (15, 16). Savarraj et al. suggested 
that ML models significantly outperform conventional LR in 
predicting functional outcomes and has the potential to improve 
SAH management (17). The ML models possess the potential to 
outperform conventional linear or logistic regression models due 
to their exceptional ability in identifying intricate and nonlinear 
relationships among a multitude of prognostic variables (16). 
Thus, in this study, we  conducted five ML prediction model, 
which contains support vector machine (SVM), logistic regression 
(LR), random forest (RF), multilayer perceptron (MLP), K-nearest 
neighbor (KNN) and extreme gradient boosting (XGBoost) for 
the prediction of POP within 30 days in aSAH patients after 
surgical treatment. The best model will be  verified in the 
MIMIC-IV database. To supply clinical basis for the prevention 
and therapy of POP (18).

Materials and methods

Study population

Data for aged more than 18 years aSAH patients treated with 
intracranial aneurysm embolization or aneurysm clipping in the First 
Affiliated Hospital of Wenzhou Medical University from 1 June 2017 
to 4 February 2022 were retrospectively collected. Patients will 
be included in this study if they meet the following requirements: (1) 
aged 18 years or older, who suffered their first SAH ever, admitted to 
our hospital within 24 h of symptom onset; (2) All aSAH patients 
should be  confirmed by computed tomographic (CT), computed 
tomographic angiography (CTA) and digital subtraction angiography 
(DSA); (3) endovascular coiling of the aneurysm was performed; and 
(4) The definition of POP in this study refers to lower respiratory tract 
infections that occur within 30 days after endovascular coiling 
procedure in our hospital and the diagnosis of POP should follow 
modified Centers for Disease Control and Prevention (CDC) criteria, 
which was characterized by the following criteria: (1) A probable case 
of POP cannot be  diagnosed based solely on the admission or 
follow-up chest x-ray, and it cannot be attributed to another diagnosis. 
(2) A proven case of POP is confirmed when there is a documented 
change in diagnosis observed on at least one chest x-ray image. For 
the purpose of this study, patients meeting the modified CDC criteria 
for probable/proven pneumonia were considered as cases, while those 
with pre-existing pneumonia prior to admission were excluded from 
analysis (19). A total of 893 patients met the above conditions, among 
which 187 patients were excluded for the following reasons: (1) 115 
patients with other potential causes of SAH (96 patients with 
arteriovenous malformation, 10 patients with craniocerebral trauma, 
and 9 patients with hypertensive intracerebral hemorrhage); (2) 14 
patient with history of malignant tumors, severe heart, hepatic or 
renal failure; (3) 7 patient previous use of antibiotics, systemic 
glucocorticoids, immunosuppressive agents, or immunotherapy 
within 1 month before admission; (4) proven POP had a confirmed 
change in diagnosis on at least one image of the chest x-ray, and 35 
patients with pneumonia before admission were excluded (2, 19); (5) 
14 aSAH patients who died within 24 h after surgery or lack complete 
case records were excluded. Finally, 706 patients were included in the 
internal cohort.

The external cohort was extracted from the Medical Information 
Mart for Intensive Care IV (MIMIC-IV) (version 2.2) database, 
derived from a large, freely accessible critical care database comprising 
299,712 patients who were admitted to the ICU or the emergency 
department of Beth Israel Deaconess Medical Center between 2008 
and 20191 (11). For the external cohort, individuals who met the 
following criteria were included: (1) those aged 18 years or older and 

1 https://mimic.physionet.org/
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(2) those with a diagnosis matching the International Classification of 
Diseases (ICD) code associated with aSAH among MIMIC-IV (ICD-9 
code 430, and ICD-10 codes I60 to I609). A total of 1,172 patients 
fulfilled these conditions. Exclusion criteria consisted of: (1) non-first 
admission cases (n = 33); (2) history of malignant tumors, severe heart, 
hepatic or renal failure (n = 120); (3) length of stay less than 24 h in 
hospitalization (n = 84); and (4) patients without clinical data available 
for analysis (n = 838). Ultimately, a validation set comprising of 97 
patients was selected from this group to validate the ML model. 
Figure 1 provides an overview of this process.

Variable selection

Collected variables included: (1) patients demographics (age, 
gender, history of smoking, alcoholics); (2) GCS, Hunt-Hess grades, 
modified Fisher (mFS) grade and WFNS grade on admission; (3) past 
medical history (hypertension, diabetes mellitus), coronary heart 
disease (CHD), chronic obstructive pulmonary disease (COPD), Stent 
assisted endovascular treatment (EVT), with craniotomy; (4) 
aneurysm location [anterior communicating artery (ACoA), internal 
carotid artery (ICA), middle cerebral artery (MCA), posterior 
communicating artery (PCoA), vertebrobasilar artery (VBA)]; (5) 

laboratory results were obtained within 24 h after admission in the 
context of a first examination [albumin, hemoglobin, neutrophils, 
monocytes, lymphocytes, uric acid, total cholesterol, triglycerides, 
neutrophils, monocytes, mean corpuscular volumec-reactive (MCV), 
CRP], and the composite index calculated by these laboratory results 
NLR = Neutrophil counts (*109 /L)/Lymphocyte count (*109 /L), 
PNI = Albumin (g/L) +10*Lymphocyte count (*109 /L), 
NAR = Neutrophil counts (*109 /L)/Albumin (g/L), CAR = CRP 
(mg/L) / Albumin (g/L), D-Dimer/Albumin Ratio (DAR) = D-dimer 
level (μg/mL)/Albumin (g/L).

The developed ML model of risk factors associated with POP in 
aSAH patients is relied on statistically significant results obtained 
through LASSO regression and multivariate logistic regression 
analysis (p < 0.05) (20).

ML model construction

A total of 706 patients with aSAH from our center were 
enrolled. We  randomly divided the patients as training cohort 
(N = 565) and validation cohort (N = 141) according to a ratio of 
80–20%. The training cohort was utilized to develop Linear models 
(logistic regression (LR), support vector machine (SVM)) and 

FIGURE 1

Flowchart of the internal cohort (A) and external cohort (B).
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Nonlinear models [XGBoost, k-nearest neighbor (KNN), random 
forest (RF), and multilayer perceptron (MLP)] (21–23). XGBoost 
model was constructed using the xgboost package.2 The remaining 
five models were established via Scikit-learn package.3 To develop 
an unbiased assessment of model performance, we performed 5 
random shuffles of 5-fold cross-validation, as shown in Figure 1. 
Each iteration used a different stratified fold for model evaluation, 
and the remaining folds were used for model training (24). 
Subsequently, we  recorded Area Under The Curve (AUC) to 
compare each ML models. Data processing and the ML process are 
summarized in Figure 1.

After the model was established, the SHapley Additive 
exPlanations (SHAP) package in Python was used to explain the 
model by analyzing two cases. The SHAP package interpreted the 
output of the machine learning model using a game-theoretic 
approach (25). SHAp values quantify the association of a variable 
with the outcome of a single patient, and the mean absolute SHAP 
value across all patients is reported as the SHAP value of 
avariable (26).

Statistical analysis

Continuous variables are represented in terms of mean and 
standard deviation (SD), while categorical variables are expressed in 
terms of frequency and percentage. Normally distributed and 
non-normally distributed variables were presented in the form of 
mean ± standard deviation and median (interquartile range). LASSO 
regression model was used to deal with collinearity of candidate 
variables, and the optimal predictive variable was selected (27). A 
multivariate logistic regression analysis was generated using 
predictors selected from the lasso analysis. Te features were 
represented by odds ratio (OR) and 95% confidence interval (CI). A 
two-tailed P value <0.05 was considered statistically significant. The 
stability of the columns in the validation queue is calculated using 
1,000 boot replicas and a relative corrected C-index is calculated. All 
Statistical analyses were performed using R version 3.6.3 and python 
version 3.7.

Results

Demographic characteristics

Table 1 shows the clinical characteristics of the study population. 
A total of 706 aSAH patients were included in this study, which were 
divided into a training cohort (N = 565) and a validation cohort 
(N = 141). The number of patients with POP were 106 (16%) and 27 
(12%) in training and testing cohorts, and men comprised 190 (34%) 
and 54 (38%) patients in the two groups, respectively. The median age 
in training cohort and testing cohorts were 55 and 59 years. The 
baseline data exhibited a high degree of consistency between the two 
groups (p > 0.05).

2 https://xgboost.readthedocs.io/en/latest/python/index.html

3 https://github.com/scikit-learn/scikit-learn

Feature selection

As partially relevant or less important features may negative affect 
performance of machine learning models, we  performed feature 
selection by using LASSO regression. 39 variables with missing values 
<20% was extracted after interpolation, and 6 potential predictors 
were finally screened from the LASSO regression analysis (Figure 2). 
We included these 6 variables in multi-factor logistic regression and 
found that all 6 variables were statistically significant (Table 2). These 
6 features were listed as follows: GCS (OR, 0.72; 95% CI, 0.58–0.73; 
p < 0.001), MVT (OR, 1.11; 95% CI, 1.03–1.21; p = 0.01), Albumin 
(OR, 0.90; 95% CI, 0.85–0.96; p < 0.001), NAR (OR, 55.23; 95% CI, 
4.74–657.27; p < 0.001), CAR (OR, 2.61; 95% CI, 1.59–4.29; p < 0.001), 
Smoking history (OR, 8.37; 95% CI, 3.74–18.84; p < 0.001).

Machine learning model performance

Using the six features obtained by screening, we developed six 
machine learning models, including LR, SVM, RF, MLP, XGBoost, 
and KNN. Supplementary Table S1 and Figure 3 showed the best 
hyperparameter combination for each model and their AUCs in 
predicting POP. Their performance for prediction of POP was assessed 
(Table  3). The AUC values of KNN (0.78) and MLP (0.56) were 
relatively lower than LR (0.91), SVM (0.89), RF (0.87), XGBoost 
(0.86). Among them, LR exhibited the best performance for the 
prediction of POP risk. As the primary metric, the AUC for LR was 
0.91 (95% confidence interval: 0.86–0.96). LR also exhibited the best 
performance based on the average precision of the precision-recall 
curve (0.65). The average precisions of the precision-recall curve for 
the remaining models are summarized in Figure 4. The remaining 
metrics are summarized in Table 3.

Application of the model

The SHAP package conducted a comprehensive analysis of 
training set, showing the impact of each variable on predicting POP 
(Figure  5). The preoperative and postoperative information of a 
patient was input into the model: with mechanical ventilation 5 days, 
the GCS score at admission was 8, albumin level 37.2 g/L, with smoke 
history, CAR 0.17, NAR 0.16. The model analyzed that the risk of POP 
in this patient was 85.0%, indicating that the probability of POP for 
the patients was high, and the implementation of preventive 
treatments against POP should be  prioritized (Figure  6A). The 
preoperative and postoperative information of another patient was 
input into the model: with mechanical ventilation 2 days, the GCS 
score at admission was 14, albumin level 40.9 g/L, with no smoke 
history, CAR 0.10, NAR 0.12. The model analyzed that the risk of POP 
in this patient was 3.3%, which indicated a low probability of POP 
occurrence in the patients and the occurrence of POP in the patient 
does not require significant attention (Figure 6B). Furthermore, a 
website was established for clinicians to use the proposed LR model.4

4 https://www.xsmartanalysis.com/model/list/predict/model/html?mid=97

30&symbol=4170wQvi00hz43760JQ1
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TABLE 1 Characteristics of the study population.

Variable Total (n =  706) Training cohort 
(n =  565)

Testing cohort 
(n =  141)

p

Age, median [IQR] 56.00 [49.00, 66.00] 55.00 [48.00, 66.00] 59.00 [51.00, 66.00] 0.090

LOS, median [IQR] 14.00 [10.00, 19.00] 14.00 [10.00, 20.00] 13.00 [9.00, 19.00] 0.140

Gender (male), n (%) 244 (34.56) 190 (33.63) 54 (38.30) 0.297

Alcoholics, n (%) 90 (12.75) 78 (13.81) 12 (8.51) 0.092

Smoking history, n (%) 82 (11.61) 68 (12.04) 14 (9.93) 0.485

Hypertension, n (%) 353 (50.00) 288 (50.97) 65 (46.10) 0.300

CHD, n (%) 21 (2.97) 16 (2.83) 5 (3.55) 0.655

Diabetes, n (%) 51 (7.22) 41 (7.26) 10 (7.09) 0.946

COPD, n (%) 5 (0.71) 4 (0.71) 1 (0.71) 0.999

DCI, n (%) 41 (5.81) 36 (6.37) 5 (3.55) 0.199

Timing to DCI (day), mean (±SD) 6.1 ± 1.9 6.0 ± 2.0 6.3 ± 2.0 0.768

POP, n (%) 106 (15.01) 89 (15.75) 17 (12.06) 0.272

VBA aneurysm, n (%) 58 (8.22) 38 (6.73) 20 (14.18) 0.004

MCA aneurysm, n (%) 111 (15.72) 90 (15.93) 21 (14.89) 0.762

ICA aneurysm, n (%) 204 (28.90) 167 (29.56) 37 (26.24) 0.437

PCoA aneurysm, n (%) 149 (21.10) 119 (21.06) 30 (21.28) 0.955

ACoA aneurysm, n (%) 229 (32.44) 176 (31.15) 53 (37.59) 0.144

With Craniotomy, n (%) 120 (17.00) 94 (16.64) 26 (18.44) 0.610

Stent-assisted EVT, n (%) 303 (42.92) 245 (43.36) 58 (41.13) 0.633

GCS, median [IQR] 15.00 [14.00, 15.00] 15.00 [14.00, 15.00] 15.00 [15.00, 15.00] 0.603

Hunt-Hess grades, median [IQR] 2.00 [2.00, 2.00] 2.00 [2.00, 2.00] 2.00 [2.00, 2.00] 0.523

WFNS, median [IQR] 1.00 [1.00, 2.00] 1.00 [1.00, 2.00] 1.00 [1.00, 1.00] 0.632

mFS, median [IQR] 2.00 [1.00, 3.00] 2.00 [1.00, 3.00] 1.00 [1.00, 2.00] 0.103

MVT, day, median [IQR] 0.00 [0.00, 0.00] 0.00 [0.00, 0.00] 0.00 [0.00, 0.00] 0.104

Albumin (g/L), median [IQR] 38.90 [36.00, 41.50] 39.00 [36.00, 41.50] 38.70 [36.00, 41.40] 0.628

Glucose (mmlo/L), median [IQR] 6.40 [5.40, 7.60] 6.40 [5.40, 7.60] 6.60 [5.20, 7.80] 0.665

Triglyceride (μmlo/L), median [IQR] 1.07 [0.82, 1.64] 1.08 [0.82, 1.69] 1.05 [0.81, 1.50] 0.388

Uric acid (μmlo/L), median [IQR] 242.00 [176.00, 301.00] 241.00 [176.00, 301.00] 249.00 [174.00, 302.00] 0.414

Total cholesterol (μmlo/L), median [IQR] 4.87 [4.30, 5.64] 4.90 [4.30, 5.66] 4.83 [4.02, 5.59] 0.197

Neutrophil counts (*109/L), median [IQR] 9.82 [6.97, 12.70] 9.60 [6.96, 12.54] 10.05 [7.00, 12.70] 0.334

Monocyte count (*109/L), median [IQR] 0.47 [0.30, 0.70] 0.47 [0.31, 0.71] 0.47 [0.27, 0.70] 0.319

Lymphocyte count (*109 /L), median [IQR] 1.13 [0.86, 1.54] 1.14 [0.88, 1.55] 1.08 [0.72, 1.49] 0.258

Hemoglobin (g/L), median [IQR] 132.00 [121.00, 142.00] 132.00 [120.00, 142.00] 131.00 [121.00, 141.00] 0.574

MCV, (fl), median [IQR] 89.50 [86.40, 92.60] 90.00 [86.80, 92.70] 88.70 [86.00, 91.00] 0.003

Blood platelet count (*109/L), median [IQR] 213.00 [175.00, 257.00] 214.00 [175.00, 258.00] 211.00 [174.00, 254.00] 0.584

CRP (mg/L), median [IQR] 6.00 [2.60, 15.70] 6.00 [2.90, 15.70] 5.60 [1.30, 17.40] 0.298

D-dimer level (μg/mL), median [IQR] 1.14 [0.55, 2.48] 1.15 [0.54, 2.56] 1.10 [0.56, 2.19] 0.196

PNI, median [IQR] 45.05 [41.80, 48.30] 45.10 [41.80, 48.50] 44.90 [41.80, 47.60] 0.518

NAR, median [IQR] 0.25 [0.19, 0.33] 0.25 [0.19, 0.32] 0.25 [0.20, 0.34] 0.279

CAR, median [IQR] 0.16 [0.07, 0.42] 0.17 [0.07, 0.41] 0.14 [0.04, 0.45] 0.296

NLR, median [IQR] 8.55 [5.16, 13.75] 8.48 [5.11, 13.75] 8.74 [6.22, 13.75] 0.337

DAR, median [IQR] 2.96 [1.42, 6.49] 3.00 [1.38, 6.70] 2.74 [1.47, 6.05] 0.209

LOS, length of stay; ACoA, anterior communicating artery; PCoA, posterior communicating artery; ICA, Internal Carotid Artery; MCA, middle cerebral artery; VBA, vertebrobasilar 
aneurysm; POP, postoperative pneumonia; CRP, C-reactive protein; MCV, Mean Corpuscular Volume; GCS, Glasgow Coma Scale; WFNS, World Federation of Neurosurgical Societies; Stent-
assisted EVT, Stent assisted endovascular treatment; DCI, delayed cerebral ischemia; PNI, prognostic nutrition index; NAR, neutrophil-to-albumin Ratio; NLR, neutrophil-to-lymphocyte 
ratio; CAR, C-reactive protein-to-albumin ratio; DAR, D-Dimer-to-Albumin Ratio; MVT, mechanical ventilation time.
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TABLE 2 Multivariable Logistic Regression Model for Predicting postoperative pneumonia in aSAH patients.

Predictor β SE p value Odds ratio (95% CI)

Intercept 5.14 2.13 0.460 196.4 (10.72–4054.43)

GCS, per score −0.42 0.06 <0.001 0.72 (0.58–0.73)

MVT, per day 0.11 0.04 0.010 1.11 (1.03–1.21)

Albumin, g/L −0.10 0.03 <0.001 0.90 (0.85–0.96)

NAR, per score 4.01 1.25 <0.001 55.23 (4.74–657.27)

CAR, per score 0.96 0.25 <0.001 2.61 (1.59–4.29)

Smoking history (yes vs. no) 2.12 0.41 <0.001 8.37 (3.74–18.84)

MVT, mechanical ventilation time; GCS, Glasgow Coma Scale; NAR, neutrophil-to-albumin Ratio; CAR, CRP-to-albumin ratio.

External data validation

To further confirmed the applicability of our model, we performed 
external validation using data from 97 patients with aSAH with 
MIME-IV. Figure 7 showed that the AUC of the model in the external 
data is 0.89 (95% confidence interval: 0.80–0.98), indicating that the 
model can still play a very good predictive performance in the 
external data.

Discussion

Early detection of POP is critical for timely interventions to 
prevent the onset of the complication (21). Numerous studies have 
developed ML models to predict postoperative pulmonary 
complications. Jong Ho Kim et al. developed an ML model to predict 
POP in patients undergoing surgery (28). Peng et al. had successfully 

created and verified a deep-neural-network model based on combined 
natural language data and structured data to predict pulmonary 
complications in geriatric patients (29). However, there is no POP 
prediction ML model designed explicitly for aSAH patients. Therefore, 
it is urgent to establish a POP clinical prediction model for aSAH 
patients, which has good application value in clinical identification 
and decision-making.

We used ML to develop models for the prediction of POP for 
aSAH patients. Model training using data from 565 patients was 
followed by model testing using data from 141 patients. Six algorithms 
(LR, XGBoost, RF, MLP, SVM, KNN) were used to develop the 
models, whereas four metrics were used to evaluate their 
performances. LR exhibited the best overall performance, with a 
specificity of 78% and a sensitivity of 94% in predicting POP in aSAH 
patients. Besides, the AUC values of MLP and KNN were relatively 
lower than XGBoost, RF and SVM, whose accuracy and robustness 
might be  attributed to their nature of integrating multiple base 

FIGURE 2

Perioperative variable selection using a LASSO logistic regression model. (A) The minimum criteria (lambda.min) and 1 SE of the minimum criteria 
(lambda. 1se) were used to depict the optimal values with dotted vertical lines. (B) LASSO coefficient profile of 39 variables. The coefficient profile is 
plotted according to the logarithmic sequence. To determine the optimal predictors of the model, five-fold cross-validation with minimum criteria was 
used, resulting in seven features with nonzero coefficients.
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classifiers or learners (21). In addition, two examples were used to 
visualize how the LR model could predict POP and determine the 
relative importance of each variable for the clinician. With millions of 
POP taking place each year, the findings could help surgeons perform 
the management of postoperative pulmonary infection, such as the 
consideration of ventilator use time and tracheotomy, the use of 
prophylactic antibiotics. Finally, In order to reflect the model has a 
extensive range of applications, LR model was also validated on 
external data (MIMIC-IV) and showed good predictive performance.

In addition to successfully constructing machine learning models 
for predicting patient outcomes, the selection of variables should also 
prioritize the clinical requirements. As widely acknowledge, feature 
selection is a crucial process in machine learning. Selecting the proper 
combination of features to achieve a balance between model 
performance and efficiency is difficult but of great significance (30). 
Previous ML models required many features to predict Prognosis of 
patients, which reduces its practicality (28). We identified this issue at 
an early stage, prompting us to initially conduct LASSO regression on 
39 variables. This approach not only mitigated the problem of 
collinearity among variables, but also resulted in a reduction of 
included variables in the model to six. Therefore, our ML models 
incorporated 6 variables of GCS, smoking history, MVT, GCS, NAR, 

CAR as predictors. These variables can be easily collected in clinical 
practice and important implications in clinical practice.

Among these variables, CAR was identified for the first time as 
an independent risk factor for predicting the POP in patients with 
aSAH. Previously, Dingding Zhang et al. discovered that an elevated 
CAR was correlated with the WFNS grade and Glasgow Outcome 
Scale (GOS) after 3 months aSAH (31). Our study further confirmed 
the importance of CAR on the prognosis of aSAH, and we also 
found that CAR was a better predictor of POP than other composite 
indicators such as NLR, NAR, DAR, and PNI 
(Supplementary Figure S1). Although Xin Zhang and Manman Xu 
et  al. had demonstrated that NAR, PNI, DAR, and NLR are 
independent risk factors for predicting POP separately (2, 5, 12, 13), 
if these factors are compared together, the AUC of CAR and NAR 
was better than that of NLR,DAR and PNI, which also makes CAR 
and NAR remain as predictors into our model, while other 
indicators were excluded due to lower AUC or too high correlation 
coefficient with CAR and NAR. Back to the nature of the CAR, 
many previous studies had demonstrated the role of CRP and 
albumin in predicting pneumonia. CRP, an acute-phase protein, is 
triggered by different cytokines in reaction to infection, ischemia, 
trauma, and other inflammatory circumstances (32). In a recent 
study, Ben Gaastra et  al. also discovered that CRP serves as an 
independent prognostic indicator for outcome following aSAH. The 
incorporation of CRP into prognostic models enhances their 
predictive accuracy (33). Xinlong Ma et al. found early increase in 
blood CRP appears to correlate with poor functional outcome after 
aSAH (34). Such patients exhibit a protracted recovery period for 
cough, expectoration, and swallowing function, necessitating an 
extended bed rest duration and presenting an increased 
susceptibility to pulmonary infections. Among them, the level of 
albumin played a pivotal role in our model, as it not only functioned 
as an independent prognostic indicator but also contributed to the 
calculation of two crucial predictive indicators, CAR and 
NAR. We  posit that the primary factor contributing to this 
phenomenon is the multifaceted impact of hypoalbuminemia on 
patients with aSAH. Hypoalbuminemia in patients with aSAH not 
only reduces the level of immune protein and obstructs the repair 
of the mucosal barrier, leading to increased susceptibility to 
infection, but also exacerbates brain edema after subarachnoid 
hemorrhage, ultimately worsening motor function impairment in 
patients (32, 35). Some recent experimental findings additionally 
indicate that albuminemia mediates its neuroprotection through 
neurovascular remodeling and reducing cerebral lesions (36–38). A 
pilot study revealed that 1.25 g/kg/day albumin treatment was safe 

FIGURE 3

ROC curves for prediction of postoperative pneumonia (POP) on the 
test data set. Greater AUC shows higher discriminative ability of the 
model.

TABLE 3 Performance of the six ML models in the testing set.

ML models AUC (95%CI) Accuracy (95% CI) Sensitivity (95% CI) Specificity (95% CI)

LR 0.91 (0.86–0.96) 0.81 (0.78–0.84) 0.94 (0.91–0.98) 0.78 (0.69–0.87)

XGBoost 0.86 (0.78–0.94) 0.87 (0.85–0.88) 0.81 (0.67–0.96) 0.81 (0.73–0.89)

RF 0.87 (0.78–0.95) 0.87 (0.84–0.90) 0.83 (0.76–0.90) 0.85 (0.79–0.90)

MLP 0.56 (0.40–0.73) 0.76 (0.74–0.78) 0.48 (0.39–0.57) 0.80 (0.76–0.85)

SVM 0.89 (0.83–0.96) 0.79 (0.77–0.81) 0.87 (0.85–0.89) 0.81 (0.74–0.88)

KNN 0.78 (0.68–0.89) 0.85 (0.83–0.88) 0.70 (0.57–0.83) 0.81 (0.72–0.91)

LR, logistic regression; XGBoost, extreme gradient boosting; RF, random forest; MLP, multilayer perceptron; SVM, support vector machine; KNN, K-nearest neighbor.
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FIGURE 5

SHAP analysis of the proposed model on the testing set. This figure described data from the testing set, with each point representing one patient. The 
color represents the value of the variable; red represents the larger value; blue represents the smaller value. The horizontal coordinates represent a 
positive or negative correlation with transfusion risk, with a positive value indicating a risk of POP and a negative value indicating no risk for POP. The 
absolute value of the horizontal coordinate indicates the degree of influence; the greater the absolute value of the horizontal coordinate, the greater 
the degree of influence.

in SAH patients and might produce a better outcome (37). The 
clinicians should therefore prioritize the monitoring of 
hypoalbuminemia in aSAH patients, and consider implementing 
albumin supplementation as a preventive measure against infection. 
There are few clinical studies in this area, and further research is 
warranted to establish more advanced clinical diagnostic and 
treatment protocols.

In addition, we also note that Xiao Jin et al. constructed a 
nomogram model for predicting POP in aSAH patients (11). All 
of our models use MIMIC-IV data as our external data to verify 
model efficacy. Xiao Jin’s nomogram model had a validation 
performance of AUC 0.85 on external data, slightly lower than 

our LR model AUC 0.89. This is further evidence that, ML can 
offer unique perspective on the patient’s condition and can serve 
as a decision support tool in the management of aSAH. However, 
clinical judgment is necessary to interpret the ML results and 
implement a corresponding plan of action (17). For example, in 
the process of modeling, because our database only had 5 patients 
with COPD, and these patients had mild intracerebral 
hemorrhage, and none of them had POP, COPD was not included 
as an important predictor in the process of modeling. However, 
according to clinical experience, COPD patients are extremely 
prone to pulmonary infection. Therefore, the knowledge and 
experience of doctors are essential for the prediction of POP in 
aSAH patients with special conditions.

This study had several limitations. First, although the ML 
models have been validated in another database, the ML models are 
developed on the basis of a single-center cohort study, and future 
multi-center study will be  needed for external validation. 
Furthermore, it should be noted that this study was conducted in a 
retrospective manner, which may have introduced collection and 
entry biases as well as residual confounding factors.” Third, in the 
case of external cohort inclusion, determining whether patients have 
received surgical treatment is challenging due to insufficient data 
availability. Hence, surgery was not considered as a prerequisite for 
enrolling an external cohort (11). In addition, it poses a significant 
challenge to monitor the occurrence of POP due to premature 
discharge resulting from severe illness or financial constraints, 
making it arduous to assess the likelihood of these patients 
developing POP. This limitation is equally applicable when utilizing 
the MIMIC-IV database, which solely documents the presence or 
absence of POP during hospitalization. Nonetheless, we believe that 
any potential error stemming from this constraint remains within 
manageable boundaries, as demonstrated in Xiao Jin et al.’s study 
(11). Last but not least, two or more machine learning algorithms 
can be synthesized to further improve predictive accuracy. Such a 
process is referred to as ensemble modeling, and it has been used 
broadly in various industries (39). However, because the authors of 

FIGURE 4

Precision-recall curve for prediction of postoperative pulmonary risk. 
BRF, balanced random forest; CI, confidence interval; LR, logistic 
regression; XGBoost, extreme gradient boosting; RF, random forest; 
MLP, multilayer perceptron; SVM, support vector machine; KNN, 
K-nearest neighbor.
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this paper were unfamiliar with this method, they did not dare to 
operate ensemble modeling arbitrarily. In the future, we will pay 
more attention to improving the prediction performance of clinical 
models by ensemble learning algorithms.

Conclusion

Our study has successfully established six novel ML models to 
predict POP among aSAH patients. Of these, the LR model has 
demonstrated overall best performance. Furthermore, an online 
prediction tool based on the LR model was developed to identify 
patients at high risk for POP after aSAH and facilitate 
timely interventions.
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FIGURE 7

Receiver operating characteristic (ROC) curves for predicting 
postoperative pneumonia in aneurysmal subarachnoid hemorrhage 
patients in the external valication set.
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Artificial intelligence to enhance 
prehospital stroke diagnosis and 
triage: a perspective
Zoe C. Wolcott  and Stephen W. English *

Department of Neurology, Mayo Clinic, Jacksonville, FL, United States

As health systems organize to deliver the highest quality stroke care to their 
patients, there is increasing emphasis being placed on prehospital stroke 
recognition, accurate diagnosis, and efficient triage to improve outcomes after 
stroke. Emergency medical services (EMS) personnel currently rely heavily on 
dispatch accuracy, stroke screening tools, bypass protocols and prehospital 
notification to care for patients with suspected stroke, but novel tools including 
mobile stroke units and telemedicine-enabled ambulances are already 
changing the landscape of prehospital stroke care. Herein, the authors provide 
our perspective on the current state of prehospital stroke diagnosis and triage 
including several of these emerging trends. Then, we  provide commentary 
to highlight potential artificial intelligence (AI) applications to improve stroke 
detection, improve accurate and timely dispatch, enhance EMS training and 
performance, and develop novel stroke diagnostic tools for prehospital use.

KEYWORDS

prehospital stroke, artificial intelligence, mobile stroke unit, telemedicine, computer 
vision, stroke triage, LVO stroke

Introduction

Despite significant advancements in stroke treatments including thrombolytic therapy and 
mechanical thrombectomy for patients with large vessel occlusion (LVO), stroke remains a 
leading cause of long-term disability (1). These therapies operate on the principle that 
recanalization of occluded arteries reduces brain injury, but treatment is highly time dependent 
(2). Moreover, access to stroke treatment remains limited, as few hospitals have resources to 
deliver these interventions. Therefore, healthcare systems have organized such that hospitals 
with primary stroke center (PSC) certification can administer thrombolytic treatment, whereas 
only comprehensive stroke centers (CSC) are accredited to perform mechanical thrombectomy 
in patients with LVO stroke (3, 4). This regional distribution increases pressure on our 
Emergency Medical Services (EMS) to ensure patients are directed to the appropriate hospital. 
The stakes are high, emphasized by a recent US stroke registry reported average door-in-
door-out time of 174 min for patients required transfer to a higher level of care, and up to 
one-third of patients with LVO become ineligible for thrombectomy due to delays in transfer 
to a comprehensive stroke center (3–7). Therefore, EMS personnel have become crucial 
stakeholders in the stroke care continuum.

Current state

Prehospital EMS systems have adapted to the changing acute stroke treatment landscape. 
Emergency 9-1-1 dispatch protocols prioritize stroke calls as the highest acuity (8, 9). EMS 
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FIGURE 1

Overview of potential artificial intelligence applications to enhance prehospital stroke diagnosis and triage.

prehospital notification facilitates early mobilization of stroke teams 
and downstream resources (9, 10). And scales designed to identify 
LVO stroke have been validated to enhance prehospital triage (11, 12). 
National recommendations call for an initial stroke screening tool, 
and if positive, an LVO screening tool in patients within 24 h of last 
known well. Recommendations call for bypass of primary stroke 
centers if the comprehensive stroke center is within 30 min for urban, 
45 min for suburban, and 60 min for rural settings if the prehospital 
LVO screen is positive (11). Despite these changes, many stroke 
patients are not recognized in the prehospital setting. Contributing 
factors include inadequate training, limited EMS resources, high EMS 
personnel turnover, suboptimal scale accuracy, poor scale utilization, 
and inherent variability in presenting stroke symptoms.

Despite these shortcomings, there are reasons for optimism. First, 
incorporating prehospital LVO screening tools have demonstrated 
almost 3-fold higher thrombectomy rates for eligible patients 
presenting directly to thrombectomy-capable centers (4.8% without 
vs. 13.6% with LVO screening tool) (3, 12). And recently, mobile 
stroke units (MSU)—specialized ambulances equipped with CT, 
telemedicine, and stroke nurses—have demonstrated both faster 
treatment (10-fold increase in patients treated within 60 min of 
symptom onset) and an 8% increase in excellent outcomes 90 days—
compared to conventional ambulance care (13, 14).

To date, the MSU model has experienced limited uptake, likely 
driven by several factors: (1) high MSU cost (both upfront and 
recurring costs), (2) poor reimbursement, and (3) logistical and 
bureaucratic challenges to integrate and scale within existing EMS 
infrastructure. Due to these challenges, several groups have explored 
ambulance-based telemedicine to bring vascular neurology expertise 
to the ambulance (11, 15); one group found that ambulance-based 
telemedicine was 100% accurate in predicting reperfusion candidates 

compared to 70% for the LVO scale (11, 15). This approach has key 
advantages, as it is more scalable due to lower upfront costs, can 
leverage existing ambulances, and can be leveraged for non-neurologic 
indications including trauma and cardiac emergencies.

Future state: artificial intelligence to 
enhance prehospital stroke care

MSUs and telemedicine-enabled ambulances highlight how the 
paradigm shift for prehospital stroke care has promoted innovations 
to confront this emerging demand. We foresee the most impactful 
ways to minimize prehospital delays include improved public 
awareness, efficient and accurate emergency dispatch, enhanced 
paramedic evaluation and triage, and streamlined inter-facility 
workflows (16, 17). Future innovations in telemedicine and artificial 
intelligence (AI) will undoubtedly improve prehospital stroke 
diagnosis and triage and allow for more standardization in clinical 
practice. The authors provide insights into specific opportunities 
we believe AI applications will hold the most promise to enhance 
prehospital stroke care (Figure 1).

Stroke recognition tools

Perhaps the most common reason for delays in stroke treatment 
can be  attributed to delayed recognition of stroke symptoms by 
patients or families. AI solutions via wearable technologies and 
computer vision may help reduce this barrier by expediting EMS 
activation (18). Wireless sensors and wearable technologies including 
watches, fitness bands, and rings could be used to characterize limb 
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motor deficits and gait patterns using accelerometers, gyroscopes, and 
magnetometers (18, 19). Smartphones, tablets, and computers can 
be turned into powerful screening tools by identifying sudden changes 
in motor function, speech, or language by incorporating artificial 
intelligence in touch screen, keyboard, and speech-to-text inputs 
through pressure sensors, keyboard detectors, and speech recognition 
software (18). This technology has the potential to alert individuals to 
the onset of stroke symptoms and hasten EMS activation (19, 20). For 
example, one recent AI algorithm reportedly reviewed 269 patients 
and found 97% accuracy in detection of facial asymmetry and 72% 
accuracy in detection of arm weakness (21, 22), and improvements in 
eye tracking may identify sudden changes in eye movements or 
unilateral gaze deviation, a dependable biomarker for LVO stroke (23, 
24). In fact, observation of head and/or gaze deviation alone in 
telemedicine consultations has been shown to predict LVO with a 
sensitivity of 0.70 and specificity of 0.93, and MT necessity with a 
sensitivity of 0.86 and specificity of 0.90 (23). Incorporating automated 
detection of gaze preference, aphasia, neglect, and facial palsy into a 
single application may aid in early detection of acute strokes and 
identify patients with LVO strokes, facilitating pre-hospital triage to a 
comprehensive stroke center (25).

EMS dispatch

Emergency dispatcher stroke recognition is associated with higher 
EMS utilization of stroke scales, EMS stroke identification, and faster 
response times (26–28). Despite specific stroke training, the overall 
accuracy of emergency dispatchers leaves room for improvement (26, 
29). Several groups have investigated AI as a means to improve 
dispatch accuracy and resource allocation. One study reviewed the 
potential impact of automated speech recognition software on stroke 
recognition in Denmark, and found that it could improve stroke 
detection by 16% and increase thrombolysis use by 2% (30). Another 
study scrutinized the application of AI algorithms in ambulance 
dispatch protocols for motor vehicle accidents. Through predictive 
analytics, this study anticipated optimal deployment times and 
locations for ambulances to expedite response times (31). We envision 
a future state where similar AI strategies can be deployed to position 
ambulances based on factors such as time of day, regional 
demographics, and other conflicting emergency calls to ensure 
fast response.

EMS personnel training and competency 
assessments

Generative AI and virtual reality may soon transform medical 
education through the development of immersive medical simulation 
experiences (32, 33). Stroke only accounts for approximately 2% of 
total EMS dispatches, and with high turnover and limited shifts, EMS 
personnel may lack appropriate training or experience to identify and 
triage stroke. While screening tools are helpful, specific simulation 
exercises leveraging virtual or augmented reality can provide 
structured educational experiences to augment training prior to real-
world encounters. We  envision specific software tailored to each 
healthcare provider role that fosters practice on simulated stroke 
patients in a “no-stakes” environment. These tools can provide 

real-time feedback to enhance retention and give EMS personnel 
valuable repetitions to improve performance. Similar training 
experiences have already been developed for surgical training and 
sepsis management (34, 35). Moreover, real-time AI-enhanced 
feedback could significantly enhance EMS provider training and 
competence by offering immediate insights during patient assessment, 
helping them to learn and adapt more effectively (30, 35, 36). This 
ongoing training can lead to improved performance, ensuring our 
EMS personnel are equipped to handle the complexities of stroke 
diagnosis. Nonetheless, it’s crucial to recognize that while AI can 
augment clinical scales and inform examinations, the inherent 
variability and frequency of stroke mimics leave room for error if 
triage decisions are solely reliant on clinical severity scores (34, 37).

Intelligent telemedicine

Stroke neurologists were pioneering end-users of telemedicine, 
connecting with remote patients to provide real-time audio-video 
consultation in remote underserved locations for over a decade (38). 
The COVID-19 pandemic has accelerated the uptake of telemedicine, 
creating opportunities to explore AI applications to the video 
encounter including computer vision tools that can precisely measure 
human movements from videos and may allow for autonomous 
recognition of stroke symptoms (39). Clear use cases for image-based 
AI applications have already been reported in the fields such as 
cardiology, pathology, dermatology, and ophthalmology (40), but by 
applying deep-learning algorithms to live patient videos, we believe 
this may soon allow for the automated assessment of neurologic 
examinations such as the LVO stroke scales and the NIHSS. While 
these applications have not been tested in this clinical context, 
we envision the use of future computer vision applications, either 
alone or in conjunction with video telestroke services to more 
accurately recognize focal neurologic deficits and improve 
prehospital triage.

Novel diagnostic tools

The ability to differentiate hemorrhagic stroke, non-LVO stroke, 
and LVO stroke remains a critical challenge in prehospital stroke care. 
AI integration with both existing and emerging technologies holds 
promise to develop cost-effective tools to assist in prehospital stroke 
diagnosis. Efforts in this arena are ongoing, including applications that 
harness electroencephalography (EEG) and transcranial doppler (TCD) 
to identify LVO. Both of these are attractive options due to their inherent 
portability, low-cost, and potential discriminatory ability to differentiate 
stroke syndromes. One study demonstrated an EEG cap during 
ambulance transportation can accurately differentiate LVO stroke, 
reporting a diagnostic accuracy of 91% and a positive likelihood ratio 
of 11.0 (41). Another study investigating a portable, automated TCD 
device and found the overall accuracy of LVO detection was 91% when 
combining two biomarkers. While these results demonstrated the 
potential value of AI to enhance existing point-of-care diagnostics, these 
devices have not been rigorously tested in a real-world prehospital 
setting yet and may not yet be ready for widespread use.

Advancements in AI have facilitated the development of novel 
diagnostic methods capable of swift detection and triage of stroke 
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patients. Automated headsets have demonstrated potential in 
characterizing brain tissue characteristics by utilizing spectroscopy, 
radiofrequency, and microwave detection (42–44). AI algorithms 
applied in this context have been successful in differentiating patients 
with acute intracerebral hemorrhage and LVO stroke from healthy 
controls (20, 43, 44). One emerging example is a Volumetric 
Impedance Phase Shift Spectroscopy (VIPS) headset, a non-invasive 
tool that measures electrical impedance of different tissue types using 
electromagnetic waves. VIPS can detect lateralized changes associated 
with brain injury, and research suggests it can accurately identify 
patients with severe stroke (either LVO stroke or large ICH) with a 
93% sensitivity and 87% specificity (43). Similar headsets are 
investigating the role of radiofrequency and low-energy microwave 
signals couple with machine learning algorithms to detect traumatic 
brain injury, intracranial hemorrhage, and LVO stroke, but results 
have not yet been published (44). With time, we believe these devices 
may provide scalable solutions to enhance existing regional 
stroke triage.

Conclusion

As the landscape of acute stroke treatment continues to evolve, the 
significance of prehospital stroke recognition, accurate diagnosis, and 
effective triage has become increasingly valuable to ensuring optimal 
patient care. Current prehospital stroke triage tools range from basic 
stroke severity scales with limited accuracy to MSUs that can 
accurately diagnosis and treat patients with stroke prior to hospital 
arrival. Resource and technology limitations continue to hamper the 
growth of prehospital stroke management, but we  believe several 
promising AI applications have the potential to address this need 
through greater recognition of stroke symptoms, improved dispatch, 
enhanced EMS training and feedback, and development of novel 
stroke diagnosis and triage tools.
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Predicting the recurrence of 
spontaneous intracerebral 
hemorrhage using a machine 
learning model
Chaohua Cui *, Jiaona Lan , Zhenxian Lao , Tianyu Xia  and 
Tonghua Long 

Life Science and Clinical Medicine Research Center, Affiliated Hospital of Youjiang Medical University 
for Nationalities, Baise, China

Background: Recurrence can worsen conditions and increase mortality in ICH 
patients. Predicting the recurrence risk and preventing or treating these patients 
is a rational strategy to improve outcomes potentially. A machine learning model 
with improved performance is necessary to predict recurrence.

Methods: We collected data from ICH patients in two hospitals for our 
retrospective training cohort and prospective testing cohort. The outcome was 
the recurrence within one year. We  constructed logistic regression, support 
vector machine (SVM), decision trees, Voting Classifier, random forest, and 
XGBoost models for prediction.

Results: The model included age, NIHSS score at discharge, hematoma volume 
at admission and discharge, PLT, AST, and CRP levels at admission, use of 
hypotensive drugs and history of stroke. In internal validation, logistic regression 
demonstrated an AUC of 0.89 and precision of 0.81, SVM showed an AUC of 
0.93 and precision of 0.90, the random forest achieved an AUC of 0.95 and 
precision of 0.93, and XGBoost scored an AUC of 0.95 and precision of 0.92. In 
external validation, logistic regression achieved an AUC of 0.81 and precision 
of 0.79, SVM obtained an AUC of 0.87 and precision of 0.76, the random forest 
reached an AUC of 0.92 and precision of 0.86, and XGBoost recorded an AUC 
of 0.93 and precision of 0.91.

Conclusion: The machine learning models performed better in predicting ICH 
recurrence than traditional statistical models. The XGBoost model demonstrated 
the best comprehensive performance for predicting ICH recurrence in the 
external testing cohort.

KEYWORDS

intracerebral hemorrhage, recurrence, predicting, model, machine learning

Introduction

Patients with intracerebral hemorrhage (ICH) have higher rates of disability and mortality 
compared to those with ischemic stroke (1, 2). Factors such as recurrence can lead to 
worsening conditions and increased mortality in ICH patients (3). The recurrence rate in ICH 
patients is approximately 2–10% (3). Consequently, predicting the recurrence risk and 
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implementing preventive or therapeutic measures for patients at 
higher risk of recurrence is a rational strategy to improve outcomes 
potentially (3, 4).

Currently, there are a few studies on predicting the recurrence of 
ICH. One predictive model, which included 38 patients with recurrent 
ICH, demonstrated an AUC of 0.802 (5). However, the limited number 
of outcome events could lead to the model’s performance instability. 
Additionally, the model lacked an external cohort for validation, 
which is crucial for assessing its generalizability. Other recurrence 
model had a similar condition. Therefore, a model that includes more 
outcome events and an external validation cohort is necessary to 
predict ICH recurrence more accurately.

Numerous risk factors can influence the recurrence rate (6). For 
example, the patient’s condition, lobar cerebral hemorrhages or deep 
subcortical intracerebral hemorrhages, amount of bleeding, changes 
in the amount of bleeding, and medication status after discharge 
should be  documented (6). These factors, with their intricate 
correlations, also impact the accuracy of predictions (6). All these 
aspects affect the performance of traditional statistical models. 
Machine learning models could appropriately address these challenges 
(7, 8). Two studies constructed machine learning models to predict 
outcomes in ICH patients, outperforming traditional statistical 
models and scores (9, 10). One study developed a machine learning 
model to predict the occurrence of seizures in ICH patients, which 
also performed well (11).

In this study, we aim to construct a machine-learning model to 
predict the recurrence of ICH. The model incorporates a larger cohort 
of patients and more outcome events. Furthermore, we validated the 
model’s generalizability using an external cohort.

Methods

Study subjects

The training cohort of ICH patients was drawn from neurosurgery, 
neurology, and rehabilitation departments at the affiliated hospitals 
Youjiang Medical University for Nationalities. The inclusion period 
was from January 1, 2018, to January 1, 2021, with follow-up extending 
to January 1, 2022. This was a retrospective cohort. The testing cohort 
of ICH patients originated from the affiliated Baidong hospitals of 
Youjiang Medical University for Nationalities, from January 1, 2021, 
to January 1, 2022, and follow-up until January 1, 2023. This was a 
prospective cohort.

Inclusion criteria: 1. Aged 18 years or older who underwent head 
CT examinations and met the WHO’s diagnostic criteria for ICH. 2. 
Standard medical or surgical treatment was administered to all 
patients. 3. First ICH patients.

Exclusion criteria: 1. Traumatic cerebral hemorrhage, ICH due to 
venous sinus thrombosis, metastatic lesions, or underlying vascular 
lesions. 2. Recurrence of intracerebral hemorrhage secondary to 
infection or hemorrhagic cerebral infarction excluded. 3. The patient 
died during hospitalization.

The study was conducted by the Declaration of Helsinki and the 
ethical standards of the institutional and/or national research 
committee. The study received approval from the Ethics Committee 
of the Affiliated Hospital of Youjiang Medical University for 
Nationalities. Informed consent was obtained from all study 

participants or their surrogates. Patients who could not give consent 
and those without a legally appointed representative were excluded 
from our study.

Risk factors and outcomes

Patient data were collected from electronic medical records, 
including demographic information such as age, gender, and 
nationality. Vital signs, including heart rate and blood pressure, were 
recorded at admission. Comorbidities, such as renal insufficiency, 
epilepsy, pneumonia, and the location of ICH, were also 
documented. Laboratory data, including PLT (blood platelet), INR 
(international normalized ratio), ALT (glutamic-pyruvic 
transaminase), AST (glutamic oxalacetic transaminase hemoglobin), 
LDL-C (low-density lipoprotein), CRP (C Reactive Protein), and 
others, were collected. Medical histories and medication profiles 
were obtained using structured questionnaires completed by patients 
or their relatives.

Clinical assessments, such as NIHSS (National Institute of Health 
stroke scale) scores at admission and discharge, mRS (Modified 
Rankin Scale) scores at admission and discharge, GCS (Glasgow 
Coma Scale) scores at admission, and ADL (activity of daily living) 
scores at admission, were conducted. Hematoma volumes were 
measured using the ABC/2 method and evaluated by the Alice 
software (PAREXEL International, Waltham, MA, United States) (12). 
Two experienced neurologists blinded to the patient’s conditions and 
outcomes performed these evaluations at admission and discharge.

The outcome was the recurrence of ICH within 1 year post-onset. 
We  follow up with each patient until 1 year after the onset of the 
disease, and document any occurrences of recurrent intracerebral 
hemorrhage or death within the year. Head CT examinations 
confirmed recurrent cases according to the WHO’s ICH diagnostic 
criteria. The neurologists evaluated these data independently of the 
patient’s other conditions and baseline data.

The training and testing cohorts were subjected to the same 
evaluation and inclusion criteria, and the uniform process collected 
data for both cohorts. Both cohorts shared similar baseline 
characteristics. All laboratory data adhered to a uniform standard for 
normal values.

Availability of data and material

Data from the study are available from the corresponding 
author upon.

Statistical analysis and machine learning 
model

After gathering and processing data from all patients, 
we performed statistical and machine learning modeling.

The number of missing features constituted less than one-fifth of 
the total variables in the cohort. We used multiple imputations to 
address missing data. Continuous variables were not converted into 
categorical variables. All data from the final cohort were included in 
the model. Statistical analyses were performed using SPSS 23.0 for 
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Windows and Python 3.8.0. The threshold for statistical significance 
was set at p < 0.05.

Baseline characteristics between cohorts
We presented normally distributed continuous variables as 

mean ± SD (standard deviation) and non-normally distributed as 
median and frequencies. These data were compared using a t-test 
for normally distributed variables (such as blood pressure, heart 
rate, laboratory data, etc.) or a Mann–Whitney U test for 
non-normally distributed variables (such as NIHSS, ADL, GCS, 
etc.) between the two cohorts. Categorical variables (such as gender, 
history of disease, history of medication, etc.) or ranked variables 
(such as mRS, occupation, nationality, etc.) were expressed as 
numbers and percentages. These data were compared using the 
chi-square test.

Data pre-processing
To mitigate the significant impact of class imbalance on 

machine learning performance, we applied random under-sampling 
(RUS) technique to balance the data (Scikit-learn library in 
Python). To guarantee fairness in the under-sampling process and 
unbiased generalization capabilities of the model, we performed 
200 repeated experiments with distinct random under-sampling in 
each, coupled with ten-fold cross-validation to examine the results’ 
stability.

Feature selection
Our data included 70 variables. We conducted feature selection 

using various methods to identify relevant variables for the model. 
We selected relevant features through Lasso regression and a step-by-
step recursive procedure (Boruta library in Python). When the p-value 
of the feature is less than 0.05, the feature is included in the model. 
Additional features were identified and included based on clinical 
guidelines and literature (4–6).

Construction and internal validation of the model
We choose commonly used and well-performing basic machine 

learning algorithms (logistic regression, support vector machine, and 
decision trees) and integrated machine learning algorithms (Voting 
Classifier model, random forest model, and XGBoost model) that have 
shown good performance in previous medical research to build the 
model (7–11).

We constructed three fundamental machine learning algorithms: 
logistic regression, support vector machine (SVM), and decision trees 
(sklearn library in Python). We employed a five-fold cross-validation 
(4:1) for randomly splitting the training cohort’s data. Subsequently, 
we performed grid search and cross-validation to optimize parameters 
(sklearn library in Python). We also calculated the ROC and precision 
values and depicted the model performance using ROC and precision 
plots (sklearn library in Python).

We further constructed integrated algorithm models based on 
three fundamental algorithms. The integrated algorithm included a 
Voting Classifier model, random forest model, and XGBoost model 
(sklearn library in Python). We  calculated the F1 score for each 
integrated algorithm model and comprehensively compared the 
performance of each model through AUC, precision values, and F1 
scores. We evaluated whether these integrated algorithms improved 
the performance of the fundamental algorithm models and selected 
the model with the best performance.

External validation of the model
We addressed outliers and class imbalance in the testing cohort 

data similarly to the training cohort data. We  then predicted the 
recurrence of ICH in the testing cohort data (without outcome events) 
using the selected model from the previous step. The actual outcome 
events were used to validate the model’s performance. 
We demonstrated the model’s external performance and generalization 
ability through AUC and prediction accuracy.

Model visualization
To further elucidate the selected model, we visualized the model 

using feature importance and individual prediction. We depicted the 
importance of each feature in the final model with bar charts (SHAP 
library in Python). We illustrated the effect of each feature on individual 
patient predictions using visual representations (LIME library in Python).

Results

Baseline characteristics

Initially, 1,133 patients were eligible for the training cohort; however, 
we  excluded 129 patients due to loss of follow-up, missing data, or 
withdrawal from the study. In the end, the training cohort included 1,024 
patients, with 114 experiencing ICH recurrence, and 203 patients who 
passed away (176 due to neurological causes and 27 due to 
non-neurological causes). The training cohort had 53 patients with 
missing data, which we addressed through multiple imputations. The 
mean age of the training cohort was 63.50 ± 13.550 years, 43.3% of whom 
were female (443 patients). After excluding 24 patients for the same 
reasons as in the training cohort, the test cohort comprised 265 patients, 
with 31 experiencing ICH recurrence, and 41 patients who passed away 
(36 due to neurological causes and 5 due to non-neurological causes). 
Similarly, 11 patients in the test cohort had missing data, which 
we addressed through multiple imputations. The mean age of the test 
cohort was 59.82 ± 13.634 years, 40.4% of whom were female (107 
patients) (Supplementary Figure S1).

In the training cohort, patients with recurrence were less likely to 
take hypotensive drugs post-onset and had less well-controlled blood 
pressure. Additionally, patients with recurrence were older and had 
greater hematoma volume at admission and discharge, higher NIHSS 
and ADL scores, and higher PLT levels at admission. Other features 
showed no significant differences (Table 1).

In the test cohort, patients with recurrence had higher NIHSS and 
ADL scores at discharge and greater hematoma volume at admission and 
discharge. Other features showed no significant differences (Table 2). 
Both cohorts had a similar distribution in baseline characteristics.

To compare the baseline data between the training and test cohorts, 
patients in the training cohort were older than those in the test cohort. 
Other baseline data showed no significant difference between the two 
cohorts (Table 3).

Data pre-processing and feature selection

Through random under-sampling and cross-validation, the model 
performance has improved by approximately 10%.

Through Lasso regression and a stepwise process, we identified 
several relevant variables for the model, including age, NIHSS score at 
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TABLE 1 Baseline characteristic of training cohort.

Feature All patients (N  =  1,024) Recurrence (N  =  114) No-Recurrence (N  =  910) p*
Age, years 63.50 (13.550) 68.81 (12.960) 62.84 (13.483) <0.001

Female, % 443 (43.3) 48 (42.1) 395 (43.4) 0.361

Discharge NIHSS score 6 (1–15) 20 (15–35) 4 (1–11) <0.001

Admission ADL score 40 (20–70) 25 (10–45) 45 (25–75) <0.001

Admission hematoma, mL 21 (11–24) 25 (22–28) 19 (10–24) <0.001

Discharge hematoma, mL 13 (7–22) 36 (32–40) 12 (6–19) <0.001

History of stroke, % 277 (27.1) 26 (22.8) 251 (27.6) 0.137

Hypotensive drugs, % 826 (80.7) 67 (58.8) 759 (83.4) 0.003

Platelet, mmol/L 202.80 (71.176) 179.78 (64.950) 205.69 (71.429) <0.001

AST, mmol/L 26.48 (16.340) 26.57 (17.264) 26.47 (16.230) 0.949

CRP, mmol/L 19.55 (16.975) 20.88 (17.470) 19.39 (17.155) 0.375

p* was calculated by ANOVA, Chi-square test, or Mann–Whitney U test as appropriate. NIHSS, National Institute of Health stroke scale; ADL, activity of daily living; AST, glutamic oxalacetic 
transaminase; CRP, C-reactive protein.

TABLE 2 Baseline characteristic of testing cohort.

Feature All patients (N  =  265) Recurrence (N  =  31) No-Recurrence (N  =  234) p*
Age, years 59.82 (13.634) 61.48 (12.951) 59.60 (13.733) 0.471

Female, % 107 (40.4) 13 (41.9) 94 (40.2) 0.615

Discharge NIHSS score 5 (1–17) 18 (11–35) 4 (1–12) <0.001

Admission ADL score 50 (0–85) 45 (10–65) 65 (15–90) <0.001

Admission hematoma, mL 18 (11–25) 28 (26–29) 16 (10–23) <0.001

Discharge hematoma, mL 12 (6–25) 30 (27–32) 10 (5–20) <0.001

History of stroke, % 56 (21.1) 6 (19.4) 50 (21.4) 0.657

Hypotensive drugs, % 228 (86.0) 24 (77.4) 204 (87.2) 0.198

Platelet, mmol/L 200.39 (70.061) 193.45 (52.069) 202.19 (72.113) 0.444

AST, mmol/L 26.77 (15.174) 27.32 (18.707) 26.70 (14.689) 0.831

CRP, mmol/L 19.67 (14.017) 19.93 (13.336) 19.62 (14.132) 0.910

p* was calculated by ANOVA, Chi-square test, or Mann–Whitney U test as appropriate. NIHSS, National Institute of Health stroke scale; ADL, activity of daily living; AST, glutamic oxalacetic 
transaminase; CRP, C-reactive protein.

TABLE 3 Baseline characteristic between training and testing cohort.

Feature Training set (N  =  1,024) Testing set (N  =  265) p*
Age, years 63.50 (13.550) 59.82 (13.634) <0.001

Female, % 443 (43.3) 107 (40.4) 0.317

Discharge NIHSS score 6 (1–15) 5 (1–17) 0.279

Admission ADL score 40 (20–70) 50 (0–85) 0.273

Admission hematoma, mL 21 (11–24) 18 (11–25) 0.116

Discharge hematoma, mL 13 (7–22) 12 (6–25) 0.907

History of stroke, % 277 (27.1) 56 (21.1) 0.317

Hypotensive drugs, % 826 (80.7) 228 (86.0) 0.203

Platelet, mmol/L 202.80 (71.176) 200.39 (70.061) 0.622

AST, mmol/L 26.48 (16.340) 26.77 (15.174) 0.790

CRP, mmol/L 19.55 (16.975) 19.67 (14.017) 0.917

p* was calculated by ANOVA, Chi-square test, or Mann–Whitney U test as appropriate. NIHSS, National Institute of Health stroke scale; ADL, activity of daily living; AST, glutamic oxalacetic 
transaminase; CRP, C-reactive protein.
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discharge, hematoma volume at admission and discharge, and PLT, AST, 
and CRP levels at admission. Subsequently, based on clinical significance 
and literature (4–6), and for enhanced model performance after adding 
additional variables, particularly the improvement in model 
performance during external validation, we have chosen to incorporate 
the use of hypotensive drugs and history of stroke into the model.

Internal validation performance of models

For the basic machine learning models, internal validation revealed 
that the AUC for the logistic regression model was 0.89, and the 
precision was 0.81, the positive predictive value (PPV) was 87.3%, and 
negative predictive value (NPV) was 76.0%. The SVM model had an 
AUC of 0.93 and a precision of 0.90, a PPV of 94.2% and a NPV of 
88.5%, while the decision trees model showed an AUC of 0.91 and a 
precision of 0.71, a PPV of 79.0% and a NPV of 81.5%. All three models 
demonstrated excellent discrimination, with the logistic regression and 
SVM models also exhibiting excellent calibration.

For the integrated machine learning models, the score for the 
Logistic Regression model was 0.951, for the Decision Tree 
Classifier was 0.962, and for the SVC model was 0.883. In the Voting 
Classifier model, the score for the soft voting method was 0.928, 
with an AUC and precision of 0.96 and 0.86, a PPV of 94.2% and a 
NPV of 89.4%, respectively. The random forest model scored 0.966 
and exhibited an AUC and precision of 0.95 and 0.93, a PPV of 
95.0% and a NPV of 92.3%, respectively. The XGBoost model scored 
0.977, with an AUC and precision of 0.95 and 0.92, a PPV of 94.6% 
and a NPV of 93.1%, respectively. All three integrated machine 
learning models exhibited excellent discrimination, and the latter 
two models demonstrated excellent calibration. The random forest 
and XGBoost algorithms improved the basic models’ performance.

External validation performance of models

External validation for the basic machine learning models showed 
that the AUC for the logistic regression model was 0.81 

(Supplementary Figure S3a-1), with a precision of 0.79 
(Supplementary Figure S3a-2). The SVM model had an AUC of 0.87 
(Supplementary Figure S3b-1) and a precision of 0.76 
(Supplementary Figure S3b-2), and the decision trees model had an 
AUC of 0.71 (Supplementary Figure S3c-1) and a precision of 0.70 
(Supplementary Figure S3c-2).

For the integrated machine learning models, the random 
forest model exhibited an AUC of 0.92 
(Supplementary Figure S4a-1) and a precision of 0.86 
(Supplementary Figure S4a-2), while the XGBoost model had an 
AUC of 0.93 (Supplementary Figure S4b-2) and a precision of 
0.91 (Supplementary Figure S4b-2). The random forest model 
had a PPV of 90.0% and a NPV of 85.2%, and the XGBoost model 
had a PPV of 92.5% and a NPV of 93.2%. The integrated machine 
learning algorithms still demonstrated excellent discrimination 
and calibration in the test cohort.

Model visualization

In the feature importance figure of the XGBoost model, we found 
that the value of the hematoma and NIHSS scores at discharge had the 
most significant effect on the model. Then, the age, the value of PLT 
and AST, and the value of hematoma at admission also affected the 
model differently (Figure 1). In the feature importance figure of the 
random forest model, we  found that the value of hematoma at 
discharge had the best significant effect on the model. Then, the 
NIHSS score at discharge, the value of hematoma at admission, age, 
and the value of PLT and AST also affected the model differently 
(Supplementary Figure S2).

Figure 2 shows the process of the XGBoost model to predict 
the recurrence rate in individual ICH patients. First, the XGBoost 
model calculated the score through the difference in volume extent 
of hematoma and NIHSS score, age, PLT, and AST. Then, the 
model calculated the possibility of ICH recurrence in the 
individual patients. For the selected patients, the model accurately 
predicts the patients would have recurrent ICH with a 100% 
possibility.

FIGURE 1

The importance of the feature plot of the XGBoost model. 2-1: the importance of features for predicting in the total model; 2-2: the importance of 
features for predicting in each patient of the model.
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Discussion

The study constructs machine learning models to predict the 
recurrence of ICH. We evaluated six machine learning models. The 
models included age, NIHSS score at discharge, and hematoma 
volume at admission and discharge. The SVM and decision trees were 
performed better than logistic regression model in the training cohort. 
The integrated machine learning models performed better than the 
basic models in the training cohort. In the test cohort, the AUC and 
precision of the basic models all decreased to less than 0.9. However, 
the integrated models, such as the random forest and XGBoost 
models, still performed better. Notably, the XGBoost model performed 
excellently in the testing cohort, with an AUC and precision greater 
than 0.9.

We performed multiple imputation on data with a small 
number of missing features, and data with more than 30% missing 
features were not included in the analysis. Less than 1% of the data 
was not included in the analysis, and it did not significantly affect 
the result analysis. We standardized all the data included in our 
model; thus, the data distribution did not significantly affect 
the results.

For selected features, the NIHSS score at discharge had a highly 
significant impact on the model. Their importance was ranked 
second and third in the final random forest and XGBoost models. 
The neurological deficit at discharge contained more information 
for predicting long-term events. The discharge score at least reflects 
the illness’s initial state and therapy’s effect. In other study, the 
discharge score had a more pronounced relationship with patient 
outcomes (5, 9–11). The hematoma volume also had a similar 
effect. Our model included hematoma volume at admission and 
discharge, allowing it to evaluate the changing situation throughout 
hospitalization. These changes could more accurately reflect the 
patients’ conditions. This was similar to other models, including 
the GCS score at admission and discharge (5). The hematoma 
volume consistently ranked among the top three in our final 
random forest and XGBoost models, significantly improving our 
model’s performance.

Our model also included age and PLT levels. It is plausible that 
older age and lower PLT levels could increase the risk of ICH 
recurrence, which is consistent with other studies (13). Our model 
also indicated that AST and CRP levels affect the risk of recurrence. 
Poor liver function and infection can affect the state of the illness (14, 
15). However, these effects require further investigation. Our model 
includes a history of stroke and the use of hypotensive drugs. Although 
these two features did not significantly affect our model performance, 
these clinically significant features could improve the model’s 
generalizability. Therefore, our model could perform better in different 
region cohorts. An acute intraparenchymal hematoma in a young 
patient can be  the presenting manifestation of a hematological 
disorder (16). The hematologic disorders from other stroke etiologies 
that have a different treatment approach and outcome (16). For less 
young patients in our cohort, a model included more young patients 
was more suit for these patients with hematological disorder.

The recurrence of ICH can be influenced by numerous risk factors 
that vary over time. These factors exhibit a complex interrelationship 
that traditional statistical models struggle to represent. Machine 
learning models are more adept at processing these complex 
characteristics. Consequently, machine learning models have the 
potential to identify novel predictors with enhanced predictive value. 
They demonstrated excellent performance in the training cohort due 
to the abovementioned advantages. However, machine learning 
models face challenges when applied to external datasets. In other 
words, they may exhibit poorer generalization performance. The 
overall performance of our model decreased in the test cohort. 
Nevertheless, the integrated model exhibited superior generalization 
capabilities, maintaining its excellent performance even within the test 
cohort. Consequently, the integrated model could hold significant 
clinical value across various regions.

Another common challenge with machine learning models is the 
interpretability of their outcomes. The SHAP library is widely used for 
global interpretation of model outcomes, revealing the significance of 
each model feature (17). This means the library elucidates the impact 
and contribution of each feature to the predictive results and displays 
each feature’s value within the model. The LIME library, which stands 

FIGURE 2

Local interpretable model-agnostic explanation (LIME) with XGBoost model applied to one correctly predicted patient that ICH recurrence within 
1  year.
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for Local Interpretable Model-Agnostic Explanations, can demonstrate 
the model’s prediction process for individual samples (18). 
Consequently, LIME visually illustrates how the model predicts the 
likelihood of outcome events based on the value of each feature. These 
two libraries enhance our model’s interpretability, demonstrating 
practical value and superior performance in clinical settings.

This study faced several limitations. First, the training cohort 
might be susceptible to bias owing to its retrospective design. Second, 
the training and testing cohorts, which originated from the same 
geographical region, had a similar feature distribution. Consequently, 
it becomes imperative to validate the model’s performance across 
diverse regional patient populations further. Third, our model did not 
incorporate neuroimaging data; including a broader array of data 
types could potentially enhance model performance.

Conclusion

The machine learning model demonstrated excellent performance 
in predicting the recurrence of ICH compared to traditional statistical 
models. The XGBoost models with hematoma volume at admission 
and discharge outperformed the external test cohort. The change 
situation in hematoma volume improves the performance of model. 
The XGBoost model exhibited the best discrimination and calibration 
in predicting the recurrence of ICH. The XGBoost model offered 
excellent predictive value for guiding medical care in patients at a 
higher risk of ICH recurrence.

The use of this XGBoost model, along with other machine 
learning models for predicting recurrent intracerebral hemorrhage, 
can improve the accuracy of recurrent intracerebral hemorrhage 
prediction. It guides the formulation of personalized treatment and 
prevention plans in clinical medicine. The next step involves validating 
the model’s applicability in other regions and ethnicities to confirm its 
practicality and universality.
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Prediction of early neurologic
deterioration in patients with
perforating artery territory
infarction using machine
learning: a retrospective study

Wei Liu1, Longbin Jia1*, Lina Xu1*, Fengbing Yang1*,

Zixuan Guo1*, Jinna Li1, Dandan Zhang1, Yan Liu2, Han Xiang2,

Hongjiang Cheng1, Jing Hou1, Shifang Li1 and Huimin Li1

1Department of Neurology, Jincheng People’s Hospital, Jincheng, China, 2The First Clinical College of

Changzhi Medical College, Changzhi, China

Background: Early neurological deterioration (END) is a frequent complication

in patients with perforating artery territory infarction (PAI), leading to poorer

outcomes. Therefore, we aimed to apply machine learning (ML) algorithms to

predict the occurrence of END in PAI and investigate related risk factors.

Methods: This retrospective study analyzed a cohort of PAI patients, excluding

those with severe stenosis of the parent artery. We included demographic

characteristics, clinical features, laboratory data, and imaging variables. Recursive

feature elimination with cross-validation (RFECV) was performed to identify

critical features. Seven ML algorithms, namely logistic regression, random forest,

adaptive boosting, gradient boosting decision tree, histogram-based gradient

boosting, extreme gradient boosting, and category boosting, were developed

to predict END in PAI patients using these critical features. We compared the

accuracy of these models in predicting outcomes. Additionally, SHapley Additive

exPlanations (SHAP) values were introduced to interpret the optimal model and

assess the significance of input features.

Results: The study enrolled 1,020 PAI patients with a mean age of 60.46

(range 49.11–71.81) years. Of these, 30.39% were women, and 129 (12.65%)

experienced END. RFECV selected 13 critical features, including blood urea

nitrogen (BUN), total cholesterol (TC), low-density-lipoprotein cholesterol

(LDL-C), apolipoprotein B (apoB), atrial fibrillation, loading dual antiplatelet

therapy (DAPT), single antiplatelet therapy (SAPT), argatroban, the basal ganglia,

the thalamus, the posterior choroidal arteries, maximal axial infarct diameter

(measured at <15mm), and stroke subtype. The gradient-boosting decision tree

had the highest area under the curve (0.914) among the seven ML algorithms.

The SHAP analysis identified apoB as the most significant variable for END.

Conclusion: Our results suggest that ML algorithms, especially the

gradient-boosting decision tree, are e�ective in predicting the occurrence

of END in PAI patients.
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early neurologic deterioration, perforating artery territory infarction, machine learning,
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1 Introduction

Perforating artery territory infarction (PAI), a subtype of single

subcortical infarction (SSI) caused by the occlusion of a perforating

artery, is frequently observed in acute ischemic stroke, accounting

for approximately 15.3–25% of all stroke cases (1, 2). The etiology of

PAI may involve several mechanisms, such as lipohyalinosis, large

plaques in the parent artery, andmicroatheroma (3). Lipohyalinosis

is a vasculopathy that affects cerebral small vessels, leading to a

“lacunar infarct” (LI), a major contributor to PAI (4, 5). Similarly,

large plaques in the parent artery with severe stenosis may result in

perforating artery embolisms. Additionally, microatheromas may

give rise to branch atheromatous disease (BAD), characterized by

ischemic lesions of ≥15mm in diameter, typically observed on

radiological imaging and the absence of severe stenosis of the

parent artery (6).

Early neurological deterioration (END), characterized as a

rapid exacerbation of neurological symptoms during the acute

phase of a stroke, has been observed in 20–43% of PAI patients

(7–9) and is linked to unfavorable patient outcomes (10, 11). The

efficacy of treatment strategies for END in PAI patients, particularly

those without severe stenosis of the parent artery, such as in LI

and BAD cases, remains uncertain. The prediction of END in these

patients is complex and heterogeneous, posing challenges to clinical

management. Thus, identifying risk factors, pinpointing high-risk

patients, and implementing timely interventions are essential for

managing END in PAI patients without severe stenosis of the

parent artery.

Advancements in computing power, the proliferation of big

data, and the evolution of algorithms have significantly propelled

machine learning (ML) in disease prediction (12). ML algorithms,

a crucial aspect of artificial intelligence, excel at discerning patterns

within intricate datasets using computational methods (13, 14).

Compared to traditional statistics, ML shows greater proficiency in

forecasting complex clinical events influenced by numerous factors

and variables (15). Consequently, this research aims to develop ML

models adept at predicting END in PAI patients without severe

stenosis of the parent artery, utilizing data from a real-world,

single-center cohort database.

2 Methods

2.1 Study design and patients

This retrospective, observational study was conducted on

a cohort of PAI patients at Jincheng People’s Hospital from

September 2016 to July 2022. The inclusion criteria were as follows:

patients aged 18 years or older, those diagnosed with PAI, and those

admitted within 24 h of symptom onset. PAI was characterized as a

single, small subcortical infarction in the territory of a perforating

arteriole (16), identified bymagnetic resonance imaging (MRI), and

without significant large vessel stenosis (>50%), as confirmed by

magnetic resonance angiography (MRA) or computed tomography

angiography (CTA), with no maximum diameter limit (17). The

exclusion criteria encompassed patients with multiple or cortical

lesions, a premorbid modified Rankin Scale (mRS) score of ≥2,

stroke mimics, or MRI-negative stroke. The study was approved

by the ethics committee of Jincheng People’s Hospital, and written

informed consent was waived due to its retrospective nature; all

patient information was anonymized before analysis.

2.2 Baseline data

We collected baseline data, including demographic details

such as age, sex, and body mass index (BMI). We also gathered

information on current smoking and drinking habits (≥20 g/day),

medical history (including stroke, hypertension, diabetes, coronary

atherosclerotic heart disease, and atrial fibrillation), secondary

prevention treatment, laboratory data, clinically significant features

[such as time from onset to presentation, National Institutes of

Health Stroke Scale (NIHSS) score, pre-stroke mRS score], acute

phase treatment [including IV thrombolysis with alteplase, loading

dose dual antiplatelet therapy (DAPT, 100mg aspirin and 300mg

clopidogrel), single antiplatelet therapy (SAPT), lipid-lowering

drugs, and argatroban], and radiological characteristics.

Radiological characteristics encompassed location (such as the

internal capsule, basal ganglia, thalamus, pons, lateral ventricle, and

centrum semiovale), the culprit vessel supplying the basal ganglia

(including the lenticulostriate artery (LSA), posterior choroidal

artery, and the recurrent artery of Heubner), stroke subtypes

(such as LI and BAD), maximum axial infarct diameter, layers of

cerebral infarct lesions, and white matter hyperintensities (WMH).

The definition of BAD is based on infarct lesions observed in

transversal diffusion-weighted imaging (DWI) scans that extend

for at least three consecutive slices within LSA terminations or

unilateral involvement of the pons connected to the cerebral surface

of the ventral pons without crossing the midline in the paramedian

pontine artery (PPA) terminations (1, 18). Maximal axial infarct

diameter and layers of cerebral infarct lesions were measured in

transversal DWI scans at baseline, with WMH severity at baseline

categorized using the modified Fazekas scale (19).

Following data collection, a total of 65 variables were included

in the baseline data analysis.

2.3 Outcome definition

The primary outcome of this analysis was END, defined as

an increase in the NIHSS score of ≥2 and a rise in the motor

component of the NIHSS score of ≥1 compared to the initial

NIHSS score within 7 days of hospital admission.

2.4 Machine learning algorithms

In this study, we utilized seven ML models to predict END

in PAI patients: logistic regression (LR) (20), random forest (RF)

(21), adaptive boosting (AdaBoost) (22), gradient boosting decision

tree (GBDT) (23), histogram-based gradient boosting (HGB) (24,

25), extreme gradient boosting (XGBoost) (26), and category

boosting (CatBoost) (27, 28). The best-performing model was

selected based on its evaluation metrics. LR, suited for binary

classification problems, predicts outcomes by converting a linear
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function into a sigmoid function, ranging from 0 to 1. RF, an

ensemble learning method, combines multiple decision trees, each

built from randomly selected subsets of training data and features,

to enhance performance and generalizability. AdaBoost, GBDT,

HGB, XGBoost, and CatBoost are ensemble learning methods that

strengthen models by sequentially training multiple weak learners,

with each new model focusing on correcting the errors of its

predecessors. The following provides a comprehensive examination

of the five ensemble learning methodologies.

2.4.1 AdaBoost
The fundamental principle of the AdaBoost algorithm involves

categorizing a collection of weak learners through a process of

weighted majority voting, or summation. This method takes into

account the errors committed by preceding weak learners and

consistently refines the dataset (22, 29).

2.4.2 GBDT
The core concept of GBDT involves employing a gradient-

boosting methodology to train a series of decision trees. In each

iterative training phase, GBDT computes the residual or gradient

of the existing model and utilizes it as the training objective for the

subsequent decision tree. The incorporation of new decision trees

aims to approximate this residual or gradient, thereby progressively

enhancing the performance of the model (23).

2.4.3 HGB
HGB refers to the implementation of gradient boosting

algorithms, particularly the popular XGBoost and LightGBM

libraries, which use histograms to approximate the distribution

of the data. This approach enhances the efficiency and scalability

of the model training process without sacrificing much accuracy

(24, 25).

XGBoost, a sophisticated and scalable machine learning

technique, is renowned for its exceptional proficiency in efficiently

managing missing data and seamlessly integrating weak predictive

models to form a more precise one. It employs a second-order

Taylor expansion to compute the loss function, thereby exhibiting

superior performance in both computational speed and prediction

accuracy (30, 31).

2.4.4 CatBoost
Amachine learning library that has been designed to efficiently

handle categorical features. Developed by Yandex, it is renowned

for its superior performance in gradient-boosting algorithms,

particularly when applied to datasets that contain both numerical

and categorical variables (28).

2.5 Data processing

In this study, continuous variables were imputed using the

median values for each variable to address missing values.

Categorical variables were converted into numerical values through

dummy encoding. All numerical values were then standardized to

ensure uniformity in scale and precision in comparisons.

2.6 Feature selection

Feature selection (32), a process used to eliminate superfluous

features from a large dataset, improves a machine learning model’s

efficiency. We employed recursive feature elimination with cross-

validation (RFECV), a prominent algorithm in feature selection,

which methodically removes the least important features to

pinpoint the most effective subset. This study used RFECV based

on logistic regression for optimal variable selection.

2.7 Model derivation and validation

Patients were randomly divided into training and testing sets

at a 7:3 ratio. For model derivation, a shuffle-split cross-validation

method was employed to prevent overfitting to a specific dataset

and to ensure model generalizability. Shuffle-split cross-validation

(33) is a resampling technique employed in machine learning to

assess model performance on a constrained data sample. This

method entails the random division of the dataset into two

subsets: one designated for training and the other for testing. The

procedure is executed multiple times, or “folds”, to yield an average

performance metric. Widely adopted in machine learning, shuffle-

split cross-validation ensures that model efficacy remains robust,

avoiding overreliance on specific data partitioning. This approach

effectively reduces biases and offers a more dependable estimation

of the model’s generalization capabilities for novel, unseen datasets.

Additionally, GridSearch CV with shuffle-split cross-validation

was utilized to fine-tune and optimize the model hyperparameters

on the training set. Supplementary Table 1 details the selected

parameter values for each algorithm in the grid-search process.

After optimization on the training set, model performance in

the testing set was assessed using various metrics, including

receiver operating characteristic (ROC) curve, accuracy, F1-score,

Matthew’s correlation coefficient (MCC), specificity, sensitivity,

positive predictive value (PPV), negative predictive value (NPV),

and Youden’s index.

2.8 Model interpretation

To evaluate the importance of each variable, the Shapley

Additive exPlanations (SHAP) values were utilized to interpret

the machine learning model. Originating from cooperative game

theory (34), SHAP assigns an importance value to each feature for

a given prediction. A positive SHAP value signifies a beneficial

impact on the model’s prediction, whereas a negative value

indicates an adverse effect. The SHAP method thus serves as a vital

tool for understanding and interpreting the behavior of machine

learning models.
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FIGURE 1

Flow diagram of the included patients.

2.9 Statistical analysis

Patients were divided into two groups based on the END

outcome: the END group and the clinically stable group.

Continuous variables were presented as mean± standard deviation

for normally distributed variables and as medians with interquartile

ranges (IQRs) for non-normally distributed data. Categorical

variables were expressed as percentages. Categorical variables

were analyzed using Fisher’s exact test or a χ2 test, while

continuous variables were assessed using the Student’s t-test or

Mann–Whitney U-test. Statistical analyses were conducted using

IBM SPSS Statistics for Windows, version 25.0 software (IBM

Corp., Armonk, NY, USA), and a two-sided p-value of ≤0.05

was considered statistically significant. The ML algorithms were

implemented using Python software (version 3.9).

3 Results

3.1 Baseline characteristics

The study initially included 1,273 patients, but 1,020 PAI

patients were enrolled for evaluation after excluding 253 subjects

due to missing data and fulfilling the exclusion criteria. Figure 1

presents the patient flow diagram. The baseline characteristics

are detailed in Table 1. The average age of the 1,020 patients

was 60.46 (range 49.11–71.81) years, with 30.39% of them being

women. The END group comprised 129 (12.65%) patients with

an average age of 59.08 (range 48.29–69.87) years, and 27.91%

were women; the clinically stable group included 891 (87.35%)

patients, averaging 60.66 (range 49.24–72.08) years, with 30.74%

being women. The median time to END onset was 16 (range

5–25) h. The univariate analysis indicated that factors such as

apolipoprotein B (Apo B), the ratio of apolipoprotein A1 (ApoA1)

to ApoB, admission NIHSS score, motor arm NIHSS score, motor

leg NIHSS score, facial palsy NIHSS score, alteplase, argatroban,

lesion location (including the basal ganglia, internal capsule, lateral

ventricle, and thalamus), lenticulostriate artery, stroke subtype, and

maximal axial infarct diameter were significantly associated with an

increased risk of END.

3.2 Features selection

Based on the RFECV results, 13 variables were identified

for the predictive model, including blood urea nitrogen (BUN),

total cholesterol (TC), low-density lipoprotein cholesterol (LDL-

C), apolipoprotein B (apoB), atrial fibrillation, loading-dose dual

antiplatelet therapy (DAPT), single antiplatelet therapy (SAPT),

argatroban, the basal ganglia, the thalamus, the posterior choroidal
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TABLE 1 Baseline variables for the total population and for both groups.

Variables Clinically stable
(n = 891)

END
(n = 129)

Total
(n = 1,020)

P-value

Demographics

Women, n (%) 274 (30.74) 36 (27.91) 310 (30.39) 0.5114

Age, mean (SD) 60.66± 11.42 59.08± 10.79 60.46± 11.35 0.1406

BMI, kg/m2 (IQR) 24.22 (22.49–26.66) 24.21 (22.82–26.34) 24.22 (22.55–26.66) 0.698

Medical history n (%)

Hypertension 665 (74.63) 97 (75.19) 762 (74.71) 0.8915

Diabetes 165 (18.52) 29 (22.48) 194 (19.02) 0.2839

Coronary heart disease 65 (7.30) 6 (4.65) 71 (6.96) 0.2701

Atrial fibrillation 13 (1.46) 0 (0.00) 13 (1.27) 0.1674

Ischemic stroke 148 (16.61) 16 (12.4) 164 (16.08) 0.224

Hemorrhagic stroke 28 (3.14) 3 (2.32) 31 (3.04) 0.8632

Secondary prevention treatment, n (%)

Antihypertensive treatment 390 (43.77) 46 (35.66) 436 (42.75) 0.0817

Antidiabetic treatment 109 (12.23) 19 (14.73) 128 (12.55) 0.424

Lipid-lowering treatment 150 (16.84) 18 (13.95) 168 (16.47) 0.4069

Antiplatelet therapy 155 (17.40) 21 (16.28) 176 (17.25) 0.7536

Anticoagulant therapy 6 (0.67) 0 (0.00) 6 (0.59) 0.3499

Smoking history, n (%) 202 (22.67) 29 (22.48) 231 (22.65) 0.9615

Drinking history (≥20 g/day),

n (%)

74 (8.31) 13 (10.08) 87 (8.53) 0.5006

Laboratory data

WBC count, ∗109 (IQR) 6.40 (5.30–7.70) 6.70 (5.49–7.85) 6.43 (5.32–7.70) 0.3883

RBC count, ∗1012 (SD) 4.71± 0.56 4.73± 0.54 4.75± 0.55 0.7484

Hemoglobin, g/L (IQR) 145.00 (136.00–157.00) 146.00 (136.50–157.00) 145.10 (136.00–157.00) 0.4197

Platelet count, ∗1012 (IQR) 255.00 (215.00–312.80) 257.00 (210.00–312.00) 214.50 (175.25–255.00) 0.9621

Lymphocyte count, ∗109

(IQR)

2.02 (1.54–2.51) 1.97 (1.55–2.50) 1.54 (1.19–2.01) 0.5901

Neutrophil count, ∗109 (IQR) 5.34 (4.22–6.78) 5.48 (4.41–7.00) 4.23 (3.33–5.38) 0.3002

Neutrophil to lymphocyte

ratio (IQR)

2.63 (1.94–3.76) 2.60 (1.88–4.27) 2.62 (1.93–3.84) 0.5424

Platelet-to-lymphocyte ratio

(IQR)

138.24 (103.82–177.23) 135.83 (104.29–183.37) 138.23 (104.01–178.40) 0.8353

BUN, mmol/L (IQR) 5.02 (4.19–5.92) 4.66 (3.97–5.95) 4.96 (4.14–5.92) 0.11

Creatinine, µmol/L (IQR) 65.1 (55.2–75.8) 65.2 (53.6–75.55) 65.1 (55–75.78) 0.5847

Glucose on admission,

mmol/L (IQR)

6.57 (5.68–8.00) 6.83 (5.8–9.26) 6.59 (5.69–8.10) 0.1123

CRP, mg/L (IQR) 5.35 (3.02–5.80) 5.32 (3.01–5.98) 5.34 (3.02–5.83) 0.5633

D-dimer level on admission

mg/L (IQR)

0.10 (0.06–0.16) 0.10 (0.05–0.16) 0.10 (0.06–0.16) 0.6774

TC mmol/L (IQR) 3.91 (3.27–4.58) 4.01 (3.19–4.70) 3.94 (3.26–4.59) 0.5695

Triglyceride, mmol/L (IQR) 1.34 (1.00–1.80) 1.33 (1.01–1.89) 1.34 (1.00–1.80) 0.7775

HDL-C mmol/L (IQR) 0.96 (0.83–1.10) 0.93 (0.82–1.10) 0.96 (0.82–1.10) 0.4494

LDL-C, mmol/L (IQR) 2.41 (1.89–2.95) 2.56 (1.97–3.10) 2.43 (1.89–2.97) 0.1922

(Continued)
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TABLE 1 (Continued)

Variables Clinically stable
(n = 891)

END
(n = 129)

Total
(n = 1,020)

P-value

ApoA1, mmol/L (IQR) 1.12 (1.04–1.18) 1.12 (1.03–1.20) 1.12 (1.04–1.19) 0.0771

Apo B, mmol/L (IQR) 0.86 (0.78–1.04) 0.96 (0.83–1.09) 0.78 (0.67–0.87) <0.0001

ApoA1 to ApoB ratio, (IQR) 1.57 (1.29–1.66) 1.47 (1.14–1.52) 1.57 (1.27–1.65) 0.0001

Homocysteine, µmol/L (IQR) 19.60 (14.30–32.20) 19.00 (15.25–27.25) 19.5 (14.40–31.80) 0.8667

HbA1c, % (IQR) 5.90 (5.60–6.30) 6.00 (5.60–6.42) 5.90 (5.60–6.30) 0.5895

Clinical features

Prestroke mRS score, (IQR) 0 (0–0) 0 (0–0) 0 (0–0) 0.879

Time from onset to

presentation, h (IQR)

10 (6–18) 9 (4–15) 10 (5–17) 0.096

Admission NIHSS score,

(IQR)

3 (1–4) 4 (2–5) 3 (1–4) <0.0001

Motor arm NIHSS score,

(IQR)

1 (0–1) 1 (0–2) 1 (0–1) <0.0001

Motor leg NIHSS score, (IQR) 1 (0–1) 1 (0–2) 1 (0–1) <0.0001

Dysarthria NIHSS score,

(IQR)

1 (0–1) 1 (0–1) 1 (0–1) 0.1002

Sensory NIHSS score (IQR) 0 (0–0) 0 (0–0) 0 (0–0) 0.9652

Facial palsy NIHSS score,

(IQR)

1 (1) 1 (1) 1 (1) 0.001

Time to onset of END, hours

(IQR)

– 16 (5–25) – –

Treatment of the acute phase, n (%)

Alteplase 66 (7.41) 17 (13.18) 83 (8.14) 0.0251

Loading DAPT 507 (56.90) 67 (51.94) 574 (56.27) 0.288

SAPT 373 (41.86) 51 (39.53) 424 (41.57) 0.616

Lipid-lowering drugs 877 (98.43) 129 (100) 1,006 (98.63) 0.1517

Argatroban 119 (13.36) 8 (6.20) 127 (12.45) 0.0214

Lesion location, n (%)

Basal ganglia 171 (19.19) 43 (33.33) 214 (20.98) 0.0002

Internal capsule 136 (15.26) 31 (24.03) 167 (16.37) 0.0119

Lateral ventricle 208 (23.34) 18 (13.95) 226 (22.16) 0.0164

Centrum semiovale 70 (7.86) 5 (3.88) 75 (7.35) 0.1055

Pons 143 (16.05) 28 (21.71) 171 (16.76) 0.108

Thalamus 163 (18.29) 4 (3.10) 167 (16.37) <0.0001

Culprit vessel supplying the basal ganglia, n (%)

Lenticulostriate artery 507 (56.90) 91 (70.54) 598 (58.63) 0.0033

Posterior choroidal artery 5 (0.56) 0 (0.00) 5 (0.49) 0.3937

The recurrent artery of

Heubner

3 (0.34) 1 (0.78) 4 (0.39) 0.4564

Stroke subtype, n (%)

Lacunar infarction 616 (69.14) 44 (34.11) 660 (64.71) <0.0001

Branch atheromatous disease 275 (30.86) 85 (65.89) 360 (35.29) <0.0001

Maximal axial infarct

diameter, n (%)

<0.0001

(Continued)
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TABLE 1 (Continued)

Variables Clinically stable
(n = 891)

END
(n = 129)

Total
(n = 1,020)

P-value

<15mm 684 (76.76) 61 (47.28) 745 (73.04)

15–20mm 144 (16.16) 38 (29.46) 182 (17.84)

>20mm 63 (7.07) 30 (23.26) 93 (9.12)

Layers of cerebral infarction

lesions, (IQR)

2 (1–3) 2 (2–3) 2 (1–3) <0.0001

WMH, (IQR) 2 (1–3) 2 (1–3) 2 (1–3) 0.0513

BMI, body mass index; WBC, white blood cell; RBC, red blood cell; BUN, blood urea nitrogen; CRP, C-reactive protein; TC, total cholesterol; HDL-C, high-density lipoprotein cholesterol;

LDL-C, low-density lipoprotein cholesterol; Apo A1, apolipoproteins A1; ApoB, apolipoproteins B; HbA1c, glycated hemoglobin A 1c; mRS, modified Rankin Scale; NIHSS, National Institutes

of Health Stroke Scale; DAPT, dual antiplatelet therapy; SAPT, single antiplatelet therapy; WMH, white matter hyperintensities.

FIGURE 2

Features selection accuracy curve (the accuracy achieved its peak when the number of variables was 13).

arteries, maximum axial infarct diameter (measured at <15mm),

and stroke subtype. Figure 2 shows how accuracy varies with

changes in variables.

3.3 Model performance

The training set for model development comprised 714

patients, including 90 with an END outcome, while the testing

set for evaluating model performance consisted of 306 patients,

39 of whom experienced an END outcome. Supplementary Table 2

provides a detailed overview of the features selected for both

datasets. We employed seven ML algorithms, namely LR, RF,

AdaBoost, GBDT, HGB, XGBoost, and CatBoost, to determine the

most effective predictive model. Table 2 displays the area under the

curve (AUC) for these seven ML algorithms on both the training

and testing datasets. Additionally, it offers a comprehensive

analysis of accuracy, F1-score, Matthew’s correlation coefficient

(MCC), specificity, sensitivity, positive predictive value (PPV),

negative predictive value (NPV), and Youden’s index for these

algorithms on the testing dataset. The GBDT model achieved the

highest AUC value at 0.914—an essential measure for evaluating

predictive model performance, followed by the CatBoost, XGBoost,

HGB, RF, AdaBoost, and LR models (0.8923, 0.8807, 0.876,

0.8639, 0.8184, 0.7838, respectively). Figure 3 illustrates the

ROC curve and AUC for each ML classifier in the testing

dataset. In conclusion, the GBDT model outperformed the

other six ML algorithms, suggesting its superior effectiveness

in our study. The confusion matrix for GBDT is shown in

Figure 4.
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3.4 Interpretation of the machine learning
model

To evaluate the significance of each feature in the predictive

model, we applied the SHAP method to the GBDT model in the

testing dataset. The SHAP value analysis revealed that the most

impactful features were apoB, TC, BUN, LDL-C, and a maximal

axial infarct diameter of<15mm. Following these features were the

stroke subtype, the basal ganglia, the thalamus, argatroban, single

antiplatelet therapy, and loading dual antiplatelet therapy. Atrial

fibrillation and posterior choroidal arteries also contributed to the

prediction model but exhibited lower SHAP values. Figure 5 shows

the SHAP summary plot for the GBDTmodel in the testing dataset,

where each dot represents an individual case; the color indicates

the feature’s value (red for higher, blue for lower). Notably, a higher

SHAP value for a feature indicates a greater likelihood of END

occurrence. Figure 6 displays the ranking of feature importance

based on SHAP values.

4 Discussion

ML techniques that are integral to artificial intelligence have

gained substantial attention and are increasingly employed in

medical research for tasks such as screening, diagnosis, and

prognosis. Recent studies (15, 35) have investigated the use of

ML algorithms in predicting END in patients with acute minor

stroke and atrial fibrillation-related stroke. Although these studies

yielded promising results with ML, they did not specifically focus

on predicting END in patients with PAI—a stroke subtype with a

high incidence of END. Our study aimed to use seven ML models

to predict END in PAI patients. To address the inherent “black

box” nature of ML, we employed the SHAP method to elucidate

the predictions of the most effective model, ensuring both the

model’s performance and its clinical interpretability. This approach

enabled the effective communication of information through

intuitive visual tools, thereby enhancing clinicians’ comprehension

of the model’s decision-making process and aiding in the clinical

application of the prediction results.

In our research, we demonstrated that interpretable machine

learning techniques can effectively predict END and personalize

predictions for individual patients. The results showed that

the GBDT model surpassed six other ML algorithms in terms

of AUC and accuracy. Furthermore, the five most important

variables associated with END prediction were identified as apoB,

TC, BUN, LDL-C, and a maximum axial infarct diameter of

<15mm. Previous studies have indicated that the END in single

subcortical infarctions, including lacunar stroke, is influenced

by various factors such as capsular warning syndrome, higher

mean arterial pressure at admission, the location of the infarct

in the ventral pons, and the extent of hypoperfusion lesion

on perfusion-weighted imaging (17). Other factors, such as the

initial NIHSS score, pulsatility index, parent artery disease, and

neutrophil-to-lymphocyte ratio, also play significant roles (9).

In our study, END in PAI was determined by multiple factors,

distinguishing it from previous research. The differences between

studies may be attributed to variations in study populations, the
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FIGURE 3

ROC curves of seven ML algorithms based on variables in the testing dataset.

FIGURE 4

The confusion matrix of the most e�ective model, GBDT.

Frontiers inNeurology 09 frontiersin.org109

https://doi.org/10.3389/fneur.2024.1368902
https://www.frontiersin.org/journals/neurology
https://www.frontiersin.org


Liu et al. 10.3389/fneur.2024.1368902

FIGURE 5

The SHAP summary plot on the test data derived from the optimal prediction model, GBDT.

FIGURE 6

Ranking of the features’ importance indicated by SHAP analysis of the best prediction model, GBDT.
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influence of different statistical methodologies, and the inclusion

of diverse variables.

Initially, the END group exhibited dyslipidemia, characterized

by higher levels of apoB, TC, and LDL-C compared to the

clinically stable group. ApoB, an essential structural component

of atherogenic lipoprotein particles such as LDL, lipoprotein,

and triglyceride-rich lipoproteins, is acknowledged as a predictor

of ischemic cerebrovascular events in patients with preexisting

cardiovascular diseases (36). LDL-C, a commonly used clinical

lipid marker for assessing lipid-associated risk, including ischemic

stroke, has been linked to a reduced frequency of cardiovascular

events at lower levels (37). Moreover, previous studies have shown

a positive association between TC levels and ischemic stroke

risk (38). However, the exact relationship between these lipids

and the outcome of END is not yet fully understood. Elevated

apoB levels may increase endothelial permeability to LDL, and

there is a positive correlation between hypercholesterolemia and

apoB generation within plaques. High apoB levels facilitate the

penetration of particles into the arterial wall, leading to localized

accumulation within the subendothelium. This process heightens

the susceptibility to modifications in the artery wall, contributing

to the onset of atherosclerosis and plaque progression. Thus, this

study suggests that high levels of apoB, TC, and LDL-C, particularly

apoB, are linked to END in PAI patients. Previous studies have

revealed that a high baseline level of apoB correlates with an

increased risk of major adverse cardiovascular events in acute

coronary syndrome (39). This study observed lower BUN levels

in the END group, with reduced BUN levels correlating with an

increased risk of developing END, aligning with previous research

(40), which suggested that lower BUN levels were observed in

patients with progressive infarction in the anterior circulation and

small subcortical infarction.

Previous studies have reported that END is more frequently

observed in patients with BAD (41), a trend also evident in our

study, suggesting an association between BAD-related PAI and

the development of END. We also found that the proportion

of maximum axial infarct diameters of <15mm was lower in

the END group than in the clinically stable group. This finding

implies that smaller infarct diameters (<15mm), typically linked

to LI, are negatively correlated with the occurrence of END. The

infarction location significantly influences functional limitations,

clinical progression, and patient outcomes (42). Previous studies

have indicated that infarct locations within the brainstem, corona

radiata, and lenticulostriate artery area, including the internal

capsule, are associated with an increased risk of END (4, 43–45).

In our study, lesions in the basal ganglia (excluding the internal

capsule) and thalamus were identified as predictors of END, with

the former located in the lenticulostriate artery area, aligning with

previous studies, and the latter showing comparatively favorable

outcomes in terms of mortality and permanent motor deficits.

In the management of acute ischemic stroke, antiplatelet

therapy is a fundamental therapeutic strategy. Several studies have

indicated that DAPT reduces the risk of END (17, 46, 47). In our

study, the utilization of antiplatelet therapy in the END group

was less frequent than in the clinically stable group. However,

our findings suggest that DAPT does not show a clear advantage

over SAPT in preventing END. Moreover, we observed that

combining argatroban with antiplatelet therapy was associated with

a decreased risk of END in patients with PAI, consistent with

previous research (48). The contribution of the AF and posterior

choroidal artery to the model was found to be minimal.

Our analysis demonstrated that ML models, particularly the

GBDT algorithm, showed promising outcomes in predicting END

in PAI patients. GBDT, a sophisticated ML algorithm, integrates

multiple decision trees to develop a more accurate and robust

model. This algorithm effectively handles both continuous and

categorical variables, shows a lower susceptibility to overfitting

compared to more complex models, and adeptly manages missing

data. Considering the inherent multivariate heterogeneity and

noise in clinical research data, such as demographic information,

laboratory findings, and radiological results available upon hospital

arrival, it is critical to choose variables based on prior knowledge.

Consequently, we used recursive feature elimination with cross-

validation (RFECV) to select 13 predictors for the model,

enhancing prediction accuracy.

A strength of this study is that the model performance

and clinical interpretability were ensured by using the SHAP

algorithm, which was effectively presented to users through easy-

to-use visualization tools. Clinicians could better understand the

model’s decision-making process, thus facilitating the clinical

application of prediction results. In addition, our ML model for

interpreting predictions was based on a large number of variables,

including demographics and laboratory/radiological data obtained

from real-world clinical situations at hospital admission. Finally,

we demonstrated the potential of interpretable machine learning

methods for predicting END in PAI patients and personalizing

these predictions within patient populations.

The limitations of our study are as follows: First, the data used

in this study is retrospective in nature and sourced from a single

center. The retrospective nature of the data may have introduced

recall and selection biases to varying degrees. Therefore, it is

necessary to usemore datasets and conduct prospectivemulticenter

clinical trials to further verify the results and enhance the model’s

accuracy. Second, we only performed internal validation for dataset

validation, but external validation is needed to assess the robustness

of the ML model further. Third, missing values were handled

using mean interpolation, which inevitably introduces a degree of

bias. However, if missing values are removed, some selection bias

cannot be completely avoided. Fourth, the exclusion of omics data

from the study may potentially limit the predictive performance to

some extent.

5 Conclusion

We have demonstrated that seven ML models, particularly

the GBDT model, can accurately predict END in PAI patients.

However, further research with a larger cohort is essential to

validating themodel’s accuracy. Additionally, the predictive efficacy

of this model merits exploration in prospective clinical studies.
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Patchy profile sign in RAPID 
software: a specific marker for 
intracranial atherosclerotic 
stenosis in acute ischemic stroke
Lingwen Zhang 1,2†, Hua Xue 1,2†, Xiaoqing Bu 3†, Juan Liao 2†, 
Ge Tang 1,2, Yu Chen 1,2, Libo Zhao 1,2, Deyu Yang 1,2, Li Liu 2,4‡ and 
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1 Department of Neurology, Yongchuan Hospital of Chongqing Medical University, Chongqing, China, 
2 Chongqing Key Laboratory of Cerebrovascular Disease Research, Yongchuan Hospital of Chongqing 
Medical University, Chongqing, China, 3 Department of Epidemiology, School of Public Health, 
Chongqing Medical University, Chongqing, China, 4 Department of Health Management, Yongchuan 
Hospital of Chongqing Medical University, Chongqing, China

Purpose: Identifying the etiology of acute ischemic stroke (AIS) before endovascular 
treatment (EVT) is important but challenging. In CT perfusion imaging processed 
by perfusion software, we  observed a phenomenon called patchy profile sign 
(PPS), that is, the hypoperfusion morphology in RAPID software is a discontinuous 
sheet pattern. This phenomenon is predominantly observed in patients diagnosed 
with intracranial atherosclerotic stenosis (ICAS). The study intends to assess 
whether the PPS can be used to differentiate ICAS from intracranial embolism.

Method: Patients with AIS due to M1 segment occlusion of the MCA who 
underwent mechanical thrombectomy were retrospectively enrolled. The 
receiver operating characteristic (ROC) curve analysis was performed to assess 
the value of PPS in predicting ICAS. Sensitivity, specificity, positive predictive 
value (PPV), negative predictive value (NPV), and accuracy of the PPS for 
prediction of ICAS were calculated.

Results: A total of 51 patients were included in the study. The PPS was observed 
in 10 of 19 (52.6%) patients with ICAS, and in 2 of 32 (6.3%) patients with 
intracranial embolism (p  <  0.001). Interobserver agreement for identifying PPS 
was excellent (κ  =  0.944). The sensitivity, specificity, PPV, NPV, and accuracy of 
the PPS for predicting ICAS were 52.6, 93.8, 83.3, 76.9, and 78.4%, respectively.

Conclusion: The PPS on RAPID software is an imaging marker with high 
specificity for ICAS. Larger sample sizes are imperative to validate the findings.

KEYWORDS

ischemic stroke, intracranial embolism, perfusion, software, atherosclerotic, 
computed tomography

1 Introduction

Acute ischemic stroke (AIS) resulting from large vessel occlusion (LVO) stands as a prominent 
cause of global morbidity and mortality. Mechanical thrombectomy (MT) has emerged as a 
pivotal intervention, notably improving outcomes in LVO (1–6). Nevertheless, the prognosis of 
certain patients undergoing EVT for LVO remains suboptimal, primarily attributable to the 
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interval between onset and intervention, surgical procedure duration, 
and the volume of cerebral ischemia during interventional procedures 
(7). Intracranial atherosclerotic stenosis (ICAS) and embolic etiologies 
constitute the primary pathogenesis of LVO, with ICAS prevalent in 
Asian populations (8, 9). Additionally, ICAS-related LVO presents 
distinct challenges, including lower recanalization rates and extended 
procedural durations (10–12). Owing to subsequent platelet aggregation, 
patients with ICAS frequently encounter residual stenosis and 
reocclusion during mechanical thrombectomy. In cases of reocclusion, 
considering rescue treatment, such as balloon and stent angioplasty, is 
advisable (13–16). Clear delineation of pathogenesis before intervention 
will aid in formulating a personalized treatment strategy and enhance 
the procedural workflow. Preoperative differentiation between ICAS and 
embolic LVO remains imperative, yet effective imaging biomarkers are 
lacking, warranting further investigation.

Perfusion imaging utilizing artificial intelligence (AI) software has 
become a primary modality for preoperative MT assessment. This 
modality automatically performs image postprocessing of CTP imaging 
system-derived images, accurately identifying and quantifying the infarct 
core and ischemic penumbra (17, 18). Multiple clinical studies have 
confirmed that patients identified using the RAPID software based on 
perfusion imaging may derive benefits from endovascular therapy within 
an extended time window (19, 20). Parameter of perfusion imaging, such 
as the hypoperfusion intensity ratio (HIR) is valuable in discerning 
collateral flow in patients with anterior LVO (21). Both the HIR and 
cerebral blood volume (CBV) index are associated with underlying ICAS 
and may function as predictors of ICAS before EVT (22).

In our clinical practice, we have documented the patchy profile 
sign (PPS), an observed phenomenon in some patients where the 
hypoperfusion morphology manifests as a non-continuous sheet 
pattern. Specifically, we  have observed that PPS is more prone to 
manifest in patients with ICAS-associated LVO. We postulated that 
PPS could serve as a valuable imaging marker for predicting ICAS 
before EVT. This study aims to objectively ascertain whether the PPS 
on RAPID software can effectively differentiate between ICAS and 
intracranial embolism before EVT.

2 Materials and methods

The study was approved by the Ethics Committee, and the need for 
informed consent was waived for the retrospective nature of the study. 
The procedures of this study adhere to the declaration of Helsinki.

2.1 Study participants

The study retrospectively involved 51 patients selected from our 
database of consecutive AIS patients who underwent emergency EVT 
at the Comprehensive Stroke Center from December 2018 to December 

2022. Figure 1 depicts the patient screening process. Inclusion criteria 
comprised individuals aged over 18, admitted within 24 h from 
symptom onset, undergoing CTP within 24 h of onset, experiencing 
ischemic stroke due to MCA M1 occlusion, and receiving EVT with 
successful recanalization (defined as an mTICI grade of 2b-3 or eTICI 
grade of 2b-3). Exclusion criteria involved individuals with MCA M1 
lesions lacking embolism or stenosis, tandem lesions of the MCA, a 
history of stroke disease, incomplete clinical or imaging data, or poor 
image quality (concurrent intracranial structural lesions or strenuous 
activity during image refinement). Collected clinical data of study 
participants encompassed demographic characteristics (age and 
gender), stroke risk factors (history of hypertension, diabetes, atrial 
fibrillation, hyperlipidemia, smoking, and drinking), and clinical 
characteristics (Intravenous thrombolysis, systolic and diastolic blood 
pressure, admission random intravenous blood glucose, admission 
NIHSS, 24-h post-operative NIHSS, admission Glasgow Coma Scale 
[GCS], ASPECTS, onset to imaging time, onset to puncture time). Data 
supporting the study can be obtained from the corresponding authors 
upon reasonable request.

2.2 Imaging data

All stroke patients underwent a comprehensive CT scan, 
consisting of a non-contrast CT, CT angiography of the head and 
neck, and CT perfusion, using a 256-slice multi-detector CT scanner 
(Brilliance iCT). Initially, a non-contrast CT scan of the head was 
performed to rule out intracranial bleeding, followed by a CT 
angiogram of the head and neck, and subsequent CT perfusion 
imaging. Whole-brain helical NCCT (120 kVp,100–350 auto-mAs) 
was performed with 5-mm section thickness. CT perfusion 
parameters were obtained in a periodic spiral pattern. A high-
pressure syringe was utilized to inject 70–90 mL of the contrast agent 
iopamidol at a flow rate ranging from 4.0 to 6.0 mL/s. Subsequently, 
the tube was flushed with 30 mL of physiological saline, and the scan 
commenced with a 5-s delay. The imaging spanned from the foramen 
magnum to the level above the lateral ventricle, utilizing an 80 mm 
collimation, tube voltage of 80 kV, and tube current of 100 mA. The 
perfusion maps and their associated parameters underwent 
automated analysis using the RAPID software (iSchemaView, Menlo 
Park, CA; version 5.0.4). The ischemic core was defined as a tissue 
volume with cerebral blood flow of <30% on CTP imaging. 
Hypoperfusion was defined as a volume of tissue of Tmax >6 s on 
CTP. The mismatch ratio was calculated by dividing the ischemic core 
volume by the lesion volume with Tmax >6 s. The mismatch volume 
was calculated by subtracting the ischemic core volume from the 
lesion volume with a Tmax >6 s. HIR was defined as the ratio of the 
volume of the “Tmax >10 s” lesion divided by the volume of the 
“Tmax >6 s” lesion. The CBV index was defined as the ratio of the 
mean CBV within the “Tmax >6 s” lesion in the ipsilateral hemisphere 
over the mean CBV of the unaffected brain area. We  defined 
HIR ≤ 0.22 and CBV ≥ 0.90 as favorable predictors of atherosclerosis 
based on previous research (22).

Collateral status on CTA was assessed by a straightforward 
method, which assesses the backfilling of the soft meningeal arteries 
in the entire MCA ischemic area compared to the contralateral side, 
defined as (0, minimal; 1, less than 50%; 2, greater than 50%; 3, filling 
100% of the ischemic area) (23).

Abbreviations: AIS, acute ischemic stroke; EVT, endovascular treatment; ICAS, 

intracranial atherosclerotic stenosis; ROC, receiver operating characteristic; PPV, 

positive predictive value; NPV, negative predictive value; LVO, large vessel occlusion; 

ACA, anterior cerebral artery; GCS, Glasgow Coma Scale; HIR, hypoperfusion 

intensity ratio; CBV, cerebral blood volume; PPS, patchy profile sign; AI, artificial 

intelligence; HMCAS, hyperdense middle cerebral artery sign.
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2.3 Operational definitions of ICAS and 
intracranial embolism

ICAS was differentiated from embolism based on the outcome of 
angiographic findings and endovascular treatment. ICAS was defined 
as (1) fixed stenosis ≥70% with either angiographically evident 
impaired perfusion or evidence of reocclusion following sufficient 
treatment with a stent retriever, and (2) percutaneous transluminal 
angioplasty and dual antiplatelet therapy were required to maintain 
effective recanalization (Figures 2C,D). Iatrogenic dissection or vessel 
wall injury resulting in stenosis was not classified as an ICAS and was 
excluded from the study. Embolism was classified as there was no or 
certain focal stenosis and no tendency for reocclusion after clot 
retrieval. If CTA within 1 week of surgery confirms complete 
recanalization of the responsible vessel, it is also considered an 
embolism (22, 24) (Figures 2A,B).

2.4 Definition of the PPS

The positive PPS was defined as (1) a hypoperfusion region 
comprising two or more comparable scattered patches or primarily 
contiguous regions with highly irregular edges that do not conform to 
any geometric or morphological definition. (Figures 3A,B) (2); the 
aforementioned images accounted for half or more of all images in the 

presence of hypoperfusion. Small patches of hypoperfusion images 
considered individually insignificant were not included in the 
preceding definition. Similarly, images displaying regular edges on one 
side were also excluded. (Figures 3C,D).

Both physicians were trained on irregular profile and simulant 
images by means of photographs, and all perfusion images were 
concealed from any associated information, independently evaluated 
by two neurologists each with over 3 years of experience. The two 
neurologists discussed the controversial findings until a consensus was 
reached. The imaging features of hypoperfusion in RAPID software 
with and without PPS are illustrated in Figures 4, 5.

2.5 Statistical analysis

Normally distributed data were expressed as mean ± standard 
deviation (SD), and the student t test was used for comparisons 
between groups. Non-normally distributed data were presented as 
median (M) with upper and lower quartiles (P25, P75), and the 
Mann–Whitney U test performed the comparison between groups. 
Categorical variables were expressed as frequencies (percentages, %). 
The χ2 tests and Fisher exact tests were used to analyze categorical 
variables as appropriate. The consistency of the observer in 
identifying PPS was examined by the Kappa consistency test, with 
consistency defined as κ = 0.01 to 0.20, 0.21 to 0.4, 0.41 to 0.6, 0.61 

FIGURE 1

Patient selection process. AIS, acute ischemic stroke; EVT, endovascular treatment; ACA, anterior cerebral artery.
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to 0.8 and 0.81 to 0.99 indicating slight, fair, moderate, substantial, 
and excellent interobserver agreement, respectively. The area under 
the ROC curve (AUC) was performed to assess the value of HIR, 
CBV, and PPS in predicting ICAS. Sensitivity, specificity, positive 
predictive value (PPV), negative predictive value (NPV), and 
accuracy were calculated to investigate the diagnostic value of PPS 
for ICAS. All statistical analyses were performed with IBM SPSS 
Statistics 26.0 (IBM Corporation, Armonk), and p < 0.05 was 
statistically significant.

3 Results

3.1 Patient characteristics

A total of 480 patients with AIS receiving endovascular treatment 
were screened, of which 51 met the criteria for inclusion in the 
analysis. The cause of vascular occlusion was intracranial embolism in 
32 patients and ICAS in 19 patients. The PPS was positive in 12 
patients and negative in 39 patients.

3.2 Patients with and without PPS

The PPS was observed in 12 (23.5%) of the 51 study patients. The 
consistency of the two observers in identifying PPS was excellent 
(Kappa test, κ = 0.944). Clinical characteristics and imaging features 
of patients with and without PPS are displayed in Table 1. Compared 
to patients without PPS, patients with PPS had smaller ischemic core 
(0 vs. 15.0, p = 0.001), smaller hypoperfusion areas (61.5 vs. 158.8, 
p < 0.001), lower HIR index (0.1 vs. 0.5, p < 0.001), smaller mismatch 
volumes (60.6 vs. 128.4, p < 0.001), higher CBV index (0.8 vs. 0.7, 

p = 0.01), lower random venous glucose (5.5 vs. 6.9, p = 0.046), and 
less often hyperlipidemia (0 vs. 35.9%, p = 0.02). There were no 
significant differences in gender, age, smoking, drinking, 
hypertension, diabetes, atrial fibrillation, systolic blood pressure, 
diastolic blood pressure, intravenous thrombolysis, admission 
NIHSS, admission GCS, 24-h post-operative NIHSS, onset to 
imaging time, onset to puncture time, mismatch ratio, fasting blood 
glucose, CTA collateral score, and ASPECTS between the two groups 
(all p values >0.05).

3.3 Patients with ICAS vs. patients with 
intracranial embolism

Patients with ICAS were diagnosed in 19 (37.25%) of the 51 patients. 
The clinical characteristics and imaging features of patients with ICAS 
and intracranial embolism are shown in Table 2. Patients with ICAS 
were more likely to be smoking (52.6% vs. 18.8%, p = 0.01), more often 
than males (78.9% vs. 40.6%, p = 0.008), less likely to have atrial 
fibrillation (10.5% vs. 62.5%, p < 0.001) and more often to have positive 
PPS (52.6% vs. 6.3%, p < 0.001). The volume of the ischemic core (0 vs. 
15.0, p = 0.002), the volume of hypoperfusion (105.3 vs. 154.1, p = 0.006), 
and the HIR index (0.3 vs. 0.5, p = 0.001), the admission NIHSS score 
(12.0 vs. 17.0, p = 0.003) were lower in the ICAS group than those in the 
intracranial embolism group. The CBV index (0.8 vs. 0.7, p = 0.02) and 
ASPECTS (9.0 vs. 7.0, p = 0.005) were higher in the ICAS group than in 
the intracranial embolism group. There were no significant differences 
in age, drinking, hypertension, diabetes, hyperlipidemia, random venous 
glucose, intravenous thrombolysis, systolic and diastolic blood pressure, 
24-h post-operative NIHSS, admission GCS, onset to imaging time, 
onset to puncture time, mismatch ratio, mismatch volume, CTA 
collateral score between the two groups (all p values >0.05).

FIGURE 2

Illustration of the definition of atherosclerosis and embolism. (A,B) suggest that the etiology of occlusion is an intracranial embolism, while 
(C,D) suggest that occlusion is due to atherosclerosis. A female patient aged 68  years with occlusion of the left middle cerebral artery M1 (A), which 
was revascularized after arterial suction thrombectomy (B). A male patient aged 68  years with occlusion of the right middle cerebral artery M1 (C), 
which was revascularized with antiplatelet therapy and stent thrombectomy (D).
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3.4 Diagnostic performance of the PPS

The PPS was positive in 10 of the 19 patients in the ICAS group 
but in only 2 of the 32 patients in the intracranial embolism group 
(52.6% vs. 6.3%, respectively, p < 0.001). The sensitivity, specificity, 
PPV, NPV, and accuracy of PPS for detecting ICAS were 52.6, 93.8, 
83.3, 76.9, and 78.4%. The PPS showed a better performance in 
predicting ICAS (AUC, 0.73; 95% CI: 0.58, 0.89; p = 0.003) over 
HIR ≤ 0.22 (AUC, 0.65; 95% CI: 0.48, 0.81; p = 0.08) and CBV ≥ 0.90 
(AUC, 0.55; 95% CI: 0.39, 0.72; p = 0.53). The ROC curves are shown 
in Figure 6.

4 Discussion

In the study, an effortless and time-saving imaging technique was 
discovered, which facilitates the differentiation between intracranial 
atherosclerotic stenosis and intracranial embolism in acute anterior 
circulation stroke patients with MCA M1. The study found that the 
presence of PPS is more likely in patients with ICAS-related LVO. The 
existing literature on the prognostic capacity of AI software images for 
stroke etiology is limited. This study could contribute to facilitating 

further research on AI software imaging across a diverse range of 
clinical practitioners.

4.1 Potential mechanisms underlying PPS

The PPS may arise because the collateral circulation of patients 
with atherosclerotic stenosis is better than that of patients with 
embolism due to the chronic and usually slow progression, allowing 
sufficient time for opening and formation of collateral circulation 
(24–26). While the CTA collateral score did not reach statistical 
significance in this study, there was an observable proportional 
disparity between the positive and negative groups (22). The 
proportion of patients with good collateral circulation was significantly 
higher in the PPS-positive group compared with the PPS-negative 
group, whereas the proportion of patients with poor collateral 
circulation was significantly lower. Such findings potentially stem 
from the limited sample size inherent to our study and disparities in 
the methodologies employed for collateral circulation assessment. 
Consequently, a comprehensive large sample study is warranted to 
validate and substantiate our hypothesis. Chronic cerebral 
hypoperfusion may promote the formation of intracranial collateral 

FIGURE 3

Illustration of the definition of the patchy profile and its mimics. (A,B) are considered images with patchy profiles. (C,D) are considered patchy profile 
mimics. (A) The image is a complete composition, but the edges of the image are extremely irregular and do not satisfy any definition of geometric 
morphology. (B) The image consists of three patches of similar size. (C) The image consists of a complete figure but with a smooth curve on one edge. 
(D) The image consists of a patch of minor area.
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FIGURE 4

Illustration of the patchy profile sign negative. A male patient aged 68  years with occlusion of the right middle cerebral artery M1, where images with 
the patchy profile sign accounted for less than half of all images with hypoperfusion.

FIGURE 5

Illustration of the patchy profile sign positive. A male patient aged 66  years with occlusion of the right middle cerebral artery M1, where images with the 
patchy profile sign accounted for more than half of all images with hypoperfusion.
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arteries, as demonstrated in an animal model of bilateral carotid artery 
occlusion (27). Furthermore, the establishment of intracranial 
collateral circulation is related to the severity and velocity of cerebral 
vascular stenosis (28). Additionally, a previous study demonstrated 
that chronic cerebrovascular stenosis induces prolonged cerebral 
hypoperfusion, inducing a hypoxic-tolerant state in brain tissue. This 
results in an increased concentration of vascular growth factors, 
promoting the establishment of collateral circulation, and providing 
protection against cerebral ischemia (29). Furthermore, it was found 
that some patients who underwent endovascular treatment and 
achieved complete recanalization still experienced considerable 
hypoperfusion on rapid perfusion analysis. The mechanism behind 
this phenomenon remains unclear and may be related to inadequate 
microcirculatory reperfusion (30, 31). ICAS-related LVO with a more 
robust collateral circulation may encounter improved microcirculatory 
reperfusion after occlusion, leading to patchy areas of hypoperfusion. 
In contrast, embolization-related LVO may experience inadequate 

microcirculatory reperfusion due to the rapid occlusion, frequently 
exhibiting areas of hypoperfusion nearly identical to the region 
supplied by the responsible vessel. Our hypothesis posits that the 
presence of PPS in the hypoperfusion region may be attributed to the 
superior microcirculatory reperfusion in ICAS-related LVO compared 
to embolization-related LVO. Naturally, the confirmation of specific 
pathophysiological mechanisms requires further studies.

4.2 Imaging characteristics of ICAS-related 
LVO vs. embolism-related LVO

The study found that ICAS-related LVO had smaller areas of 
hypoperfusion compared to embolization-related LVO, which is 
consistent with prior investigations (22, 32). Contrary to 
embolization-related LVO, EVT for ICAS-related LVO is associated 
with a higher incidence of intraoperative reocclusion, an extended 

TABLE 1 Clinical, Demographic, and Radiological Characteristics of Patients with and without Patchy Profile Sign.

Variables Patchy profile sign 
positive (n  =  12)

Patchy profile sign 
negative (n  =  39)

P value

Male, n (%) 8 (66.7) 20 (51.3) 0.35

Age, years 69.1 ± 12.7 68.9 ± 11.5 0.97

Smoking, n (%) 5 (41.7) 11 (28.2) 0.48

Drinking, n (%) 4 (33.3) 11 (28.2) 0.73

Hypertension, n (%) 7 (58.3) 16 (41.0) 0.29

Diabetes, n (%) 2 (16.7) 11 (28.2) 0.71

Hyperlipidemia, n (%) 0 (0.0) 14 (35.9) 0.02

Onset to imaging time (min) 210.0 (158.0, 480.0) 240.0 (150.0, 420.0) 0.70

Onset to puncture time (min) 300.0 (240.0, 713.0) 390.0 (270.0, 720.0) 0.52

Atrial fibrillation, n (%) 4 (33.3) 18 (46.2) 0.43

Intravenous thrombolysis, n (%) 4 (33.3) 9 (23.1) 0.47

Systolic blood pressure, (mmHg) 147.0 ± 15.4 145.0 ± 28.4 0.82

Diastolic blood pressure (mmHg) 84.2 ± 10.5 79.9 ± 16.2 0.39

Random intravenous blood glucose (mmol/L) 5.5 (5.3, 6.9) 6.9 (5.7, 10.8) 0.046

Admission NIHSS scores 12.0 (8.0, 19.0) 16.0 (12.0, 21.0) 0.051

24 h NIHSS 8.4 ± 7.4 11.2 ± 7.1 0.25

GCS 15.0 (12.0, 15.0) 13.0 (10.0, 15.0) 0.06

CBF < 30%, (mL) 0.0 (0.0, 0.0) 15.00 (0.0, 48.0) 0.001

Tmax>6 s, (mL) 61.5 ± 38.2 158.8 ± 50.2 <0.001

Mismatch ratio# 13.9(13.0, 14.7) 5.5 (2.8, 12.0) 0.13

HIR 0.1 (0, 0.2) 0.5 (0.4, 0.6) <0.001

CBV 0.8 (0.7, 1.0) 0.7 (0.6, 0.8) 0.01

CTA collateral score 0.07

Good (3) 6 (50. 0) 7 (17. 9)

Intermediate (2) 5 (41. 7) 23 (60. 0)

Poor (0–1) 1 (8.3) 9 (23. 1)

ASPECTS 8.5 (7.0,9.8) 7.0 (6.0, 9.0) 0.10

Mismatch volume, (mL)* 60.6 ± 37.8 128.4 ± 44.3 <0.001

#Mismatch ratio is defined as Tmax > 6 s divided by CBF < 30%. *Mismatch volume refers to the regions where Tmax > 6 s does not match CBF < 30%. GCS, Glasgow Coma Scale; CBV, cerebral 
blood volume; HIR, hypoperfusion intensity ratio.
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operating time, elevated mortality rates, and reduced 
revascularization rates (33). In the management of ICAS-related 
LVO, interventions such as stenting, angioplasty, or a combination 
of these techniques are typically employed to achieve successful 
revascularization. Accurate identification of potential ICAS and 
the development of an optimal strategy for ICAS-related LVO 
ensure more effective recanalization of occluded vessels and a 
favorable prognosis for patients with this condition (34, 35). In this 
study, patients with ICAS were more likely to be  smokers but 
exhibited lower rates of atrial fibrillation, aligning with the findings 
of a separate study (24). The results of this study indicate that 
patients with ICAS, in comparison to those with intracranial 
embolism, manifested a lower NIHSS score, potentially attributed 
to superior collateral circulation in ICAS patients (26). In addition, 
the hypoperfusion volume, ischemic core volume, mismatch 
volume and HIR index in patients with intracranial embolism 
surpassed those in ICAS patients, while the CBV index in the 

embolism group was lower than that in the ICAS group. This 
finding aligns with previous studies (22, 24), and may be associated 
with the sudden onset, insufficient collateral circulation, and the 
presence of a large thrombus in patients with intracranial 
embolism (36).

4.3 Challenges in identifying etiology of AIS 
in emergency settings

It can be challenging to differentiate accurately between these 
two causes in clinical settings, particularly during emergency 
scenarios (37). The following imaging techniques are considered 
beneficial in assessing the nature of the lesions. High-resolution 
vessel wall MRI could help to identify ICAS (36, 38), while MRI 
examinations require significant time, patient cooperation, and are 
impractical for preoperatively assessing emergency surgery 

TABLE 2 Clinical, demographic, and radiological characteristics of patients with ICAS and intracranial embolism.

Variables The ICAS (n  =  19) The IE (n  =  32) P value

Male, n (%) 15 (78.9) 13 (40.6) 0.008

Age, years 65.5 ± 11.6 71.0 ± 11.4 0.10

Smoking, n (%) 10 (52.6) 6 (18.8) 0.01

Drinking, n (%) 8 (42.1) 7 (21.9) 0.13

Hypertension, n (%) 11 (57.9) 12 (37.5) 0.16

Diabetes, n (%) 5 (26.3) 8 (25.0) 1.00

Hyperlipidemia, n (%) 3 (15.8) 11 (34.4) 0.15

Onset to imaging time (min) 240.0 (180.0, 600.0) 240.0 (127.5, 382.5) 0.12

Onset to puncture time (min) 390.0 (280.0, 990.0) 360.0 (232.5, 585.0) 0.14

Atrial fibrillation, n (%) 2 (10.5) 20 (62.5) <0.001

Intravenous thrombolysis, n (%) 5 (26.3) 8 (25.0) 1.00

Systolic blood pressure, (mmHg) 154.2 ± 26.8 140.3 ± 24.2 0.06

Diastolic blood pressure, (mmHg) 85.0 ± 18.6 78.5 ± 12.3 0.14

Random intravenous blood glucose (mmol/L) 5.9 (5.3, 9.2) 6.7 (5.6, 10.7) 0.28

Admission NIHSS scores 12.0 (8.0, 19.0) 17.0 (13.0, 21.8) 0.003

24 h NIHSS 9.2 ± 6.5 11.3 ± 7.6 0.30

GCS 15.0 (11.0, 15.0) 12.5 (10.0, 15.0) 0.12

CBF < 30%, (mL) 0.0 (0.0, 5.0) 15.0 (0.0, 6.0) 0.002

Tmax>6 s, (mL) 105.3 ± 67.2 154.1 ± 53.6 0.006

Mismatch ratio# 12.7 (6.7, 18.2) 5.2 (2.6, 11.7) 0.05

HIR 0.3 (0.0, 0.4) 0.5 (0.4, 0.6) 0.001

CBV 0.8 (0.8, 0.9) 0.7 (0.6, 0.8) 0.02

CTA collateral score 0.71

Good (3) 6 (31.6) 7 (21.9)

Intermediate (2) 10 (52.6) 18 (56.3)

Poor (0–1) 3 (15.8) 7 (21.9)

ASPECTS 9.0 (7.0, 10.0) 7.0 (6.0, 8.8) 0.005

Mismatch volume, (mL)* 100.7 ± 64.6 119.4 ± 41.5 0.27

Patchy Profile Sign 10 (52.6) 2 (6.3) <0.001

#Mismatch ratio is defined as Tmax > 6 s divided by CBF < 30%. *Mismatch volume refers to the regions where Tmax > 6 s does not match CBF < 30%. ICAS = intracranial atherosclerotic 
stenosis; CBV = cerebral blood volume; GCS = Glasgow Coma Scale; HIR = hypoperfusion intensity ratio.
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candidates. Kim et al. reported that patients positive for hyperdense 
middle cerebral artery sign (HMCAS) had a higher incidence of 
intracranial embolism (67.8% vs. 48.9%, p = 0.005), whereas 
HMCAS-negative patients exhibited a higher incidence of ICAS 
(31.9% vs. 12.7%, p = 0.001) (39). However, several studies have 
demonstrated that HMCAS does not exhibit a significant correlation 
with the etiology of AIS (40, 41). Currently, identifying the etiology 
of AIS using HMCAS still requires extensive observational and 
demonstrative research. Furthermore, ICAS can be identified by the 
microcatheter first-pass effect observed during digital subtraction 
angiography (DSA) owing to the low burden of fresh thrombosis 
(14). However, the inability to clarify the etiology of the disease 
before surgery limits the promotion of clinical applications. A 
recent study found that a Tmax ratio of >10 s/>6 s could predict 
ICAS-related LVO with or without embolic sources before EVT 
(42). However, the study did not provide a specific cut-off value, 
and some patients could not calculate the ratio due to a Tmax >6 s 
value of zero. Therefore, it is necessary to identify more effective 
and simpler imaging signs to differentiate ICAS-related from 
embolization-related LVO. A recent study suggested that HIR ≤ 0.22 
(AUC, 0.85; 95% CI: 0.75, 0.96) and CBV ≥ 0.90 (AUC = 0.92, 95% 
CI: 0.81, 0.98) could serve as valid predictive biomarkers for ICAS 
(22). In this study, we dichotomized the two indices based on the 
cut-off values and compared them with the PPS. The analysis 
revealed that PPS had a higher AUC value for predicting 
atherosclerosis compared with HIR and CBV. Both HIR and CBV 
parameters are automatically calculated by software based on 
perfusion images and are currently used to reflect collateral 
circulation. A recent investigation has affirmed a significant 
association between favorable HIR and atherosclerosis (43). 
Importantly, in our current study, we observed the presence of the 
PPS in the perfusion images, suggesting a potential shared 
etiological mechanism with the two indicators.

4.4 Advantages and limitations of the study

Imaging signs such as thrombus imaging, diffusion-weighted 
imaging, vascular calcification, and collateral circulation are primarily 
obtained through catheter angiography or thrombectomy, rather than 
during routine CT scans (44, 45). MRI scanning can also yield some 
signs, but it necessitates that the patient keeps their heads motionless 
throughout the examination period. Recognizing these signs requires 
the expertise of specialized neurologists and imaging physicians, thus 
limiting their clinical application. A significant advantage of this 
research is the introduction of a novel imaging approach that can 
be easily detected in clinical environments. However, our study has 
some limitations. First, the study was retrospective with a small 
sample size, highlighting the need for additional prospective studies 
with larger sample sizes. Second, this study exclusively included 
patients with occlusion of the MCA M1. Subgroups were identified 
through imaging, and patients with persistent vascular occlusion were 
excluded, leaving uncertainty about whether similar conditions exist 
in patients with occlusion of other vessels. Third, while congestive 
heart failure in some patients may lead to decreased cerebral 
perfusion, it remains unclear whether these patients exhibit differences 
in AI software perfusion images. Consequently, such patients were not 
excluded from the present study, potentially introducing selection bias 
into the results. Furthermore, the imaging analysis in this study was 
conducted using the RAPID software, which might potentially limit 
its widespread applicability. Several software options are available for 
perfusion calculations, and further investigation is necessary to 
determine whether alternative software can produce comparable 
outcomes. Further research is required for the differential analysis of 
imaging features in patients with AIS of various etiologies. This will 
contribute to a more comprehensive assessment of AIS etiology, 
guiding the selection of clinical treatment options.

5 Conclusion

In conclusion, this study introduces a novel perfusion image sign 
associated with ICAS. The PPS may function as a specific imaging 
marker for the identification of ICAS and could potentially guide 
subsequent endovascular revascularization therapy. Further 
confirmation through prospective studies with larger sample sizes is 
necessary to validate the findings of this study.
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Introduction: Non-contrast computed tomography (CT) and CT angiography 
are the gold standard in neuroimaging diagnostics in the case of suspected 
stroke. CT perfusion (CTP) may play an important role in the diagnosis of stroke 
mimics (SM), but currently, it is not a standard part of the stroke diagnostic 
procedure. The project is a multicentre prospective observational clinical 
research focused on refining the diagnostics of stroke and stroke mimics (SM) 
in hospital care.

Aim: This study aimed to evaluate the degree of specificity and sensitivity of 
multimodal CT (NCCT, CTA, and CTP) in the diagnosis of SM versus stroke.

Methodology: In this study, we will include 3,000 patients consecutively admitted 
to the comprehensive stroke centres with a diagnosis of suspected stroke. On 
the basis of clinical parameters and the results of multimodal CT and magnetic 
resonance imaging (MRI), the diagnosis of stroke and SM will be established. To 
clarify the significance of the use of the multimodal CT scan, the analysis will 
include a comparison of the blinded results for each imaging scan performed by 
radiologists and AI technology and a comparison of the initial and final diagnosis 
of the enrolled patients. Based on our results, we will compare the economic 
indicators and costs that would be saved by not providing inadequate treatment 
to patients with SM.

Conclusion: The expected outcome is to present an optimised diagnostic 
procedure that results in a faster and more accurate diagnosis, thereby 
eliminating the risk of inadequate treatment in patients with SM.

Clinical trial registration: clinicaltrials.gov, NCT06045455.
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Introduction

Stroke mimics (SM) present a wide variety of neurological 
disorders that exhibit symptoms similar to those of a proven 
cerebrovascular accident (CVA—stroke), despite not being a true 
stroke. Every year, stroke affects approximately 28,000 people across 
the entire age spectrum in the Czech Republic, out of which one-third 
of patients succumb to the damage, some patients remain with a 
permanent deficit, and only a proportion of these patients recover 
fully from this disease. To achieve a positive outcome for patients with 
stroke, it is essential to initiate treatment early, which requires the 
early recognition of symptoms and the diagnosis of stroke. However, 
a rapid assessment can lead to the unintentional treatment of patients 
with SM, which is not indicated, is costly, and can lead to 
complications. A meta-analysis of data from 62,664 patients indicates 
that the average prevalence of SM is 24.8% (with an interval of 
20–50%). The frequency of SM varies and depends on where the 
diagnosis is conducted and whether the patients are assessed by a 
physician at the emergency department or by a neurologist (1, 2).

SM can be divided into two main categories: medical SM and 
functional SM. Medical SM consist of brain disorders (migraine, 
seizures, posterior reversible encephalopathy syndrome/PRES, 
epidural/subdural haematomas, hypertensive encephalopathy, or 
brain tumours) and systemic diseases (electrolyte dysfunction and 
metabolic/toxic disorders). The frequency of the individual types of 
SM varies across different studies. The most recent comprehensive 
review showed the following frequencies of the different types of SM: 
peripheral vestibular syndrome 23.2%, toxic/metabolic disorders 
13.2%, seizures 13%, migraine 7.8%, syncope 6%, mononeuropathy 
5%, space-occupying brain lesions 4%, acute confusion 1.9%, 
dementia 1.2%, and spinal cord lesions 0.7% (3).

CT perfusion (CTP) identifies the ischaemic brain tissue in 
patients with suspected stroke even when non-contrast head 
computed tomography (NCCT) is normal (4, 5). CTP can estimate 
brain regions with a high probability of irreversible infarction 
(ischaemic core) and areas at risk of infarction (penumbra). CTP is a 
functional examination of the brain tissue that characterises the state 
of brain perfusion and provides information on the current functional 
state of the microcirculation (6). These facts provide very important 
prognostic information in the cases of successful and unsuccessful 
acute recanalisation treatment. CTP allows the selection of suitable 
candidates for recanalisation treatment after 6 h in the case of 
mechanical thrombectomy (MT) and after 4.5 h in the case of 
intravenous thrombolysis (IVT), or if the time of stroke onset is 
unknown. Recent studies have demonstrated the benefit of MT within 
6 h from the onset of stroke in patients with a large ischaemic core. The 
importance of CTP as an indication for acute recanalisation treatment 
has decreased, but the prognostic and diagnostic roles of CTP is still 
essential (7). Perfusion imaging abnormalities have also been reported 
to be useful in differentiating SM from acute ischaemic stroke and 
may inform treatment decision-making (8–11).

Exclusion of ischaemic stroke and early detection of SM are 
crucial in reducing the number of unindicated intravenous 
thrombolysis (IVT) treatments, which is the first choice of treatment 
for patients with stroke. In the randomised Norwegian Tenecteplase 
Stroke Trial (NOR-TEST) study that assessed the effect of tenecteplase 
in ischaemic strokes, IVT was administered to 18% of patients 
(tenecteplase vs. alteplase) with a diagnosis other than ischaemic 

stroke (12). Unindicated administration of IVT can cause possible 
negative implications for patients (extra or intracerebral haemorrhage, 
orolingual angioedema, etc.), thereby leading to permanent health and 
social stigma.

The existing literature predominantly consists of a small quantity 
of case series concerning SM and have often included only patients 
with seizures or migraines. In reality, the spectrum of SM is much 
wider. In this respect, the present project is unique when compared 
with the current published studies.

Overall goals of the project

This project aims to optimise hospital diagnostics for stroke and 
SM symptoms, focusing on the specificity and sensitivity of 
multimodal brain imaging compared to conventional imaging. The 
specific goals of the study include evaluating diagnostic outcomes 
between blinded radiologists/AI technology and clinical diagnosis as 
well as comparing economic indicators to identify potential savings 
from avoiding unnecessary treatments.

Methods

The study employs a prospective multicentre observational design 
in two Czech comprehensive stroke centres, enrolling an estimated 
3,000 patients over 3 years.

The inclusion criteria include acute neurological deficits with 
symptoms lasting up to 24 h and NIHSS ≥0 points (National Institutes 
of Health Stroke Scale) at enrolment.

The exclusion criteria include age < 18 years, previous severe 
neurological handicap (mRS = 5), contraindications for CT contrast 
scan or MRI (pregnancy, severe renal failure, allergy to contrast 
material, or claustrophobia), and patient non-consent. For the trial 
flow, see the STARD diagram (Figure 1).

Monitored parameters

The following data will be collected and evaluated in Table 1.

Stroke protocol

Multimodal CT
All patients with acute neurological deficits (stroke, transient 

ischaemic stroke (TIA), or SM) will undergo neuroimaging diagnostic 
procedures as per the stroke protocol, i.e., initial multimodal brain CT 
(NCCT, CTP, and computed tomography angiography (CTA)), 
followed by follow-up NCCT within 24–36 h.

The basic CTP parameters define perfusion maps, which express 
the mean transit time, cerebral blood flow, and cerebral blood volume. 
Currently, the maps defining the so-called maximum time (Tmax) are 
also essential. The AI software package allows us to determine the 
extent of irreversible ischaemia (decrease in CBF below 30% of the 
reference bilateral value) and potentially the tissue that can be rescued, 
i.e., penumbra (prolongation of Tmax over 6 s).

Type of CT device—CT Force Siemens.
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Stroke protocol: Unenhanced brain: 120 kV (CarekV), 300 mAs 
(CareDose), collimation 128 × 0.6 mm rotation time 0.5 s Recon: slice 
0.75 mm, 5 mm, kernel Hr 40.

CTP: 70 kV, 200 mAs, collimation 48×1.2 mm, brain coverage-4D 
range: 114 mm.

Cycle time 1.5 s exam time 45 s rotation time 0.25 s contrast 
medium—40 mL intravenous.

CTA: 120 kV (CarekV), 84 mAs (Care Dose), collimation 128 
× 0.6 mm.

Recon: slice 0.5 mm, 3 mm, kernel Hr 36, contrast 
medium—50 mL intravenous.

MRI examination
All patients without a confirmed concordant hypoperfusion or 

cerebral ischaemia on their previous CT scans will undergo an MRI 
examination between the third and seventh day after admission to 
hospital to confirm the diagnosis of SM.

The MRI examination will be  performed using the Siemens 
Prisma, 3.0 T scanner (Siemens, Erlangen, Germany). The imaging 
protocol includes:

 - localisers;
 - diffusion weighted imaging (DWI) with b-factor values 0, 400, 

and 800 s/mm2, calculated b-value of 1,000 s/mm2. ST 3.0 mm, 
GAP 0.6 mm, TR 2900 ms, TE 60 ms, FOV 256 mm, BW 868 Hz/
Px, number of slices 40, TA 2:09;

 - reconstructed maps of an apparent diffusion coefficient 
(ADC maps);

 - 3D FLAIR sequence. The examination will be performed in the 
sagittal plane with 1 mm MPR axial and coronal reconstructions. 
TR 5500 ms, TE 383 ms, ST 1 mm, number of slices 160, GAP 0, 
TI 1800 ms, FA T2 Var. deg., BW 751 Hz/Px, TF 220, TA—
acquisition time 3:46. Total examination time 6:12+ 
shimming time.

Follow-up brain MRI will be performed on the following patients 
as per the stroke protocol:

 1 Patients with a negative initial multimodal CT scan.
 2 Patients with discordant CTP results, which means that the 

location of the hypoperfusion does not correspond with the 
neurological symptoms, or patients with CTP 
technical artefacts.

 3 Patients with a negative follow-up brain NCCT.
 4 Patients with an NIHSS score of zero upon admission to the 

hospital and 24 h after the onset of TIA.

Analyse of CT and MRI examination

The results of NCCT, CTA, and CTP will be evaluated by a blinded 
radiologist against the clinical diagnosis and will then be compared 
with the multimodal CT examination evaluated by AI. The 
concordance of a positive CTP finding in relation to the clinic will 
be  assessed by a specialist stroke neurologist. The AI software 
(e-Stroke, Brainomix, Oxford) provides a fully automated scoring tool 

FIGURE 1

STARD diagram.
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for analysing CT and MRI examinations. The software calculates 
e-ASPECT and the volume of ischaemia; it analyses CTP and the 
values of collateral circulation. Furthermore, it can determine the area 
of vascular occlusion and the size of ischaemia on MRI. In this respect, 
Brainomix e-STROKE software is a unique and irreplaceable tool.

Determination of the definitive diagnosis

Two neurologists specialised in treating and diagnosing stroke 
will confirm the diagnosis independently.

The following patients will be diagnosed with an ischaemic stroke:

 a Patients with a finding of hypodensity corresponding with 
subacute ischaemia on the initial brain CT examination.

 b Patients with a new subacute ischaemic lesion on the follow-up 
NCCT scan within 36 h from the onset of the 
neurological deficit.

 c Patients with an ischaemic brain lesion on their MRI scan 
within 3–7 days from the onset of the neurological deficit.

The diagnosis of SM will be  determined by the 
following parameters:

 a organic lesion of aetiology other than ischaemic stroke on the 
NCCT scan,

 b negative CTP, discordant CTP, and negative control brain MRI,

 c two neurologists and two radiologists specialised in treating 
and diagnosing stroke will confirm the diagnosis of SM 
independently, considering the correlation of imaging and 
clinical data (see clinical data checklist). The radiologists will 
also assess other thresholds during the CTP examination than 
the classically established ones (e.g., T max less than 6 s). Both 
stroke consultants will assess the final diagnosis for the whole 
group with and without knowledge of the CTP result.

Follow-up visit

Telephone or outpatient appointment within 90 days from the 
onset of the neurological deficit. During this visit, the patient’s mRS 
value, recurrence of symptoms, and clinical condition should 
be evaluated.

Quality of life (QoL) evaluation and 
pharmacoeconomic analysis

We have incorporated a quality of life (QoL) evaluation 
framework into our study to demonstrate our commitment to a 
holistic approach to patient care and to enhance the understanding 
of the benefits of accurate diagnosis beyond the immediate clinical 
outcome. The QoL framework in our study includes both the 

TABLE 1 Following data will be collected and evaluated.

Patient history

Age

Sex

Comorbidities

Long-term medication

Hypertension, diabetes mellitus, heart disease, arrhythmia, hyperlipidemia, mental 

disorders, cephalgia, migraine, epilepsy, oncological disease, cognitive deficit

antithrombotic medication, hormonal anticonception

Hospitalisation data

Date and time of stroke/stroke mimics

Date of hospital admission

Hospitalisation, duration

standard, ICU

Systolic/diastolic blood pressure

Laboratory parameters-INR, glycemia, Increase in liver tests, kidney failure, drugs in 

the blood

Clinical data

mRS

NIHSS

Neurological deficit

Type of treatment

Multimodal brain CT scan on admission

Follow-up NCCT

Brain MRI results

Final diagnosis

Pre-morbid, at discharge

on admission, 24 h after the admission to hospital

NCCT, CTA, CTP

during 24–36 h after the admission

in indicated patients

stroke, stroke mimics

Follow-up visit

mRS value

Recurrence of symptoms

Clinical condition
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Modified Rankin Scale (mRS) and the quality-adjusted life years 
(QALY) metrics (13).

The mRS is known for its direct relevance to stroke outcomes and 
its ability to measure changes in functional status. Furthermore, it is 
simple and easy-to-use tool that is widely accepted and validated in 
stroke research. In the context of pharmacoeconomic analysis in our 
study, the mRS provides a quantifiable outcome measure that can 
be  related to QALYs and other economic evaluations. QALYs are 
commonly used in health economics. Our study aims to highlight how 
an accurate diagnosis can lead to a better patient outcome and 
potentially lower healthcare costs over time (14, 15).

Statistic analysis

A minimum of 718 patients is required to demonstrate significant 
differences between diagnostic approaches. The analysis involves 
appropriate statistical tests and logistic regression to assess factors 
influencing clinical diagnosis. It is expected that the total number of 
enrolled patients will be 3,000 in order to ensure the availability of all 
established parameters and, particularly, the relevance of the data 
obtained. The sample size was determined using the proportional data 
from the pilot project (p = 0.34 for the observation group and a desired 
effect of at least 10%), 5% significance level, and 80% power.

Numerical variables are presented as medians and ranges or 
interquartile ranges. Categorical variables are presented as absolute 
and relative frequencies. The association between demographic, 
clinical, or radiographic variables and the clinical diagnosis (stroke 
and stroke mimic) is analysed using appropriate statistical tests—
Mann–Whitney test, chi-squared test of independence for contingency 
tables, or other statistical tests, if necessary. Eventually, logistic 
regression can be used for analysing the effect of multiple factors on 
the clinical diagnosis.

The diagnostic accuracy of applied diagnostic methods will 
be  evaluated using common measurements, including accuracy, 
sensitivity, specificity, positive predictive value, and negative predictive 
value. The characteristics will be  reported with their confidence 
intervals. The significance level is set to 5%, and statistical analyses will 
be performed using appropriate statistical software (R, STATA) with 
maximum available data.

The pharmacoeconomic analysis will include a health technology 
assessment (HTA) to calculate the potential value of innovation at an 
early stage, analysing not only the QoL of patients but also the costs 
associated with the treatment of stroke and SM. The calculation of 
costs is based on the average cost of thrombolysis and its associated 
treatment, representing the incremental cost (IC). Economic 
evaluation is organised as a test of dominance of improved results 

(meaning fewer complications associated with the administration of 
thrombolysis) and lower costs.

To calculate the overall benefit, the value of the QoL and the 
specific parameter of the quality-adjusted life years (QALY) set for the 
Czech Republic will be used.

The results will be  reported as expected ICs and effects (E) 
expressed in quality-adjusted years of life (QALY).

Pilot project
The design of the proposed research project is based on the pilot 

analysis that was carried out in the Comprehensive Stroke Centre in 
the Hospital in Ceske Budejovice, where data from a total of 109 
patients with suspected stroke were evaluated. These patients 
underwent multimodal CT examinations (NCCT, multiphase CTA, 
and CTP) as per the stroke protocol. MRI examination DWI/FLAIR 
mismatch was selectively indicated as determined by the 
clinical context.

Based on the performed examinations, stroke was detected in 72 
cases, and SM were detected in 37 cases (34%) (see Tables 2, 3).

Seven patients (6.4%) had symptoms caused by a metabolic 
disorder and/or a cardiovascular disorder; five patients (4.6%) had 
symptoms of seizures; and three patients in each group (2.8%) had 
symptoms of functional disorder, trauma, and neuropsychiatric 
manifestations (see Table 2). The SM diagnosis was determined in the 
cases of drug intoxication in two patients (1.8%) and Bell’s palsy, 
vestibular syndrome, migraine, and spondylogenic symptoms in one 
patient. An inconclusive or unexplained cause of health complications 
was found in a total of 10 (9.2%) cases.

Discussion

This project aims to clarify stroke and SM symptoms in hospital 
care, potentially modifying care provision. It could substantiate 
international publications and validate the role of multimodal CT in 
stroke and SM diagnosis.

It is common knowledge that the examination with the highest 
sensitivity and specificity for the diagnosis of ischaemic stroke is the 
MR examination of the brain (16). MR examination has numerous 
contraindications, and as part of an acute diagnosis, stroke is not 
routinely used. On the other hand, multimodal CT examinations 
(including non-contrast head CT (NCCT), head and neck CT 
angiography (CTA), and CTP) may play a significant role in providing 
accurate information about brain pathology in a short period of time. 
NCCT (17) and head and neck CTA, which are commonly used for 
the detection of large vessel occlusion, remain the gold standard in 
neuroimaging diagnostics in the case of suspected stroke, whilst CTP 
may play an important role in the diagnosis of SM. However, CTP is 
currently not a standard part of the diagnostic procedure in most 
stroke centres. Most patients with SM exhibited discordant clinical 
findings when compared to CTP imaging. Normal or entirely 
discordant Tmax of 6 s abnormalities are more common in patients 
with SM. Therefore, CTP could be crucial when deciding on the use 
of intravenous thrombolytic therapy (4). The sensitivity of acute 
NCCT examination for the diagnosis of ischaemic stroke is low 
(33%) (5).

The outcome of this project is based on the evaluation that the 
combination of NCCT, CTA, and CTP is superior to NCCT alone or 

TABLE 2 Demographic data of patients in a pilot project.

Suspected stroke 109 patients

Stroke 66% Stroke mimics 34%

Male 53% Male 51%

Female 47% Female 49%

Age (average 

value) 71.1 ± 15.5 Age (average’) 67.9 ± 15.5
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the combination of NCCT and CTA in the diagnosis of SM in patients 
with acute neurological deficits. The final diagnosis of SM will 
be  determined based on a unique combination of knowledge of 
clinical data and multimodal CT and MRI results.

Conclusion

The project’s anticipated outcome is an optimised diagnostic 
procedure, reducing the risk of inadequate treatment for suspected 
stroke patients. The applied research may yield health and 
socioeconomic benefits, improving healthcare provision and 
reducing costs.
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Aim: The objective of this study is to develop accurate machine learning

(ML) models for predicting the neurological status at hospital discharge of

critically ill patients with hemorrhagic and ischemic stroke and identify the risk

factors associated with the neurological outcome of stroke, thereby providing

healthcare professionals with enhanced clinical decision-making guidance.

Materials and methods: Data of stroke patients were extracted from the eICU

Collaborative ResearchDatabase (eICU-CRD) for training and testing sets and the

Medical Information Mart for Intensive Care IV (MIMIC IV) database for external

validation. Four machine learning models, namely gradient boosting classifier

(GBC), logistic regression (LR), multi-layer perceptron (MLP), and random forest

(RF), were used for prediction of neurological outcome. Furthermore, shapley

additive explanations (SHAP) algorithm was applied to explain models visually.

Results: A total of 1,216 hemorrhagic stroke patients and 954 ischemic stroke

patients from eICU-CRD and 921 hemorrhagic stroke patients 902 ischemic

stroke patients from MIMIC IV were included in this study. In the hemorrhagic

stroke cohort, the LR model achieved the highest area under curve (AUC) of

0.887 in the test cohort, while in the ischemic stroke cohort, the RF model

demonstrated the best performance with an AUC of 0.867 in the test cohort.

Further analysis of risk factors was conducted using SHAP analysis and the results

of this study were converted into an online prediction tool.

Conclusion: ML models are reliable tools for predicting hemorrhagic and

ischemic stroke neurological outcome and have the potential to improve critical

care of stroke patients. The summarized risk factors obtained from SHAP enable

a more nuanced understanding of the reasoning behind prediction outcomes

and the optimization of the treatment strategy.

KEYWORDS

critical care, machine learning, model interpretability, prediction model, stroke

Introduction

Stroke encompasses a set of conditions characterized by the sudden rupture or

occlusion of cerebral blood vessels, ultimately resulting in insufficient blood flow and

subsequent damage to brain tissue. Clinically, stroke is broadly classified into two

main types—ischemic and hemorrhagic—with the latter comprising intracerebral and
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subarachnoid hemorrhage forms (1). Stroke affects a staggering

one in every four individuals over 25 years of age, rendering it the

second most common cause of mortality and third leading cause of

disability among adult populations worldwide (2). Approximately

16 million people worldwide suffer from various motor and

cognitive impairments as a result of stroke, which are often

unavoidable sequelae for stroke patients, and severely affects the

mobility and quality of life of stroke victims (3).

Acute stroke patients often enter the intensive care unit (ICU)

due to consciousness disorders, cardiopulmonary complications,

circulatory instability, or acute thrombolytic therapy (4).

Compared with patients admitted to a dedicated neurological ward

or stroke unit, those with stroke who are admitted to the ICU

exhibit heightened neurological severity, notable impairment of

consciousness at a moderate to severe level, often necessitating

mechanical ventilation, and encounter an elevated risk of hospital

mortality (5, 6). ICU provides complex and resource-intensive

treatment for hospitalized patients with severe conditions, but

current medical resources are often insufficient to meet the needs

of ICU patients, and hospitals face pressure to improve critical care

efficiency and reduce costs (7). Early prediction of neurological

outcome in critically ill stroke patients can provide important

references for patients and their families, and can also guide

clinicians to give the best intervention measures to patients.

In contrast to conventional predictive models that rely on

established variables for computation, machine learning (ML)

approaches offer the distinct advantage of incorporating a

broader range of variables that more comprehensively capture

the intricacies and inherent unpredictability of human physiology

(8, 9). Consequently, ML has emerged as a promising tool in the

medical field, with its capacity to integrate abundant variables,

extract nuanced insights, and generalize acquired knowledge

to novel cases with remarkable efficiency and precision (10,

11). Furthermore, interpretable machine learning is increasingly

being applied in clinical research, demonstrating robust clinical

applicability and guiding capabilities (12, 13).

In this work, we aimed to construct ML models for early and

effective prediction of neurological outcome at hospital discharge

in critically ill patients with hemorrhagic and ischemic stroke, and

employed the shapley additive explanations (SHAP) methods to

elucidate the underlying reasons and decision-making processes

involved within the optimal algorithm.

Materials and methods

Study design

The implementation of the study design was shown in Figure 1.

The present study was a retrospective modeling study utilizing

data from two widely used databases—the eICU Collaborative

Research Database (eICU-CRD v2.0) spanning 2014–2015 and

the Medical Information Mart for Intensive Care IV (MIMIC

IV version 2.2) covering 2008–2019. The author of this study

underwent rigorous training, culminating in certification (number

49437998), and was tasked with data extraction following secure

access to both databases.

Participants

In this study, patients diagnosed with stroke according to

the ninth and 10th revisions of the international classification of

diseases were included (Table 1). These patients were then stratified

into hemorrhagic and ischemic cohorts for comparative analysis.

Inclusion criteria included individuals over 18 years of age but

under 89 years of age who had been in the ICU for at least more

than 24 h, along with a Glasgow Coma Scale (GCS) score within

24 h of admission and a documented motor GCS score within

24 h prior to discharge. It is important to note that in the case of

repeat ICU admissions, only data relating to the first ICU admission

were retained.

Variables extraction and outcome

In this study, detailed demographic data were collected on

age, gender, race, weight, height, and body mass index (BMI). The

maximum, minimum and mean values of vital signs during the

initial 24 h of ICU admission were extracted, encompassing heart

rate (HR), systolic blood pressure (SBP), diastolic blood pressure

(DBP), mean blood pressure (MBP), temperature, respiratory

rate (RR), and oxygen saturation (SpO2). Laboratory parameters

obtained within the first 24 h of admission were also extracted.

For certain parameters with multiple measurements, both the

maximum and minimum values were evaluated. Moreover, the

medical interventions employed during the 1st day of admission,

such as mechanical ventilation and renal replacement therapy,

along with the illness severity scoring systems, namely Charlson

comorbidity index, GCS, acute physiology score III (APS III), and

sequential organ failure assessment (SOFA), were recorded. Table 2

summarized the variables extracted.

The objective of this study was to investigate neurological

status at the time of hospital discharge. In the stroke population,

the National Institute of Health stroke scale (NIHSS) is a widely

accepted metric to determine neurological outcomes. However,

since NIHSS was not recorded in eICU-CRD or MIMIC IV, we

adopted a surrogate neurological outcome marker based on the

motor subscore of the Glasgow Coma Score (mGCS) at discharge.

The mGCS score was stratified into two categories, favorable

(mGCS score of 6) and unfavorable (mGCS score < 5).

Data preprocessing

In our data preprocessing approach, variables with

missing values exceeding 40% were identified as unreliable

and thus removed from the dataset to ensure data integrity.

Outliers were then detected using the Interquartile Range

(IQR) method, computed as the difference between the

75th and 25th percentiles (Q3 and Q1, respectively). Data

points falling outside the range of Q1 - 1.5 ∗ IQR or Q3

+ 1.5 ∗ IQR were flagged as outliers and subsequently

eliminated based on statistical conventions. Finally, the

multiple imputation method was employed for the imputation

of missing numerical values. Renowned for its robustness
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FIGURE 1

Workflow of the study and flow diagram of study participants inclusion.

and capacity to handle intricate datasets, this algorithm

efficiently imputes missing values while preserving the inherent

data structure.

Model development

In order to prevent overfitting and simplify the model,

we simplified the feature data for each outcome, thereby

enabling the models to identify underlying patterns in the

data and enhance their generalization capability. To achieve

this goal, we utilized the least absolute shrinkage and selection

operator (LASSO), a machine learning algorithm, and selected

the optimal regularization coefficient lambda through a cross-

validation process. Specifically, we opted 10-fold for cross-

validation to determine the regularization parameter λ (penalty

parameter) in the LASSO algorithm. This parameter facilitates

variable selection and shrinkage, enabling the compression of

some non-essential variables to zero once λ surpasses a certain

threshold, thereby excluding them from the model. Through

the computation of performance metrics, such as mean squared

error, across various λ values during the cross-validation process,

we identified the λ value corresponding to the minimum

mean squared error as the final regularization parameter. At

this λ value, the non-zero coefficients denote the selected

significant features. Our study involved four machine learning

models, namely Gradient Boosting Classifier (GBC), Logistic

Regression (LR), Multi-Layer Perceptron (MLP), and Random

Forest (RF). They are all classification models in supervised

learning, with GBC being an ensemble learning model, MLP

being a deep learning model, while LR and RF are traditional

machine learning models. To optimize model performance, we

performed hyperparameter tuning with pre-set hyperparameters

(Supplementary Tables 1, 2). The hyperparameter tuning was

carried out using 10-fold cross-validation during the training

set loop.

External validation

We conducted external validation using the MIMIC IV

dataset, ensuring consistency in patient inclusion criteria and data

processing methods with those described for the eICU patient data.

Additionally, we ensured that the clinical indicators analyzed in

the MIMIC database maintained consistent units with those in the

eICU patient data to ensure the accuracy of validation.
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TABLE 1 The international classification of diseases codes of the patients

included in the study.

Stroke
subtype

ICD code ICD
version

Description

Hemorrhagic stroke 430 9 Subarachnoid

hemorrhage

431 9 Intracerebral

hemorrhage

432 9 Other and

unspecified

intracranial

hemorrhage

I60 10 Subarachnoid

hemorrhage

I61 10 Intracerebral

hemorrhage

I62 10 Other

non-traumatic

intracranial

hemorrhage

Ischemic stroke 433 9 Occlusion and

stenosis of

precerebral

arteries

434 9 Occlusion of

cerebral arteries

I63 10 Cerebral

infarction

I65 10 Occlusion and

stenosis of

precerebral

arteries, not

resulting in

cerebral

infarction

I66 10 Occlusion and

stenosis of

cerebral arteries,

not resulting in

cerebral

infarction

Statistical analysis

We evaluated the predictive performance of our model

by measuring several common performance metrics, including

accuracy, positive predictive value (PPV), negative predictive value

(NPV), sensitivity, specificity, F-measure (F1), and area under

the curve (AUC). To determine statistical significance, we used

a threshold of P < 0.05 and applied Two-tailed Student’s t-tests

or Mann-Whitney U-tests for continuous variables, as well as

Chi-squared or Fisher’s exact tests for categorical variables.

Results

Participants

A total of 1,216 hemorrhagic stroke patients and 954 ischemic

stroke patients from the eICU-CRD dataset, as well as 921

TABLE 2 Clinical features overview.

Categories Features

Demographics Age, gender, race, weight, height, and BMI

Vital signs Heart rate, systolic blood pressure, diastolic

blood pressure, mean blood pressure,

temperature, respiratory rate, oxygen

saturation, and urineoutput

Laboratory results Anion gap, bicarbonate, creatinine, chloride,

glucose, hematocrit, hemoglobin, lactate,

platelet, potassium, ptt, inr, pt, sodium, bun,

wbc, and calcium

Medical treatment Mechanical ventilation, renal replacement

therapy, and vasopressor

Illness severity scoring

systems

Charlson comorbidity index, Glasgow Coma

Scale, Acute Physiology Score III, and

Sequential Organ Failure Assessment

BMI, bodymass index; PTT, partial thromboplastin time; INR, international normalized ratio;

PT, prothrombin time; BUN, blood urea nitrogen; WBC, white blood cell.

hemorrhagic stroke patients and 902 ischemic stroke patients

from the MIMIC IV dataset, were included in this study. The

comparison of baseline features is presented in Table 3, while

Supplementary Table 3 provides a summary of specific information

for all patients.

In cohort extracted from the eICU-CRD, 33.47% (n = 407) of

hemorrhagic stroke patients had unfavorable neurological outcome

at discharge, while 25.47% (n= 243) of ischemic stroke patients had

unfavorable neurological outcome at discharge. The proportion of

unfavorable neurological outcome for hemorrhagic and ischemic

stroke patients from MIMIC IV was 50.71% (n = 467) and 40.13%

(n = 362), respectively. Supplementary Table 4 showed the specific

information on hemorrhagic and ischemic stroke patients across

training and testing sets.

Feature selection

The results of feature selection based on the LASSO algorithm

was shown in Figures 2A–D. The optimal regularization coefficient

lambda for each clinical outcome was selected through a cross-

validation process. In hemorrhagic cohort, the optimal lambda

value for predicting neurological outcome was 0.01023367 and

0.01618563 in ischemic cohort. Figure 2E showed a Venn diagram

of the features selected to predict neurological outcome in

hemorrhagic and ischemic stroke. Upon application of the LASSO

algorithm, a total of 26 and 23 features were discerned to

be associated with neurological outcomes in patients diagnosed

with hemorrhagic stroke and ischemic stroke, respectively.

Encouragingly, it was observed that 13 features exhibited shared

significance across both stroke types, emphasizing potential

converging mechanisms influencing neurological outcomes.

Model performance

Four models, GBC, LR, MLP, and RF were generated to

predict neurological outcome in the extracted cohort using the
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TABLE 3 Baseline characteristics of included patients.

Hemorrhagic stroke Ischemic stroke

eICU-CRD MIMIC IV P-value eICU-CRD MIMIC IV P-value

(n = 1,216) (n = 921) (n = 954) (n = 902)

Demographic

Age 64.47 (15.53) 65.63 (15.04) 0.0839 66.38 (14.16) 67.75 (14.02) 0.037

Gender 0.00104 0.00682

Female 656 (53.95 %) 430 (46.69 %) 502 (52.62 %) 417 (46.23 %)

Male 560 (46.05 %) 491 (53.31 %) 452 (47.38 %) 485 (53.77 %)

Race <0.001 <0.001

Asian 17 (1.40 %) 46 (4.99 %) 6 (0.63 %) 23 (2.55 %)

Black 212 (17.43 %) 90 (9.77 %) 110 (11.53 %) 89 (9.87 %)

Hispanic 23 (1.89 %) 40 (4.34 %) 11 (1.15 %) 25 (2.77 %)

Other/unknown 74 (6.09 %) 233 (25.30 %) 35 (3.67 %) 207 (22.95 %)

White 890 (73.19 %) 512 (55.59 %) 792 (83.02 %) 558 (61.86 %)

Weight 82.61 (22.55) 80.01 (22.49) 0.00896 83.88 (23.25) 82.31 (23.30) 0.149

Severity scores on admission

Charlson comorbidity

index

3.37 (2.48) 5.29 (2.77) <0.001 3.76 (2.35) 6.11 (2.90) <0.001

GCS 11.43 (4.37) 12.40 (3.84) <0.001 12.34 (3.61) 13.03 (3.36) <0.001

APSIII 46.29 (26.13) 43.49 (23.86) 0.0113 43.15 (24.15) 44.07 (23.93) 0.422

SOFA 3.57 (2.76) 4.21 (3.65) <0.001 3.28 (2.88) 4.30 (3.81) <0.001

First day treatment

Vasopressor 62 (5.10 %) 186 (20.20 %) <0.001 73 (7.65 %) 197 (21.84 %) <0.001

Renal replacement

therapy

13 (1.07 %) 24 (2.61 %) 0.0114 13 (1.36 %) 23 (2.55 %) 0.092

Mechanical ventilation 445 (36.60 %) 421 (45.71 %) <0.001 277 (29.04 %) 303 (33.59 %) 0.191

Hospital length of stay,

day

8.78 (8.74) 8.57 (9.72) 0.622 7.50 (11.59) 9.30 (11.46) <0.001

ICU length of stay, day 5.86 (6.39) 7.61 (8.06) <0.001 4.44 (5.72) 7.90 (9.86) <0.001

Neurological outcome

Favorable 809 (66.53 %) 454 (49.29 %) <0.001 711 (74.53 %) 540 (59.87 %) <0.001

Unfavorable 407 (33.47 %) 467 (50.71 %) 243 (25.47 %) 362 (40.13 %)

Data are n (%) or mean (SD).

GCS, Glasgow Coma Scale; APSIII, Acute Physiology Score III; SOFA, Sequential Organ Failure Assessment.

selected features. Acute physiology and chronic health evaluation

IV (APACHE IV), a wildly used method for evaluating critically

ill patients, was assessed to compared with the generated models

in testing set. A set of detailed performance metrics for various

machine learning models was presented in Table 4. Figures 3A, C

depicted the predictive performances of the four models and

APACHE reference in terms of AUC curve and decision curve

analysis (DCA) curve. Among the four models, LR model showed

the highest accuracy (0.83), PPV (0.734), specificity (0.86), F1

(0.752) and AUC (0.887). The performance of the optimal model

was improved compared to APACHE reference. According to the

DCA curves of the four predictive models, the net benefit for LR

model was larger over the range of the other models.

In the same way, the four models were generated to predict

neurological outcome in ischemic stroke cohort. Figures 3B, D

exhibited the discrimination performance of these models via AUC

and DCA curves in the testing set. The predictive performance of

each model was presented in Table 5. Of the four models, RF model

had the best predictive performance (AUC = 0.867). Besides, RF

model had the highest F1 (0.66). In addition, GBC model had the

highest NPV (0.973) and sensitivity (0.945) and LR model had the

highest accuracy (0.794), PPV (0.57) and specificity (0.799).
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FIGURE 2

Feature selection using LASSO algorithm. Tuning parameter λ selection by 10-fold cross-validation with minimum criteria. The binomial deviance is

plotted on the y-axis against the logarithm of λ on the x-axis. Vertical dotted lines are drawn at the optimal value of λ, which corresponds to the

point where the model achieves the best fit to the data. (A, C) Depicting partial likelihood deviance of the LASSO regression for neurological

outcome of patients with hemorrhagic and ischemic stroke, respectively. (B, D) Coe�cient profile of the clinical features associated with

neurological outcome of patients with hemorrhagic stroke and ischemic stroke. (E) Venn diagram of selected features associated with neurological

outcome in hemorrhagic and ischemic stroke. LASSO, least absolute shrinkage and selection operator.
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TABLE 4 Model performance summary of all models in hemorrhagic stroke test cohort.

Model Accuracy PPV NPV Sensitivity Specificity F1 AUC

GBC 0.814 0.68 0.907 0.836 0.802 0.750 0.865

LR 0.830 0.734 0.882 0.770 0.860 0.752 0.887

MLP 0.781 0.635 0.890 0.811 0.765 0.712 0.855

RF 0.789 0.645 0.895 0.820 0.774 0.722 0.868

APACHE reference 0.817 0.716 0.869 0.735 0.858 0.725 0.868

GBC, gradient boosting classifier; LR, logistic regression; MLP, multi-layer perceptron; RF, random forest; APACHE, acute physiology and chronic health evaluation; PPV, positive predictive

value; NPV, negative predictive value; F1, F-measure; AUC, area under curve.

FIGURE 3

Model performance in hemorrhagic stroke test cohort and ischemic stroke test cohort. Receiver operating characteristic (ROC) analysis of GBC, LR,

MLP, RF models, and APACHE reference. (A) Hemorrhagic stroke; (B) Ischemic stroke. Decision curve analysis (DCA) curves of four machine learning

models. (C) Hemorrhagic stroke; (D) Ischemic stroke. GBC, gradient boosting classifier; LR, logistic regression; MLP, multi-layer perceptron;

RF, random forest; APACHE, acute physiology and chronic health evaluation.

Model interpretation

In order to comprehensively elucidate the effect of various

clinical features on the neurological outcome of stroke patients,

we employed the SHAP algorithm to determine their overall

positive or negative impact on the optimal model output. As shown

in Figure 4A, GCS score ranked the first in importance among

the features for predicting neurological outcome in hemorrhagic

stroke cohort, followed by APS III score, age, glucose_min,

and sodium_max. Figure 4B showed that GCS score had the

most potent predictive power in predicting neurological outcome

in ischemic stroke patients, followed by APS III score, SOFA
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TABLE 5 Model performance summary of all models in ischemic stroke test cohort.

Model Accuracy PPV NPV Sensitivity Specificity F1 AUC

GBC 0.735 0.489 0.973 0.945 0.664 0.645 0.861

LR 0.794 0.570 0.914 0.781 0.799 0.659 0.837

MLP 0.718 0.470 0.935 0.863 0.668 0.609 0.818

RF 0.763 0.520 0.956 0.904 0.715 0.660 0.867

APACHE reference 0.782 0.532 0.919 0.781 0.782 0.633 0.818

GBC, gradient boosting classifier; LR, logistic regression; MLP, multi-layer perceptron; RF, random forest; PPV, positive predictive value; NPV, negative predictive value; F1, F-measure; AUC,

area under curve.

score, mechanical ventilation and temperature_max. To offer a

comprehensive overview of feature importance ranking in optimal

model construction, Supplementary Figure 1 also provided the

summaries of the feature importance ranking for predicting

neurological outcome in hemorrhagic and ischemic stroke.

To facilitate a more intuitive understanding of how alterations

in individual clinical features impact the model’s output,

we included SHAP dependence plots that depict the top

10 contributing features for each model in Figure 5, SHAP

dependence plots of the remaining features were shown in

Supplementary Figures 2, 3. In the case of hemorrhagic stroke, as

illustrated in Figures 5A–J, patients with lower GCS score (<11),

sodium_min (<137 mmol/L), SpO2_mean (<97%) and lighter

weight (<80 kg) or higher APS III score (>50), glucose_min

(>125 mg/dL), sodium_max (>142 mmol/L), heart rate_max

(>100 beats/minute), temperature_max (>37.5◦C), and order age

(>65 years) are more likely to be predicted as having unfavorable

neurological outcome. In the ischemic stroke group, the effects

of GCS score, APS III score, temperature_max, heart rate_max,

glucose_min, and sodium_max on the model’s predictions

aligned with those observed in the hemorrhagic stroke group.

Additionally, ischemic stroke patients with higher SOFA score (>3)

and wbc_max (>109/L), lower bicarbonate_min (<23 mEq/L) or

treated with mechanical ventilation are more prone to be predicted

as having unfavorable neurological outcome (Figures 5K–T).

External validation

Our predictive analyses of the MIMIC IV validation cohorts

demonstrated a consistent pattern with that observed in the

eICU-CRD cohorts (Supplementary Figure 4). In the validation

set, the LR model demonstrated an AUC of 0.836 for predicting

neurological outcome in hemorrhagic stroke patients, which

represented a decrease of 0.051 compared to the testing set. For

the ischemic stroke validation set, the AUC of the RF model

was 0.856 for neurological outcome, demonstrating a reduction of

0.011. A comprehensive overview of external validation results is in

Supplementary Tables 5, 6.

Online tool for prediction

Based on the optimal model for predicting neurological

outcome in hemorrhagic and ischemic stroke, along with the

relevant clinical variables that it encompasses, we devised an online

prediction tool (Figure 6). By selecting the stroke type and entering

the relevant clinical data, the user can obtain an automatically

generated ID for outcome query. After entering the above ID into

the query interface, the user can obtain the neurological outcome

prediction result. This prediction tool is accessible at: http://www.

strokeprophet.cn.

Discussion

This retrospective analysis delved into the medical records of

stroke patients, utilizing data from the eICU-CRD multicenter

database, and effectively validated the findings using the MIMIC

IV database. By employing multiple algorithmic techniques and

various machine learning models, we successfully identified the

features of clinical indicators within the first 24 h of admission that

are highly correlated with the neurofunctional state at discharge.

Importantly, we integrated the SHAP algorithm and existing

literature to provide comprehensive interpretability and inference

for these factors, which holds significant value in guiding future

prospective research and supporting clinical decision-making in

stroke care. Most importantly, the results of this study have

been translated into a practical online tool that enables precise

prediction of neurologic prognosis in hemorrhagic and ischemic

stroke patients using features from the first 24 h in the ICU.

Categorically, stroke can be divided into two primary subtypes:

ischemic stroke, accounting for 87% of all cases, and hemorrhagic

stroke, comprising intracerebral hemorrhage and subarachnoid

hemorrhage, which collectively make up 10 and 3% of stroke

occurrences, respectively. Prompt emergency interventions aimed

at restoring blood flow prove crucial in improving patient prognosis

in the context of ischemic stroke. Conversely, effectivemanagement

of hemorrhagic stroke necessitates surgical hemostasis and the

control of intracranial pressure (14). Existing studies primarily

consist of single-center, retrospective observational research aimed

at understanding the differences in neurofunctional influencing

factors between these two subtypes of stroke (14). However, there

is a lack of reported research investigating the neurofunctional

prediction and exploration of risk factors specifically in these two

stroke patient populations. Our study significantly contributes to

filling this gap in knowledge.

Our comprehensive study reveals that within 24 h of hospital

admission, ventilator use, age, temperature, GCS score, APS

III score, heart rate, blood sodium levels, blood calcium

levels, respiratory rate, blood bicarbonate levels, blood glucose
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FIGURE 4

SHAP analysis of the optimal model for neurological outcome in hemorrhagic stroke cohort (A) and ischemic stroke cohort (B). SHAP, Shapley

additive explanations.

levels, and ethnicity all demonstrate noteworthy significance

in influencing the prognosis of neurological function for both

stroke types. It is imperative to carefully scrutinize and monitor

these factors in patients diagnosed with either hemorrhagic or

ischemic stroke to facilitate a more accurate assessment of their

neurological prognosis.

Recent discoveries indicate that the requirement formechanical

ventilation among stroke patients may exhibit a stronger

correlation with the site of brain injury rather than the stroke

subtype itself. Consequently, optimizing ventilation strategies

assumes a crucial role in enhancing the prognosis of patients

within the hemorrhagic stroke cohort (15). In stark contrast, our

investigation unveils an intriguing observation: aside from its

influence on hemorrhagic stroke outcomes, mechanical ventilator

employment also exerts a significant detrimental impact on the

prognosis of neurological function in patients suffering from

ischemic stroke. Furthermore, our findings identify respiratory

rate as a contributing factor affecting the neurological prognosis

in both stroke subtypes. These observations may be germane to

the development of complicating conditions such as ventilator-

associated pneumonia and acute respiratory distress syndrome

(16). Therefore, when treating stroke patients, individual

circumstances should be carefully considered, mechanical

ventilation therapy should be optimized.

Several studies have yielded compelling evidence regarding

the influence of hypernatremia and hypernatremia on the

neurological prognosis of stroke patients (17, 18). Notably, we

have identified a novel association between blood bicarbonate

ion levels and the neurological prognosis in both hemorrhagic

and ischemic stroke patients, a correlation that has not been

previously reported in the literature. The presence of acute

hypernatremia and underlying diabetes, recognized risk factors

for cerebrovascular disease, further exacerbate the neurological

prognosis in stroke patients (19). Additionally, heightened

heart rate and elevated body temperature emerge as crucial

factors contributing to an unfavorable prognosis among this

patient population (20, 21). Our investigation also reveals that

advanced age significantly impairs neurological recovery, with

older stroke patients exhibiting diminished prognosis relative to

their younger counterparts (22). Intriguingly, the observations

in elderly mice suggest an enhanced propensity for neutrophil

plugging in the ischemic brain microcirculation post-stroke,

resulting in compromised blood flow and worsened prognosis

(23). Furthermore, dysfunctionality within microglia in aged

mouse brains may contribute to the deteriorating neurological

prognosis following stroke (24). Similarly, Peng et al.’s report

on stroke cohorts from 1990 to 2019 also indicates a relative

inadequacy in healthcare for stroke patients across all age groups,

underscoring the need for further investigation into the impact

of age on mortality trends (25). Disparities in neurological

prognosis between racial groups have been noted, with Black

patients exhibiting poorer outcomes compared to White patients,

potentially linked to stroke subtype (26). Furthermore, Huang

et al.’s study also found that race is one of the top 11most important
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FIGURE 5

SHAP dependence plots of the top 10 features of predicting neurological outcome in hemorrhagic stroke cohort (A–J) and ischemic stroke cohort

(K–T). SHAP, Shapley additive explanations; GCS, Glasgow Coma Scale; APS III, Acute Physiology Score III; SpO2, Oxygen saturation; SOFA,

Sequential Organ Failure Assessment; WBC, white blood cell.

features for predicting 28-day all-cause in-hospital mortality

among hypertensive ischemic or hemorrhagic stroke patients (27).

Our study corroborates these findings, highlighting that White

patients and Hispanic patients experience inferior neurological

prognosis in hemorrhagic stroke, while other ethnic groups fare

worse in ischemic stroke. Remarkably, Black patients exhibit

poorer prognoses across both stroke subtypes (28). Nevertheless,

comprehensive investigations are warranted to validate and

elucidate these observations.

Scoring systems play a pivotal role in evaluating the condition

and predicting the prognosis of patients, thereby guiding treatment

strategies and facilitating informed decision-making. Among these

scoring systems, the GCS has widespread application in stroke

patients, individuals undergoing open-heart surgery, and those

with varying degrees of coma arising from diverse etiologies (29).

Our investigation highlights a significant correlation between GCS

score and APS III scores and the neurological outcome of patients

afflicted by both hemorrhagic and ischemic stroke. Notably,

hemorrhagic stroke patients exhibited diminished neurological

prognosis when their GCS score was ≤11, whereas ischemic

stroke patients experienced compromised functional prognosis

when their GCS score fell below ≤12. However, the underlying

mechanisms contributing to these findings necessitate further

inquiry. Furthermore, our study reveals that the SOFA score exerts

a more pronounced impact on the neurological prognosis of

individuals with ischemic stroke relative to the aforementioned

scoring metrics (30).

Electrolyte imbalance manifests earlier in individuals

suffering from ischemic stroke and holds the potential to serve

as a prognostic indicator for neurological outcomes among

stroke patients (31). In light of our investigation, it has been

established that excessive serum chloride ion concentration (>110

mmol/L) exerts a more pronounced influence on neurological

function within the hemorrhagic stroke patient cohort, thereby

emphasizing the role of averting hyperchloremia in enhancing

neurological outcomes for individuals with hemorrhagic stroke

(32). Remarkably, our novel observation reveals that heightened

anion gap exhibits a greater impact on the neurological prognosis

of ischemic stroke patients compared to ischemic individuals,

an unprecedented discovery in current literature. Clinical

practitioners should therefore dedicate substantial attention to

blood gas analysis results, ensuring prompt correction of electrolyte

imbalances while avoiding overcorrection.

Studies in the field of stroke hemodynamics have

predominantly concentrated on ischemic stroke due to its higher

incidence rate compared to hemorrhagic stroke. Both hypertension

and hypotension have detrimental effects on acute ischemic stroke.

Generally, antihypertensive therapy is recommended when systolic

blood pressure (SBP) exceeds 220 or 180 mmHg in patients eligible

for thrombolytic therapy. In the case of acute hemorrhagic stroke,

SBP exceeding 140 mmHg is associated with an unfavorable

neurological prognosis (33). Notably, our investigation reveals

that when monitoring circulatory dynamics in stroke patients,

it is crucial to adopt distinct approaches depending on whether

the patient has a hemorrhagic or ischemic stroke. For patients

with hemorrhagic stroke, the prognostic significance of maximum

diastolic blood pressure on neurological function is of greater

importance. Conversely, in ischemic patients, both the highest and
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FIGURE 6

An example of online tool for prediction.

lowest mean blood pressure levels exert an impact on prognosis.

Furthermore, the administration of vasopressors escalates the

risk of poor neurological prognosis among individuals with

hemorrhagic stroke.

In conjunction with the aforementioned findings, it is

imperative to consider several additional factors that warrant

separate attention and pertain to patients afflicted with different

stroke types. Among individuals with hemorrhagic stroke,

maintaining an optimal level of SpO2 proves advantageous for

prognosis. Notably, accumulating evidence suggests that oxygen

therapy is not devoid of risks and should be withheld when

SpO2 exceeds 90%. Moreover, in patients at risk of hypercapnia,

the threshold for oxygen therapy ought to be even lower,

specifically≤ 88%. Once oxygen therapy has been initiated, diligent

monitoring of the patient’s oxygen saturation and inhaled oxygen

concentration becomes paramount in order to maintain SpO2

within the targeted range (93–96%) and avert the detrimental

consequences of hypercapnia (34). Furthermore, it is worth noting

that hemorrhagic stroke patients with lower body weight exhibit

an inferior neurological prognosis (35), while diminished levels of

blood urea nitrogen are likewise associated with an unfavorable

neurological outcome (36).

In the context of individuals suffering from ischemic stroke,

heightened emphasis should be placed on monitoring the patient’s

blood leucocyte count as a means to mitigate infection risk

and enhance neurological prognosis (37). Moreover, it is crucial

to duly acknowledge the substantial influence exerted by the

international normalized ratio (INR) and plasma prothrombin

time on ischemic stroke patients, especially following thrombolytic

therapy, warranting careful attention (38, 39). These discoveries

offer valuable insights into the management of stroke patients

necessitating intensive care unit treatment and furnish guidance for

improved resource allocation in clinical decision-making.

The final point we wish to emphasize is that machine learning

algorithms excel at constructing complex models and making

informed decisions when provided with ample and relevant

data. In our study, the choice of machine learning models

was carefully guided by their unique strengths and documented

effectiveness in similar tasks. The GBC model was selected

for its exceptional performance in managing high-dimensional
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data and intricate feature relationships. By leveraging ensemble

learning techniques, GBC adeptly captures non-linear associations

within the data, making it well-suited for addressing complex

classification challenges (40). The RF model was chosen owing to

its resilience and efficiency in handling high-dimensional datasets

with numerous features (41). Notably, Elsaid et al.’s study on

hemorrhagic transformation prediction found that both RFC

and GBC models, capable of capturing non-linear interactions

among predictor variables, yielded the best predictive performance

(AUC: 0.91, 95% CI: 0.85–0.95; AUC: 0.91, 95% CI: 0.86–0.95,

respectively) (42). For binary classification tasks, the simplicity,

interpretability, and effectiveness of LR made it a prudent choice.

Su et al.’s investigation on post-stroke cognitive impairment (PSCI)

underscored LR’s efficacy in discerning the varying impacts of

different factors on cognitive impairment (43). TheMLPmodel was

selected for its ability to handle complex non-linear relationships, as

demonstrated in Zhou et al.’s study on dementia cognitive footprint

recognition (44). MLP emerged as the top-performing model,

showcasing satisfactory performance in dementia identification. In

our study, the LR model demonstrated the highest AUC of 0.887

in the hemorrhagic stroke cohort, whereas the RF model exhibited

superior performance in the ischemic stroke cohort, with an AUC

of 0.867. Considering the insightful observations derived from

SHAP regarding the importance of variables in predicting each

stroke subtype, we analyze and speculate that the primary reason

for the differences in optimal models lies in the interactions among

predictive factors. Specifically, in hemorrhagic stroke prediction,

the most crucial variables predominantly consisted of continuous

variables such as age, weight, and glucose. This suggests that

LR, with its linear decision boundary, may be better suited to

capture the linear relationships among these predictors, thereby

achieving higher predictive performance. Conversely, in ischemic

stroke prediction, notable variables included the use of mechanical

ventilation (mechvent). This intriguing finding suggests that RF,

with its capacity to capture complex non-linear relationships,

may excel in identifying intricate patterns involving categorical

variables like mechvent, which LR may overlook due to its linear

nature. These findings lead us to hypothesize that LR’s superior

performance in hemorrhagic stroke prediction may be attributed

to the predominantly linear relationships among predictors, while

RF’s effectiveness in predicting ischemic stroke-induced damage

may stem from its ability to capture non-linear associations.

However, further research and validation are warranted to confirm

these hypotheses and gain deeper insights into the underlying

mechanisms driving model performance discrepancies between

stroke subtypes.

The present study has several limitations that warrant

consideration. Firstly, our analysis was retrospective in nature,

which resulted in the exclusion of certain variables with high

missing rates but potentially significant predictive value, such

as lactate levels. Secondly, our inability to directly evaluate

patients necessitated reliance on diagnostic codes to define our

patient cohort, raising the possibility of incorrect associations

due to misclassifications. Thirdly, our focus on patients who

remained in the ICU for over 24 h and had an mGCS score

24 h before discharge resulted in the exclusion of a sizable

number of patients, and this may have introduced some

bias into our results. In addition, some important features,

namely neuroimaging and electrophysiological examinations,

were not included in this study due to the limitations of

the database.

Conclusions

In summary, we employed advanced machine learning

techniques to identify and compare the shared and distinct

factors that influence hospital discharge outcomes in both

hemorrhagic and ischemic stroke. By elucidating these factors,

our research will contribute to the advancement of knowledge in

the field of stroke, inform medical decision-making, and guide

personalized treatment strategies. Our results also demonstrate

that machine learning models outperform single standard

scoring systems, with the potential to ultimately improve

patient outcomes.
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Machine learning-based 
nomogram: integrating MRI 
radiomics and clinical indicators 
for prognostic assessment in 
acute ischemic stroke
Kun Guo 1, Bo Zhu 1, Rong Li 1, Jing Xi 1, Qi Wang 2, KongBo Chen 3, 
Yuan Shao 3, Jiaqi Liu 3, Weili Cao 1, Zhiqin Liu 1, Zhengli Di 1 and 
Naibing Gu 1*
1 Xi'an Central Hospital, Xi’an, China, 2 China-Japan Union Hospital of Jilin University, Changchun, 
China, 3 Tongchuan Mining Bureau Central Hospital, Tongchuan, China

Background: Acute Ischemic Stroke (AIS) remains a leading cause of mortality 
and disability worldwide. Rapid and precise prognostication of AIS is crucial for 
optimizing treatment strategies and improving patient outcomes. This study 
explores the integration of machine learning-derived radiomics signatures from 
multi-parametric MRI with clinical factors to forecast AIS prognosis.

Objective: To develop and validate a nomogram that combines a multi-MRI 
radiomics signature with clinical factors for predicting the prognosis of AIS.

Methods: This retrospective study involved 506 AIS patients from two centers, 
divided into training (n  =  277) and validation (n  =  229) cohorts. 4,682 radiomic 
features were extracted from T1-weighted, T2-weighted, and diffusion-
weighted imaging. Logistic regression analysis identified significant clinical risk 
factors, which, alongside radiomics features, were used to construct a predictive 
clinical-radiomics nomogram. The model’s predictive accuracy was evaluated 
using calibration and ROC curves, focusing on distinguishing between favorable 
(mRS  ≤  2) and unfavorable (mRS  >  2) outcomes.

Results: Key findings highlight coronary heart disease, platelet-to-lymphocyte 
ratio, uric acid, glucose levels, homocysteine, and radiomics features as 
independent predictors of AIS outcomes. The clinical-radiomics model achieved 
a ROC-AUC of 0.940 (95% CI: 0.912–0.969) in the training set and 0.854 (95% 
CI: 0.781–0.926) in the validation set, underscoring its predictive reliability and 
clinical utility.

Conclusion: The study underscores the efficacy of the clinical-radiomics model 
in forecasting AIS prognosis, showcasing the pivotal role of artificial intelligence 
in fostering personalized treatment plans and enhancing patient care. This 
innovative approach promises to revolutionize AIS management, offering a 
significant leap toward more individualized and effective healthcare solutions.

KEYWORDS

acute ischemic stroke, radiomics, multi-parametric MRI, prognosis, nomogram, 
machine learning
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Highlights

 - High predictive accuracy for AIS prognosis.
 - Integrates MRI radiomics with clinical factors.
 - Utilizes advanced machine learning techniques.
 - Provides a validated clinical-radiomics nomogram.
 - Facilitates personalized AIS management.

1 Introduction

Ischemic stroke remains a formidable public health concern 
due to its high incidence, mortality, and morbidity rates, exerting 
a profound impact on society, families, and the affected 
individuals (1). Despite concerted efforts in recent years toward 
the management, treatment, and prevention of ischemic stroke, a 
significant proportion of patients fail to receive timely and 
effective intervention. This failure is often attributed to delayed 
recognition of symptoms, a lack of awareness regarding the 
urgency of medical care, and the unavailability of adequate 
facilities in primary healthcare settings, leading to varying extents 
of neurological deficits. The cornerstone of acute ischemic stroke 
treatment in the acute phase includes intravenous alteplase 
thrombolysis (2, 3) and mechanical thrombectomy (4). However, 
the application of intravenous thrombolysis is constrained by a 
narrow therapeutic time window, and stringent inclusion and 
exclusion criteria limit mechanical thrombectomy. Recent 
observations suggest a shift toward an increasing incidence of 
stroke among younger populations, a trend linked to improved 
living standards and heightened work-related stress (5, 6). Factors 
such as the timing of intervention, location and volume of the 
infarct, and post-stroke treatment and rehabilitation efforts are 
pivotal in determining patient outcomes and survival rates (7). 
Consequently, the accurate prediction of acute ischemic stroke 
prognosis becomes essential for evaluating the severity, 
identifying potential adverse outcomes, gauging rehabilitation 
prospects, and enhancing doctor-patient communication and 
clinical decision-making processes.

When cerebrovascular diseases are suspected or need exclusion, 
Computed Tomography Angiograms (CTA) and Magnetic Resonance 
Angiograms (MRA) have demonstrated high specificity and 
sensitivity. However, Digital Subtraction Angiograms (DSA) remains 
the definitive gold standard, providing unparalleled diagnostic insight. 
Despite its utility in detailing intravascular conditions, DSA’s 
invasiveness and radiation exposure constrain its widespread 
clinical application.

Developing non-invasive methodologies with minimal 
radiation exposure is imperative in clinical practice to mitigate 
these limitations. Such advancements aim to improve the 
evaluation of treatment outcomes and prognostic accuracy in 
acute cerebral infarction.

Predictive models that amalgamate clinical observations, 
imaging findings, laboratory data, and other variables are 
instrumental in predictive assessment. These models enable 
comprehensive evaluations of rehabilitation prospects, survival 
rates, and disease incidence through mathematical and statistical 
approaches. A pioneering effort in this domain was conducted by 

Karen C. Johnston’s team in 2000 (8), utilizing the NIH Stroke 
Scale (NIHSS), Barthel Index (BI), and Glasgow Coma Scale 
(GCS) to gauge acute ischemic stroke prognosis with promising 
results. Furthering this initiative, they integrated NIHSS scores 
and CT infarct volumes to adeptly predict patient outcomes at 3 
months. Zhao et  al. (9) further explored 30-day survival 
prediction in acute ischemic stroke patients by analyzing post-
stroke blood routine and biochemical markers, including 
Neutrophil-to-Lymphocyte Ratio (NLR), Prognostic Nutritional 
Index (PNI), Systemic Immune-Inflammation Index (SII), and 
Risk Assessment (RA).

Radiomics, employing sophisticated image processing to 
extract detailed features from imaging studies of acute ischemic 
stroke patients, unveils in-depth insights into pathophysiological 
alterations. This technique enhances early diagnosis, disease type 
determination, precise lesion localization and quantification, and 
fosters accurate prognosis evaluation and treatment outcome 
assessment (10–13).

Clinical radiomics models, leveraging features derived from 
diffusion-weighted imaging (DWI), fluid-attenuated inversion 
recovery (FLAIR), and apparent diffusion coefficient (ADC) 
scans, have shown commendable efficacy in prognosticating 
outcomes for patients with acute ischemic stroke (14, 15). Despite 
these advancements, the utilization of imaging attributes and 
clinical data in appraising treatment effectiveness and forecasting 
the prognosis of acute ischemic stroke remains underexploited. 
Notably, a blend of T1-weighted images (T1w), T2-weighted 
images (T2w), and DWI is prevalently employed for assessing 
patients post-onset. This fact highlights the critical need for an 
exhaustive amalgamation of various imaging techniques to refine 
the precision and utility of predictive models in determining 
acute ischemic stroke outcomes. The potential to enhance 
predictive accuracy and clinical decision-making through such 
integrated models is vast yet underleveraged.

The objective of this research is to develop a model that 
effectively combines T1-weighted (T1w), T2-weighted (T2w), and 
diffusion-weighted imaging (DWI) features with pertinent 
clinical parameters. This model explores the associations between 
imaging characteristics and crucial clinical information, 
enhancing our understanding of acute ischemic stroke. The 
primary goal is to create an accurate and individualized decision 
support system that enriches the treatment process for patients 
experiencing acute ischemic stroke. We  anticipate facilitating 
significantly improved patient outcomes by achieving this 
integration, ultimately benefiting those impacted by 
this condition.

2 Materials and methods

2.1 Subjects

This retrospective study recruited participants from two 
healthcare institutions, Xi’an Central Hospital (Center 1) and 
Tongchuan Mining Bureau Central Hospital (Center 2), with ethical 
approval from the respective hospitals’ Ethics Committees by the 
Declaration of Helsinki. A collective cohort of 506 patients diagnosed 
with Acute Ischemic Stroke (AIS) was retrospectively analyzed across 
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both centers during the period from January to December 2021. 
Eligibility criteria for inclusion comprised admission within 24 h 
following symptom onset, an initial assessment using the National 
Institutes of Health Stroke Scale (NIHSS) upon admission, and 
undergoing diffusion-weighted imaging (DWI) within the first 72 h 
post-symptom onset.

Exclusion criteria were defined to omit patients who underwent 
reperfusion therapies for AIS, including intravenous thrombolysis 
with recombinant tissue plasminogen activator (rt-PA), urokinase 
(UK), and tenecteplase (TNK-tPA), as well as those who received 
bridging therapy (mechanical thrombectomy) or endovascular 
treatments (Center 1: n = 17, Center 2: n = 31). Given the unavailability 
of UK and TNK-tPA at the study sites, these treatments were not 
considered. Further exclusions applied to patients with hemorrhagic 
stroke, traumatic brain injury, subarachnoid hemorrhage, and 
hemorrhagic infarction (Center 1: n  = 1, Center 2: n  = 2), those 
presenting severe MRI artifacts (Center 1: n = 1, Center 2: n = 5), 
diagnosed with malignancies (Center 1: n = 0, Center 2: n = 1), or lost 
to follow-up (Center 1: n = 10, Center 2: n = 41; Figure 1).

Baseline clinical data, encompassing demographics, medical 
history (e.g., hypertension, hyperlipidemia, hyperuricemia, 
hypoproteinemia, hyperhomocysteinemia, diabetes, smoking, 
drinking, prior stroke, atrial fibrillation, coronary artery disease, 
chronic heart failure, arthrosis, hemadostenosis), TOAST 
classification, along with an extensive set of laboratory parameters and 

imaging features, were meticulously extracted from medical records. 
Two experienced neurologists, each with a decade of practice and 
blind to clinical and imaging data, conducted structured telephone 
interviews to determine patients’ modified Rankin Scale (mRS) scores 
6 months after hospital discharge, categorizing prognosis into 
favorable (mRS ≤ 2) and adverse (mRS > 2) outcomes. Although 
pre-stroke mRS scores are insightful for assessing baseline 
functionality, their exclusion aims to assure data integrity and 
minimize bias. The study’s emphasis on uniformly assessed, 
quantifiable factors across all participants enhances the predictive 
model’s validity, striving to eliminate confounding influences and 
bolster the reliability of the findings.

2.2 Image data acquisition

MRI scans were performed on all participants within 72 h post-
symptom onset using the EXCITE HD 1.5 T MRI system by GE 
Healthcare, Milwaukee, WI, United States. Transverse T1-weighted 
fast spin echo (FSE) imaging was executed with specific parameters: 
TR/TE = 2,259/25.4 ms, slice thickness/gap = 5/1.5 mm, 
bandwidth = 244 Hz/Px, FOV = 240 × 240 mm2, and acceleration factor 
(R) = 2. For T2-weighted FSE imaging, the settings were TR/
TE = 5,582/111 ms, slice thickness/gap = 5/1.5 mm, 
bandwidth = 244 Hz/Px, FOV = 240 × 240 mm2, and R = 3. 

FIGURE 1

The workflow of the patient selection.
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Diffusion-weighted imaging (DWI) utilized single-shot echo planar 
imaging (SS-EPI) with TR/TE = 3,203/83.9 ms, slice thickness/
gap = 5/1.5 mm, bandwidth = 3,906 Hz/Px, FOV = 240 × 240 mm2, 
R = 2, and b-values of 0 and 1,000 s/mm2 (Table 1).

2.3 VOI delineated and radiomics feature 
extraction

Volumes of Interest (VOIs) were meticulously delineated using 
3D-Slicer Software, while Pyradiomics software (version 3.0.1) 
facilitated the computation of radiomics features, adhering to the 
Image Biomarker Standardization Initiative’s guidelines. A radiologist, 
blind to the patient’s clinical information, performed the initial 
segmentation of MRI images. These segmentations were then 
reviewed and refined by a senior neuroradiologist with extensive 
experience. The segmentation process targeted the entire infarct 
region. Utilizing PyRadiomics, various radiomics features were 
extracted from these VOIs, including shape-based, first-order 
statistical, and several gray-level matrix features, from T1-weighted, 
T2-weighted, and diffusion-weighted images, totaling 4,682 features. 
This methodical extraction process ensures a comprehensive analysis 
of imaging data, which is crucial for evaluating acute ischemic stroke 
prognosis (Figure 2).

2.4 Features selection

Given the high-dimensional nature of radiomics features in acute 
ischemic stroke (AIS) analysis, the study aimed to pinpoint features 
significantly correlated with outcome predictions in the training 
cohort. Initial feature selection was performed using a U-test, setting 
a p-value threshold 0.05 to filter out non-significant and redundant 
features. Further refinement involved a correlation analysis to 
eliminate features with a correlation coefficient above 0.9. The Least 
Absolute Shrinkage and Selection Operator (LASSO) algorithm was 
then utilized to finalize feature selection, identifying the most 
predictive features through fivefold cross-validation.

2.5 Prediction development and diagnostic 
validation

Univariable logistic regression identified potential clinical 
predictors of AIS outcomes within the training cohort. Subsequently, 
significant predictors were analyzed through multivariable logistic 
regression, employing backward stepdown selection to isolate 

independent clinical predictors. These findings were presented as odds 
ratios with corresponding 95% confidence intervals, forming the basis 
of a multivariable clinical prediction model. The model combined 
these independent clinical predictors with the radiomics signature to 
create a comprehensive clinical-radiomics model, which underwent 
rigorous evaluation through ROC curve analysis and other statistical 
measures to assess its discriminative performance.

2.6 Clinical usefulness and calibration 
curves of the clinical-radiomics model

The clinical-radiomics model’s calibration was examined using 
calibration curves alongside the Hosmer-Lemeshow test to determine 
the model’s fit accuracy.

2.7 Statistics analysis

The study used statistical methods to analyze demographic and 
clinical data, including independent t-tests for normally distributed 
data, Mann–Whitney U tests for non-normally distributed data, and 
chi-square tests for categorical variables. The predictive performance 
of clinical, radiomics, and clinical-radiomics models was evaluated 
through Receiver Operating Characteristic (ROC) curves. Model 
comparisons were conducted using the Delong test. Calibration of the 
clinical-radionics model was assessed with calibration curves and the 
Hosmer-Lemeshow test. Statistical analyses were conducted in R 
software, with significance determined by a two-tailed p-value 
of <0.05.

3 Results

3.1 Baseline characteristics of patients

The baseline characteristics of patients within both the training 
and validation groups are detailed in Table 2. Analysis revealed no 
statistically significant disparities between the cohorts (p > 0.05), 
indicating comparable baseline conditions. Within the training 
cohort, patients experiencing unfavorable outcomes (modified Rankin 
Scale, mRS, > 2) accounted for 66.78% (182 out of 277), while in the 
validation group, this proportion stood at 60.83% (73 out of 120).

3.2 Radiomics feature selection and LASSO 
logistic regression findings

In refining our dataset, redundant features were eliminated 
through a U-test and Spearman correlation analysis, narrowing down 
the selection from an initial pool of 4,682 image features extracted 
from the Volumes of Interest (VOIs) to 791 radiomic features. This 
step was essential for enhancing the dataset’s manageability and 
relevance. Following this initial reduction, the Least Absolute 
Shrinkage and Selection Operator (LASSO) logistic regression method 
was applied to further distill these features, focusing on identifying 
those of optimal predictive value. Determining the most appropriate 
lambda value was crucial in this context; to this end, five-fold 

TABLE 1 Comparison of MRI sequence parameters.

MRI sequence T1w T2w DWI

TR/TE(ms) 2,259/25.4 5,582/111 3,203/83.9

Slice Thickness/Gap(mm) 5/1.5 5/1.5 5/1.5

Bandwidth(Hz/Px) 244 244 3,906

FOV(mm) 240*240 240*240 240*240

Acceleration Factor(R) 2 3 2

b-values(s/mm) / / 0, 1,000
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cross-validation was utilized, selecting a lambda value within one 
standard error of the minimum. Through meticulous selection, a final 
set of 21 radiomic features was identified (as detailed in Table 3). This 
rigorous methodology underscores the accuracy and efficacy of the 
resulting predictive model (illustrated in Figure 3).

3.3 Establishment and performance of the 
clinical features

Table 4 presents the results of the multivariate logistic regression 
analysis, identifying significant variables (p < 0.05) such as Coronary 
Artery Disease (CAD), White Blood Cell count (WBC), Platelet-to-
Lymphocyte Ratio (PLR), Uric Acid (UA), Glucose (Glu), 
Homocysteine (HCY), and the Radiomics Score (RS). These variables 
have been pinpointed as independent predictors for clinical functional 
outcomes. Utilizing these determinants, we constructed a radiomics 
nomogram within the training set, creating a clinical-radiomics 
comprehensive prediction model (illustrated in Figure 4).

The nomogram is meticulously designed, highlighting the 
relative importance of variables identified through multivariate 
regression analysis. A scale is displayed at the top of the column 
chart, with predictive model variables listed on the left. Each 
independent variable is assigned a score, correlating to specific 
values, with the length of each segment indicating its contributory 
weight to the outcome event. Hence, longer segments underscore a 

FIGURE 2

The workflow of the study is as follows: ROI (Region of Interest) segmentation was performed using 3D Slicer. The images were preprocessed for 
feature extraction. After feature evaluation and model construction, clinical radiomic signatures and imaging radiomic signatures were generated 
and used to construct a clinical-radiomic model. The performance of this model in predicting the prognosis of acute ischemic stroke (AIS) was 
validated in the validation set.

TABLE 2 The characteristic of 21 final feature for radiomics assessment.

Radiomic features

T1_original_shape_SurfaceArea

T1_original_firstorder_Energy

T1_wavelet.LLH_ngtdm_Coarseness

T1_wavelet.LHL_glcm_Idmn

T1_wavelet.LHH_glcm_Idmn

T1_wavelet.HLH_glcm_ClusterShade

T1_wavelet.HHL_glrlm_LongRunEmphasis

T1_exponential_glszm_ZoneEntropy

T1_exponential_gldm_DependenceEntropy

T1_squareroot_glcm_ClusterShade

T1_gradient_glrlm_LongRunEmphasis

T2_original_ngtdm_Strength

T2_wavelet.LLL_firstorder_90Percentile

T2_wavelet.LLL_firstorder_InterquartileRange

T2_square_ngtdm_Strength

DWI_log.sigma.1.0.mm.3D_glcm_DifferenceVariance

DWI_wavelet.LHL_firstorder_Mean

DWI_wavelet.LHL_firstorder_Median

DWI_wavelet.LHL_glcm_InverseVariance

DWI_wavelet.HLH_firstorder_Skewness

DWI_wavelet.HHH_firstorder_Kurtosis
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TABLE 3 Baseline characteristics of patients in the training and validation cohorts.

Training cohort Validation cohort

(n  =  277) (n  =  120)

Poor Good

p.overall

Poor Good

p.overall(mRS  >  2) (mRS  ≤  2) (mRS  >  2) (mRS  ≤  2)

n =  95 n =  182 n =  47 n =  73

Age 68.0 [58.5;77.5] 68.0 [60.0;75.0] 0.477 71.0 [62.5;81.0] 69.0 [64.0;78.0] 0.647

Gender: 0.824 0.146

  Female 18 (18.9%) 38 (20.9%) 19 (40.4%) 19 (26.0%)

  Male 77 (81.1%) 144 (79.1%) 28 (59.6%) 54 (74.0%)

Hypertension: 0.003 0.013

  No 10 (10.5%) 49 (26.9%) 3 (6.38%) 19 (26.0%)

  Yes 85 (89.5%) 133 (73.1%) 44 (93.6%) 54 (74.0%)

Hyperlipemia: <0.001 0.001

  No 14 (14.7%) 121 (66.5%) 15 (31.9%) 48 (65.8%)

  Yes 81 (85.3%) 61 (33.5%) 32 (68.1%) 25 (34.2%)

Hyperuricemia: <0.001 <0.001

  No 22 (23.2%) 150 (82.4%) 22 (46.8%) 62 (84.9%)

  Yes 73 (76.8%) 32 (17.6%) 25 (53.2%) 11 (15.1%)

Hypoproteinemia: 0.052 0.066

  No 77 (81.1%) 164 (90.1%) 35 (74.5%) 65 (89.0%)

  Yes 18 (18.9%) 18 (9.89%) 12 (25.5%) 8 (11.0%)

Hyperhomocysteinemia: <0.001 0.04

  No 7 (7.37%) 65 (35.7%) 10 (21.3%) 30 (41.1%)

  Yes 88 (92.6%) 117 (64.3%) 37 (78.7%) 43 (58.9%)

Diabetes: <0.001 <0.001

  No 21 (22.1%) 127 (69.8%) 14 (29.8%) 57 (78.1%)

  Yes 74 (77.9%) 55 (30.2%) 33 (70.2%) 16 (21.9%)

Smoking history: <0.001 <0.001

  No 29 (30.5%) 140 (76.9%) 26 (55.3%) 65 (89.0%)

  Yes 66 (69.5%) 42 (23.1%) 21 (44.7%) 8 (11.0%)

Drinking history: <0.001 <0.001

  No 42 (44.2%) 166 (91.2%) 27 (57.4%) 71 (97.3%)

  Yes 53 (55.8%) 16 (8.79%) 20 (42.6%) 2 (2.74%)

Stroke history: 0.12 0.135

  No 49 (51.6%) 113 (62.1%) 19 (40.4%) 41 (56.2%)

  Yes 46 (48.4%) 69 (37.9%) 28 (59.6%) 32 (43.8%)

AF* 1 1

  No 87 (91.6%) 168 (92.3%) 44 (93.6%) 69 (94.5%)

  Yes 8 (8.42%) 14 (7.69%) 3 (6.38%) 4 (5.48%)

CAD* <0.001 <0.001

  No 30 (31.6%) 146 (80.2%) 16 (34.0%) 62 (84.9%)

  Yes 65 (68.4%) 36 (19.8%) 31 (66.0%) 11 (15.1%)

AS* <0.001 0.013

  No 18 (18.9%) 95 (52.2%) 10 (21.3%) 33 (45.2%)

  Yes 77 (81.1%) 87 (47.8%) 37 (78.7%) 40 (54.8%)

(Continued)
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TABLE 3 (Continued)

Training cohort Validation cohort

(n  =  277) (n  =  120)

Poor Good

p.overall

Poor Good

p.overall(mRS  >  2) (mRS  ≤  2) (mRS  >  2) (mRS  ≤  2)

n =  95 n =  182 n =  47 n =  73

Hemadostenosis: <0.001 0.006

  No 20 (21.1%) 105 (57.7%) 10 (21.3%) 35 (47.9%)

  Yes 75 (78.9%) 77 (42.3%) 37 (78.7%) 38 (52.1%)

ADL* 55.0 [40.0;60.0] 80.0 [65.0;100] <0.001 55.0 [42.5;62.5] 80.0 [65.0;100] <0.001

NHISS* 7.00 [5.00;9.50] 2.00 [1.00;3.00] <0.001 7.00 [5.00;11.5] 2.00 [1.00;3.00] <0.001

TOAST* 0.007 0.636

Large artery atherosclerosis 8 (8.42%) 7 (3.85%) 0 (0.00%) 2 (2.74%)

Cardioembolism 72 (75.8%) 138 (75.8%) 39 (83.0%) 60 (82.2%)

Small vessel occlusion 9 (9.47%) 35 (19.2%) 4 (8.51%) 8 (11.0%)

Other determined etiology 6 (6.32%) 2 (1.10%) 3 (6.38%) 3 (4.11%)

Undetermined etiology 1 (2.13%) 0 (0.00%)

KWST* <0.001 0.001

  0 1 (1.05%) 4 (2.20%) 0 (0.00%) 2 (2.74%)

  1 59 (62.1%) 162 (89.0%) 33 (70.2%) 67 (91.8%)

  2 24 (25.3%) 11 (6.04%) 6 (12.8%) 3 (4.11%)

  3 7 (7.37%) 3 (1.65%) 5 (10.6%) 0 (0.00%)

  4 2 (2.11%) 1 (0.55%) 3 (6.38%) 1 (1.37%)

  5 2 (2.11%) 1 (0.55%)

  WBC 10.9 [8.39;12.7] 6.78 [5.56;8.34] <0.001 11.2 [8.09;13.4] 6.63 [5.55;8.49] <0.001

  NEU 5.53 [4.18;7.18] 4.94 [3.62;6.43] 0.116 6.71 [4.72;8.57] 4.99 [3.61;6.62] 0.005

  LYM 0.99 [0.89;1.69] 1.71 [1.30;2.19] <0.001 1.03 [0.87;1.50] 1.57 [1.24;2.18] <0.001

  NLR* 4.73 [2.85;6.42] 2.83 [1.90;4.05] <0.001 6.03 [3.40;9.48] 3.22 [1.97;4.73] <0.001

  MON 0.43 [0.33;0.64] 0.47 [0.35;0.62] 0.104 0.45 [0.35;0.58] 0.44 [0.35;0.56] 0.796

  MLR* 0.37 [0.24;0.50] 0.28 [0.20;0.36] <0.001 0.45 [0.30;0.65] 0.28 [0.20;0.39] 0.001

  Hb 145 [135;153] 143 [132;154] 0.468 140 [132;149] 145 [133;156] 0.285

  HCT 0.44 [0.41;0.50] 0.44 [0.41;3.69] 0.629 0.42 [0.40;0.45] 0.43 [0.40;0.49] 0.541

  PLT 179 [148;219] 178 [147;220] 0.772 180 [130;204] 189 [133;219] 0.292

  SII* 842 [441;1,287] 459 [298;686] <0.001 858 [534;1,750] 548 [280;895] 0.002

  PLR* 150 [98.8;212] 103 [71.9;143] <0.001 138 [102;228] 115 [74.2;168] 0.011

  TBIL 17.8 [13.4;24.0] 16.4 [12.9;21.5] 0.257 19.1 [15.9;26.4] 15.7 [12.3;21.4] 0.011

  Alb 38.7 [36.5;42.2] 39.3 [37.3;42.5] 0.309 38.9 [36.7;40.9] 38.9 [36.2;41.8] 0.828

  Glb 22.0 [20.0;26.8] 22.4 [19.4;27.3] 0.9 22.5 [19.9;26.0] 22.8 [20.2;26.2] 0.94

  ALT 17.0 [12.0;23.0] 16.5 [12.0;22.8] 0.515 16.0 [12.0;23.5] 17.0 [10.0;21.0] 0.735

  AST 20.0 [17.0;24.5] 18.5 [16.0;23.0] 0.245 19.0 [15.0;26.5] 18.0 [16.0;23.0] 0.577

  AST/ALT 1.38 [1.00;2.25] 1.73 [1.10;2.31] 0.072 1.88 [1.09;2.48] 2.00 [1.20;2.62] 0.55

  Urea 5.21 [4.46;6.23] 5.26 [4.48;6.22] 0.873 5.68 [4.73;6.61] 5.78 [4.76;6.75] 0.919

  Cr 67.0 [56.5;77.0] 66.6 [55.0;77.8] 0.783 64.0 [57.0;74.6] 63.0 [57.0;74.0] 0.906

  UA 409 (104) 324 (88.2) <0.001 362 (115) 327 (85.9) 0.074

  TC 4.35 [3.51;5.38] 4.06 [3.50;4.94] 0.15 4.35 (1.11) 4.40 (1.11) 0.823

  PNI* 44.9 [42.2;49.3] 47.9 [43.4;52.3] 0.016 45.0 [41.9;49.0] 49.0 [41.8;54.2] 0.09

(Continued)
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variable’s heightened significance. By aggregating scores for 
individual variables, a total score is achievable. This cumulative score 
facilitates the determination of the linear predictor and predicted 

probability for Acute Ischemic Stroke (AIS) prognosis through the 
scale provided below. A prediction value of 1 suggests a favorable 
prognosis, whereas 0 implies a less favorable prognosis.

TABLE 3 (Continued)

Training cohort Validation cohort

(n  =  277) (n  =  120)

Poor Good

p.overall

Poor Good

p.overall(mRS  >  2) (mRS  ≤  2) (mRS  >  2) (mRS  ≤  2)

n =  95 n =  182 n =  47 n =  73

  TG 1.97 [1.05;3.12] 1.35 [0.99;1.95] 0.001 1.34 [0.92;2.42] 1.25 [0.93;1.74] 0.154

  HDL 0.98 [0.82;1.15] 1.05 [0.91;1.28] 0.005 1.12 [0.92;1.27] 1.09 [0.96;1.31] 0.807

  LDL 2.89 [2.18;3.48] 2.31 [1.70;2.92] <0.001 2.36 [1.79;3.42] 2.44 [1.92;3.18] 0.517

  Glu 11.2 [7.25;13.9] 5.68 [5.04;7.74] <0.001 11.9 [6.66;13.6] 5.86 [5.14;6.98] <0.001

  HCY 45.2 [24.7;56.2] 19.6 [14.2;29.4] <0.001 43.7 [19.2;54.5] 16.7 [13.1;22.9] <0.001

  K 3.96 (0.38) 4.08 (0.44) 0.018 4.05 (0.40) 4.09 (0.42) 0.564

  Na 141 [139;143] 141 [139;143] 0.532 142 [140;143] 141 [139;143] 0.833

  Cl 106 [103;108] 106 [104;108] 0.402 106 [104;108] 105 [103;108] 0.739

  Ca 2.25 (0.14) 2.25 (0.14) 0.903 2.25 [2.13;2.33] 2.23 [2.15;2.32] 0.899

  P 0.98 (0.19) 0.99 (0.21) 0.595 0.98 (0.22) 0.99 (0.22) 0.859

  PT 10.8 [10.2;11.4] 10.9 [10.2;11.6] 0.683 11.0 [10.3;11.9] 10.7 [10.2;11.4] 0.359

  INR 0.95 [0.89;1.00] 0.95 [0.89;1.03] 0.663 0.97 [0.90;1.08] 0.95 [0.88;0.99] 0.121

  APTT 26.0 [24.4;28.9] 26.8 [24.0;30.4] 0.438 25.9 [23.1;30.2] 26.2 [23.9;28.9] 0.821

  TT 16.9 [15.2;17.9] 16.6 [15.2;17.9] 0.489 16.6 [15.4;17.9] 16.8 [15.9;17.6] 0.604

  FIB 2.85 [2.33;3.38] 2.82 [2.35;3.36] 0.832 2.61 [2.27;3.36] 2.66 [2.22;3.20] 0.526

 D-Dimer 0.46 [0.23;1.17] 0.34 [0.21;0.64] 0.04 0.56 [0.29;1.17] 0.40 [0.26;0.69] 0.089

  FDP 1.60 [1.00;3.60] 1.36 [0.90;2.30] 0.06 1.50 [1.13;3.20] 1.30 [0.70;2.20] 0.08

  EF 57.0 [55.0;65.0] 58.0 [55.0;64.0] 0.996 61.0 [55.5;65.0] 60.0 [55.0;65.0] 0.363

  LEVF 110 [101;124] 115 [105;131] 0.078 114 [104;125] 113 [105;127] 0.815

  LVDD* 30.0 [28.0;32.0] 30.0 [28.0;32.0] 0.66 30.0 [28.0;32.0] 30.0 [28.0;33.0] 0.462

  LVSD* 44.0 [41.0;46.0] 45.0 [43.0;48.0] 0.012 45.0 [42.0;47.0] 45.0 [43.0;48.0] 0.599

  HR 76.0 [69.5;81.5] 76.0 [67.0;82.0] 0.704 77.0 [71.0;80.0] 75.0 [66.0;82.0] 0.344

  SBP 150 [138;162] 145 [133;155] 0.03 151 (21.1) 150 (19.8) 0.879

  DBP 88.0 [78.0;95.5] 86.0 [78.0;94.8] 0.3 85.0 [78.5;96.0] 86.0 [76.0;93.0] 0.743

  Ht 170 [160;175] 170 [165;174] 0.717 170 [160;172] 168 [162;172] 0.901

  IdealWt 64.2 [57.0;68.0] 65.0 [59.8;66.5] 0.97 62.0 [56.0;66.1] 63.5 [57.8;65.8] 0.696

  Wt 65.0 [60.0;74.0] 66.5 [61.2;74.0] 0.894 65.0 [56.5;70.0] 65.0 [55.0;70.0] 0.859

  BMI 23.8 [21.5;25.4] 23.2 [22.0;25.0] 0.251 22.6 [20.7;25.2] 23.0 [20.3;24.8] 0.866

  GNRI* 62.2 [58.6;67.1] 63.1 [59.8;67.6] 0.288 62.4 [58.8;65.6] 62.4 [57.5;67.3] 0.782

GNRI grade:

  1 0 (0.00%) 1 (0.55%)

  3 95 (100%) 181 (99.5%) 47 (100%) 73 (100%)

  RS* 0.66 [0.65;0.67] 0.67 [0.66;0.67] <0.001 0.66 [0.65;0.67] 0.67 [0.66;0.68] <0.001

AF, atrial fibrillation; CAD, coronary artery disease; AS, atherosclerosis; ADL, activities of daily living; NIHSS, National Institutes of Health Stroke Scale; TOAST, Trial of Org 10172 in Acute 
Stroke Treatment; KWST, Kubota Water Swallowing Test; NLR, neutrophil-to-lymphocyte ratio; MLR, monocyte-to-lymphocyte ratio; SII, systemic immune-inflammation index; PLR, 
platelet-to-lymphocyte ratio; PNI, prognostic nutritional index; LVDD, left ventricular end-diastolic diameter; LVSD, left ventricular end-systolic diameter; GNRI, geriatric nutritional risk 
index; RS, radiomic signature. Data for categorical variables are expressed in terms of the number of patients (percentage), and continuous variables are represented by median [interquartile 
range]. The p-value is used for group comparisons.

153

https://doi.org/10.3389/fneur.2024.1379031
https://www.frontiersin.org/journals/neurology
https://www.frontiersin.org


Guo et al. 10.3389/fneur.2024.1379031

Frontiers in Neurology 09 frontiersin.org

3.4 Performance of the combined 
clinical-radiomics model

The performance of the combined clinical-radiomics model 
was meticulously evaluated using Receiver Operating 
Characteristic (ROC) curves. This comprehensive model exhibited 

impressive predictive accuracy for Acute Ischemic Stroke (AIS) 
outcomes, as evidenced by Area Under the Curve (AUC) scores of 
0.940 (95% Confidence Interval [CI]: 0.912–0.969) in the training 
cohort and 0.853 (95% CI: 0.781–0.926) in the validation cohort. 
Notably, in the validation cohort, the clinical-radiomics model 
achieved high sensitivity (91.8%) and moderate specificity 
(68.1%), indicating its robust ability to accurately predict patient 
outcomes. The Positive Predictive Value (PPV) of the clinical-
radiomics approach in the validation set was notably high, at 
approximately 81.7%. The Radiomics Score (RS) and the clinical-
radiomics models yielded AUC values of 0.715 (95% CI: 0.619–
0.810) and 0.854 (95% CI: 0.781–0.926), respectively, as illustrated 
in Figure 5.

Clinical variables such as Coronary Artery Disease (CAD), 
Platelet-to-Lymphocyte Ratio (PLR), Uric Acid (UA), Glucose (Glu), 
and Homocysteine (HCY) demonstrated significant predictive utility, 
as detailed in Table  5. The DeLong test revealed no significant 
differences in the performance of these three individual models (all 
p > 0.05), underscoring the consistency of the predictive capability 
across the models.

FIGURE 3

Illustration of the LASSO model’s application, employing a tuning parameter (lambda) and utilizing five-fold cross-validation based on both the 
minimum criteria and one standard error (1se), facilitating the selection of radiomics features during the feature selection phase.

TABLE 4 Multivariate logistic regression.

Variable OR(95%CI) p-value

CAD 0.108(0.043, 0.255) <0.001 ***

PLR 0.991 (0.985, 0.996) <0.001 ***

UA 0.992 (0.988, 0.995) <0.001 ***

Glu 0.789 (0.709, 0.874) <0.001 ***

HCY 0.971 (0.954, 0.989) <0.001 ***

RS
1.86e + 38 (9.48e + 

24, 3.30e + 55)
<0.001 ***

Significant codes: 0; “***”0.001; “**”0.01; “*”0.05;“.”0.1; “ ”1.
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3.5 Clinical usefulness and calibration 
curves for the clinical-radiomics

When contrasted with single-scale prediction models, the 
clinical-radiomics model showcased a superior capability in 
discriminating performance evaluation. As depicted in Figure 6, 

calibration plots demonstrated a commendable congruence between 
the model’s predictions and the actual clinical outcomes for Acute 
Ischemic Stroke (AIS). This alignment indicates that the clinical-
radiomics model provides a significantly enhanced net benefit over 
traditional single-scale models, underscoring its greater 
clinical utility.

FIGURE 4

A nomogram based on clinical-radiomics models for predicting AIS outcomes.

FIGURE 5

ROC curve analysis of predictive models for modified rankin scale (MRS) outcomes in the training (A) and validation (B) cohorts, with the clinical-
radiomics model highlighted. CAD = coronary artery disease, PLR = platelet-lymphocyte ratio, UA = serum uric acid level, GLU = fasting plasma 
glucose, HCY = homocysteine, RS = Radiomics Signature, x = Clinical-Radiomics model.
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4 Discussion

Clinical predictive models are increasingly utilized in acute 
ischemic stroke management, serving as a critical role in prognosis 
and diagnostic support. Such as the widely recognized modified 
Rankin Scale (mRS), which could provide prognostic insights based 
on thorough patient evaluations, have gained broad acceptance in 

clinical settings. Historically, studies on ischemic stroke prognosis 
have predominantly utilized non-imaging data, employing various 
statistical models and machine learning algorithms such as linear 
regression, support vector machine (SVM), k-nearest neighbors 
(KNN), logistic regression, decision trees, k-means clustering, random 
forests (RF), naive Bayes, dimensionality reduction techniques, and 
gradient boosting. However, these methods have limitations, 

TABLE 5 Predictive performance of three models in the training and validation cohorts.

Model Training cohort (n  =  277)

AUC (95% CI*) Sensitivity Specificity Accuracy PPV* NPV*
CAD 0.743(0.688-0.798) 0.802 0.684 0.762 0.83 0.643

PLR 0.698(0.631–0.765) 0.659 0.663 0.66 0.789 0.504

UA 0.741(0.676–0.806) 0.907 0.526 0.776 0.786 0.746

Glu 0.791(0.734–0.849) 0.857 0.653 0.787 0.825 0.705

HCY 0.734(0.669–0.796) 0.774 0.694 0.747 0.829 0.617

Radiomics model 0.744(0.681–0.808) 0.868 0.536 0.755 0.782 0.68

Clinical-radiomics 

model

0.940(0.912–0.969) 0.951 0.811 0.903 0.906 0.895

Model
Validation cohort (n  = 120)

AUC (95% CI) Sensitivity Specificity Accuracy PPV NPV

CAD 0.754(0.675–0.834) 0.85 0.66 0.775 0.795 0.738

PLR 0.591(0.538–0.738) 0.603 0.638 0.617 0.721 0.508

UA 0.726(0.477–0.705) 0.468 0.849 0.7 0.713 0.667

Glu 0.791(0.630–0.822) 0.74 0.745 0.742 0.818 0.648

HCY 0.751(0.659–0.842) 0.795 0.66 0.742 0.784 0.674

Radiomics model 0.714(0.619–0.810) 0.726 0.66 0.7 0.768 0.608

Clinical-radiomics 

model

0.854(0.781–0.926) 0.918 0.681 0.825 0.817 0.842

*CI, confidence interval; PPV, Positive predictive value; NPV, Negative predictive value.

FIGURE 6

Calibration curves of the clinical-radiomics model in the training set (A) and validation set (B) for predicting AIS outcomes. x = Clinical-Radiomics model.
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particularly their dependence on basic clinical data without 
incorporating detailed biomarkers or complex imaging findings. Such 
limitations may impede a comprehensive understanding of the 
multifaceted nature of the disease. Moreover, despite the importance 
of these thorough assessments, they may not adequately account for 
individual variability and specific lesion characteristics inherent in the 
nonlinear dynamics and subjective assessments of stroke prognosis 
evaluation systems, posing challenges in reflecting the dynamic 
progression of the condition (16, 17). The advancement of precision 
medicine calls for more sophisticated and precise methods capable of 
navigating the intricacies of ischemic stroke prognosis. In this context, 
artificial intelligence (AI) models emerge as potent tools, offering the 
potential for more tailored and accurate prognostic predictions.

The progression of precision medicine necessitates more 
sophisticated and precise methodologies capable of addressing the 
intricate nature of ischemic stroke prognosis. As a result, there is a 
growing focus on integrating diverse data sources, such as clinical 
observations, radiomics features, and biomarkers, to construct 
predictive models that provide improved accuracy, comprehensiveness, 
and personalization. Technological advancements have facilitated an 
increase in studies integrating imaging data (e.g., CT and MRI scans) 
with state-of-the-art artificial intelligence machine learning techniques 
to enhance the accuracy and sensitivity of stroke prognosis prediction 
models. This evolving paradigm highlights the comprehensive 
utilization of diverse data types, especially imaging data, creating new 
opportunities for advancing stroke prognosis research and achieving 
more detailed and precise assessments of patient prognoses in the 
medical domain (18).

Radiomics and artificial intelligence hold great promise in the 
management of acute stroke. Cranial CT is the standard screening tool 
post-stroke, with the Alberta Stroke Program Early CT score 
(ASPECTS) being a rapid, straightforward, and reliable method for 
assessing early ischemic changes in patients with ischemic stroke, 
which is crucial for predicting treatment outcomes and prognosis 
(19). Nicolae et al. (20) retrospectively analyzed 340 patients revealed 
that ASPECTS effectively predicts the prognosis of patients with acute 
ischemic stroke (AIS), with lower scores indicating a larger infarct 
volume, particularly in diabetic and elderly patients. Chen et al. (21) 
retrospectively analyzed the CT images of 276 AIS patients, 
confirming the reliability and accuracy of automated ASPECTS 
scoring software. Hulin Kuang et al. (22) introduced EIS-Net, a novel 
multi-task learning network capable of simultaneously segmenting 
early infarcts and scoring ASPECTS on non-contrast CT images, 
offering performance comparable to expert assessments in a rapid 
manner. Masaki et al. (23) developed a deep learning-based automated 
ASPECTS calculation software utilizing the 3D-BHCA algorithm, 
demonstrating higher accuracy and efficiency than traditional 
methods, which could assist physicians in formulating superior 
treatment plans. Additionally, Qi et  al. (24) explored apparent 
diffusion coefficient (ADC) image signal changes and their 
quantitative assessments across 207 acute ischemic stroke patients. 
Their findings suggested these analyses could act as crucial references 
for estimating acute ischemic stroke volume, thus offering valuable 
diagnostic insights for clinical practice. Ma’s study (25) corroborated 
these observations. Future research may integrate multimodal imaging 
with clinical factors, offering more possibilities for precision diagnosis.

Cerebrovascular malformations, commonly arising from the 
abnormal development of intracranial vessels, can precipitate severe 

events such as stroke. Moyamoya disease (MMD), predominantly 
affecting children and adults, is marked by arterial stenosis and 
occlusion, with the potential to cause conditions like epilepsy and 
cognitive delays in pediatric patients. Despite advancements in 
modern imaging facilitating diagnosis, therapeutic options for MMD 
are limited, underscoring the critical importance of early detection 
and intervention to improve patient outcomes (26). The emergence of 
artificial intelligence (AI), particularly in the realms of deep learning 
and machine learning, has introduced novel approaches to 
MMD diagnosis.

In Kim’s study (27), they utilized deep learning and convolutional 
neural network (CNN) techniques to analyze cranial images from 
345 diagnosed MMD patients and 408 control subjects for the 
detection of MMD. CNN for the analysis of images from MMD 
patients and controls demonstrated impressive levels of accuracy, 
sensitivity, and specificity, underscoring the potential of AI in 
medical imaging.

Qin et al. (28) utilized machine learning models to analyze DSA 
images and predict mean transit time in MMD or Moyamoya 
syndrome (MMS) patients, achieving high accuracy in specific brain 
regions, which could offer significant insights for clinical diagnosis 
and treatment. Collectively, these studies suggest a promising role for 
AI in refining MMD diagnosis and treatment strategies.

Multimodal MRI, incorporating a variety of imaging sequences 
such as DWI, FLAIR, susceptibility-weighted imaging (SWI), and 
T1w and T2w, offers a rich source of biological insights. This 
comprehensive imaging approach enables physicians to thoroughly 
understand the characteristics and extent of lesions, thereby enhancing 
the precision of disease diagnoses. Additionally, employing radiomics 
and machine learning techniques, multimodal MRI facilitates the 
automated extraction and analysis of extensive imaging features. By 
amalgamating data from different MRI sequences, this strategy 
supports the development of predictive models capable of accurately 
determining patient outcomes. The confluence of multiple imaging 
modalities with sophisticated analytical methods promises more 
accurate and personalized medical evaluations.

In another significant effort, Quan et al. (14) derived radiomics 
features from fluid-attenuated inversion recovery (FLAIR) and ADC 
images across 753 cases, demonstrating their utility in forecasting 
clinical outcomes in acute ischemic stroke (AIS) patients. External 
validation showed promising area-under-the-curve (AUC) values 
across various models, with the combined ADC and FLAIR radiomics 
model significantly enhancing predictive accuracy for 
adverse outcomes.

A meta-analysis by Hanna Maria Dragoş et al. (29), reviewing 
150 articles, suggests models that merge clinical and imaging 
features more effectively predict disability outcomes in stroke 
patients at 3 and 6 months post-event. Wang’s study (30) established 
three radiomics models and a comprehensive nomogram that 
integrated clinical features and radiomic signatures, showing robust 
predictive performance for post-thrombolytic ischemic 
stroke prognosis.

To predict ischemic stroke outcomes, Yu et  al. (31) utilized a 
machine learning model integrating multimodal images, including 
DWI, ADC, FLAIR, SWI, and T1w. This model achieved notable 
performance metrics, with an accuracy of 0.831, sensitivity of 0.739, 
specificity of 0.902, an F1 score of 0.788, and an AUC of 0.902. 
Radiomic features extracted using the LightGBM model from 
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multimodal MRI effectively forecast stroke prognosis, demonstrating 
the model’s high predictive value for clinical outcomes in acute stroke 
patients. This underscores the potential of multimodal imaging in 
making precise prognosis predictions for ischemic stroke.

While the feasibility of using machine learning based on radiomics 
alongside clinical factors for predicting acute ischemic stroke 
outcomes is recognized, it is crucial to be mindful of possible biases 
in participant selection across studies. Zhou et al. (32) predicted acute 
ischemic stroke outcomes by blending radiomic features from 
multimodal imaging with clinical factors. Their clinical-radiomic 
nomogram showed superior ROC AUCs in both training and 
validation groups, achieving 0.868 and 0.890, respectively, surpassing 
models based solely on clinical or radiomic data. Despite its utility, 
this study’s single-center nature and restriction to DWI and ADC 
sequences without considering other modalities may introduce biases.

Future research should aim for broader and more diverse datasets, 
implement stringent study methodologies, and address potential 
biases to solidify the reliability and applicability of predictive models. 
Including data from multiple centers and varied patient demographics 
will strengthen the external validity of research outcomes, paving the 
way for advancements in personalized stroke management.

Diverging from prior research, our study utilized extensive 
datasets and integrated radiomic features from multimodal MRI (T1w, 
T2w, DWI) with clinical risk factors to develop a clinical-radiomic 
model to forecast the prognosis of acute ischemic stroke. This model 
exhibited enhanced performance in the validation set, outperforming 
individual imaging features or clinical factors in discriminative 
capacity, calibration, and clinical applicability. The model’s 
performance metrics in the training set were noteworthy: sensitivity 
reached 0.951, specificity 0.811, and accuracy 0.903. Furthermore, in 
the validation set, sensitivity was 0.918, specificity 0.681, and accuracy 
0.825. Despite some variability in these metrics, our model consistently 
offers valuable insights for clinicians in making informed decisions 
regarding the treatment and prognosis of acute ischemic stroke.

This research leveraged a broad spectrum of imaging modalities 
for feature extraction, including T1w, T2w, and both raw and 
processed DWI images. Twenty-one radiomic features were extracted, 
covering dimensions such as shape, energy, texture, and various gray-
level matrices (GLCM, GLRLM, GLSZM, GLDM). These features 
provide a comprehensive portrayal of ischemic stroke heterogeneity, 
offering a sophisticated understanding of stroke pathology. Notably, 
elevated values in these feature analyses correlate with poorer patient 
outcomes, enabling precise and quantifiable assessments of imaging 
characteristics linked to ischemic stroke prognosis.

It’s worth noting that our study revealed multivariate logistic 
regression analysis revealed coronary heart disease, uric acid levels, 
blood glucose levels, homocysteine, and the platelet-to-lymphocyte 
ratio (PLR) as independent risk factors affecting stroke prognosis, 
which align with clinical realities.

Extensive research supports that high blood glucose levels are an 
independent risk factor for stroke, increasing susceptibility to ischemic 
stroke by 2–4 times (33). The strong correlation between type 2 
diabetes and stroke risk is well-documented across various studies (33, 
34). Effective blood glucose management is crucial for reducing the 
risk of diabetes and its complications, notably the increased risk 
of stroke.

Coronary heart disease and ischemic stroke often overlap in their 
underlying mechanisms, with individuals with coronary heart disease 

at higher risk of cardiovascular events after a stroke. This interaction 
can lead to complex multi-organ impairment and hinder optimal 
recovery. A comprehensive treatment approach is essential to manage 
these interconnected conditions and improve patient outcomes (35).

Uric acid, a product of purine breakdown, has dual roles: it 
scavenges free radicals and promotes neuronal glutathione synthesis, 
offering neuroprotection. Elevated uric acid levels are linked to stroke 
risk due to its oxidative properties, though it also has neuroprotective 
effects. Maintaining the balance of uric acid is crucial to managing 
stroke risk (36).

Elevated homocysteine levels, often associated with deficiencies 
in folate, vitamin B6, and B12, significantly increase stroke risk. For 
every 5 umol/L rise in homocysteine levels, the risk of stroke escalates 
by 95%. Higher levels are also linked to early neurological deterioration 
and increased risk of stroke recurrence and mortality. Monitoring 
homocysteine levels is crucial in mitigating stroke risk (37).

The platelet-to-lymphocyte ratio (PLR), derived from platelet and 
lymphocyte counts, serves as an inflammation marker and prognostic 
indicator for disease progression (38). PLR has predictive value in 
various conditions, including cancer. In acute ischemic stroke (AIS), 
heightened PLR levels correlate with larger infarcts and poorer 
prognosis. PLR also predicts clinical outcomes at 90 days, making it a 
valuable prognostic biomarker in AIS scenarios (39).

5 Limitation

While this research offers promising insights, it is imperative to 
recognize its limitations. The study’s retrospective design introduces 
the potential for selection bias and the influence of confounding 
variables. Furthermore, the study is constrained by a relatively small 
participant pool and a limited scope for external validation. Future 
research would benefit from prospective, multicenter studies 
encompassing larger cohorts and broader validation efforts to bolster 
the findings’ robustness. Additionally, this investigation’s treatment of 
ischemic stroke etiology, especially concerning cerebral infarction 
locations, lacks granularity. The reliance on manual delineation for 
regions of interest (ROI) could introduce subjectivity; thus, subsequent 
studies might enhance accuracy by adopting advanced software 
solutions, refining training protocols, and minimizing subjective bias. 
The inconsistency in standard head MRI sequences across various 
institutions and divergent institutional protocols posed challenges in 
evaluating a comprehensive range of MRI sequences. Future endeavors 
should focus on improving patient engagement, augmenting the 
collection of multimodal MRI data (e.g., FLAIR, ADC, SWAN), and 
constructing sophisticated models to overcome these limitations. 
Importantly, the initial study cohort was composed exclusively of 
patients who did not receive ischemic reperfusion therapy. 
Comparative analyses of patients undergoing ischemic reperfusion 
therapy vs. those who do not could provide valuable insights into the 
predictive utility of radiological markers and clinical indicators in 
treated acute ischemic stroke patients.

6 Conclusion

In conclusion, this study demonstrates that the incorporation of 
radiomic features from T1-weighted (T1w), T2-weighted (T2w), and 
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diffusion-weighted imaging (DWI) with clinical parameters into a 
cohesive clinical-radiomics model significantly improves the 
predictive accuracy for the prognosis and treatment responses in 
ischemic stroke. This advancement fosters a deeper comprehension of 
therapeutic impacts, prognostic evaluations, and clinical assessments, 
offering invaluable insights for medical professionals in diagnosis, 
therapeutic intervention, and rehabilitation. The synergy between 
radiomic attributes and clinical information heralds a promising 
avenue for enhancing personalized medicine strategies and elevating 
patient care outcomes in ischemic stroke.
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Background: Cerebral small vessel disease (CSVD) is a common 
neurodegenerative condition in the elderly, closely associated with cognitive 
impairment. Early identification of individuals with CSVD who are at a higher 
risk of developing cognitive impairment is crucial for timely intervention and 
improving patient outcomes.

Objective: The aim of this study is to construct a predictive model utilizing 
LASSO regression and binary logistic regression, with the objective of precisely 
forecasting the risk of cognitive impairment in patients with CSVD.

Methods: The study utilized LASSO regression for feature selection and logistic 
regression for model construction in a cohort of CSVD patients. The model’s 
validity was assessed through calibration curves and decision curve analysis 
(DCA).

Results: A nomogram was developed to predict cognitive impairment, 
incorporating hypertension, CSVD burden, apolipoprotein A1 (ApoA1) levels, and 
age. The model exhibited high accuracy with AUC values of 0.866 and 0.852 for 
the training and validation sets, respectively. Calibration curves confirmed the 
model’s reliability, and DCA highlighted its clinical utility. The model’s sensitivity 
and specificity were 75.3 and 79.7% for the training set, and 76.9 and 74.0% for 
the validation set.

Conclusion: This study successfully demonstrates the application of machine 
learning in developing a reliable predictive model for cognitive impairment in 
CSVD. The model’s high accuracy and robust predictive capability provide a 
crucial tool for the early detection and intervention of cognitive impairment in 
patients with CSVD, potentially improving outcomes for this specific condition.

KEYWORDS

cerebral small vessel disease, cognitive impairment, predictive modeling, LASSO 
regression, logistic regression, nomogram
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1 Introduction

Cerebral small vessel disease (CSVD) is intricately linked to 
cognitive decline and represents a critical focus in the study of vascular 
contributions to cognitive impairment and dementia (1–3). This 
spectrum of pathological processes has been increasingly recognized 
for its substantial impact on public health, especially given the aging 
global population (2, 4–7). Despite its clinical importance, the 
detection and quantification of cognitive impairment attributable to 
CSVD remain fraught with complexities. Cognitive symptoms often 
manifest subtly and progress insidiously, making early diagnosis a 
formidable challenge in clinical settings (8).

The traditional approach to diagnosing CSVD-related cognitive 
impairment relies heavily on clinical judgment, which is subject to 
variability and may fail to capture the nuanced progression of the 
disease. Consequently, there is a pressing need for objective and 
reproducible diagnostic tools that can accurately predict the onset and 
trajectory of cognitive decline in CSVD. Addressing this need, our 
study introduces a predictive model that synthesizes demographic, 
clinical, neuroimaging, and biomarker data to objectively assess the 
risk of cognitive decline. The current models in literature have either 
not incorporated such a diverse dataset or have not been validated 
sufficiently for clinical application (9, 10). Our approach utilizes 
advanced machine learning techniques, including LASSO regression 
for feature selection and logistic regression for model development, 
filling a critical gap by providing a tool with both high sensitivity and 
specificity for CSVD cognitive sequelae.

This study leverages a comprehensive dataset of 377 CSVD 
patients, encompassing a wide array of variables including 
demographic details, clinical history, neuroimaging findings, and 
biomarkers. Through rigorous statistical methodologies, we aim to 
construct a predictive model that not only distinguishes between 
patients with and without cognitive impairment but also provides a 
probabilistic assessment of the risk of cognitive decline. By adopting 
machine learning techniques, particularly LASSO regression for 
feature selection followed by logistic regression for model 
development, we seek to create a model that is both sensitive and 
specific to the cognitive sequelae of CSVD.

In doing so, our objectives are twofold: firstly, to present a model 
that can be  readily applied in clinical practice for the early 
identification of patients at risk of cognitive impairment due to CSVD, 
and secondly, to contribute to the body of knowledge that underpins 
the intersection of neurovascular pathology and neurodegeneration. 
It is our anticipation that such a model will not only facilitate early 
intervention strategies but also spur further research into targeted 
therapies for this underdiagnosed yet prevalent condition.

2 Materials and methods

2.1 Study population and design

In a cross-sectional study conducted from July 2022 to October 
2023 at the Neurology Department of the Affiliated Hospital of Hebei 
University, we targeted a cohort of patients aged 50 and above. These 
participants were subjected to comprehensive cranial magnetic 
resonance imaging (MRI) to confirm CSVD diagnosis. The inclusion 
criteria mandated completion of a full cranial MRI series, provision of 

serum samples for ELISA testing to assess inflammatory markers, and 
undergoing the Montreal Cognitive Assessment (MoCA) to gauge 
cognitive function. The MoCA, a widely acknowledged tool for 
detecting mild cognitive impairments, was specifically chosen for its 
robust validity across diverse age groups and clinical conditions (11, 
12), thereby serving as an optimal instrument for assessing CSVD-
related cognitive impairments. The scoring of MoCA was conducted 
by trained personnel, adhering to standardized procedures to ensure 
consistency and reliability of cognitive function assessment. Exclusion 
criteria encompassed the presence of neurological conditions other 
than CSVD that might impair cognitive function, a history of 
psychiatric disorders or current use of psychoactive drugs, 
contraindications to MRI such as claustrophobia or presence of metal 
implants, inadequate quality of cranial MRI for reliable assessment, 
acute infections and severe systemic illnesses that could impede 
participation in the study. Participants’ cognitive status was 
categorized based on MoCA scores, with scores of 25 or below 
indicating cognitive impairment, and scores of 26 or above denoting 
normal cognitive function. Alongside MRI diagnostics, participants 
underwent routine lab tests including complete blood count, renal and 
liver function tests, and electrolyte panels. Informed consent for 
serum sample collection for ELISA testing was obtained in line with 
ethical standards. This study was conducted in strict adherence to 
ethical guidelines and was approved by the Ethics Committee of the 
Affiliated Hospital of Hebei University, with the approval number 
HDFYLL-KY-2023-060. This approval ensures that our study complies 
with the ethical principles outlined in the 1964 Helsinki Declaration 
and its subsequent amendments, reaffirming our commitment to the 
highest standards of research ethics.

2.2 MRI acquisition and assessment in 
CSVD patients

In our study, all participants were subjected to brain MRI 
examinations using a state-of-the-art 3.0 T GE scanner. The 
identification of CSVD was reliant on the detection of specific 
neuroimaging indicators, which included any combination of lacunes, 
white matter hyperintensities (WMH), enlarged perivascular spaces 
(EPVS), and cerebral microbleeds (CMBs). In this context, WMH 
were defined as regions showing elevated signal intensity on 
T2-weighted images, often symmetrically distributed across brain 
hemispheres. Lacunes were described as round or ovoid cerebrospinal 
fluid-signal lesions with diameters ranging between 3 and 15 mm. 
Additionally, CMBs manifested as small, round, hypointense areas, 
2–10 mm in size, evident in susceptibility-weighted imaging 
sequences. In line with the comprehensive CSVD scoring 
methodology initially developed by Wardlaw et  al. (5, 11), 
we evaluated the total CSVD burden employing an ordinal scale that 
spans from 0 to 4. This evaluation process included assigning one 
point for each of the following criteria: the severity of WMH, as 
indicated by a periventricular WMH score of 3 or a deep WMH score 
between 2 and 3; the presence of lacunes; the existence of CMBs; and 
the significant presence of basal ganglia EPVS, particularly exceeding 
a count of 10 (12). For an accurate and unbiased evaluation of these 
CSVD markers, neuroimaging specialists Yan Hou and Huan Zhou, 
devoid of access to the participants’ clinical information, undertook 
the assessment. Their analysis adhered rigorously to the Standards for 
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Reporting Vascular Changes on Neuroimaging (STRIVE) criteria (11, 
13), which provided a framework for consistent and reliable 
interpretation of CSVD-related neuroimaging findings.

2.3 Clinical blood biochemistry assessment

In this study, we performed an extensive assessment of clinical 
blood biochemistry parameters in patients with CSVD. Our evaluation 
included a broad spectrum of 44 laboratory markers, categorically 
divided into routine and specialized tests. Routine assessments 
comprised complete blood count, renal and liver function tests, 
electrolyte balance, lipid profiles, and coagulation parameters. In 
addition to these standard measures, we conducted a detailed analysis 
of inflammatory markers, crucial in elucidating CSVD’s 
pathophysiological landscape. These markers encompassed cytokines, 
acute phase reactants, and specific inflammatory indices, offering 
insights into the inflammatory status of CSVD patients. Notably, all 
laboratory data were transformed into binary categorical variables, 
based on either their median values or clinically established cutoffs. 
This transformation enabled a nuanced exploration of the potential 
correlations between these biochemical markers and cognitive 
impairment in CSVD, forming a critical component of our predictive 
model development.

2.4 Clinical evaluation

In this study, we conducted a thorough clinical evaluation of 377 
patients diagnosed with CSVD. The participants’ demographic 
information, including age and sex, was meticulously recorded. 
Medical histories were detailed, focusing on the presence of 
hypertension, diabetes, and hypercholesterolemia. Hypertension was 
defined as having a systolic blood pressure ≥140 mmHg, diastolic 
blood pressure ≥90 mmHg, or being under antihypertensive 
medication. Diabetes was identified by fasting blood glucose levels 
≥7.0 mmol/L, OGTT2h levels ≥11.1 mmol/L, or the use of 
hypoglycemic medications. Hypercholesterolemia was recognized by 
total cholesterol or LDL cholesterol levels exceeding normal range 
limits. Additionally, lifestyle factors such as smoking and alcohol 
consumption histories were gathered, alongside information on the 
duration of the disease.

2.5 Statistical methodology

In our investigation involving 377 CSVD patients, the cohort was 
randomly divided into a training set with 265 participants and a 
validation set comprising 112 participants, following a 7:3 allocation 
ratio. This randomization ensured a balanced and unbiased approach 
to model development. we opted for the stratification of continuous 
laboratory variables into tertiles. This approach was employed to 
facilitate a more meaningful interpretation of the data by categorizing 
it into low, medium, and high ranges. Utilizing tertiles allows for a 
clear delineation of patient subgroups based on their laboratory 
values, aligning with the clinical relevance of these categories. The 
selection of thresholds for continuous variables was informed by 
clinical expertise and mirrored established norms in contemporary 

research and statistical methodologies. For categorical data, 
we  presented frequencies and percentages. To ascertain baseline 
similarities or disparities between the training and validation cohorts, 
we utilized appropriate statistical tests, opting for the χ2 test or Fisher’s 
exact test for categorical data.

Within the training dataset, the LASSO regression method was 
employed to pinpoint crucial risk factors linked to cognitive 
impairment in CSVD patients. LASSO regression was utilized for its 
efficacy in both variable selection and regularization, enabling the 
identification of the most predictive features for cognitive impairment 
in CSVD while mitigating overfitting. This technique helped in 
selecting variables with non-zero coefficients for further analysis. 
These identified variables were then incorporated into a logistic 
regression model to ascertain independent predictors of cognitive 
impairment in CSVD. We  constructed a nomogram from these 
identified risk factors, derived from the logistic regression model. The 
nomogram’s predictive performance was evaluated using the receiver 
operating characteristic curve (AUC-ROC), and calibration curves 
were generated to align predicted probabilities with actual outcomes. 
Furthermore, the clinical utility of the model was assessed using 
decision curve analysis (DCA). To mitigate overfitting, we employed 
several strategies. First, we used LASSO regression to perform variable 
selection and reduce model complexity. Second, we conducted 10-fold 
cross-validation to determine the optimal regularization parameter 
(λ), ensuring the model’s performance on multiple data subsets. 
Finally, we validated the model using an independent dataset to test 
its generalizability. These combined strategies enhance the model’s 
robustness and reduce the risk of overfitting. All statistical procedures 
were carried out using R software (version 4.3.0),1 and a p-value of less 
than 0.05 (two-tailed) was considered to denote statistical significance.

3 Results

3.1 Baseline characteristics

From July 2022 to October 2023, this investigation initially 
recruited 427 participants who satisfied the inclusion benchmarks. 
Subsequent application of exclusion criteria led to the withdrawal of 
50 participants, yielding a dataset of 377 individuals for subsequent 
analyses as depicted in Figure 1. Of these, 265 formed the training 
cohort, while the remaining 112 were allocated to the validation 
cohort. Table 1 delineates the demographic and clinical profiles at 
baseline for both cohorts. This study incorporated the following 52 
potential indicators related to cognitive impairment in CSVD: CSVD 
Burden, Gender, Smoking, Drinking, Hypertension, Diabetes, 
Hyperlipidemia, Age, White Blood Cell Count, Platelet Count, 
Neutrophil Count, Lymphocyte Count, Monocyte Count, Urea, 
Creatinine, Uric Acid, Prothrombin Time, Activated Partial 
Thromboplastin Time, Thrombin Time, Fibrinogen, Hemoglobin 
A1c, Total Cholesterol, Triglycerides, High-Density Lipoprotein, 
Low-Density Lipoprotein, Very Low-Density Lipoprotein, 
Apolipoprotein A1 (ApoA1), Apolipoprotein B100, ApoA1 to 
ApoB100 Ratio, Lipoprotein(a), Total Protein, Albumin, Globulin, 

1 http://www.r-project.org/
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Albumin to Globulin Ratio, Homocysteine, Systemic Immune-
Inflammatory Index, Systemic Inflammation Response Index, 
Neutrophil-to-Lymphocyte Ratio, Lymphocyte-to-Monocyte Ratio, 
Neutrophil-to-Monocyte Ratio, Neutrophil-to-HDL Ratio, 
Lymphocyte-to-HDL Ratio, Monocyte-to-HDL Ratio, IL-6, TNFα, 
VCAM-1, LP-PLA2, CD40L, E-Selectin, ADMA, vWF, and ICAM-1. 
The lack of significant disparities in the 52 evaluated variables 
between the training and validation sets underscores the homogeneity 
of the study population. This parity is critical as it suggests that the 
predictive model derived from the training set has the potential for 
generalizability to other patient cohorts, affirming the robustness of 
the model’s predictive capacity for cognitive impairment associated 
with CSVD (Table 1).

3.2 Variable selection

In our endeavor to elucidate the variables significantly associated 
with cognitive impairment in CSVD, we  rigorously analyzed a 
dataset comprising 52 variables, which spanned demographic 
information, clinical history, and a wide array of laboratory 
measurements. Employing LASSO regression, a method recognized 
for its efficiency in variable selection and overfitting prevention, 
we utilized the glmnet package in R, integrating a 10-fold cross-
validation technique to determine the optimal regularization 
parameter (λ). The selection of λ was guided by the one standard 
error rule from the minimum criterion in cross-validation error, 
ensuring the model’s parsimony without compromising its predictive 
accuracy (Figures 2A,B).

This meticulous process distilled the multitude of factors down 
to 4 pivotal indicators that bear a statistically significant relationship 
with cognitive impairment in CSVD patients. These indicators-
Hypertension, CSVD Burden, ApoA1, and Age-demonstrated the 
strongest associations with cognitive impairment, underscoring 
their importance in the predictive model (Table  2). During the 
LASSO regression process, coefficients of less important variables 
shrink towards zero. We selected features with non-zero coefficients, 
which ensures that only the most relevant predictors are included 
in the final model. This approach balances model simplicity and 
predictive performance, enhancing both interpretability and 
robustness of the model. Although the coefficient for CSVD Burden 
is relatively small, it was retained due to its clinical significance in 
reflecting the overall severity of cerebral small vessel disease.

3.3 Multivariable analysis

Our multivariable logistic regression analysis, adjusting for potential 
confounders, identified significant associations between CSVD-related 
cognitive impairment and several key factors from the 12 variables 
initially pinpointed by LASSO regression. Notably, Hypertension (OR: 
1.78, 95% CI: 1.32–3.84, p < 0.001) and Age (OR: 1.85, 95% CI: 1.55–
3.55, p < 0.001) were potent predictors of impairment, indicating 
substantially elevated risks. A higher CSVD Burden also heightened the 
risk (OR: 1.83, 95% CI: 1.23–2.72, p = 0.003), whereas increased ApoA1 
levels demonstrated a protective effect (OR: 0.64, 95% CI: 0.43–0.97, 
p = 0.034). These variables reflect critical demographic and biological 
aspects influencing CSVD prognosis, as detailed in Table 3.

FIGURE 1

Patient selection flowchart. This diagram details the process of selecting eligible CSVD patients for the study, highlighting the inclusion  
and exclusion criteria. It shows the initial number of participants, the application of exclusion criteria, and the final number of patients  
included in the analysis.
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TABLE 1 Comparative analysis of potential predictive factors in a cerebral small vessel disease (CSVD) cognitive impairment predictive model between 
training and validation sets.

Variables Total (n  =  377) training set (n  =  265) validation set (n  =  112) p-value

Cognitive impairment, n (%) 0.438

  No 132 (35) 89 (34) 43 (38)

  Yes 245 (65) 176 (66) 69 (62)

CSVD.Burden, n (%) 0.912

  0–1 173 (46) 120 (45) 53 (47)

  2 89 (24) 64 (24) 25 (22)

  3–4 115 (31) 81 (31) 34 (30)

Gender, n (%) 0.273

  Female 183 (49) 134 (51) 49 (44)

  Male 194 (51) 131 (49) 63 (56)

Smoking, n (%) 0.8

  No 261 (69) 185 (70) 76 (68)

  Yes 116 (31) 80 (30) 36 (32)

Drinking, n (%) 0.174

  No 124 (33) 81 (31) 43 (38)

  Yes 253 (67) 184 (69) 69 (62)

Hypertension, n (%) 0.3

  No 103 (27) 77 (29) 26 (23)

  Yes 274 (73) 188 (71) 86 (77)

Diabetes, n (%) 0.3

  No 267 (71) 183 (69) 84 (75)

  Yes 110 (29) 82 (31) 28 (25)

Hyperlipidemia, n (%) 0.956

  No 250 (66) 175 (66) 75 (67)

  Yes 127 (34) 90 (34) 37 (33)

Age, n (%) 0.9

  ≤69 249 (66) 174 (66) 75 (67)

  >69 128 (34) 91 (34) 37 (33)

White blood cell count (×109/L), n (%) 0.842

  <6.04 126 (33) 91 (34) 35 (31)

  6.04–7.70 128 (34) 89 (34) 39 (35)

  >7.70 123 (33) 85 (32) 38 (34)

Platelet count (×109/L), n (%) 0.973

  <200 126 (33) 89 (34) 37 (33)

  200–250 128 (34) 89 (34) 39 (35)

  >250 123 (33) 87 (33) 36 (32)

Neutrophil count (×109/L), n (%) 0.581

  <3.83 127 (34) 86 (32) 41 (37)

  3.83–5.34 125 (33) 92 (35) 33 (29)

  >5.34 125 (33) 87 (33) 38 (34)

Lymphocyte count (×109/L), n (%) 0.533

  <130 126 (33) 93 (35) 33 (29)

  1.30–1.74 126 (33) 85 (32) 41 (37)

  >1.74 125 (33) 87 (33) 38 (34)

(Continued)
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TABLE 1 (Continued)

Variables Total (n  =  377) training set (n  =  265) validation set (n  =  112) p-value

Monocyte count (×109/L), n (%) 0.612

  <0.40 128 (34) 87 (33) 41 (37)

  0.40–0.54 128 (34) 94 (35) 34 (30)

  >0.54 121 (32) 84 (32) 37 (33)

Urea (mmol/L), n (%) 0.791

  <5.00 120 (32) 87 (33) 33 (29)

  5.00–6.19 120 (32) 84 (32) 36 (32)

  >6.19 137 (36) 94 (35) 43 (38)

Creatinine (μmol/L), n (%) 0.482

  <57 128 (34) 88 (33) 40 (36)

  57–70 128 (34) 95 (36) 33 (29)

  >70 121 (32) 82 (31) 39 (35)

Uric acid (μmol/L), n (%) 0.301

  <260 127 (34) 89 (34) 38 (34)

  260–325 127 (34) 95 (36) 32 (29)

  >325 123 (33) 81 (31) 42 (38)

Prothrombin time (s), n (%) 0.308

  <11.1 143 (38) 94 (35) 49 (44)

  11.1–11.6 111 (29) 82 (31) 29 (26)

  >11.6 123 (33) 89 (34) 34 (30)

Activated partial thromboplastin time (s), n (%) 0.273

  <27.6 126 (33) 82 (31) 44 (39)

  27.6–31.9 128 (34) 92 (35) 36 (32)

  >31.9 123 (33) 91 (34) 32 (29)

Thrombin time (s), n (%) 0.305

  <14.5 131 (35) 87 (33) 44 (39)

  14.5–17.4 121 (32) 91 (34) 30 (27)

  >17.4 125 (33) 87 (33) 38 (34)

Fibrinogen (g/L), n (%) 0.954

  <2.68 130 (34) 91 (34) 39 (35)

  2.68–3.26 122 (32) 87 (33) 35 (31)

  >3.26 125 (33) 87 (33) 38 (34)

Hemoglobin A1c (mmol/L), n (%) 0.423

  <5.6 132 (35) 95 (36) 37 (33)

  5.6–6.2 133 (35) 88 (33) 45 (40)

  >6.2 112 (30) 82 (31) 30 (27)

Total cholesterol (mmol/L), n (%) 0.874

  <3.92 128 (34) 91 (34) 37 (33)

  3.92–4.97 124 (33) 85 (32) 39 (35)

  >4.97 125 (33) 89 (34) 36 (32)

Triglycerides (mmol/L), n (%) 0.24

  <1.00 128 (34) 88 (33) 40 (36)

  1.00–1.47 125 (33) 83 (31) 42 (38)

  >1.47 124 (33) 94 (35) 30 (27)

High-density lipoprotein (mmol/L), n (%) 0.124

(Continued)
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TABLE 1 (Continued)

Variables Total (n  =  377) training set (n  =  265) validation set (n  =  112) p-value

  <1.02 129 (34) 96 (36) 33 (29)

  1.02–1.23 128 (34) 93 (35) 35 (31)

  >1.23 120 (32) 76 (29) 44 (39)

Low-density lipoprotein (mmol/L), n (%) 0.707

  <2.39 124 (33) 86 (32) 38 (34)

  2.39–3.23 127 (34) 87 (33) 40 (36)

  >3.23 126 (33) 92 (35) 34 (30)

Very low-density lipoprotein (mmol/L), n (%) 0.983

  <0.36 127 (34) 90 (34) 37 (33)

  0.36–0.54 126 (33) 88 (33) 38 (34)

  >0.54 124 (33) 87 (33) 37 (33)

Apolipoprotein A1 (g/L), n (%) 0.083

  <0 0.97 127 (34) 91 (34) 36 (32)

  0.97–1.12 128 (34) 97 (37) 31 (28)

  >1.12 122 (32) 77 (29) 45 (40)

Apolipoprotein B100 (g/L), n (%) 0.982

  <0.68 130 (34) 92 (35) 38 (34)

  0.68–0.88 125 (33) 88 (33) 37 (33)

  >0.88 122 (32) 85 (32) 37 (33)

ApoA1 to ApoB100 ratio, n (%) 0.394

  <1.19 126 (33) 94 (35) 32 (29)

  1.19–1.55 127 (34) 85 (32) 42 (38)

  >1.55 124 (33) 86 (32) 38 (34)

Lipoprotein(a) (mg/L), n (%) 0.675

  <121 126 (33) 89 (34) 37 (33)

  121–678 140 (37) 95 (36) 45 (40)

>678 111 (29) 81 (31) 30 (27)

  Total protein (g/L), n (%) 0.361

  <62 143 (38) 95 (36) 48 (43)

  62–67 125 (33) 93 (35) 32 (29)

  >67 109 (29) 77 (29) 32 (29)

Albumin (g/L), n (%) 0.424

  <35 159 (42) 110 (42) 49 (44)

  35–40 124 (33) 84 (32) 40 (36)

  >40 94 (25) 71 (27) 23 (21)

Globulin (g/L), n (%) 0.272

  <26 165 (44) 109 (41) 56 (50)

  26–28 106 (28) 77 (29) 29 (26)

  >28 106 (28) 79 (30) 27 (24)

Albumin to globulin ratio, n (%) 0.653

  <1.38 134 (36) 98 (37) 36 (32)

  1.38–1.56 119 (32) 81 (31) 38 (34)

>1.56 124 (33) 86 (32) 38 (34)

  Homocysteine (μmol/L), n (%) 0.505

  <15 135 (36) 94 (35) 41 (37)

(Continued)
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TABLE 1 (Continued)

Variables Total (n  =  377) training set (n  =  265) validation set (n  =  112) p-value

  15–20 123 (33) 91 (34) 32 (29)

  >20 119 (32) 80 (30) 39 (35)

Systemic immune-inflammatory index, n (%) 0.928

  <515.27 126 (33) 89 (34) 37 (33)

  515.27–878.63 126 (33) 87 (33) 39 (35)

  >878.63 125 (33) 89 (34) 36 (32)

Systemic inflammation response index, n (%) 0.761

  <1.02 126 (33) 89 (34) 37 (33)

  1.02–1.75 126 (33) 91 (34) 35 (31)

  >1.75 125 (33) 85 (32) 40 (36)

Neutrophil-to-lymphocyte ratio, n (%) 0.918

  <2.36 126 (33) 87 (33) 39 (35)

  2.36–3.64 126 (33) 90 (34) 36 (32)

  >3.64 125 (33) 88 (33) 37 (33)

Lymphocyte-to-monocyte ratio, n (%) 0.627

  <2.86 126 (33) 92 (35) 34 (30)

  2.86–3.93 126 (33) 85 (32) 41 (37)

  >3.93 125 (33) 88 (33) 37 (33)

Neutrophil-to-monocyte ratio, n (%) 0.942

  <8.3 126 (33) 88 (33) 38 (34)

  8.3–10.0 125 (33) 87 (33) 38 (34)

  >10.0 126 (33) 90 (34) 36 (32)

Neutrophil-to-HDL ratio, n (%) 0.411

  <3.32 126 (33) 83 (31) 43 (38)

  3.32–4.90 126 (33) 91 (34) 35 (31)

  >4.90 125 (33) 91 (34) 34 (30)

Lymphocyte-to-HDL ratio, n (%) 0.551

  <1.10 126 (33) 91 (34) 35 (31)

  1.10–1.61 126 (33) 84 (32) 42 (38)

  >1.61 125 (33) 90 (34) 35 (31)

Monocyte-to-HDL ratio, n (%) 0.551

  <0.34 126 (33) 91 (34) 35 (31)

  0.34–0.51 126 (33) 84 (32) 42 (38)

  >0.51 125 (33) 90 (34) 35 (31)

IL-6 (pg/mL), n (%) 0.533

  <6.69 126 (33) 85 (32) 41 (37)

  6.69–12.99 126 (33) 93 (35) 33 (29)

  >12.99 125 (33) 87 (33) 38 (34)

TNF-α (pg/mL), n (%) 0.294

  <9.17 126 (33) 89 (34) 37 (33)

  9.17–16.90 126 (33) 94 (35) 32 (29)

  >16.90 125 (33) 82 (31) 43 (38)

VCAM-1 (ng/mL), n (%) 0.302

  <613.22 126 (33) 95 (36) 31 (28)

  613.22–873.64 126 (33) 86 (32) 40 (36)

(Continued)
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3.4 Predictive model development

In this study, a nomogram was developed to predict the probability 
of cognitive impairment in patients with CSVD, based on four 
identified predictive factors: Hypertension, CSVD Burden, ApoA1 
levels, and Age (Figure 3). Each factor contributes to an individualized 
risk score, calculated using the nomogram, which correlates with the 
likelihood of cognitive decline. This tool provides clinicians with a 
concise and quantifiable method to assess risk and tailor patient 
management strategies effectively.

3.5 Evaluation of the predictive nomogram

The predictive accuracy of our CSVD cognitive impairment 
nomogram was assessed using the area under the receiver operating 
characteristic (AUC-ROC) curve, with the training set demonstrating 
an AUC of 0.866 (95% CI: 0.823–0.909), and the validation set 

showing an AUC of 0.852 (95% CI: 0.781–0.923). These results 
indicate excellent discriminative ability across both datasets 
(Figures 4A,B). Calibration curves closely align with the ideal line in 
both training (Figure 5A) and validation (Figure 5B) sets, suggesting 
that the nomogram’s predicted probabilities of cognitive impairment 
are accurate. Decision curve analysis (DCA) for both datasets 
confirms the model’s clinical usefulness, with the net benefit 
substantially outweighing the treat-all or treat-none strategies 
(Figures 6A,B). In application, the nomogram showed high sensitivity 
and specificity, further evidencing its robustness. In the training set, 
the model exhibited a sensitivity of 75.3% and a specificity of 79.7% 
(Figure 4A). In contrast, in the validation set, the model showed a 
sensitivity of 76.9% and a specificity of 74.0% (Figure 4B). For the 
training set, the nomogram achieved a PPV of 87.32% and an NPV 
of 63.47%, and for the validation set, the PPV was 84.60% and NPV 
was 63.30%. These additional metrics further reinforce the 
nomogram’s strong and consistent performance, advocating its 
potential utility in clinical practice for risk stratification and 
management of CSVD-associated cognitive impairment.

TABLE 1 (Continued)

Variables Total (n  =  377) training set (n  =  265) validation set (n  =  112) p-value

  >873.64 125 (33) 84 (32) 41 (37)

LP-PLA2 (ng/mL), n (%) 0.79

  <203.60 126 (33) 90 (34) 36 (32)

  203.60–307.46 126 (33) 90 (34) 36 (32)

  >307.46 125 (33) 85 (32) 40 (36)

CD40L (ng/mL), n (%) 0.536

  <2.01 126 (33) 84 (32) 42 (38)

  2.01–4.54 126 (33) 90 (34) 36 (32)

  >4.54 125 (33) 91 (34) 34 (30)

E-selectin (ng/mL), n (%) 0.409

  <23.75 126 (33) 87 (33) 39 (35)

  23.75–48.32 126 (33) 94 (35) 32 (29)

  >48.32 125 (33) 84 (32) 41 (37)

ADMA (μmol/L), n (%) 0.334

  <0.52 126 (33) 83 (31) 43 (38)

  0.52–0.73 126 (33) 89 (34) 37 (33)

  >0.73 125 (33) 93 (35) 32 (29)

vWF (%), n (%) 0.562

  <97.47 126 (33) 85 (32) 41 (37)

  97.47–149.19 126 (33) 88 (33) 38 (34)

  >149.19 125 (33) 92 (35) 33 (29)

ICAM-1 (ng/mL), n (%) 0.605

  <182.04 130 (34) 88 (33) 42 (38)

  182.04–199.66 27 (7) 18 (7) 9 (8)

  >199.66 220 (58) 159 (60) 61 (54)

This table presents a comprehensive comparison of potential predictive factors for cognitive impairment in a cohort of 377 patients with cerebral small vessel disease (CSVD). Divided into a 
training set comprising 265 patients for model development and a validation set consisting of 112 patients for efficacy assessment, the data encompass a range of clinical characteristics and 
inflammatory biomarkers. These include gender, smoking and drinking habits, hypertension, diabetes, hyperlipidemia, along with inflammatory markers like white blood cell count, platelet 
count, neutrophil count, and specific indicators closely related to CSVD such as IL-6, TNFα, and VCAM-1. The objective of this table is to demonstrate the comparability of the training and 
validation sets in these potential predictors, ensuring the generalizability and reliability of the predictive model’s outcomes. Statistical differences between the sets are indicated by p-values, 
with p < 0.05 denoting significant disparities.
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4 Discussion

The development of our predictive model for cognitive 
impairment in CSVD is a significant stride in neurovascular research, 
bridging a gap in early diagnostic methodologies. By integrating a 
diverse range of variables-demographic, clinical, neuroimaging, and 
biomarkers-our study sheds new light on the intricate relationship 

between CSVD and cognitive decline. This approach not only 
enhances our understanding of CSVD’s impact on cognitive functions 
but also introduces a valuable tool for early detection and intervention, 
marking a crucial step forward in addressing this complex condition.

Our study contributes to the evolving landscape of CSVD research 
by presenting a comprehensive predictive model for cognitive 
impairment. This model integrates a wide array of variables, akin to 
the multifaceted approaches seen in recent literature. The deep 
learning approach of Duan et al. (14) in segmenting CSVD features 
on imaging contrasts with our model that combines clinical, 
biochemical, and imaging data for a more rounded prediction. Egle 
et al. (15) emphasized diffusion tensor imaging’s role in predicting 
dementia, a perspective that complements our model’s inclusion of 
imaging alongside other clinical variables. Our work resonates with 
the findings of Jiménez-Balado et al. (16) regarding the predictive 
value of blood pressure monitoring in CSVD. However, our approach 
is more comprehensive, encompassing a broader range of indicators. 
Similarly, while Li et al. (17) explored machine learning models for 
dementia prediction in CSVD, our study adds to this by leveraging 
both advanced statistical and machine learning techniques, 
emphasizing the integration of diverse data types. Furthermore, Liu 
et al. (9) highlighted the combination of Aβ42 levels and total CSVD 
scores in predicting cognitive impairment. Our model expands upon 
this by integrating these biomarkers into a broader predictive 
framework. Lastly, van Uden et al. (18) and Zhang et al. (10) focused 
on specific imaging and clinical parameters. Our research builds upon 
these studies by offering a more comprehensive model that 
incorporates their insights into a broader predictive framework. In 
summary, our study not only aligns with current research trends in 
CSVD but also extends them by providing a more holistic approach 

FIGURE 2

(A) LASSO coefficient profiles for CSVD cognitive impairment predictors. This figure shows the coefficient profiles of the predictors in the LASSO 
regression model. The x-axis represents the log of the regularization parameter (lambda), and the y-axis represents the coefficient values of the 
predictors. Each colored line represents a different predictor. As lambda increases (moving from left to right), the coefficients shrink towards zero, 
indicating the regularization effect of LASSO. The numbers at the top indicate the number of predictors included in the model for each lambda value. 
(B) Optimal lambda selection in LASSO model for CSVD cognitive impairment predictors. The graph demonstrates the selection of the optimal lambda 
value using cross-validation. The x-axis represents the log of lambda, and the y-axis represents the binomial deviance (a measure of model error). The 
red dots represent the mean binomial deviance for each lambda value, with error bars showing the standard error. The vertical dashed lines indicate 
the lambda values chosen by cross-validation: the left line represents the lambda that minimizes the binomial deviance, while the right line represents 
the largest lambda within one standard error of the minimum deviance, providing a more regularized and simpler model.

TABLE 2 Coefficients and lambda.1SE value of the LASSO regression.

Variable Coefficients Lambda.1SE

Hypertension 0.311 0.028

CSVD.Burden 0.0314

ApoA1 −0.008

Age 0.3131

This table lists the coefficients and lambda.1SE values for key variables including 
hypertension, CSVD burden, ApoA1, and age in the LASSO regression model for cognitive 
impairment prediction in CSVD.

TABLE 3 Binary logistic regression analysis.

B SE OR CI Z p-
value

Hypertension 3.21 0.557 1.78 1.32–3.84 3.767 <0.001

CSVD.Burden 0.602 0.203 1.83 1.23–2.72 2.97 0.003

ApoA1 −0.443 0.209 0.64 0.43–0.97 −2.126 0.034

Age 3.758 0.656 1.85 1.55–3.55 3.732 <0.001

This table shows key predictors for cognitive impairment in CSVD, including regression 
coefficients, odds ratios, and their statistical significance.
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to the prediction of cognitive impairment. This comprehensive model 
could significantly enhance clinical decision-making and patient 
management in CSVD.

Age is acknowledged as a critical predictor for the progression of 
CSVD and associated cognitive impairments. The study by Hamilton 
et al. (19) corroborates this, demonstrating a significant correlation 

FIGURE 3

Nomogram for CSVD cognitive impairment risk prediction. This nomogram, based on logistic regression analysis, visually represents the contribution 
of each predictor to the overall risk of cognitive impairment in CSVD. Each predictor is assigned a score, and the total score corresponds to a 
probability of cognitive impairment. The predictors included are hypertension, CSVD burden, ApoA1 levels, and age.

FIGURE 4

(A,B) ROC curves for CSVD cognitive impairment prediction model. These curves display the sensitivity and specificity of the model in both the training 
and validation sets, illustrating its diagnostic accuracy. The x-axis represents specificity, and the y-axis represents sensitivity. The area under the curve 
(AUC) values are shown for both sets, indicating the model’s performance. (A) ROC curve for the training set, showing the model’s performance with 
an AUC value of 0.866. (B) ROC curve for the validation set, showing the model’s performance with an AUC value of 0.852.
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between the total burden of CSVD and a decline in cognitive abilities 
in the elderly. This finding not only validates the importance of age as 
a predictive factor but also underscores the heightened risk for 

cognitive health deterioration with advancing age. Hypertension is a 
primary contributor to the development of CSVD and subsequent 
cognitive decline. The research conducted by Amier et al. (20) revealed 

FIGURE 5

(A,B) Calibration plots for CSVD cognitive impairment prediction. These plots compare the predicted probabilities of cognitive impairment with the 
actual outcomes, demonstrating the model’s calibration accuracy in both the training and validation sets. The x-axis represents the predicted 
probability, and the y-axis represents the actual probability. The diagonal line represents perfect calibration, where predicted probabilities exactly 
match the actual outcomes. (A) Calibration plot for the training set. The plot shows how well the predicted probabilities agree with the actual 
probabilities in the training data. The grey line represents the ideal calibration, the solid black line shows the logistic calibration, and the dotted line 
represents the nonparametric calibration. (B) Calibration plot for the validation set. Similar to A, this plot shows the agreement between predicted and 
actual probabilities in the validation data. The grey line represents the ideal calibration, the solid black line shows the logistic calibration, and the dotted 
line represents the nonparametric calibration.

FIGURE 6

(A,B) Decision curve analysis for CSVD cognitive impairment model. These curves assess the clinical usefulness of the model by comparing the net 
benefits of different treatment strategies in both the training and validation sets. The x-axis represents the high-risk threshold, and the y-axis represents 
the standardized net benefit. (A) Decision curve for the training set. The red line represents the net benefit of the predictive model for the training data. 
The grey line, which slopes downward, represents the net benefit assuming all patients are treated. The black line, which is horizontal, represents the 
net benefit assuming no patients are treated. (B) Decision curve for the validation set. Similar to A, the red line represents the net benefit of the 
predictive model for the validation data. The grey line, which slopes downward, represents the net benefit assuming all patients are treated. The black 
line, which is horizontal, represents the net benefit assuming no patients are treated.
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a substantial association between markers of hypertensive exposure, 
as evident in cardiovascular MRI, and both CSVD and cognitive 
impairments. Additionally, the study by Hainsworth et  al. (21) 
accentuates the close link between hypertension and small vessel 
disease, aligning well with our findings and underscoring the necessity 
to consider hypertension’s role in clinical predictive models. The 
imaging burden of CSVD is significantly associated with declines in 
cognitive function. Hosoya et  al. (22) observed an independent 
association between imaging markers of CSVD and reductions in 
global cognitive function and attention. Our research echoes this 
observation, highlighting the crucial role of CSVD imaging burden in 
predicting cognitive impairments. Our study further identifies ApoA1 
as a novel negative predictor for cognitive impairment in CSVD, 
aligning with emerging research in neurodegenerative conditions. 
Studies by Choi et  al. (23) and Slot et  al. (24) reported similar 
associations between ApoA1 levels and cognitive decline, suggesting 
ApoA1’s potential role in amyloid-independent neurodegeneration. 
Moreover, research by Das et al. (25) and Deng et al. (26) underscore 
ApoA1’s neuroprotective effects in Parkinson’s disease, while Rao et al. 
(27) highlight the complex interaction between ApoA1 levels and 
genetic factors in cognitive impairment. These findings collectively 
corroborate our results, emphasizing ApoA1’s significance in 
diagnosing and treating CSVD-related cognitive impairment.

In our study, we have elucidated several pivotal findings that hold 
significant implications for understanding the development of 
cognitive impairment in the context of CSVD. Firstly, we  have 
reaffirmed hypertension and advanced age as the principal risk factors 
for cognitive impairment in CSVD. Both factors exhibit a substantial 
association with an increased risk of cognitive impairment, 
underscoring the imperative need for clinicians to closely monitor 
cognitive functions in patients exhibiting these characteristics. 
Additionally, our model underscores the critical importance of the 
cumulative burden of CSVD-related lesions (CSVD burden) and 
serum levels of apolipoprotein A1 (ApoA1) in predicting cognitive 
function. These findings provide valuable clinical cues to assist 
physicians in identifying high-risk individuals and devising tailored 
management strategies.

The results of our investigation hold profound clinical utility. The 
predictive model we have developed, based on CSVD risk factors, 
serves as a valuable tool for the early identification of individuals at 
risk of developing cognitive impairment. This not only facilitates 
timely intervention and treatment but also has the potential to 
enhance the quality of life for affected individuals. Our model offers a 
personalized risk assessment tool that guides clinicians in formulating 
precise treatment plans, while also empowering patients with 
information about their individual risks. Despite the significant 
achievements of our study, several avenues for future research merit 
exploration. Firstly, we  advocate for further research into the 
biomarkers of CSVD-related cognitive impairment to refine risk 
prediction. Furthermore, as neuroimaging and molecular biology 
techniques continue to advance, we encourage the integration of these 
advanced technologies into a more comprehensive predictive model 
for CSVD. Additionally, longitudinal studies with extended follow-up 
periods are warranted to gain deeper insights into the progression and 
trajectory of cognitive impairment in CSVD.

Our study is not without limitations. Firstly, its cross-sectional 
design precludes the establishment of causal relationships. Although 

our model demonstrates excellent predictive performance for CSVD-
related cognitive impairment, further validation in larger multicenter 
cohorts is warranted. Additionally, the potential for selection bias may 
exist, as all participants were sourced from a single hospital. Despite 
the inclusion of a comprehensive array of clinical, biochemical, and 
imaging data, there may be other unexplored factors that influence the 
risk of cognitive impairment in CSVD. Moreover, the sample size of 
this study is relatively small. Future research should include a larger 
sample size to enhance the reliability and generalizability of 
the findings.

In summary, our study presents a comprehensive predictive 
model that holds significant promise in forecasting the risk of 
cognitive impairment in the context of CSVD. This model integrates 
clinical, biochemical, and imaging data, furnishing clinicians with a 
powerful tool to identify high-risk individuals and devise personalized 
management strategies. While limitations and avenues for future 
research exist, we believe that this study marks a pivotal advancement 
in the early diagnosis and intervention of CSVD-related 
cognitive impairment.
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Introduction: Postoperative urinary retention (POUR) is the inability to urinate 
after a surgical procedure despite having a full bladder. It is a common 
complication following lumbar spine surgery which has been extensively 
linked to increased patient morbidity and hospital costs. This study hopes to 
development and validate a predictive model for POUR following lumbar spine 
surgery using patient demographics, surgical and anesthesia variables.

Methods: This is a retrospective observational cohort study of 903 patients who 
underwent lumbar spine surgery over the period of June 2017 to June 2019 in 
a tertiary academic medical center. Four hundred and nineteen variables were 
collected including patient demographics, ICD-10 codes, and intraoperative 
factors. Least absolute shrinkage and selection operation (LASSO) regression 
and logistic regression models were compared. A decision tree model was fitted 
to the optimal model to classify each patient’s risk of developing POUR as high, 
intermediate, or low risk. Predictive performance of POUR was assessed by area 
under the receiver operating characteristic curve (AUC-ROC).

Results: 903 patients were included with average age 60  ±  15  years, body mass 
index of 30.5  ±  6.4  kg/m2, 476 (53%) male, 785 (87%) white, 446 (49%) involving 
fusions, with average 2.1  ±  2.0 levels. The incidence of POUR was 235 (26%) 
with 63 (7%) requiring indwelling catheter placement. A decision tree was 
constructed with an accuracy of 87.8%.

Conclusion: We present a highly accurate and easy to implement decision tree 
model which predicts POUR following lumbar spine surgery using preoperative 
and intraoperative variables.

KEYWORDS

lumbar surgery, machine learning, postoperative complications, risk factors, urinary 
catheterization, urinary retention
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1 Introduction

Postoperative urinary retention (POUR) refers to a patient’s 
inability to completely empty their distended bladder following 
surgery. POUR is a common complication across all surgical 
specialties with an incidence of 5%–70% (1, 2). Following spine 
surgery, average rates of POUR range from 5 to 38% depending on the 
definition of POUR, study population, and surgical characteristics (1, 
3–8). The occurrence of POUR leads to discomfort and the potential 
need for catheterization, factors that overtly impact patient well-being. 
POUR has also been extensively linked to increased risk for serious 
complications such as urinary tract infection, sepsis, increased length 
of stay, higher medical costs, and increased rates of readmission to the 
hospital (4, 5, 9–11). In addition to immediate patient well-being and 
comfort, POUR was found to lower patient satisfaction, with patients 
who experienced POUR being less likely to be satisfied with spine 
surgery even at long-term follow up (11).

Several patient specific risk factors have been associated with the 
development of POUR following lumbar spine surgery with age and 
male sex being the most frequently described factors (4, 5, 9, 10, 12). 
Likewise, numerous surgical factors such as operative time, number 
of operative levels, and fusion/surgical instrumentation have been 
associated with POUR (4, 5, 11–13). While dozens of factors have 
been analyzed, few of these analyses have brought forth actionable 
plans for identifying patients at greatest risk for POUR outside of 
single variable analysis. These univariate approaches fail to adequately 
analyze the complex interactions of patient and surgical variables 
which limits their predictive accuracy.

Machine learning has become widely popularized in the spine 
surgery literature over the past decade with its application being put 
forward toward diagnosis of spinal conditions and prediction of 
surgical complications and outcomes (14). Previously, our group 
published a highly accurate model using preoperative variables to 
predict POUR through regression and neural network analysis (15); 
however, it did not account for intraoperative and perioperative 
variables during anesthesia, such as administration of narcotics, that 
have been demonstrated to affect a patient’s likelihood to develop 
POUR (16–18). Herein, we present a machine learning comprehensive 
approach for identification and classification of patients at risk for 
POUR following lumbar spine surgery with patient, surgical and 
anesthesia variables. We hypothesize that the inclusion of a greater 
spectrum of variables will increase the fidelity of the predictive model. 
Practically, this would enable the surgical team to better identify 
patients at greatest risk for POUR, proactively adjust expectations, and 
arrange for proper monitoring and mitigating strategies.

2 Methods

2.1 Study design

We performed a retrospective review of consecutive patients who 
underwent spine surgery at our tertiary care academic medical center 
from June 2017 to June 2019. Patients were identified for inclusion in 
the database by query of CPT codes specific to lumbar spine operations: 
22533, 22534, 22558, 22585, 22612, 22614, 22630, 22633, 22634, 63005, 
63012, 63017, 63030, 63035, 63042, 63047, 63048, 63056, 63057. Patients 
were excluded if surgery was not done through the clinic setting, had 

surgery in a non-lumbar region (i.e., thoracic, or cervical level), or 
were <18 years old. Study design and data security methods were 
approved by our Institutional Review Board under protocol #201902403.

2.2 Identification of variables

The data were retrospectively collected from charted demographic 
information, nursing and anesthesia reports, and neurosurgical operative 
reports. Preoperative variables included age, body mass index (BMI), and 
pre-surgical use of opioids or urinary retention medication (i.e., 5-alpha 
reductase inhibitors and/or alpha inhibitors). International Classification 
of Diseases (ICD) codes preexisting the surgical visit were collected from 
electronic health record (EHR) as well as Epic’s Care Everywhere® 
feature, a network connecting UF Health’s EHR to hundreds of other 
EHRs utilizing the Epic system (Epic Systems Corporation, Verona, 
Wisconsin). Intraoperative and post-operative variables were chosen 
based on previous studies and clinical suspicion of relevance (1, 9, 11–13, 
15, 17–22). Intraoperative surgical variables included duration of surgery, 
indwelling catheter use, type of surgery (discectomy, laminectomy, and/
or fusion), type of fusion if relevant, pelvic screw placement, number of 
levels, use of minimally invasive techniques, and surgical approach. 
Intraoperative anesthesia variables included total intravenous fluid 
administration, total volume of blood products transfused, and all 
medications administered during the surgical procedure.

2.3 Definition of POUR

Patients were monitored in the neuroscience intensive care unit, 
post-anesthesia care unit, and neurosurgical floor unit for failure to 
void and distended or painful bladders. Indwelling urinary catheters 
were placed intraoperatively for cases with expected surgery duration 
exceeding 3 h. In the absence of indwelling catheters, urine volume was 
determined per standard of care with nurse-led bladder scanning. 
POUR was defined as the reinsertion of indwelling urinary catheter, or 
the need for straight catheterization for urine volumes exceeding 
400 mL on bladder scan (23, 24). Bladder scan was done with 
ultrasound in standard fashion. Timing of postoperative removal of the 
indwelling urinary catheter occurred at the discretion of the surgeon.

3 Statistical analysis

3.1 Variable selection

Four hundred and nineteen variables were collected including 
patient characteristics, ICD-10 codes, and intraoperative factors. Only 
patients with complete data sets were included in the analysis. To set up 
a model for predicting POUR, variables were selected in two steps. In 
the first selection stage, all variables were subjected to univariate 
analysis to reveal patterns of association with POUR. Mann–Whitney 
U-tests were used for continuous and nominal variables while 
chi-square tests were used for categorical variables. Following this 
analysis, variables were selected depending on statistical significance 
and refined based on previous literature (2, 15). Then, a LASSO 
regression approach based on a penalized regression to obtain shrinkage 
estimators where only variables that did not shrink to 0 were kept.
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The data were randomly split into training (80%) and validation 
sets (20%). The training set was used to develop models to predict 
POUR. The validation set was used to evaluate the performance of the 
prediction models that fitted from the training data.

3.2 Predictive modeling

In building the predictive models, a logistic regression model is 
first fitted to predict POUR using the selected variables. The area 
under the curve (AUC) on both training and validation dataset was 
assessed to show the performance. Then, the predicted probability of 
having POUR for all patients from training and validation set is 
calculated from the logistic regression model. Based on the 
distribution of outcomes found in prior modeling based on 
pre-operative risk factors, we defined the top 11% of the predicted 
probability as high risk, the 74% as intermediate risk and the last 15% 
as low risk (15). Using the risk levels as outcome, a decision tree model 
is fitted to classify each patient’s risk level in the training set. Five-fold 
cross validation is utilized for hyper parameter tuning on minimum 
split and maximum depth. The accuracy of the decision tree is 
calculated from the validation set for performance evaluation. Brier 
score (measure of the accuracy of the probalistic prediction) was used 
to compare the forecasting ability of each aspect of the model, where 
the lower the score, the better the predictions are calibrated (25). All 
statistical analyses were performed using SAS statistical software.

4 Results

4.1 Clinical characteristics

Of the 1,387 patients enrolled via CPT codes, 362 were 
non-lumbar, 77 were found to be non-elective, and 45 patients had 

missing data as shown in Figure 1. Of 903 patients included in this 
study, the mean age was 59.5 ± 15.4 years, BMI of 30.5 ± 6.4 kg/m2, 476 
(53%) male, and 785 (87%) white. 24/903 (2.7%) had a history of 
UTI, and 27/903 (2.9%) had a history of retention. The incidence of 
POUR was 235 (26.1%) with 63 (7%) requiring indwelling urinary 
catheter placement. Patients who developed POUR were significantly 
older (62.2 ± 15.4 years vs. 58.5 ± 15.4 years, p = 0.002) but did not 
significantly differ with regards to BMI (30.6 ± 6.63 kg/m2 vs. 
30.3 ± 5.85 kg/m2, p = 0.488), male sex (44.9% vs. 48.0%, p = 0.414), or 
white race (86.1% vs. 87.3%, p = 0.659). Differences in the rates of 
POUR based on preoperative clinical characteristics are shown in 
Figure 2. Patients who developed POUR were statistically more likely 
to have taken tamsulosin (+16.6%, p = 0.050) or opioids prior to 
surgery (+11.7%, p < 0.002), had an American Society of 
Anesthesiologist Physical Status Classification System (ASA) score > 2 
(+11.2%, p = 0.001), and had a Charlson Comorbidity Index (CCI) > 1 
(+10%, p = 0.001).

4.2 Surgical characteristics

The differences in rates of POUR based on surgical variables are 
shown in Figure 3. There were multiple significant surgical predictors 
of POUR. Rates of POUR were significantly higher in patients with 
surgeries involving fusion (+18.4%, p < 0.001) or laminectomy 
(+13.2%, p < 0.001). The rates of POUR in patients who underwent 
multilevel laminectomy (+22.1%, p < 0.001) and multilevel fusion 
(+24.1%, p < 0.001) were higher. Intraoperative indwelling urinary 
catheter placement (+20.1%, p < 0.001) was a strong predictor of 
POUR. Similarly, there was a significant difference in the likelihood 
to develop POUR in patients who underwent surgery involving 
posterolateral fusion (+18.8%, p < 0.001), pelvic screw placement 
(+15.9%, p = 0.014) or interbody fusion (+9%, p < 0.003). Conversely, 
rates of POUR were significantly lower in patients whose surgery 

FIGURE 1

Flow diagram. CPT, Current procedural terminology.
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included discectomy only (−22.1%, p < 0.001) or involved discectomy 
(−19.1%, p < 0.001). Similarly, rates of POUR were significantly lower 
in patients who underwent minimally invasive technique operations 
(−10.7%, p < 0.001).

4.3 Anesthesia characteristics

A total of 69 variables were extracted and analyzed from 
intraoperative charts including muscle relaxants, reversal agents, 

FIGURE 2

Bar graph of the differences in the rates of POUR based on preoperative clinical characteristics for patients who underwent lumbar spine surgery. 
Frequency (n) and p-values comparing those who did and did not develop POUR. Asterisk (*) indicates p  <  0.05 in chi-square tests. BMI, Body mass 
index.

FIGURE 3

Bar graph of the differences in the rates of POUR based on categorical surgical variables for patients who underwent lumbar spine surgery. Frequency 
(n) and p-values comparing those who did and did not develop POUR. Asterisk (*) indicates p  <  0.05 in chi-square test.
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vasopressors, antihypertensives, antibiotics, neuromuscular agents, 
sedatives, analgesics (opioids and non-opioid), intravenous fluids, and 
blood product transfusions. The average amount of 25 anesthesia 
variables were found to be significantly different between the groups 
of patients (Table 1). Patients who developed POUR had a significantly 
longer average surgical time (310 ± 147 min vs. 236 ± 130 min, 
p < 0.001), received greater volume of intravenous fluids 
(3,000 ± 2,330 mL vs. 1,960 ± 1,520 mL, p < 0.001), and received greater 
oral morphine equivalents (OME) of intravenous opioids 
(21.3 ± 35.0 mg OME vs. 13.1 ± 28.4 mg OME, p < 0.001).

Following initial univariate analysis of patient, surgical and 
anesthesia-related factors, 94 variables were selected for LASSO 
regression of which 13 variables did not shrink to 0. The LASSO 
regression model achieved an AUC of 0.676 on the testing set on the 
receiver operating characteristic (ROC) curve (training set AUC 0.743). 
The AUC on the precision recall curve (PRC) were 0.332 and 0.560 for 
the testing and training sets, respectively. After the model selection 
step, 14 variables including patient, surgical and anesthesia factors were 
isolated and included in logistic regression (Table  2). The logistic 
regression outperformed the LASSO regression model with an 
AUC-ROC of 0.737 (training set AUC 0.768; Figure 4). The AUC-PRC 

for this model on the testing and training sets were 0.614 and 0.402, 
respectively. After hyper-parametric tuning of selected predictors from 
the LASSO regression model, a decision tree model was constructed 
(Figure 5). The accuracy for the final decision tree model was confirmed 
to be 87.8% on a 3-class confusion matrix (which reduces to 70.9% on 
a confusion matrix excluding the intermediate category), with 
sensitivity 91.3%, specificity 55.2%, positive predictive value 61.0%, and 
negative predictive value 89.2%. Brier score was noted to be 0.19.

5 Discussion

POUR is an incompletely understood but frequently encountered 
barrier to patient recovery and satisfaction following lumbar spine 
surgery occurring in 25% of patients. Its pathogenesis is thought to 
be related to several factors including anesthetic agents, perioperative 
medications, and postoperative pain, all of which can alter the 
complex urinary signaling pathway. Anesthetics can act centrally at 
the pontine micturition center and peripherally as smooth muscle 
relaxants to decrease bladder contractility (26). Surgical pain or 
inadequate pain control further stimulates the sympathetic nervous 

TABLE 1 Selected anesthesia variables found to have statistically significant differences between the group of patients that developed POUR and the 
group of patients that did not develop POUR.

Variables—Mean (SD)* POUR No POUR p-value Correlation

Albumin (g) 17.7 (29.3) 7.5 (1.8) <0.001 +

Calcium chloride 189 (711) 67.1 (342) 0.001 +

Calcium gluconate 189 (711) 71.5 (451) 0.014 +

Cefazolin 2,830 (2,060) 2,390 (1,720) 0.003 +

Dexamethasone 1.68 (3.43) 2.52 (3.98) 0.001 −

Ephedrine 12.2 (14.8) 9.18 (14.6) 0.005 +

Hydromorphone 0.397 (0.867) 0.262 (0.702) 0.031 +

Total IV Fluid Volume (mL) 3,000 (2,330) 1,960 (1,520) <0.001 +

Ketorolac 1.91 (6.52) 4.49 (10.4) <0.001 +

Methadone 3.96 (6.94) 2.41 (5.56) 0.001 +

Midazolam 0.536 (0.944) 0.805 (1.82) 0.003 −

Neostigmine 0.151 (0.784) 0.0419 (0.408) 0.043 +

Ondansetron 3.68 (1.27) 3.82 (1.17) 0.040 −

Oral Morphine Equivalents 21.3 (35.0) 13.1 (28.4) 0.001 +

Phenylephrine 6.39 (7.57) 2.99 (4.88) <0.001 +

Plasma Transfusion (mL) 18.3 (134) 1.22 (23.8) 0.039 +

Plasmalyte (mL) 2,190 (1,480) 1,540 (1,210) <0.001 +

Platelet Transfusion (mL) 6.94 (49.4) 0.753 (19.5) 0.038 +

Promethazine 0.0426 (0.460) 0.161 (1.15) 0.009 −

Propofol 948 (1,980) 645 (1,300) 0.019 +

RBC Transfusion (mL) 156 (546) 26.7 (167) <0.001 +

Remifentanil 0.475 (1.40) 0.242 (1.35) 0.038 +

Rocuronium 87.0 (50.1) 75.9 (39.7) 0.006 +

Sufentanil 0.034 (0.068) 0.023 (0.045) 0.015 +

Surgery Time (min) 310 (147) 236 (130) <0.001 +

Correlation indications relationship between variable and association with POUR. *Units in mg unless otherwise mentioned. SD, Standard Deviation; POUR, Postoperative urinary retention; 
IV, Intravenous; RBC, Red Blood Cell.
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system which acts to inhibit the detrusor muscle (27). Medications 
such as opioids are known to play dual functions by inhibiting 
parasympathetic and stimulating sympathetic innervations (28).

Thus far, no highly reliable and easily available prediction tools 
have been developed to identify a priori who is at increased risk for 
its development. Here, we  present a model leveraging machine 
learning to classify the risk of a patient developing POUR following 
lumbar spine surgery using patient, surgical and anesthesia 
characteristics. Using machine learning, we were able to condense 
more than 90 variables associated with POUR in univariate analysis 
to a 14-variable logistic regression model and eventually constructed 
an eleven-node decision tree after hyper-parametric tuning of 
selected predictors from the LASSO regression model, with a final 
accuracy for the decision tree model of 87.8% on a confusion matrix 
and AUC-ROC of 0.737. This accuracy outperforms all previously 
available models and hence offers a novel and improved predictive 
tool for POUR.

The incidence of POUR within our study was 26% and is well 
within the incidence of POUR (5.6%–38%) reported across diverse 
studies of lumbar spine surgery (3, 5–7, 9, 12, 13). Previous studies 
have contained extensive inclusion and exclusion criteria for their 
models of POUR. We  chose to include a heterogeneous patient 
population within our analysis to better understand how we  can 
comprehensively evaluate the lumbar spine surgery population for the 

FIGURE 4

Receiver operating curves (ROC) and precision recall curves (PRC) for the logistic regression model. AUC, area under curve. (A) ROC-AUC for training 
set. (B) PRC-AUC for training set. (C) ROC-AUC for testing set. (D) PRC-AUC for testing set.

TABLE 2 Multivariate logistic regression analysis for the development of 
the POUR model.

Variable Estimate SE Statistic
p-

value

Age (years) 0.012 0.007 1.738 0.082

Arthrodesis—Z98.1 0.225 0.221 1.019 0.308

Cardiomegaly—I51.7 0.725 0.439 1.649 0.099

Constipation—K59.00 1.777 0.568 3.128 0.002

Discectomy Involvement −0.389 0.317 −1.228 0.220

Ileus—K56.7 1.178 0.621 1.896 0.058

Intraoperative Foley 0.569 0.245 2.323 0.020

IV Fluid Volume (mL) <0.001 <0.001 −0.579 0.562

Neostigmine (mg) 0.388 0.151 2.562 0.010

Number of Disc Levels 0.025 0.056 0.45 0.653

Phenylephrine (mg) 0.054 0.019 2.887 0.004

Pleural Effusion—J90 0.709 0.557 1.274 0.203

RBC Transfusion (mL) 0.001 <0.001 1.913 0.056

Retention of Urine—

R33.9 2.621 0.678 3.866 <0.001

SE, Standard error of the coefficient; IV, Intravenous; RBC, Red Blood Cells. 
Bold values are statistically significant values defined as p-value < 0.05.
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development of POUR. By utilizing the logistic and LASSO regression 
models, a decision tree was able to be constructed that outperforms 
any prior predictive tool with accuracy of 0.878.

5.1 Limitations and future aims

Our model has limitations. As with all algorithms, it is only as 
accurate as the data which it contains. In this case, it is derived from a 
large tertiary care referral center where comprehensive data about a 
patient’s past medical and surgical history may not be  complete. 
We minimized this variability by extracting the medical history of 
patients from Epic’s Care Everywhere network (Epic Systems 
Corporation) which accesses patient’s medical charts from hundreds 
of other healthcare organizations, not exclusively our hospitals 
electronic medical record. Likewise, the study was retrospectively 
designed which carries biases inherent to a retrospective study.

This study was aimed at prediction of POUR, and not at interpretation 
of component variables. It serves as a diagnostic tool for POUR instead of 
identifying the critical variables that cause it. It can be  tempting to 
elaborate on the meaning of predictors featured in the final model; 
however, these specific predictors are likely confounded by extensive 
patient and surgical variables and would warrant further prospective 
investigation. For factors such as phenylephrine (used for intraoperative 
blood pressure augmentation), a feasible alternative that is not associated 
with POUR, regardless of causality between the factor and POUR, might 
not exist. However, the use of intraoperative urinary catheters which 
appears to be statistically significant in all models, presents a potentially 
modifiable variable. While this variable is extensively confounded by 
surgical time and associated anesthesia requirements via medications and 
fluids, it remains important to investigate. Additionally, further 
improvement in the predictive capabilities of this model can be achieved 
by including baseline bladder/urologic functional status and preoperative 
urologic medication requirements.

6 Conclusion

In conclusion, we  describe a highly accurate postoperative 
predictive model for POUR following lumbar spine using diverse 

preoperative and operative (surgical and anesthesia) variables. 
We were able to leverage machine learning to develop a 14 variable 
logistic regression model with an ROC-AUC of 0.737 and a decision 
tree model with an accuracy of 87.8%. These models substantially 
outperform previously published models of POUR in this patient 
population and include a greater spectrum of variables to highlight 
the effect of many less frequently appreciated variables. 
Furthermore, the final decision tree model is easy to implement 
clinically and can be  put forth toward further studies aimed at 
preventing POUR following lumbar spine surgery. A prospective, 
multi-center study is needed to further validate our 
prediction model.
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Predicting cerebral edema in 
patients with spontaneous 
intracerebral hemorrhage using 
machine learning
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1 The Quzhou Affiliated Hospital of Wenzhou Medical University, Quzhou People’s Hospital, Quzhou, 
China, 2 Postgraduate Training Base Alliance of Wenzhou Medical University, Wenzhou, China, 
3 Wenzhou Institute, University of Chinese Academy of Sciences, Wenzhou, China

Background: The early prediction of cerebral edema changes in patients with 
spontaneous intracerebral hemorrhage (SICH) may facilitate earlier interventions 
and result in improved outcomes. This study aimed to develop and validate 
machine learning models to predict cerebral edema changes within 72  h, using 
readily available clinical parameters, and to identify relevant influencing factors.

Methods: An observational study was conducted between April 2021 and 
October 2023 at the Quzhou Affiliated Hospital of Wenzhou Medical University. 
After preprocessing the data, the study population was randomly divided into 
training and internal validation cohorts in a 7:3 ratio (training: N  =  150; validation: 
N  =  65). The most relevant variables were selected using Support Vector Machine 
Recursive Feature Elimination (SVM-RFE) and Least Absolute Shrinkage and 
Selection Operator (LASSO) algorithms. The predictive performance of random 
forest (RF), GDBT, linear regression (LR), and XGBoost models was evaluated 
using the area under the receiver operating characteristic curve (AUROC), 
precision–recall curve (AUPRC), accuracy, F1-score, precision, recall, sensitivity, 
and specificity. Feature importance was calculated, and the SHapley Additive 
exPlanations (SHAP) and Local Interpretable Model-Agnostic Explanations 
(LIME) methods were employed to explain the top-performing model.

Results: A total of 84 (39.1%) patients developed cerebral edema changes. In the 
validation cohort, GDBT outperformed LR and RF, achieving an AUC of 0.654 
(95% CI: 0.611–0.699) compared to LR of 0.578 (95% CI, 0.535–0.623, DeLong: 
p  =  0.197) and RF of 0.624 (95% CI, 0.588–0.687, DeLong: p  =  0.236). XGBoost 
also demonstrated similar performance with an AUC of 0.660 (95% CI, 0.611–
0.711, DeLong: p  =  0.963). However, in the training set, GDBT still outperformed 
XGBoost, with an AUC of 0.603  ±  0.100 compared to XGBoost of 0.575  ±  0.096. 
SHAP analysis revealed that serum sodium, HDL, subarachnoid hemorrhage 
volume, sex, and left basal ganglia hemorrhage volume were the top five most 
important features for predicting cerebral edema changes in the GDBT model.

Conclusion: The GDBT model demonstrated the best performance in predicting 
72-h changes in cerebral edema. It has the potential to assist clinicians in 
identifying high-risk patients and guiding clinical decision-making.

KEYWORDS

SICH, cerebral edema, random forest, GDBT, XGBoost
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Introduction

Spontaneous intracerebral hemorrhage (SICH) is a prevalent 
subtype of stroke, with a mortality rate significantly higher than 
ischemic stroke. Approximately 20–30% of SICH patients die 
within 3 months (1–3). The high incidence and mortality rates pose 
a significant threat to public health (4, 5). Cerebral edema, a 
common complication of SICH, involves the accumulation of 
excess water in the brain tissues adjacent to the hemorrhage. This 
can lead to severe consequences, including compromised blood 
flow, intracranial pressure shifts, and neuronal damage (6, 7). 
Timely identification of edema development and its influencing 
factors is crucial for optimizing patient care, allocating resources 
effectively, and reducing healthcare costs. Cerebral edema typically 
appears within 24–72 h after bleeding, peaks 2–7 days later, and can 
persist for up to 2 weeks. To monitor edema progression, patients 
with SICH undergo head CT scans at admission, 24 and 72 h post-
admission. Subsequent scans may be  ordered based on clinical 
changes. This study aimed to develop and validate machine 
learning models capable of predicting changes in cerebral edema 
within the first 72 h following SICH (8).

Over the past few years, advances in imaging omics have refined 
the use of CT scans for evaluating brain edema (9). In addition, 
machine learning algorithms have demonstrated significant promise 
in predicting medical outcomes and complications, aiding clinicians 
in making informed decisions and enhancing patient care (10–13). 
These advancements inform the development of accurate and reliable 
prognostic models to identify patients at risk of severe cerebral edema, 
enabling healthcare providers to implement targeted preventive 
strategies and interventions.

This study sought to develop and validate a machine learning-
based prognostic model that could evaluate the progression patterns 
and influencing factors of cerebral edema, considering various patient 
attributes and clinical determinants. We  aimed to compare the 
predictive accuracy and clinical utility of different machine learning 
algorithms. Ultimately, our goal was to provide clinicians with 
valuable tools for the early identification of patients at risk of severe 
cerebral edema, enabling the implementation of targeted preventive 
strategies to reduce its prevalence.

Methods

This study adhered to the Strengthening the Reporting of 
Observational Studies in Epidemiology (STROBE) 
reporting guidelines.

Data source

This observational study was conducted between April 2021 
and October 2023 at the Quzhou Affiliated Hospital of Wenzhou 
Medical University. The study protocol was approved by the 
hospital’s ethical board (reference number: LW2023-163) and 
adhered to the principles of the Declaration of Helsinki. All patients 
provided informed consent through their relatives, and no patient 
data were used in a way that could pose a risk to them. Patients with 
SICH were included if they met the following criteria: (1) admission 

within 72 h after first-ever stroke; (2) SICH confirmed by head 
computerized tomography (CT) scan; (3) hospitalization within 
24 h after the onset of stroke symptom; and (4) age of 18 years or 
greater. Exclusion criteria encompassed the following:(1) secondary 
brain bleeding as a result of congenital or acquired coagulation 
abnormalities, hemorrhagic transformation of cerebral infarction, 
moyamoya disease, cerebral aneurysm, and arteriovenous 
malformation or tumor; (2) primary intraventricular bleeding; (3) 
presence of previous neurological diseases, such as brain tumors 
and severe head trauma; and (4) coexistence with severe systemic 
diseases, for example, malignancies, immune deficiency syndromes, 
and severe heart, liver, lung, or kidney dysfunction.

A total of 215 patients presented to the emergency department 
with suspected SICH, which was confirmed by head CT scans. All 
CT scans were conducted following the radiology department’s 
protocol by radiologists blinded to clinical information. To ensure 
data relevance, we  collected 51 basic patient characteristics at 
admission (detailed in Supporting Material 1). In addition, 
we gathered 38 imaging characteristics, including clinical review 
times at 6, 24, 72 h, and subsequent hours until the absence of 
hematoma and edema was confirmed by two senior doctors 
(Supporting Material 1).

The cerebral edema volume was calculated using two methods: (1) 
Image-based analysis: The boundaries of hematoma and edema were 
delineated on CT scans using image browser measurement software. 
The hematoma volume was calculated by summing the areas of each 
layer, while the edema volume was determined by subtracting the 
hematoma volume from the combined volume of hematoma and 
surrounding brain edema. (2) Formula-based analysis (verification): 
The hematoma length and width in the maximum plane were 
measured as A and B, respectively, and the thickness (number of 
layers, C) was calculated. The hematoma volume was calculated as 1/2 
ABC, with layers categorized as 75% (layer 1), 75–25% (1/2 layer), 
and < 25% (excluded). The edema volume was determined as the 
difference between the combined volume of blood and edema and the 
hematoma volume. Absolute hematoma and edema volumes were 
assessed at each time point. The primary outcome measure was 
defined as an increase in cerebral edema volume between baseline and 
repeat imaging of more than 6 mL or a relative increase of >33% 
within 72 h (14–17). To optimize statistical power and minimize bias, 
multiple imputation using random forests was employed to 
supplement missing values. The imputed data were then randomly 
stratified into training (N = 150) and validation cohorts (N = 65) in a 
7:3 ratio.

Feature selection

To prevent variable misselection, we  employed a rigorous 
variable selection approach using a training cohort to identify the 
most relevant predictors for constructing a predictive model. 
Initially, pairwise Pearson’s correlation matrices were used to assess 
the collinearity of clinical variables. Collinearity occurs when two 
or more predictors exhibit a strong correlation (r > 0.8), 
complicating the evaluation of each variable’s unique contribution 
to the outcome. Therefore, we have chosen to remove the more 
readily available variables from the collinear variables. Subsequently, 
we used the Minimum Absolute Shrinkage and Selection Operator 
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(LASSO) and the SVM-RFE algorithm in a two-step process. 
LASSO is a regularization technique that performs variable 
selection and coefficient estimation by applying constraints to the 
sum of the absolute values of the model parameters. This process 
causes some of the coefficients to be  narrowed down to zero, 
effectively excluding them from the final model. Then, the 
SVM-RFE algorithm was used for further variable selection. The 
SVM-RFE algorithm enables the machine learning algorithm to 
continuously reduce the number of features, verify the performance 
of the model, and finally achieve the optimal number of features for 
screening. By using the SVM-RFE algorithm, we obtain another 
important set of predictors. Finally, the intersection of predictors 
determined by the LASSO and SVM-RFE algorithms is employed 
to ensure that only the most relevant and robust variables are 
included in the development of our predictive models. This 
combined approach aims to improve the accuracy and 
generalizability of the model while reducing the risk of overfitting 
or including irrelevant predictors.

Model development and validation

We employed four machine learning classifiers—extreme 
gradient boosting (XGBoost), random forest (RF), linear regression 
(LR), and gradient-boosted decision trees (GDBT) (18–21)—to 
develop predictive models for the risk of 72-h brain edema growth. 
All models incorporated the same input variables. Grid and random 
hyperparameter searches were conducted on the training data to 
identify optimal hyperparameters for each model, with performance 
evaluated using the area under the receiver operating characteristic 
curve (AUROC), precision–recall curve (AUPRC), F1 score, 
precision, recall, sensitivity, and specificity. To interpret the best-
performing model, Shapley Additive exPlanations (SHAP) (22) and 

Local Interpretable Model-Agnostic Explanations (LIME) (23) were 
applied to provide consistent and locally accurate variable 
importance values, enhancing our understanding of the model’s 
predictive capabilities.

Dataset selection

Given the limited sample size in this study, which can introduce 
bias, a 5-fold cross-validation was employed to ensure objectivity 
and minimize sampling bias. To select the dataset with the greatest 
statistical significance, a Wilcoxon rank-sum test was performed. 
The dataset with the largest p-value was chosen as illustrated in 
Figure 1.

Tuning of hyperparameters

XGBoost
XGBoost, a widely used and powerful ensemble technique, is 

based on the gradient boosting framework. It combines the predictions 
of multiple weak learners, primarily decision trees, to create a more 
accurate and robust model. XGBoost implements machine learning 
algorithms within the Gradient Boosting framework. The optimal 
parameters were determined using the “xgboost” package and 5-fold 
cross-validation, as illustrated in Figure 2.

Random forest
Random forest algorithms utilize tree-based models, combining 

multiple decision trees through bootstrapping to improve predictive 
accuracy (19). The optimal number of trees was determined using 
5-fold cross-validation with the “randomForest” package, as illustrated 
in Figure 2.

FIGURE 1

Dataset selection plots.
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Linear regression
Linear regression is a widely used statistical method for modeling 

binary outcomes. The most common approach is least squares, which 
aims to minimize the average squared error between predicted and 
observed values. To select optimal variables and construct an LR 
model, we  employed backward stepwise regression based on the 
Akaike information criterion. The “MASS” package in R software was 
utilized to fit the model (24).

Gradient-boosted decision tree (GBDT)

The GBDT model iteratively calculates residuals at each step and 
establishes the model by moving in the negative gradient direction of 
these residuals. GBDT’s powerful, flexible, efficient, and accurate 
predictive capabilities have made it a popular machine-learning 
algorithm for analyzing and processing abstract data. Optimal 
parameters for the GBDT model were determined using the “GBDT” 
package and 5-fold cross-validation, as illustrated in Figure 2.

Statistical analysis

Prior to formal analysis, the Kolmogorov–Smirnov test was used 
to assess data distribution. Continuous variables were analyzed using 
either the independent t-test (for normally distributed data) or the 
Mann–Whitney U-test (for non-normally distributed data) and were 
presented as mean ± standard deviation (SD) or median with 
interquartile range (IQR), respectively. Categorical variables were 
analyzed using the chi-square test for large samples or Fisher’s exact 
test for small samples and are expressed as frequencies (percentages). 
To compare the area under the curve (AUC) of the different models 
statistically, the DeLong test was used. All statistical tests were 
two-tailed, and a p < 0.05 was considered statistically significant. In 
addition, the study adhered to the rule of thumb of having at least 10 
events per variable for robust analysis. Statistical analyses were 
performed using R (version 4.2.2; R Foundation for Statistical 
Computing) and Python (version 3.9.0; Python Software Foundation).

Results

Patient characteristics

The dataset comprised information on 215 patients with 
SICH, including 949 imaging CT scans. The total number of CT 
scans was determined at specific time frames: 6, 24, 72 h, and 
subsequent hours until the absence of hematoma and edema was 
confirmed by two senior doctors. Of these patients, 86 (40%) 
exhibited cerebral edema expansion (edema volume increased by 
more than 6 mL or by >33% relative to the last measurement) 
within 72 h. The cohort included 143 male (66.5%) and 72 female 
(33.5%) patients, with 60 male (69.8%) and 26 female (30.2%) 
patients experiencing dilated cerebral edema. No significant 
differences were observed in baseline characteristics between the 
training and validation groups. Tables 1, 2 provide detailed 
baseline patient characteristics.

Feature selection

As shown in Figure  3, no pairwise Pearson’s correlations 
between continuous variables exceeded 0.8, indicating the absence 
of collinearity. Consequently, all variables were included in the 
subsequent feature selection process. SVM-RFE identified 31 
important predictors (Supporting Material 1), while the LASSO 
regression algorithm selected 26 (Supporting Material 1). 
Ultimately, 20 factors emerged as significant predictors of the 
outcome (Figure 4), including sex, diabetes history, hypertension 
history, alcohol history, ventricular drainage, hemostatic treatment, 
decompressive craniectomy, antihypertensive treatment, antiemesis 
and antacid, HDL, cholesterol, alanine aminotransferase, serum 
magnesium, serum sodium, CRP, admission Barthel ADL Index, 
cerebral subarachnoid hemorrhage volume, subdural hemorrhage 
volume, and hemorrhage in the left cerebellum, left basal ganglia, 
or left parietal lobe. These selected features were integrated into 
four machine learning classifiers—GDBT, LR, RF, and XGBoost—to 
develop the predictive model.

FIGURE 2

Hyperparameter selection plots.
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Tuning of hyperparameters

As shown in Table 3 and Figure 2, the optimal hyperparameters 
for the GDBT models were as follows: n_estimators (10–250), min_
samples_split (2–25), max_features (0.1–0.999), max_depth (3–15), 
min_samples_leaf (1–25), and learning_rate (0.001–0.3). For the 
extreme gradient boosting (XGBoost) models, the optimal 
hyperparameters were as follows: n_estimators (10–250), min_
samples_split (1–25), max_depth (3–15), subsample (0.001–1), 
colsample_bytree (0.01–1), and learning_rate (0.001–0.3). Finally, the 
optimal hyperparameters for the RF models were as follows: n_
estimators (10–250), max_depth (3–15), min_samples_split (2–25), 
min_samples_leaf (1–25), and max_features (0.1–0.999).

Development and validation of prediction 
models

When evaluating model performance on the validation cohort, 
our results demonstrated that the GDBT model, with an AUC value 
of 0.654 (95% CI: 0.611–0.699), outperformed the LR and RF models, 
which yielded AUC values of 0.578 (95% CI: 0.535–0.623, DeLong: 
p = 0.197) and 0.624 (95% CI: 0.588–0.687, DeLong: p = 0.236), 
respectively. Similarly, GDBT outperformed XGBoost, with an AUC 
of 0.660 (95% CI: 0.611–0.711, DeLong: p = 0.963). However, in the 
training set, GDBT (AUC = 0.603 ± 0.100) outperformed XGBoost 
(AUC = 0.575 ± 0.096). To mitigate the effects of random sampling, 
we repeated this process 50 times. Over-validation revealed that the 
LR model exhibited overfitting, performing poorly on the independent 
dataset despite good performance on the training set. In contrast, the 
GDBT model demonstrated greater stability and superior 
performance in both the training and validation sets compared to 

XGBoost. Based on these results, we selected the GDBT model for 
subsequent experiments, as summarized in Table  4. Receiver 
operating curves and precision–recall curves for the models are 
depicted in Figure 5.

Model explainability

The SHAP summary plot (Figure  6) illustrates the relative 
importance of the 20 predictors in the GDBT model. We discovered 
that serum sodium, HDL cholesterol, subarachnoid hemorrhage 
volume, sex, and left basal ganglia hemorrhage volume were the five 
most significant features for predicting cerebral edema changes in the 
SHAP (GDBT) model.

The LIME interpreter was applied to data generated by the GDBT 
model to examine classification outcomes. Each case’s feature weights 
are depicted in Figure 7, with green indicating factors favoring the 
outcome and red representing those opposing it. In case 1, the 100% 
predicted increase in edema was likely attributed to sex (male), cerebral 
subarachnoid hemorrhage volume within the range of 0.02–0.15 mL, 
alcohol use history, HDL levels between 1.2 and 1.44 mmol/L, serum 
sodium between 141.55 and 143.45 mmol/L, absence of subdural 
hemorrhage, alanine aminotransferase levels within 13.4–19.4 U/L, 
and left parietal lobe volume between 0.13 mL and 0.67 mL (favoring 
variables). However, no drinking history and no cerebral ventricular 
drainage were the opposite variables. Conversely, in case 2, the 99.8% 
prediction of no edema increase was likely due to serum sodium levels 
exceeding 143.45 mmol/L, left parietal bleeding volume within the 
0.13–0.67 mL range, alanine aminotransferase levels between 19.04 U/L 
and 27.92 U/L, and CRP levels within 1.58–3.61 mg/L (favoring 
variables). Sex (male), HDL levels exceeding 1.44 mmol/L, and a 
subdural hemorrhage volume >0.1 mL were the opposite variables.

TABLE 1 Summary table of categorized data.

Characteristics Totals (n  =  215) Training cohort 
(n  =  150)

Validation cohort 
(n  =  65)

P-value

Sex 143 (0.665) 101 (0.673) 42 (0.646) 0.818

History of stroke 58 (0.270) 40 (0.267) 18 (0.277) 1.000

History of diabetes 29 (0135) 18 (0.120) 11 (0.169) 0.451

History of atrial fibrillation 12 (0.056) 8 (0.053) 4 (0.062) 1.000

History of coronary heart disease 92 (0.428) 71 (0.473) 21 (0.323) 0.058

History of hypertension 183 (0.851) 124 (0.827) 59 (0.908) 0.185

History of smoking 69 (0.321) 53 (0.353) 16 (0.246) 0.165

History of alcohol consumption 73 (0.340) 53 (0.353) 20 (0.308) 0.623

History of hyperlipidemia 4 (0.019) 1 (0.007) 3 (0.046) 0.156

Cranial decompression Hematoma 

removal 67 (0.312) 43 (0.287) 24 (0.369) 0.298

Ventricular drainage 71 (0.330) 44 (0.293) 27 (0.415) 0.112

Hemostatic therapy 200 (0.930) 141 (0.940) 59 (0.908) 0.574

Cranial pressure-lowering therapy 194 (0.902) 138 (0.920) 56 (0.862) 0.282

Antihypertensive treatment 208 (0.967) 146 (0.973) 62 (0.954) 0.748

Antiemetic and antacid 211 (0.981) 148 (0.987) 63 (0.969) 0.749

Lipid-lowering therapy 20 (0.093) 17 (0.113) 3 (0.046) 0.193
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TABLE 2 Summary table of continuous variable data.

Characteristics Totals (n  =  215) Training cohort 
(n  =  150)

Validation cohort 
(n  =  65)

P-value

Age 66.0 (56.0, 75.0) 66.5 (56.0, 76.75) 66.0 (56.0, 73.0) 0.531

Time from onset to first imaging 6.0 (4.0, 10.5) 5.5 (4.0, 10.0) 6.0 (4.0, 12.0) 0.637

Systolic blood pressure 158.0 (142.0, 174.0) 158.5 (142.25, 174.0) 158.0 (142.0, 173.0) 0.723

Diastolic blood pressure 88.0 (78.0, 97.0) 87.0 (77.25, 97.0) 88.0 (78.0, 100.0) 0.647

VTE 6.0 (3.0, 8.0) 7.0 (3.0, 8.0) 6.0 (3.0, 7.0) 0.351

Hemoglobin 133.0 (122.0, 143.0) 133.0 (123.0, 144.0) 133.0 (121.0, 141.0) 0.436

Blood platelet count 176.0 (128.0, 212.5) 177.5 (135.5, 210.75) 169.0 (117.0, 218.0) 0.563

Partial thromboplastin time 33.4 (30.65, 37.3) 33.85 (30.725, 38.15) 32.7 (30.4, 36.0) 0.057

Prothrombin time (blood clotting 

enzyme) 17.1 (16.3, 17.7) 17.1 (16.3, 17.6) 17.1 (16.4, 17.8) 0.604

Prothrombin time 13.2 (12.6, 13.85) 13.2 (12.6, 13.85) 13.2 (12.8, 13.8) 0.845

Triglyceride 0.97 (0.705, 1.45) 0.95 (0.712, 1.438) 1.05 (0.69, 1.49) 0.567

Cholesterol 4.03 (3.42, 4.72) 3.925 (3.43, 4.742) 4.24 (3.41, 4.63) 0.460

High-density lipoprotein (HDL) 

cholesterol 1.22 (0.99, 1.45) 1.2 (0.982, 1.402) 1.26 (1.03, 1.5) 0.280

Glutamic-pyruvic transaminase 18.4 (13.0, 28.55) 18.9 (13.125, 28.575) 17.6 (12.6, 28.3) 0.963

Creatine kinase 106.3 (69.15, 184.05) 107.5 (69.6, 181.825) 103.3 (64.7, 188.7) 0.571

Lactate dehydrogenase 212.2 (184.75, 255.25) 209.2 (186.175, 250.85) 220.7 (183.8, 277.6) 0.271

Creatine kinase isoenzyme 20.8 (15.65, 27.55) 20.95 (16.2, 26.875) 20.1 (15.1, 29.5) 0.652

Magnesium 0.81 (0.74, 0.86) 0.805 (0.732, 0.86) 0.82 (0.75, 0.88) 0.232

Sugar 6.39 (5.31, 8.39) 6.375 (5.262, 8.278) 6.94 (5.41, 8.6) 0.356

Calcium 2.19 (2.1, 2.26) 2.19 (2.1, 2.278) 2.18 (2.1, 2.24) 0.629

Sodium 141.0 (139.15, 143.2) 141.1 (138.825, 143.1) 141.0 (139.9, 143.3) 0.310

Albumin 37.7 (34.25, 40.3) 37.95 (34.3, 40.6) 37.0 (34.1, 39.8) 0.387

C-reactive protein 4.26 (1.73, 17.005) 4.175 (1.762, 13.252) 4.35 (1.46, 19.2) 0.737

ADL admission 10.0 (0.0, 35.0) 10.0 (0.0, 35.0) 10.0 (0.0, 35.0) 0.808

ADL discharge 40.0 (0.0, 60.0) 37.5(0.0, 60.0) 50.0(0.0, 70.0) 0.172

Admission mRS score 4.0 (3.0, 5.0) 4.0 (4.0, 5.0) 4.0 (3.0, 5.0) 0.174

Mean_median_offset 0.0 (−0.517, 1.224) 0.0 (−0.375, 1.192) 0.0 (−0.533, 1.214) 0.957

Mean_cerebral subarachnoid 

hemorrhage volume 0.014 (0.0, 0.194) 0.018 (0.0, 0.167) 0.0 (0.0, 0.267) 0.563

Mean_subdural hemorrhage.3. Epidural 

hemorrhage4 0.0 (0.0, 0.0) 0.0 (0.0, 0.0) 0.0 (0.0, 0.125) 0.250

Mean_subdural hemorrhage 0.0 (0.0, 0.0) 0.0 (0.0, 0.0) 0.0 (0.0, 0.0) 0.809

Mean_CT5 0.0 (0.0, 0.0) 0.0 (0.0, 0.0) 0.0 (0.0, 0.0) 0.760

Mean_brainstem 0.0 (0.0, 0.4) 0.0 (0.0, 0.333) 0.0 (0.0, 0.5) 0.777

Mean_left_cerebellum 0.0 (0.0, 0.167) 0.0 (0.0, 0.125) 0.0 (0.0, 0.25) 0.413

Mean_left_basal_ganglia 0.25 (0.0, 1.0) 0.225 (0.0, 1.0) 0.25 (0.0, 1.0) 0.793

Mean_left_frontal_lobe 0.0 (0.0, 0.354) 0.0 (0.0, 0.333) 0.0 (0.0, 0.375) 0.861

Mean_left_temporal_lobe 0.2 (0.0, 0.854) 0.167 (0.0, 0.75) 0.25 (0.0, 1.0) 0.463

Mean_left_thalamus 0.0 (0.0, 0.388) 0.0 (0.0, 0.333) 0.0 (0.0, 0.5) 0.677

Mean_left_parietal 0.0(0.0, 0.6) 0.125(0.0, 0.6) 0.0(0.0, 0.75) 0.540

Mean_left_occipital_lobe 0.0 (0.0, 0.062) 0.0 (0.0, 0.0) 0.0 (0.0, 0.143) 0.245

Mean_right_cerebellum 0.0 (0.0, 0.167) 0.0 (0.0, 0.2) 0.0 (0.0, 0.125) 0.701

(Continued)
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Discussion

Hemorrhagic stroke, also known as cerebral hemorrhage, occurs 
when non-traumatic blood vessels in the brain rupture, leading to 
blood accumulation in the brain parenchyma. This condition 
constitutes 10–15% of all stroke cases and is characterized by rapid 
progression, severe neurological dysfunction, and a high mortality 

rate, particularly mortality rate during the acute phase (up to 100%). 
Increased intracranial pressure and cerebral herniation due to cerebral 
edema are major causes of death. Patients may also experience long-
term neurological deficits, impacting their self-care ability and 
imposing substantial economic burdens on society and families. Early 
diagnosis and timely treatment are crucial for reducing mortality 
rates. To predict 72-h brain edema growth, we developed and validated 

TABLE 2 (Continued)

Characteristics Totals (n  =  215) Training cohort 
(n  =  150)

Validation cohort 
(n  =  65)

P-value

Mean_right_basal_ganglia 0.2 (0.0, 1.0) 0.25 (0.0, 1.0) 0.0 (0.0, 1.0) 0.527

Mean_right_frontal_lobe 0.0 (0.0, 0.333) 0.0 (0.0, 0.333) 0.0 (0.0, 0.25) 0.843

Mean_right_temporal_lobe 0.0 (0.0, 0.667) 0.0 (0.0, 0.667) 0.0 (0.0, 0.5) 0.321

Mean_right_thalamus 0.0 (0.0, 0.5) 0.0 (0.0, 0.575) 0.0 (0.0, 0.333) 0.584

Mean_right_parietal 0.0 (0.0, 0.5) 0.0 (0.0, 0.5) 0.0 (0.0, 0.25) 0.208

Mean_right_occipital_lobe 0.0 (0.0, 0.0) 0.0 (0.0, 0.0) 0.0 (0.0, 0.0) 0.514

Mean_fisher 0.5 (0.0, 1.31) 0.586 (0.0, 1.333) 0.429 (0.0, 1.167) 0.463

FIGURE 3

Pearson’s correlation matrix thermodynamic chart.
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machine-learning models using four different algorithms (GDBT, LR, 
RF, and XGBoost). Twenty key predictors were identified, and internal 
and external validation demonstrated the superior performance and 
clinical applicability of the GDBT model (25–28).

Our importance analysis identified serum sodium levels as the 
most significant predictor of 72-h brain edema growth risk, aligning 
with previous research (29–33). These findings support the role of 
serum sodium as a valuable prognostic indicator in brain edema. 
Previous studies suggest that edema around hematoma is 
predominantly vasogenic in the early stages, transitioning to cytotoxic 
edema later. Distal and contralateral edema is attributed to osmotic 
effects caused by the diffusion of edematous fluid and the accumulation 
of permeable substances within the bleeding area. Vasogenic cerebral 
edema results from blood–brain barrier impairment and increased 
permeability, leading to the leakage of plasma components, including 
sodium (Na+) and potassium (K+) ions. Cytotoxic edema arises from 
cytotoxic substances disrupting cell energy metabolism, leading to 

abnormal extracellular ion concentration gradients. Increased 
extracellular potassium ions are primarily removed through the blood–
brain barrier via Na+-K+-ATPase-mediated Na+-K+ exchange, resulting 
in a net increase of cations. Our study demonstrated a correlation 
between lower serum sodium levels and increased edema volume. 
Potential explanations include the cytotoxic edema perspective: Despite 
constant serum sodium levels, cytotoxic substances may increase Na+ 
in edema fluid while decreasing it in plasma. Lower serum sodium 
levels may indicate more potent cytotoxic substances, leading to higher 
edema fluid osmotic pressure and increased edema volume.

Our importance analysis further identified high HDL values, 
hypertension history, alcohol history, and sex (male) as additional 
predictors of 72-h brain edema growth risk. Several studies and statistical 
analyses (34, 35) have reported that patients with cerebral hemorrhage 
accompanied by poorly controlled hypertension, alcohol consumption, 
or hyperlipidemia have a significantly higher likelihood of developing 
severe cerebral edema than healthy individuals. Histological studies have 

FIGURE 4

Variable screening diagram.

TABLE 3 Summary table of the model parameters.

GDBT XGBoost RF

n_estimators (10, 250) n_estimators (10, 250) n_estimators (10, 250)

min_samples_split (2, 25) min_child_weight (1, 25) max_depth (3, 15)

max_features (0.1, 0.999) max_depth (3, 15) min_samples_split (2, 25)

max_depth (3, 15) subsample (0.001, 1) min_samples_leaf (1, 25)

min_samples_leaf (1, 25) colsample_bytree (0.01, 1) max_features (0.1, 0.999)

learning_rate (0.001,0.3) learning_rate (0.001,0.3)
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TABLE 4 Model performance evaluation using training and validation cohorts.

Cohort Model AUROC AUPRC F1 Sensitivity Specificity Accuracy

Training 

(Mean ± SD)

GDBT 0.603 ± 0.100 0.501 ± 0.112 0.343 ± 0.146 0.839 ± 0.081 0.463 ± 0.187 0.663 ± 0.066

LR 0.743 ± 0.094 0.630 ± 0.124 0.584 ± 0.106 0.737 ± 0.096 0.546 ± 0.112 0.708 ± 0.076

RF 0.566 ± 0.100 0.450 ± 0.098 0.354 ± 0.126 0.733 ± 0.100 0.382 ± 0.128 0.609 ± 0.073

XGBoost 0.575 ± 0.096 0.444 ± 0.091 0.323 ± 0.128 0.779 ± 0.087 0.388 ± 0.150 0.623 ± 0.069

Validation 

[median (95% 

CI)]

GDBT

0.654 (0.611, 

0.699)

0.548 (0.503, 

0.592)

0.444 (0.389, 

0.502) 0.769 (0.733, 0.807) 0.526 (0.474, 0.578) 0.615 (0.584, 0.645)

LR

0.578 (0.535, 

0.623)

0.466 (0.423, 

0.506)

0.424 (0.374, 

0.477) 0.617 (0.573, 0.660) 0.424 (0.376, 0.465) 0.540 (0.497, 0.573)

RF

0.624 (0.588, 

0.687)

0.526 (0.485 

，0.584)

0.413 (0.365, 

0.464) 0.667 (0.625, 0.735) 0.438 (0.400, 0.508) 0.556 (0.529, 0.605)

XGBoost

0.660 (0.611, 

0.711)

0.558 (0.501, 

0.643)

0.450 (0.391, 

0.515) 0.770 (0.720, 0.830) 0.531 (0.456, 0.630) 0.618 (0.575, 0.672)

FIGURE 5

Receiver operating curves and precision–recall curves of the models.
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FIGURE 6

SHAP summary plot.

FIGURE 7

GDBT is explained by a locally interpretable model. Features with green bars favor the results, while those with red bars contradict the results. 
The X axle shows how much of each feature is added or subtracted from the patient’s final probability value (i.e., a feature with a weight of 
0.3 is equivalent to a 30% change in the probability of the outcome). Class 1 represents increased edema, and class 0 represents no increased 
edema.

192

https://doi.org/10.3389/fneur.2024.1419608
https://www.frontiersin.org/journals/neurology
https://www.frontiersin.org


Xu et al. 10.3389/fneur.2024.1419608

Frontiers in Neurology 11 frontiersin.org

revealed that long-term hypertension can damage small-vessel wall 
structures. In addition, alcohol consumption, hyperlipidemia, and sex 
(male) are factors that can exacerbate this damage, contributing to 
morphological changes associated with cerebral hemorrhage and edema. 
Therefore, individuals with a history of hyperlipidemia, hypertension, 
alcohol consumption, or those who are male should be closely monitored 
for edema growth and receive timely treatment.

Our importance analysis further revealed that the volume of 
cerebral hematoma was the third most important factor associated with 
increased edema. In addition, cerebral ventricular drainage, hemostatic 
treatment, decompressive craniectomy, and antihypertensive treatment 
effectively reduced edema growth. The hematoma volume is a well-
established marker influencing edema volume (36). Although it ranked 
third in our analysis, we speculate that this might be due to surgical 
interventions affecting hematoma volume, potentially altering the 
correlation between hematoma volume and edema growth. This could 
lead to a less consistent relationship between the two, making 
hematoma volume less consistently predictive of edema growth. 
However, further research is needed to confirm this hypothesis. 
Moreover, the demonstrated effectiveness of ventricle drainage, 
hemostasis, cranial pressure reduction, and antihypertensive treatment 
validates the reliability of our predictive model.

Our importance analysis identified CRP and ALT as factors 
promoting edema growth. Intracerebral hemorrhage is a common 
clinical condition characterized by rapid onset and progression, posing 
a significant threat to patient survival. Even if patients survive, they 
may experience adverse effects on multiple organ functions, leading to 
multiple organ failure syndrome and death. The primary cause is 
intracranial hypertension resulting from cerebral hemorrhage, leading 
to altered consciousness and systemic stress responses. This stimulates 
various humoral regulatory mechanisms, resulting in strong reactions. 
CRP and ALT can reflect the severity of the disease, and their elevation 
suggests a likely deterioration of the patient’s underlying condition, 
increasing the risk of worsening brain edema.

Based on these predictors, the GDBT model developed in this study 
demonstrated robust and consistent identification and calibration across 
the training, internal, and external validation cohorts. The selected 
results were interpretable and could be effectively applied in clinical 
practice. This model can potentially assist clinicians in identifying high-
risk patients and informing clinical decision-making.

Conclusion

The GDBT model consistently demonstrated superior performance 
in predicting 72-h changes in cerebral edema across the training, internal, 
and external validation cohorts. The SHAP and LIME analysis revealed 
that the first three favorable factors associated with increased edema 
(100%) included the following: sex (male), cerebral subarachnoid 
hemorrhage volume within the range of 0.02–0.15 mL, and a history of 
alcohol use. Conversely, the first three favorable factors associated with no 
increase in edema (99.8%) included the following: serum sodium levels 
exceeding 143.45 mmol/L, left parietal bleeding volume within the 0.13–
0.67 mL range, and alanine aminotransferase levels between 19.04 U/L 
and 27.92 U/L. These findings have the potential to assist clinicians in the 
early identification of patients at risk for severe cerebral edema, enabling 
the implementation of targeted preventive measures to reduce 
its prevalence.

Strengths

Our study has several advantages, including the inclusion of variables 
that closely reflect real-world human physiological conditions. The value 
of the volume of cerebral hemorrhage is collected until the hematoma 
disappears, no new hematoma occurs during the follow-up period, and 
the modeling process is a rigorous model development and a validation 
process, using multiple machine learning algorithms to identify the model 
with the best performance. Various evaluation measures and model 
interpretability techniques, such as SHAP and LIME, are used to ensure 
transparency and facilitate the interpretation of the results, and the model 
results can be effectively interpreted.

Limitations

Despite its strengths, our study has several limitations. First, the 
sample size was not validated across multiple centers, and the ROC 
curve AUC of the constructed model was only 66%, potentially due to 
the inclusion of many complex and variable factors. The retrospective 
design of the study and the absence of some data may lead to the 
exclusion of potentially relevant predictors, such as hypoperfusion due 
to hypotension, high intracranial pressure, and ischemia or hypoxia 
due to blood pressure management based on arterial stenosis.
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