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Editorial on the Research Topic 


Deep learning for marine science, volume II


Deep learning (DL), a branch of artificial intelligence (AI), has become a pivotal technology across various scientific fields due to its ability to handle complex data and uncover patterns indiscernible to human analysts. In marine science, this technology has not only improved data processing capabilities but also provided novel insights into marine environments and phenomena. This editorial provides an overview of recent advancements in DL technology tailored for marine science, covering a range of research from image enhancement and visual understanding to predictive modeling of marine physical and biogeochemical processes.

This Research Topic, entitled “Deep Learning for Marine Science, Volume II”, is an extension of the previous topic of Volume I, which continues to collate a significant collection of research works that leverage DL technologies to navigate and interpret the complexities of marine science. Featuring a total of 26 pioneering articles authored by 132 contributors, this Research Topic not only underscores the innovative applications of DL in marine and underwater image processing (spanning enhancement, restoration, and compression), but also in visual recognition and detection. Moreover, it extends to the predictive modeling of marine processes and phenomena, the reconstruction of biogeochemical variables, and advancements in marine optics and acoustics. Herein, we summarize the multifaceted contributions of these papers, analyzing and emphasizing their significance in the study of marine scientific research.



1 Research survey

While DL has shown significant potential in various scientific disciplines, its application in physical oceanography remains underexplored, particularly in areas such as ocean circulation, ocean dynamics, ocean climate, ocean remote sensing, and ocean geophysics. To provide a comprehensive overview of recent advancements and guide future research, Zhao Q. et al. present a thorough review article that categorizes and analyzes the cutting-edge applications of DL in physical oceanography over the past three years. This review not only introduces the core concepts and methodologies related to DL models like CNNs, RNNs, and GANs but also highlights their applications across various oceanographic phenomena. Furthermore, it identifies the current bottlenecks and discusses innovative prospects, offering valuable insights for researchers aiming to leverage DL in their oceanographic studies.




2 Marine/underwater image enhancement/restoration/compression

To address the challenges of color attenuation and contrast reduction in underwater images caused by complex lighting conditions, Liu T. et al. propose a lightweight, zero-reference parameter estimation network (Zero-UAE) for adaptive enhancement of underwater images. The method introduces an underwater adaptive curve model based on light attenuation principles and a set of non-reference loss functions tailored for underwater scenarios. The experiments on three datasets demonstrate that Zero-UAE effectively enhances underwater images, achieving competitive state-of-the-art performance while maintaining minimal computational requirements and providing an application solution for extreme underwater conditions.

Zhang H. et al. propose an innovative framework for compressing underwater images aiming at improving machine vision applications in underwater environments. The framework includes two modules: the frequency-guided underwater image correction module (UICM) and the task-driven feature decomposition fusion module (FDFM). The UICM utilizes frequency priors to address noise issues and accurately identify redundant information, while the FDFM focuses on preserving machine-friendly information during compression by emphasizing task relevance. Extensive experiments on various downstream visual tasks, such as object detection, semantic segmentation, and saliency detection, show that the proposed framework significantly enhances performance at low bit rates, effectively mitigating the impact of compression on underwater visual tasks.

Liu B. et al. propose a novel lightweight DL model known as the Multi-Scale Dense Spatially-Adaptive Residual Distillation Network (MDSRDN) for underwater image super-resolution. The method aims to tackle the challenges of low image quality in underwater environments caused by scattering, absorption, and hardware limitations. MDSRDN utilizes a multi-scale dense spatially-adaptive residual distillation module and a spatial feature transformer layer to improve feature extraction, achieving high-quality image reconstruction with fewer parameters and computational cost. Experimental results on public datasets (USR-248 and UFO-120) demonstrate the superior performance of the model in terms of PSNR, SSIM, and UIQM compared to state-of-the-art methods while maintaining efficient operation on edge devices.




3 Marine/underwater visual recognition/detection/segmentation

To address the challenges posed by quality degradation in underwater images, such as color casts, low contrast, and blurred details, Wang Y. et al. propose an innovative underwater superpixel segmentation network (USNet). The network incorporates a multi-scale water-net module (MWM) to enhance the quality of underwater images prior to segmentation. Additionally, it includes a degradation-aware attention mechanism (DA) that focuses on regions with significant quality degradation. By integrating deep spatial features with a dynamic spatial embedding module (DSEM), USNet effectively improves segmentation accuracy and robustness in complex underwater scenes. Extensive experiments demonstrate that USNet outperforms existing state-of-the-art methods in terms of segmentation accuracy, under-segmentation error, and boundary recall, thus providing a new benchmark for underwater image segmentation tasks.

To address the challenges posed by underwater image distortions due to turbulence, Zhou et al. propose a novel multi-scale aware turbulence network (MATNet) that incorporates a multi-scale feature extraction pyramid module with dense linking and position learning strategies. The network enhances object recognition by effectively extracting and correcting features from distorted underwater images. Experimental results show that MATNet outperforms state-of-the-art methods in both qualitative and quantitative assessments, providing a robust solution for underwater object recognition in complex environments.

To overcome the limitations of traditional zooplankton size measurement methods, such as labor-intensive manual sampling and analysis, Zhang et al. propose a novel DL-based approach utilizing a modified deep residual network (ResNet50) for accurate and efficient size measurement of zooplankton. The proposed method employs key point detection technology, replacing the fully connected layer with a convolutional layer to generate predictive heatmaps that enable precise size estimation, particularly for organisms with complex or curved shapes. The approach is validated against manual measurements from in-situ images of three zooplankton groups—copepods, appendicularians, and shrimps—collected by the PlanktonScope imaging system, demonstrating high consistency with a minimal average discrepancy of 1.84%. This automated method offers a rapid and reliable tool for large-scale zooplankton size measurement, facilitating improved ecosystem-based management decisions and advancing marine biological research.

To improve food safety, production efficiency, and economic benefits in the aquatic industry, Kim et al. develop a DL-based phenotype classification method for identifying and classifying three commercially important ark shell species: Anadara kagoshimensis, Tegillarca granosa, and Anadara broughtonii. The study applies three convolutional neural network (CNN) models (VGGnet, Inception-ResNet, and SqueezeNet) to classify 1,400 images of ark shells and tested their performance on two different classification sets, as well as a combined classification set. The results show that SqueezeNet achieved the highest accuracy during the training phase, while Inception-ResNet performed best in the validation phase. This research provides a theoretical basis for image-based bivalve classification, offering a promising approach to enhance identification accuracy and efficiency in the aquatic products industry and supporting automation in production processes.

Aquatic biodiversity monitoring is crucial for conservation purposes, but identifying species in complex underwater environments can be challenging. To address these challenges, Ma D. et al. propose a novel semi-supervised learning (SSL) approach to improve species recognition by leveraging large amounts of unlabeled data. They also propose a wavelet fusion network (WFN) that can better capture high- and low-frequency features of underwater images, combined with a consistent balance loss (CEL) function to alleviate the long-tail class imbalance problem. The approach has significantly improved classification accuracy on the FishNet dataset, indicating its potential to advance automatic species identification in aquatic biodiversity monitoring and conservation.




4 Marine process/phenomenon prediction/detection

In response to the challenges of predicting fishing effort distribution due to the lack of integration between hydrological factors and fishing activity data, Shi et al. introduce HyFish, a novel DL model that combines Vessel Monitoring System (VMS) data with hydrological factor fields, such as Sea Surface Temperature (SST), Sea Surface Height (SSH), salinity, and ocean currents. The model utilizes residual networks and Long Short-Term Memory (LSTM) to capture both spatial and temporal dynamics, achieving highly accurate daily predictions of fishing effort distribution for the upcoming week with an average error ratio of 5.6%, as demonstrated on extensive datasets from the East China Sea.

Rui et al. present a two-stage spatiotemporal autoregressive model that improves ENSO prediction by integrating self-attention ConvLSTM networks and temporal embeddings of calendar month and seasonal information. The model consists of two phases: first, it employs a self-attention ConvLSTM to forecast meteorological time series, capturing both local and global spatiotemporal dependencies; then, it refines the predictions using a convolutional network to produce ENSO indicators. Their method demonstrates effective forecasting of ENSO up to 24 months in advance and successfully overcomes the spring predictability barrier. This approach outperforms existing models by leveraging short- and long-term spatiotemporal features as well as accounting for seasonal variations.

Xu et al. propose a machine learning-based approach to predict the features of convergence zones (CZ) in ocean front environments, which are crucial for underwater acoustic propagation and target detection. After testing 24 different machine learning algorithms, they identifies a hybrid model combining a multilayer perceptron (MLP) and random forest (RF) as the most effective for predicting the distance and width of CZs with high accuracy. The proposed model achieves 82.43% accuracy for CZ distance predictions within a 1 km error margin and demonstrated strong generalization capabilities across different datasets, proving its applicability in complex marine environments. The study also highlights the significance of turning depth and other environmental features in influencing CZ characteristics, suggesting that machine learning can effectively capture the nonlinear relationships between oceanographic features and CZ behavior.

Ding et al. propose a hybrid model named VMD-LSTM-rolling, to address the issue of non-stationarity in predicting significant wave height in the South Sea of China. This model combines Variational Mode Decomposition (VMD) with a Long Short-Term Memory (LSTM) neural network using a rolling decomposition method, which effectively avoids the information leakage problem present in traditional direct decomposition methods. By utilizing this approach, only known data is used in the prediction process, ensuring both prediction accuracy and practical applicability. Comparative experiments demonstrate that the VMD-LSTM-rolling model significantly improves both short-term and long-term prediction accuracy compared to the conventional LSTM model and the VMD-LSTM-direct model. These results highlight its effectiveness in handling non-stationary data for marine process prediction.

For the estimation of subsurface temperature anomalies (ESTA) associated with mesoscale eddies in the Northwest Pacific Ocean, Liu S. et al. propose a novel method that integrates multi-source satellite observations with Argo float data using a residual multi-channel attention convolution network (ERCACN). The ERCACN model effectively combines diverse remote sensing features, such as sea level anomaly (SLA), sea surface temperature anomaly (SSTA), and surface wind speed anomaly (SSWSA), with their components to accurately estimate the three-dimensional temperature structures at depths of up to 1000 m. The proposed approach significantly outperforms traditional methods, demonstrating a precision of 88.08% in predicting temperature anomalies, providing new insights into the spatial and temporal variability of oceanic processes driven by mesoscale eddies and contributing to an improved understanding of the global climate system.

To accurately reconstruct the acoustic fields of mesoscale eddies and improve the understanding of their impact on underwater sound propagation, Ma X. et al. develop a mesoscale eddy reconstruction method named EddyGAN based on generative adversarial networks (GAN). This method employs a hybrid algorithm for eddy identification using JCOPE2M high-resolution reanalysis data and AVISO satellite altimeter data to extract mesoscale eddy sound speed profile (SSP) samples. The EddyGAN model is then trained to reconstruct the mesoscale eddy acoustic field. The proposed model is evaluated against root mean square error (RMSE), structural similarity index (SSIM), and convergence zone (CZ) accuracy, achieving an RMSE of 1.7 m/s, an SSIM of 0.77, and an average CZ accuracy exceeding 70%, thereby demonstrating superior performance over conventional GAN and other reconstruction methods.




5 Marine physical/biogeochemical variable prediction/reconstruction

In the area of Estimating Sea Surface Particulate Organic Carbon (POC) Based on Geodetector and Machine Learning,” Wu et al. conduct a systematic study that improved the estimation accuracy of global ocean POC concentrations through model evaluation and comparative analysis. The study primarily elucidates the core concepts and modeling processes of six machine learning-based POC estimation methods and provides an in-depth analysis of the current research status and main challenges of using geodetectors to identify key factors influencing POC concentration. It explores potential solutions to enhance the accuracy of POC estimation by integrating machine learning techniques and performs experimental validation and performance comparison. Finally, the study proposes several future directions for achieving higher accuracy in POC estimation in complex marine environments.

Based on the need for better understanding of the vertical distribution of chlorophyll-a (Chl-a) in the ocean, which is crucial for evaluating marine ecosystems under global climate change, Zhao X. et al. develop a Gaussian-activation deep neural network (Gaussian-DNN) model. This model reconstructs the three-dimensional structure of Chl-a in the northwestern Pacific Ocean using satellite-derived surface Chl-a data and in-situ vertical profiles of temperature and salinity. The results demonstrate that the Gaussian-DNN model accurately captures over 80% of Chl-a vertical profiles at a high spatial resolution of 1° × 1° and 1 m depth intervals. This approach provides a new method for long-term 3D Chl-a reconstruction, highlighting the key role of seawater temperature and salinity in controlling Chl-a distribution across different regions and offering insights into seasonal and interannual variability in marine biogeochemical processes.

Given the critical role of Marine Dissolved Oxygen Concentration (MDOC) in evaluating seawater conditions and its implications for global climate regulation, traditional approaches such as numerical computation and deep learning have faced challenges in terms of interpretability and computational transparency. To overcome these limitations, Li et al. propose a novel framework, CDRP, which integrates Causal Discovery, Drift Detection, RuleFit Model, and Post Hoc Analysis to achieve high-precision and interpretable MDOC inversion. This framework utilizes the PCMCI algorithm for causal discovery to elucidate the relationships between marine elements, and drift detection to optimize the selection of representative training data. The RuleFit model ensures both precision and transparency in inversion processes, while SHAP and LIME analyses provide comprehensive insights into operational mechanisms. This approach not only enhances the interpretability of the inversion process but also achieves optimal performance compared to existing methods, making a significant contribution to the field of marine biogeochemical variable reconstruction.

Based on a combination of oceanic and atmospheric data, Aleshin et al. develop a machine learning-based model to predict chlorophyll-a (Chl-a) concentration in the northern marine regions, specifically focusing on the Barents Sea. Due to limitations of satellite observations during polar night, dense cloud cover, and sea ice, their approach leverages outputs from the Weather Research & Forecasting (WRF) model and the Nucleus for European Modelling of the Ocean (NEMO) to provide additional predictors when remote sensing data are unavailable. The study compares classical machine learning algorithms like LightGBM with DL approaches such as ResNet-18 for forecasting Chl-a concentration over an 8-day period. The models demonstrate different strengths: while LightGBM shows higher overall prediction accuracy (R2 = 0.578), ResNet-18 provides better performance in minimizing prediction errors across varying data points (MAPE = 0.528). This work contributes to advancing predictive capabilities for biogeochemical variables in challenging northern marine environments where limited data availability is due to adverse weather and lighting conditions.




6 Marine optics/acoustics

Based on the corrigendum of the article, Huang et al. introduced a meta-deep-learning framework designed for the spatio-temporal inversion of the Sound Speed Profile (SSP) in underwater environments. This framework utilizes artificial neural networks (ANN) and few-shot learning to enhance the model’s generalization capability and minimize over-fitting, especially when training data is limited. The approach incorporates task-driven meta-learning (TDML) to adapt efficiently to various underwater environments by learning from a range of signal propagation simulations, thereby improving the model’s capacity to accurately reconstruct SSP with fewer data samples. Despite a minor formula error in the original publication, it has been rectified by the authors without altering the scientific conclusions.

To enhance the automatic modulation classification (AMC) of underwater acoustic signals in complex environments, Wang C. et al. propose a novel spatial-temporal fusion neural network that combines Transformer and depth-wise convolution (DWC) networks. This method utilizes the attention mechanism of the Transformer to improve the recognition of key information and integrates DWC blocks to establish a spatial-temporal structure, thereby achieving superior classification performance at low signal-to-noise ratios (SNRs). Experimental results demonstrate that the proposed network outperforms state-of-the-art neural networks, achieving an average classification accuracy of 92.1% for SNRs ranging from -4 dB to 0 dB. These findings underscore its potential for robust underwater signal classification.

To address the challenges of recognizing ship-radiated noise in complex marine environments, where natural sound interference and signal distortion complicate the extraction of acoustic features, Wang Y. et al. propose a novel hybrid framework, DWSTr. This framework combines a depthwise separable convolutional neural network (DWSCNN) with a Transformer architecture to effectively isolate local acoustic features while capturing global dependencies. As a result, it enhances robustness against environmental interferences and signal variability. The experimental results on the ShipsEar dataset demonstrate a notable 96.5% recognition accuracy, highlighting DWSTr’s efficacy in accurate ship classification and its potential for real-time analysis in passive acoustic monitoring applications.

In their recent study, Lyu et al. have proposed a novel network architecture based on a space-time neural network to tackle the challenge of Automatic Modulation Identification (AMI) for underwater acoustic signals. The new method combines the strengths of Convolutional Neural Networks (CNNs) and Transformers, utilizing the attention mechanism to dynamically adjust feature aggregation weights based on the relationship between signal sequences and location information. Furthermore, the network features a hybrid routing structure to improve classification performance, especially in low signal-to-noise ratio (SNR) environments. Experimental findings indicate that the proposed method achieves an average recognition accuracy of 89.4% for SNRs ranging from -4 dB to 0 dB, surpassing other state-of-the-art neural network models.

Zhu et al. propose a novel algorithm-unrolled neural network model, named SSANet, to tackle the challenge of extracting the Normal-Mode Interference Spectrum (NMIS) from the received Sound Intensity Spectrum (SIS) in underwater environments with low signal-to-noise ratios. The SSANet model unrolls the traditional Singular Spectrum Analysis (SSA) algorithm into a DL framework, enhancing its noise robustness and reducing information loss during NMIS extraction. Simulation results in canonical ocean waveguide environments demonstrate that SSANet outperforms traditional methods such as Fourier Transform (FT), Multiple Signal Classification (MUSIC), and SSA, particularly under low SNR conditions. This provides a promising approach for applications such as underwater source ranging and waveguide-invariant estimation.




7 Other marine/underwater applications

To tackle the challenge of effectively identifying high-risk areas (accident black spots) in maritime search and rescue (MSAR) resource allocation, Sun et al. propose an optimization method for MSAR resource allocation based on accident black spot clustering. The method utilizes the Iterative Self-Organizing Data Analysis Technique (ISODATA) to cluster historical accident data and identify accident black spots, followed by the entropy weight method to assess the importance of each spot. Subsequently, a multi-objective optimization is performed using a Non-Dominated Sorting Genetic Algorithm II combined with reinforcement learning (NSGAII-RL). Experimental results demonstrate that this method can save at least 7% of rescue time compared to traditional methods, significantly enhancing the efficiency and stability of maritime search and rescue operations.

Solving high-dimensional partial differential equations (PDEs) with complex structures presents a significant challenge for conventional numerical solvers and current DL methods. To address these challenges, Chen et al. propose DF-ParPINN, a parallel physics-informed neural network based on velocity potential field division and single time slice focus. This method divides the overall velocity potential field into multiple time slices and further into high-velocity and low-velocity fields, enabling parallel computation to handle large data efficiently. The experimental results demonstrate that DF-ParPINN achieves significantly higher accuracy and faster computation time than existing methods such as PINN, PIRNN, cPINN, and DeepONet, providing an effective solution for solving high-dimensional PDEs in ocean physics.
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Particulate organic carbon (POC) is an essential component of the carbon pump within marine organisms. Exploring estimation methods for POC holds substantial significance for understanding the marine carbon cycle. In this study, we investigated the spatial heterogeneity of 30 factors and POC concentrations using geodetector to account for nonlinearity, diversity, and complexity. Ultimately, 20 factors including sea surface temperature, sea surface salinity, and chlorophyll-a were selected as modeling variables. Six machine learning models—backpropagation neural network, convolutional neural network, attention-based neural network, random forest (RF), adaptive boosting, and extreme gradient boosting were used to compare their performance. The results indicate that among the six machine learning algorithms, RF exhibits the strongest performance, with a root mean square error of 0.11 [log(mg/m3)] and an average percentage deviation of 2.73%. Global annual average sea surface POC concentrations were estimated for 2007 and compared to NASA’s POC product. The outcomes indicate that the RF model-based estimation method displays enhanced accuracy in estimating POC concentrations within intricate coastal environments, while the backpropagation neural network performed better in estimating POC concentrations in open ocean areas. Leveraging the RF model, global sea surface POC concentrations were estimated for the years 2007 through 2016, enabling a spatiotemporal analysis. The analysis unveils heightened POC concentrations in coastal regions and lower levels in open ocean areas. Furthermore, POC concentrations were greater in high-latitude regions compared to mid and low latitude counterparts. In conclusion, the global sea surface POC product in this study exhibits heightened spatial resolution and improved data completeness in contrast to other products. It enhances the accuracy of conventional POC estimation methods, particularly within coastal regions.
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1 Introduction

Marine particulate organic carbon (POC) refers to the organic particles in the ocean that are generated through the metabolic processes of marine organisms, resuspension of sediments, and input from land sources. These particles include phytoplankton cells, bacteria, and organic debris, among other substances (Brewin et al., 2021). POC accounts for approximately 10% of ocean organic carbon reservoirs (Jahnke and Richard, 1996; Loisel et al., 2002). Although POC accounts for a small proportion of the open ocean, it is an essential component of biological pumps with a high carbon turnover rate and significant carbon flux (Sarmiento, 2006; Kim et al., 2022; Lao et al., 2023a). Therefore, analyzing spatiotemporal variations in the stock and flux of POC in the ocean is of great significance for studying the marine carbon cycle. Remote sensing data offer significant advantages in terms of temporal and spatial resolution (Sawaya et al., 2003; Devi et al., 2015). By utilizing remote sensing techniques, it is possible to provide additional methods for estimating the POC stock in the ocean (Stramski et al., 1999). POC does not possess optical activity, making it challenging to directly retrieve POC information from remote sensing signals (Wang et al., 2017). Researchers, both domestically and internationally, have conducted a series of studies on the factors influencing POC and found correlations between POC and inherent optical properties (IOPs), apparent optical properties (AOPs), and water constituents (Stramski et al., 1999; Stramski et al., 2008). Based on these findings, scientists proposed a range of POC retrieval algorithms.

Stramski et al. (1999) were the first to estimate the distribution of POC using the IOPs of water. Based on measured POC data, they established an empirical relationship between POC and the particle backscattering coefficient (bbp). This relationship was then used to quantitatively estimate POC concentrations in the Southern Ocean (Stramski et al., 1999). Loisel et al. (2001) discovered a near-linear relationship between POC and bbp in the Southern Ocean. Based on this relationship, they derived the global spatial distribution and seasonal variations of POC using bbp (Loisel et al., 2001). According to the measured POC data, Gardner et al. (2006) established an empirical relationship between the particle attenuation coefficient (cp) and POC. Using this relationship, they developed a Two-Step algorithm (Gardner et al., 2006). However, accurately deducing IOPs from AOPs is crucial for a POC retrieval model based on IOPs (Jiang et al., 2015; Hayley et al., 2017; Liu et al., 2021).

In addition, some algorithms directly estimate POC based on AOPs. For instance, Stramski et al. (2008) proposed a blue-to-green band ratio algorithm based on the relationship between POC concentrations and remote sensing reflectance (Rrs) in the blue and green bands (Stramski et al., 2008). Currently, the NASA standard POC algorithm belongs to this category. O'Reilly and Werdell (2019) proposed a maximum band ratio-OCx (MBR-OCx) algorithm for chlorophyll estimation. Stramski et al. (2022) tested the performance of the Maximum Band Ratio for POC estimation (O'Reilly, 2000; O'Reilly and Werdell, 2019; Stramski et al., 2022). Le et al. (2017) established a POC estimation method using a color index (CI) based on satellite Rrs data and matched POC measurements (Le et al., 2017). Son et al. (2009) proposed the estimation of POC using the normalized difference carbon index (NDCI) inspired by the normalized difference vegetation index. The results showed high accuracy (R2 = 0.97, N=58). Furthermore, Son et al. (2009) introduced the maximum normalized difference carbon index (MNDCI) based on the NDCI, demonstrating even higher accuracy than the previous NDCI (Son et al., 2009; Wang et al., 2017). The algorithms mentioned above are suitable for open-ocean Type I waters, whereas the others are more suitable for coastal Type II waters (Morel and Prieur, 1977). Several scholars have comprehensively tested the algorithms above and developed a series of hybrid algorithms. Stramski et al. (2022) combined the band ratio difference index (BRDI) algorithm with the MBR-OC4 algorithm based on POC concentration. The final hybrid algorithm achieved good accuracy in both Type I and Type II waters, significantly improving the universality of POC estimation algorithms. Cai et al. (2022) developed a hybrid algorithm for the East China Sea based on the CI and band ratio algorithms. Using this algorithm, they conducted a long-term time-series estimation and achieved satisfactory accuracy (Cai et al., 2022; Stramski et al., 2022).

Owing to the improved fitting capability of machine learning for nonlinear data, its application in water color remote sensing has become increasingly widespread. Scholars have already explored the use of machine learning methods for estimating POC. Liu et al. (2021) trained three machine learning models: extreme gradient boosting (XGBoost), support vector machine (SVM), and Artificial Neural Networks (ANN). They compared these models with the traditional blue-to-green band ratio algorithm for POC estimation. The results showed that the performance of the machine learning algorithms was superior to that of traditional algorithms. Additionally, machine learning algorithms better estimate the POC in marginal seas and optically complex estuarine waters (Liu et al., 2021). Sauzède et al. (2016) developed the “Satellite Ocean-Color merged with Argo data to infer bio-optical properties to depth” (SOCA) method, a neural network-based method trained using the Biogeochemical-Argo database, for estimating the vertical distribution of bbp. SOCA was improved by Sauzède et al. (2020), and the new SOCA2020 model improved the accuracy of POC estimation and additionally estimated chlorophyll-a (Sauzède et al., 2021; Sauzède et al., 2020). However, owing to the complex optical conditions in coastal areas, the distribution of POC exhibits significant spatial heterogeneity, which results in uncertainty in POC estimation, even when using machine learning methods.

Geodetector is a novel statistical method for detecting spatial heterogeneity and identifying the underlying driving factors. This approach does not assume linearity and can be used to measure spatial differentiation, detect explanatory factors, or analyze the interactions between variables. It has been applied in various fields of the natural and social sciences (Wang and Xu, 2017). In this study, to improve the performance of machine learning in estimating the global ocean POC, geodetector was used to detect the spatial correlation between POC and 30 factors. Six machine learning models were trained: backpropagation neural network (BPNN), convolutional neural network (CNN), attention-based neural network (ABNN), random forest (RF), adaptive boosting (AdaBoost), and extreme gradient boosting (XGBoost). The performances of these models were compared and evaluated. This study estimated the annual average surface POC concentration globally from 2007 to 2017 and compared it with NASA’s POC product. This study contributes to the development of global high-precision POC products by addressing the uncertainty caused by the significant spatial heterogeneity of POC in coastal areas.




2 Materials and methods



2.1 In situ data

This study utilized data from three publicly available datasets: 1) The NASA Bio-Optical Marine Algorithm Dataset, which is a global, high-quality dataset for in situ bio-optical measurements; it is used to develop ocean color algorithms and validate satellite products (Werdell and Bailey, 2005). 2) The SeaWiFS Bio-optical Archive and Storage System (SeaBASS) website (https://seabass.gsfc.nasa.gov/) provides access to the in situ POC measurement data. SeaBASS is an oceanic and atmospheric measurement database maintained by the NASA Ocean Biology Processing Group; it collects in situ measurement data from various global cruise missions and observation sites (Werdell and Bailey, 2005). 3) Martiny et al. (2014) collected 60,811 in situ data points from 70 global cruise missions (Martiny et al., 2014). To establish a global surface POC estimation model in their study, the downloaded POC data were standardized, and data at depths of less than 20 m were retained as shallow surface POC concentrations. In cases where multiple measurements were available for the same spatiotemporal coordinates, the average value was considered the measured POC value for that particular point. In total, 21,955 surface POC data points were obtained.




2.2 Matching of satellite and reanalysis data with in situ data

Moderate Resolution Imaging Spectroradiometer (MODIS) data was downloaded from the NASA OCEAN COLOR website (https://oceancolor.gsfc.nasa.gov/), and remote sensing reanalysis data from multiple databases downloaded from the Copernicus Marine Service (https://marine.copernicus.eu/) (Lavergne et al., 2019; Merchant et al., 2019; Good et al., 2020). The statistical information on the remote sensing and reanalysis data is presented in Supplementary Table S1. According to the collected in situ POC measurement data, remote sensing, and reanalysis data covering 2007 to 2017 were used. The temporal resolution was standardized at monthly intervals. The ArcGIS mapping tool was used to match the POC measurement data with satellite data using a monthly time window, which reduces the time lag in the correlation between POC and influencing factors and improves the stability of the matching results (Bonelli et al., 2022). Finally, 14,067 matched points were obtained for the 2007–2017 period. The geographic distribution of the matching points is shown in Figure 1. The maximum POC concentration observed was 4743 mg/m3, the minimum was 1.45 mg/m3, and the average was 156.59 mg/m3.




Figure 1 | Geographic distribution of matching points for particulate organic carbon (POC) and remote sensing data, where the color of the point represents the magnitude of the POC concentration.






2.3 Dataset segmentation

Suspended particulate matter (SPM) refers to the solid particles suspended in water, including organic and inorganic particles. Therefore, the ratio of POC to SPM (POC/SPM) can be used to measure the contribution of organic particles to total suspended particles (Stramski et al., 2008; Woźniak et al., 2010; Tran et al., 2019). According to the POC/SPM ratio, waters can be classified into three types (Woźniak et al., 2010): if POC/SPM< 0.06, the particles in the water are predominantly mineral-based; if POC/SPM > 0.25, the particles in the water are predominantly organic-based; if 0.06< POC/SPM< 0.25, it is considered a mixed water. This study compiled the POC concentration ranges for the three types of waters in the dataset, as shown in Table 1 and illustrated in the box plot in Figure 2.


Table 1 | Statistical data table of measured points for mineral, organic, and mixed water.






Figure 2 | (A) Statistics of the particulate organic carbon concentration ranges of organic water, mineral water, and mixed water in the dataset; (B) Statistics of the number of measured data belonging to the three types of waters in the training, validation, and test datasets.



As shown in Table 1, there were 947 observations of mineral water type in the dataset, with an average POC concentration of 31.06 mg/m3 and a median of 23.20 mg/m3. For the mixed water type, there were 12,162 observations with an average POC concentration of 42.14 mg/m3 and a median of 30.60 mg/m3. Finally, for the organic water type, there were 958 observations with an average POC concentration of 296.23 mg/m3 and a median of 220.09 mg/m3. The standard error of POC for all three water types was less than 10 mg/m3, indicating a relatively concentrated distribution of data within each group. From Figure 2, it is evident that there are significant differences among the three groups. Thus, using POC/SPM as a classification criterion for waters effectively represented the differences in POC concentrations within this research dataset.

The dataset was divided into three parts according to the water type to train and evaluate the machine learning model. Each part was further split into training, validation, and test datasets at a ratio of 6:2:2, as shown in Figure 2. The resulting dataset contained approximately equal proportions of the three water types, with distributions of approximately 7% mineral, 86% mixed, and 7% organic water. This data partitioning method ensures that the POC measured data in the training, validation, and test datasets have similar distribution patterns, which can enhance the effectiveness of the subsequent machine learning model training and evaluation.




2.4 Feature selection method

The objective of feature selection is to find the features most relevant to the target variable while excluding those that do not contribute to the model’s performance. This is an important step in machine learning that helps reduce data redundancy and noise and improves the model’s generalization and interpretability (Liu et al., 2021). Geodetector was employed to select features for the model. Its theoretical foundation is spatial autocorrelation, which breaks the assumption of independent and identically distributed data in classical statistics (Elhorst, 2010). The core idea is that if an independent variable significantly influences a dependent variable, the spatial distribution of the independent variable should be similar to that of the dependent variable (Wang and Hu, 2012). Geodetector is adept at analyzing categorical variables, and for ordinal, ratio, or interval variables, they can also be subjected to appropriate discretization for statistical analysis using geodetector (Cao et al., 2013). Geodetector consist of four detectors, where the q-value in factor detection represents the extent to which factor explains the spatial variation in attribute POC. The formula used is as Equation 1:

 

In the equation, WSS represents the within sum of squares, and TSS represents the total sum of squares. Interaction detection assesses whether the interaction between two factors increases or decreases the explanatory power of the dependent variable or whether the effects of these factors on POC are independent of each other.

The spatial distribution of POC at a global scale is uneven. This study utilized geodetector analysis to identify the factors influencing POC concentration, ensuring that the spatial distribution of each factor is similar to that of POC. By validating the spatial correlation between each factor and POC, the model can better represent the spatial distribution characteristics of POC.




2.5 Machine learning methods

Six machine learning models were trained in this study, including the BPNN, CNN, ABNN, RF, AdaBoost, and XGBoost, to estimate POC on the ocean surface. The performance of each model was tested individually.

ANN consist of a complex network structure that includes an input layer, hidden layer(s), and an output layer (Mcculloch and Pitts, 1990). The ANN learns and adapts to tasks through continuous training and weights (Lecun et al., 2015). Popular training algorithms for ANN include backpropagation and gradient descent algorithms. This study’s BPNN model consisted of one input layer, ten hidden layers, and one output layer. The first hidden layer contained 89 neurons, and the remaining hidden layers contained 52 neurons. The activation function used between the input and hidden layers and between the output and hidden layers is ReLU. The mean squared error (MSE) was used as a loss function to train the model.

CNN is widely used in image recognition and computer vision tasks. Compared with traditional fully connected neural networks, CNNs have the characteristics of local connectivity and weight sharing, which enable them to effectively extract spatial features from images (Lecun et al., 1998). The core components of a CNN are the convolutional and pooling layers. The CNN model used in this study consisted of a one-dimensional convolutional layer with one input channel, 16 output channels, and three convolutional kernels. It also included a fully connected layer and an output layer. The ReLU activation function was applied to the nonlinear transformations between each layer. The MSE was used as a loss function to train the model.

The ABNN enhances the model’s performance for specific tasks by introducing attention mechanisms; it can automatically learn and select important features from input data and model their correlations using a special weight allocation method (Yang et al., 2019). In this study, we first used fully connected layers for the feature transformation. The softmax function was used to calculate attention weights, which were used to weigh the features. The weighted features were summed. Similarly, the ReLU activation function was used for nonlinear transformations between layers.

AdaBoost builds a robust classifier by combining multiple weak classifiers, such as decision stumps (decision trees with only one split node) or simple linear classifiers. One characteristic of AdaBoost is that in each training round, it assigns higher weights to samples misclassified in the previous round. This allows weak classifiers to focus on misclassified samples, improving their overall performance and robustness (Freund and Schapire, 1995). This study used the sklearn library for python to build Adaboost. Decision trees were used as weak regressors, and the total number of iterations in the ensemble was set to 100.

XGBoost is an ensemble learning method based on a gradient-boosting algorithm used to solve classification and regression problems. This is an extension of the boosting algorithm and is known for its efficiency and accuracy, making it widely applicable across various domains. In the context of quantitative watercolor remote sensing, XGBoost is primarily used to predict and estimate water quality parameters of water (Krishnapuram et al., 2016; Massari et al., 2018; Zou et al., 2021). In this study, we implemented XGBoost using sklearn library for python with 100 decision trees in the ensemble and a 0.1 learning rate.

Random Forest (RF) is also an ensemble learning algorithm that combines multiple decision trees for classification and regression. This improves the robustness and generalizability of the model by utilizing random sampling and feature selection to combine multiple decision trees (Breiman, 2001; Verde et al., 2018; Shi et al., 2019).




2.6 Statistical indicators used for model development, validation and test

This research model performance assessment metrics include coefficient of determination (R2), root mean square error (RMSE), mean absolute percentage error (MAPE), bias, and variance.

R2 is a statistical measure used to assess the degree to which a model fits the data. The formula is as Equation 2:

 

SSR represents the sum of squares due to regression, and SS represents the sum of squares.

The RMSE is a statistical measure that assesses the error between predicted and true values in a model. The calculation formula is as Equation 3:

 

The MAPE is a statistical measure that assesses the average relative error between a model’s predicted and true values. The formula is as Equation 4:

 

Bias measured the overall error direction of the model. Variance measures the sensitivity and volatility of the model to the samples. The formulas for the bias and variance are as Equations 5, 6:

 

 

In the formulas above, n represents the number of samples, POCpred represents the model’s predicted value, POCtrue represents the true value, POCmean represents the mean predicted value, and Σ denotes the summation.





3 Results and discussion



3.1 Feature selection

This study utilized factor and interaction detection in a geodetector to select features for pre-model training. The candidate features can be divided into three parts.

The first part comprises the apparent optical properties (AOPs) and their mathematical combination. The AOPs is a product of the interaction between the incident light flux inside the water and the intrinsic optical properties of the water, which varies with the distribution and intensity of the incident light field. These quantities include downward irradiance (Ed), upward irradiance (Eu), water-leaving radiance (LW), Rrs, and the diffuse attenuation coefficients of these variables (Zaneveld and Mobley, 1995). In this study, the diffuse attenuation coefficient (kd) at 490 nm from the MODIS sensor was collected, as well as the Rrs at wavelengths of 412 nm, 443 nm, 469 nm, 488 nm, 547 nm, 555 nm, 645 nm, and 667 nm. This encompassed the wavelength ranges of red, green, and blue light. Based on the AOPs (mainly Rrs), this study combined band ratios (red-green, red-blue, and blue-green), normalized difference carbon index (NDCI), color index (CI), and band ratio difference index (BRDI) as candidate features.

The second part consists of Inherent optical properties (IOPs), which are solely related to the internal composition of water and do not vary with changing illumination conditions. IOPs are typically used to describe seawater’s absorption and scattering processes, including the absorption, scattering, and attenuation coefficients of various components within the water (Maritorena et al., 2010). POC is an important component of organic particulate matter. Therefore, this study used the backscattering coefficient of particles (bbp) as a candidate feature.

The third part included other features that may be related to POC, including sea surface temperature (SST), sea surface salinity (SSS), Chlorophyll-a (CHL), suspended particulate matter (SPM) concentration, euphotic zone depth (EZD), mixed layer depth (MLD), and photosynthetically active radiation (PAR). These parameters are closely related to marine biological activity and the ocean carbon cycle. Spatial and temporal variations in temperature and salinity directly and indirectly affect marine plants’ and animals’ growth, reproduction, distribution, and ecological functions. Chlorophyll concentration is an essential indicator of plant biomass and photosynthetic activity in the ocean. SPM reflects the concentration of particulate matter in water, and the scattering and absorption effects of suspended particles on light can affect the conditions for photosynthesis and growth of marine organisms. EZD and PAR are closely associated with marine plants’ growth and photosynthetic activity. Changes in MLD can cause variations in the distribution of different nutrients, dissolved oxygen, and light, thereby affecting marine organisms’ distribution and ecological processes (Bopp et al., 2002; Sarmiento, 2006; Doney et al., 2009). These parameters were all considered candidate features for training the model in this study.

The geodetector analysis was performed using the GD software package developed by Song (Song et al., 2020). Because the geodetector tool only accepts discrete variables as inputs, it is necessary to discretize the continuous variables for analysis. The GD package supports data discretization. This study used four methods: equal intervals, natural breakpoints, quantiles, and geometric intervals. The selected features were then subjected to factor and interaction detection. The results of factor detection are shown in Figure 3, whereas the results of interaction detection are shown in Figure 4. In factor analysis, considering the important influence of bbp on POC in other scholars’ research, and the weak correlation between remote sensing reflectance in the purple band and POC (Stramski et al., 1999; Tran et al., 2019), we used a threshold of q=0.3 for bbp to determine the strength of its correlation with POC. Specifically, variables with q<0.3 are considered weakly correlated with POC, while variables with q>0.3 are considered strongly correlated with POC. Variables that showed nonlinear attenuation in both factor and interaction detection were excluded. NDCI and CI have two categories: one based on 443 nm and the other based on 488 nm. The factor detection results for these four features had q values greater than 0.3, indicating a significant impact on the POC. In interaction detection, there was no nonlinear or single-factor nonlinear attenuation with other factors. However, building a model using two identical factors is not meaningful. Therefore, in this study, NDCI (443) and CI (443) with lower q values were excluded from the analysis. Finally, 20 variables were selected to train the POC estimation model, and the results are listed in Supplementary Table S2.




Figure 3 | Geodetector factor detection results.






Figure 4 | Heat map of geodetector interaction results.






3.2 Machine learning methods development and validation



3.2.1 Accuracy of the model on different datasets

The observed dataset was divided into training, validation, and test datasets. These datasets were used for the machine learning model training, hyperparameter tuning, and model performance validation. Hyperparameter tuning was performed using Bayesian optimization, as described by Shahriari and Swersky (Shahriari et al., 2016).

In this study, the six trained machine learning models were divided into two categories: BPNN, CNN, and ABNN, which are artificial neural networks (ANN), whereas AdaBoost, RF, and XGBoost are ensemble algorithms. These models can achieve high accuracy in multivariate regression tasks and exhibit good fitting performance for nonlinear functions. However, the large differences in data quantities for mineral, mixed, and organic water in the dataset are unfavorable for model training. They may lead to an increase in model variance. To enhance the generalization performance of the models, we applied a logarithmic transformation with a base of 10 to both the observed and estimated POC values. Table 2 shows the accuracy of the six machine learning models in estimating the log10(POC) for the three datasets. Bold accuracy indicators represent the best performance for the corresponding dataset. Among the six models, the ensemble algorithms outperformed the neural network algorithms. The RF model achieved the best performance with an R2 of 0.85, RMSE of 0.11 log10(mg/m3), MAPE of 2.73%, variance of 0.09, and bias of 0.003 on the test dataset. This indicates that the RF model for estimating POC has good fitting and generalization capabilities.


Table 2 | Model accuracy on training, validation, and test datasets.



Normalized residuals were used to evaluate the fit of the statistical model and detect outliers. By observing the distribution of the normalized residuals, we can assess the model’s fit and identify outliers, which can help improve the model or clean the data. The normalized residuals of the predictions made by the six models on the test dataset was calculated. Figure 5 shows a scatterplot comparing the predicted and true values, where each point’s color represents the normalized residual’s magnitude. It can be visually observed that the BPNN performed the best among the neural network algorithms, with a MAPE of 3.471%. Among the ensemble algorithms, the RF performed the best. In contrast, the CNN, ABNN, and AdaBoost algorithms have a relatively poorer fit than the other models, and they have many data points with larger normalized residuals at high POC concentrations. This indicates that these three models have lower accuracy in estimating high POC concentrations. The BPNN, XGBoost, and RF algorithms exhibited a better fit, and RF performed well in predicting low and high POC concentrations. This is related to the strong noise immunity of RF, which can effectively reduce the effects of randomness and noise by means of multiple training and averaging predictions (Breiman, 2001), thus improving the robustness of the model and increasing the estimation accuracy of the POC.




Figure 5 | Scatterplot comparing model predicted and true values, where the color of the points represents the magnitude of the normalized residuals. (A–F) represent Backpropagation Neural Network, Convolutional Neural Network, Attention Neural Network, Adaptive Boosting, Extreme Gradient Boosting and Random Forest, respectively.






3.2.2 Accuracy of the model on different waters

To investigate the performance of the machine learning models in estimating POC for different water types, 200 matched POC data points belonging to mineral, organic, and mixed water were randomly sampled from the observed dataset. These data points were used to predict and assess the accuracy of the six trained machine-learning models. Table 3 presents the performance of the models in estimating log10(POC) for the three water types. The bold indicators in the table represent the best performance of each machine learning model in estimating log10(POC) for the three water types. It can be observed that all six machine learning models performed best in estimating the POC for mixed water. The RMSE is less than 0.1 log10(mg/m3), the MAPE is less than 4%, the variance is less than 0.008, and the absolute value of the bias is less than 0.03. Figure 2 illustrates the significant differences in the POC concentration distributions in mineral, mixed, and organic water. These three water types represent low and high POC concentrations, respectively.


Table 3 | Model performance for particulate organic carbon estimation in mineral, mixed, and organic water.



As shown in Table 3, except for the RF algorithm, the other five machine learning algorithms had higher prediction accuracies for mineral water than organic water, indicating that these five algorithms performed better in estimating low POC values. The RF algorithm had better estimation accuracy for organic water than mineral water, indicating that the RF model can better estimate high POC concentrations. Figure 6 normalizes the RMSE, MAPE, variance, and bias metrics, allowing for a visual comparison of the performance of each model for the three water types. The BPNN performed the best in mineral water, RF performed the best in mixed water, and RF demonstrated a significantly higher accuracy in estimating organic water than the other models. In contrast, CNN, ABNN, and AdaBoost performed relatively poorly for all three water types.




Figure 6 | Radar plots of the performance of machine learning models for estimating particulate organic carbon in: (A) mineral water; (B) mixed water; (C) organic water.



In summary, the six machine learning models had good estimation performances for the moderate POC concentration range represented by mixed water (30 mg/m3–100 mg/m3). The BPNN achieved higher estimation accuracy for low POC concentrations represented by mineral water (10 mg/m3–30 mg/m3). In comparison, RF performed better in estimating high POC concentrations represented by organic water (>100 mg/m3).





3.3 Model application



3.3.1 Comparison with NASA’s POC products in space and time

This study compared global POC estimation products using RF and BPNN and band-ratio algorithms in terms of spatial and temporal analysis. The National Aeronautics and Space Administration (NASA) has utilized the blue-to-green band ratio algorithm to estimate POC concentrations in global oceans. This algorithm used the ratio of Rrs(443nm) to Rrs(555nm) from MODIS (Stramski et al., 2008). This study obtained NASA global POC products from the NASA OCEAN COLOR, spanning 2007 to 2017, for spatial and temporal analyses. Products from 2007 to 2016 were used for interannual POC variation analysis, whereas products from 2017 were used for spatial distribution analysis.

Figure 7 shows the spatial distribution of the global POC concentrations estimated using the RF, BPNN, and NASA standard POC product for 2017. Figure 7 shows that the spatial distributions of POC concentrations estimated by the three algorithms were similar worldwide. In global oceans, POC concentrations are mostly below 100 mg/m3 in the Atlantic, Pacific and Indian Oceans, but above 100 mg/m3 in the Arctic Ocean. Additionally, POC concentrations in coastal waters were significantly higher than in open ocean waters, because of the abundant land-based input of nutrients to coastal waters, and the intense water mass movements that cause bottom nutrients to be transported to the surface layer, which promotes phytoplankton growth and increases the efficiency of POC production (Lao et al., 2023b).




Figure 7 | The global POC concentration distribution in 2017, estimated using three algorithms: (A) band ratio, (B) backpropagation neural network, and (C)random forest.



Figure 8 presents the deviation and percentage deviation of the global POC concentrations estimated by the RF and BPNN compared to NASA standard POC product. In the Arctic Ocean, the BPNN estimated significantly higher POC concentrations than the NASA standard POC product, with deviations exceeding 75 mg/m3 and percentage deviations exceeding 50%. However, the RF algorithm showed little deviation from the NASA standard POC product in the Arctic Ocean, with some regions showing lower POC concentrations of more than 50 mg/m3 and a percentage deviation exceeding 30%. In the Pacific, Atlantic, and Indian Oceans, the RF algorithm showed minimal deviation from the NASA standard POC product, with the Atlantic region having slightly lower POC concentrations and the Pacific and Indian Oceans having slightly higher POC concentrations. The deviation was less than 15 mg/m3, and the percentage deviation was less than 40%. In contrast, the BPNN exhibited lower POC concentrations than the NASA standard POC product in the central Atlantic, central Pacific, and northern Indian Oceans. Although the deviation was within 25 mg/m3, the percentage deviation exceeded 50%, indicating that the BPNN can improve the estimation of POC concentrations in part of the open ocean. In the Antarctic Ocean, the RF algorithm and the BPNN estimated higher POC concentrations than the NASA standard POC product, with a deviation exceeding 50 mg/m3 and, in some regions, even exceeding 100 mg/m3, with a variance exceeding 50%. The NASA reference product uses the blue-green band ratio algorithm, which only considers Rrs and cannot effectively represent the influence of water components such as chlorophyll on POC. In polar ocean, the melting of glaciers increases the input of nutrient-rich water, promoting the growth of surface phytoplankton, leading to significantly higher chlorophyll-a concentrations compared to low-latitude seas (Babin et al., 2003; Arrigo, 2005; Steinacher et al., 2008). The RF and BPNN estimation models utilize Chl-a, which can effectively reflect the relationship between Chl-a and POC. Therefore, it is reasonable for RF and BPNN to exhibit certain differences from the NASA reference product in polar ocean. Moreover, in the Persian Gulf, Red Sea, and Arabian Sea, the RF algorithm showed significantly higher results than the reference products, with a deviation exceeding 100 mg/m3 and a percentage deviation exceeding 50%. These waters are strongly influenced by the monsoon winds of the Indian Ocean, which cause upwelling of deep water to the sea surface, promoting the mixing and transport of nutrients. Additionally, certain areas may also be affected by nutrient-rich water inputs from the Red Sea and the Persian Gulf, leading to possible occurrences of eutrophication in some sea areas (Kumar et al., 2000). The abundant nutrients facilitate the growth of phytoplankton in these waters, further promoting the production of POC and resulting in elevated POC concentrations.




Figure 8 | Deviation and percentage deviation between the 2017 global POC concentration estimated by random forest and backpropagation neural network algorithms and NASA’s particulate organic carbon standard algorithm. (A) Deviation of the back propagation neural network from the NASA standard algorithm for estimating POC. (B) Percentage deviation of the back propagation neural network from the NASA standard algorithm for estimating POC. (C) Deviation of the random forest from the NASA standard algorithm for estimating POC. (D) Percentage deviation of the random forest from the NASA standard algorithm for estimating POC.



Overall, the BPNN performed better than the RF algorithm in estimating open ocean POC concentrations. The RF algorithm showed a minor difference from the NASA standard POC product in the open ocean regions, with a percentage deviation of approximately 20%. However, in some coastal areas, the RF algorithm estimates higher POC concentrations than the NASA standard POC product, which helps improve the underestimation of POC concentrations by the band ratio algorithm in coastal waters.

Figure 9 shows the annual average variations in global POC concentrations estimated by the NASA standard POC product, the random forest (RF) algorithm, and the BPNN between 2007 and 2016. The annual average values estimated by the NASA standard POC product range from 85 mg/m3 to 100 mg/m3. In contrast, the annual average POC concentrations estimated using the BPNN and RF algorithm ranged from 60 mg/m3 to 70 mg/m3. The average percentage deviation of the BPNN from the NASA standard POC product is 27.15%. In comparison, the RF algorithm has an average deviation of 25.33% from the NASA standard POC product. This deviation can be attributed to two factors.




Figure 9 | Annual changes in global POC from 2007 to 2016 as estimated by the blue-to-green band ratio, backpropagation neural network, and random forest algorithm.



First, the NASA global standard POC product includes estimates of POC concentrations in inland waters. Although inland waters have smaller surface areas than oceans, they may have higher POC contents. This is because inland waters are usually shallower, making it easier for light to penetrate to the bottom of the water. This promotes active photosynthesis and higher biological productivity. At the same time, inland waters are influenced by input substances, organisms, and human activities from land, such as organic matter, nutrients, and pollutants carried by rivers, which may result in relatively higher POC content (Yang et al., 2016). This affected the average value of the NASA global POC product to some extent. Second, POC concentrations can exceed 10,000 mg/m3 (Steinacher et al., 2008). The measured POC values collected in this study range from 1.46 mg/m3 to 4743 mg/m3, and there are relatively few measured points with high POC concentrations. This caused the trained model to underestimate the values of high POC concentrations. Combining these two factors, the machine learning model estimates global average annual POC value is lower than the average annual POC value in NASA’s standard POC product.

Figure 9 shows that, from 2007 to 2011, the global mean POC estimated by the RF algorithm and the NASA standard product increased. From 2011 to 2014, there was a slight decrease in global mean POC; from 2014 to 2016, there was a subsequent increase. In contrast, the BPNN estimated an increase in global POC from 2007 to 2009, a decrease from 2009 to 2013, and an increase from 2013 to 2017. Regarding the annual trends, the RF estimation of the global mean POC showed better consistency with the NASA standard product than with the BPNN, and the RF-estimated POC product can be used to investigate the spatial and temporal trends in POC in various global ocean areas.




3.3.2 Results of the random forest algorithm for estimating global surface POC

The BPNN and random forest algorithm performed well in estimating global surface POC concentrations. However, the Random Forest algorithm provides a better estimate of POC in coastal waters. This study estimated the global surface POC concentration from 2007 to 2016 using the random forest algorithm and discussed the variations in POC in different ocean regions during this period.

Figure 10 illustrates the distribution of global surface POC concentrations from 2007 to 2016, which indicates a consistent spatial distribution of POC over the 10-year period. The global biomass of zooplankton is higher in the coastal zone than in the open ocean due to sufficient land inputs, abundant sunlight and nutrient-rich currents. The distribution of surface POC is higher in the coastal zone than in the open ocean. Figure 10 shows that surface POC concentrations are significantly higher in nearshore areas (e.g., the Arabian Sea, off China and off Angola) than in other areas. Indeed, the distribution of surface POC concentrations is also related to latitude. Figure 10 shows that high-latitude regions, such as the Arctic Ocean, Antarctic waters, North and South Atlantic, and North and South Pacific, have higher surface POC concentrations than middle and low-latitude regions. This was related to several factors.




Figure 10 | (A–J) Represent global particulate organic carbon distribution from 2007 to 2016 estimated using the random forest algorithm.



First, nutrients provided by water transport have a significant impact on the growth of phytoplankton (Sardessai et al., 2010; Xu et al., 2019; Lao et al., 2023b), including enhanced vertical mixing (Lao et al., 2023c), which directly affects the distribution of organic matter content in the ocean (Yamashita et al., 2019; Wang et al., 2021).

Water masses are more strongly mixed at high latitudes due to cold water, glacial melt, polar eddies, and boundary currents, and these fluid movements bring deep organic matter (e.g., dead organisms and detritus) to the surface of the oceans, which increases the organic content of the surface layer, enhances the productivity of marine organisms, and increases the production of POC. Secondly, high latitudes have relatively weak sunlight, especially in winter. This limits the photosynthesis of phytoplankton. As a result, they focus on growth and reproduction during the shorter summer months, leading to higher surface POC concentrations (Babin et al., 2003; Arrigo, 2005; Steinacher et al., 2008).

Figure 11 shows the results of classifying the POC products estimated using RF into mineral water, mixed water and organic water for the period 2007-2016. Mineral water is mainly found in the Arctic Ocean, Antarctic waters, and regions between 20° and 40° north and south latitudes. Mixed water is predominantly found in equatorial regions and the North and South Atlantic and Pacific waters. Organic water was distributed along the continental margins. Although the POC concentration is higher in the Arctic Ocean, intense ocean currents and glacial melting in polar regions result in higher concentrations of suspended particles. This classification implies that the Arctic Ocean region falls under the mineral water category.




Figure 11 | Distribution of mineral, mixed, and organic water according to particulate organic carbon/suspended particulate matter.



Fifty sampling points were selected from the three waters mentioned above. POC concentrations at the sampling points collected between 2007 and 2016 were extracted. The average value of these 50 concentrations represented the average POC concentration of the corresponding waters in the current year. A line graph was plotted to examine the variations in POC concentrations over time in different waters. Figure 12 shows that the POC concentrations in the mineral and mixed water remained relatively stable over the 10-year period. However, the POC concentration in organic water decreased from 2009 to 2010, increased from 2010 to 2012, and decreased again from 2015 to 2016. POC concentrations at the sea surface may be related to the El Niño phenomenon. El Niño leads to an increase in the sea surface temperature in the equatorial Pacific. The stratification of the water column become more pronounced with the increase in sea surface temperature, inhibiting the upwelling of deep eutrophic water to the upper layers, thus affecting phytoplankton growth, which further led to a decrease in primary productivity and a decrease in the concentration of POC in the surface layer of the ocean. Additionally, El Niño can cause changes in wind patterns and ocean circulation, which may alter the distribution of nutrients in the ocean and affect phytoplankton (Chavez et al., 1999; Behrenfeld et al., 2006; Dore et al., 2009; Lao et al., 2023b). Indeed, El Niño events in both 2009-2010 and 2015-2016 can partially explain the variations in POC concentrations observed in organic waters, as shown in Figure 12.




Figure 12 | Changes in annual mean values of mineral, mixed, and organic water sampling sites from 2007 to 2016.







3.4 Limitations

This study compared the performances of six machine learning algorithms in estimating POC on the ocean surface. The RF algorithm improved the estimation of POC in areas with complex optical conditions near the coast. A brief discussion was also conducted on the spatiotemporal distribution of the global POC based on RF. However, this study still has some limitations that need to be addressed. These limitations are listed below:

1) The data collected were unevenly distributed in terms of spatial coverage. Most data points are concentrated in the Atlantic, Pacific, and Mediterranean Seas. There is a lack of sufficient measured data in the Indian Ocean and the Arctic Ocean, as well as in some eutrophic regions, such as the Red Sea, Arabian Sea, and Persian Gulf. This can affect the accuracy of the machine-learning model and result in an underestimation of POC concentrations in areas with complex optical conditions near the coast. In the future, more POC data should be collected on a global scale, and the accuracy of the data should be controlled to improve the model’s accuracy.

2) This study only produced annual POC products from 2007 to 2016. However, the POC exhibited strong seasonal variability. Therefore, conducting monthly POC estimation in the future would be beneficial, allowing for a more accurate investigation of the spatiotemporal characteristics of global POC.





4 Conclusions

This article is based on a large amount of open-source data and has created a large in-situ POC dataset distributed in various oceans around the world. By using geodetector, twenty factors closely related to oceanic POC concentration were screened. The dataset was partitioned based on the POC/SPM to ensure the training, validation, and test datasets had similar data distributions. Six machine learning methods were used to construct POC estimation models, with the accuracy being evaluated. By comparing the performances of six different machine learning models and their performances in different water types, it was found that the random forest algorithm achieved the highest accuracy on the test dataset. The RMSE was measured at 0.11 log10(g/m3), the MAPE was 2.73%, the variance reached 0.09, and the bias was only 0.003. The RF estimation of POC had the highest accuracy in organic waters, and the BPNN had the highest accuracy in mineral waters. Furthermore, the RF estimation results showed better consistency with NASA standard products, thereby enhancing the accuracy of POC estimation in optically complex seas. In future research, a high-precision POC estimation model should be constructed based on a large amount of measured data in all types of waters.

Based on the RF model, POC products from 2007 to 2017 were generated, and the spatio-temporal distribution characteristics of global POC during this 10-year period were investigated. The results indicated that the POC concentration in high-latitude seas was higher than that in mid-latitude and low-latitude seas. This could be attributed to the strong fluid motions in high-latitude regions, such as polar eddies and boundary currents, which intensify the mixing of water masses and bring organic materials from deeper layers to the ocean surface, thereby promoting the growth of phytoplankton and increasing the concentration of surface POC. Additionally, the El Niño phenomenon may be associated with interannual variations in POC, as higher sea surface temperatures and increased seawater stratification during the El Niño period reduce the upwelling of nutrients from the seafloor, restricting phytoplankton growth and thus lowering the concentration of POC in the surface layer. El Niño events in both 2009-2010 and 2015-2016 can partially explain the variations in POC concentrations observed in organic waters. In future studies, seasonal-scale variations in POC should be investigated, and the relevant drivers of changes in POC concentrations should be studied in greater depth.
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Underwater images are typically of poor quality, lacking texture and edge information, and are blurry and full of artifacts, which restricts the performance of subsequent tasks such as underwater object detection, and path planning for underwater unmanned submersible vehicles (UUVs). Additionally, the limitation of underwater equipment, most existing image enhancement and super-resolution methods cannot be implemented directly. Hence, developing a weightless technique for improving the resolution of submerged images while balancing performance and parameters is vital. In this paper, a multi-scale dense spatially-adaptive residual distillation network (MDSRDN) is proposed aiming at obtaining high-quality (HR) underwater images with odd parameters and fast running time. In particular, a multi-scale dense spatially-adaptive residual distillation module (MDSRD) is developed to facilitate the multi-scale global-to-local feature extraction like a multi-head transformer and enriching spatial attention maps. By introducing a spatial feature transformer layer (SFT layer) and residual spatial-adaptive feature attention (RSFA), an enhancing attention map for spatially-adaptive feature modulation is generated. Furthermore, to maintain the network lightweight enough, blue separable convolution (BS-Conv) and distillation module are applied. Extensive experimental results illustrate the superiority of MDSDRN in underwater image super-resolution reconstruction, which can achieve a great balance between parameters (only 0.32M), multi-adds (only 13G), and performance (26.38 dB on PSNR in USR-248) with the scale of  .
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1 Introduction

It is widely recognized that 70% of the Earth is covered by water, indicating that it is a crucial development space for global ecology, resources, society, economy, and security Wang et al., 2017. In order to better utilize and develop marine resources, equipment such as unmanned underwater vehicles (UUVs), underwater probes, etc., have been widely used. The UUVs can perform diverse types of underwater detection tasks such as underwater resource detection Wang et al., 2023, coral reef inspection Mooney and Johnson, 2014, debris inspection Islam et al., 2019, and marine fisheries Barbedo, 2022, etc. During such processes, image synthesis and scene understanding based on high-resolution (HR) images are necessary. However, poor underwater visibility and the absorption and scattering effects of water contribute to the quality of underwater images are low, lack of details and edge information.

Specifically, various factors lead to such problems. The low contrast and darkness are caused by the decay of light rays with the increase of underwater depth Cheng et al., 2018. Additionally, the attenuation of red wavelengths of light when traveling through water causes underwater images to display bluish-greenish hues Ei et al., 2023. Furthermore, suspended particles can lead detailed textures to appear blurred Alenezi et al., 2022. On the other hand, limitations of hardware equipment and cost make it more difficult to acquire HR images directly. Therefore, many scholars have focused on researching underwater image processing with the aim of achieving HR images.

Nowadays, techniques for improving underwater images have become prominent. These techniques utilize prior knowledge via dark pass methodology Hu et al., 2018 as well as the Retinex algorithm Golts et al., 2020. Differential attenuation compensation (DAC) proposed by Lai et al., 2022 and Hybrid enhanced generative adversarial Network (HEGAN) designed by Li Y et al., 2022 are the typical examples. Nowadays, complex ocean exploration missions have high requirements for color distortion, image detail, contrast, and brightness Czub et al., 2018 but it is difficult to obtain enough prior knowledge for image preprocessing, especially in unfamiliar oceans. Consequently, end-to-end super-resolution (SR) based on convolutional neural networks (CNN) has gained significant interest from scholars in recent years. Chen et al. (Chen et al., 2019) applied modified dense blocks to CNN for SR of underwater images. Paper Helwig et al., 2023 integrated the residual dense block with the adaptive mechanism and proposed a residual-based underwater image SR method. Enlightened by IMDN, Yuan et al., 2023 incorporated the information distillation mechanism and spatial attention module into an ordinary residual network. Subsequently, in paper Li Z et al., 2022, blueprint separable convolution (BSC) was introduced to SR for underwater images. Aiming at improving the representational ability of high-frequency features, for underwater images, Restoration and Super-Resolution GAN (SRSRGAN) was introduced (Wang H. et al., 2023). However, few of these methods can strike a balance between performance and number of parameters and there is little research on deployable lightweight end-to-end method for underwater SR tasks. Therefore, it is essential to suggest a lightweight and high-quality SR method to achieve a balance between performance and computational cost.

To tackle these issues, a multi-scale dense spatially-adaptive residual distillation network (MDSRDN) is proposed. In the specification, a spatial feature Transformer layer and a multi-scale dense spatially-adaptive residual distillation module construct the main structure of MDSRDN, which can build long-range dependence like SwinIR. In addition, a residual spatial-adaptive feature attention (RSFA) is proposed aiming at realizing global feature extraction and obtaining enhanced multi-scale attention maps. Extensive experimental results exhibit that MDSRDN outperforms most of the state-of-the-art (SOTA) methods in low computational consumption for underwater image enhancement and super-resolution reconstruction. The main contributions of this paper are as follows:

	A multi-scale dense spatially-adaptive residual distillation network (MDSRDN) is proposed which can achieve a great balance between parameters, multi-adds, and performances. Furthermore, this network is an end-to-end mapping and do not need prior knowledge, which means the ability to deal with complex underwater scenarios.

	We design a multi-scale dense spatially-adaptive residual distillation module (MDSRD) to achieve multi-scale global-to-local feature extraction like a multi-head transformer, realize the generation of an attention map for spatially-adaptive feature modulation, and realize feature reuse in maximum.

	With the purpose of adaptive enhancing spatial features and acquiring long-range dependence, a lightweight and effective residual spatial-adaptive feature attention (RSFA) is constructed and a spatial feature transformer layer is introduced.

	Blue separable convolution (BS-Conv) which has been proven to be superior to deep separable convolution (DSC) and distillation module are applied to this network, which can reduce the number of parameters and multi-adds.

	Compared to current mainstream SR algorithms and enhancement techniques designed for underwater images, the MDSRDN presents clear advantages in terms of parameters, computational complexity, processing speed, and accuracy. The very fast running time and very low number of parameters determine that MDSRDN can be employed on edge underwater devices. Additionally, MDSRDN is generalized and achieves commendable results in benchmark datasets.






2 Related works

The scope of this paper concerns the super-resolution reconstruction of lightweight underwater images, as well as the enrichment of spatial attention maps and the extraction of spatial features. Therefore, it is imperative to conduct a thorough review of pertinent literature within these categories.



2.1 Single image super-resolution

SR based on CNN is a method of restoring low-resolution (LR) images to HR images on the foundation of deep learning. The first model was introduced by Dong Dong et al., 2016, who used a three-layer CNN to learn the non-linear mapping relationship between LR to HR. Subsequently, an efficient sub-pixel convolutional network (ESPCN) was devised by Shi et al. Talab et al., 2019. They integrated sub-pixel convolution into the upsampling process which can expand the receptive field. These methods belong to the shallow feature extraction, which means high-frequency information such as detail texture could not be utilized. To address such issues, Kim et al. Kim et al., 2016a designed a very deep convolutional network (VDSR). Subsequently, the enhanced deep residual network (EDSR) Lim et al., 2017 added the number of layers to 160. Inspired by the EDSR, A vast number of in-depth networks like DRRN Tai et al., 2017 and DRCN Kim et al., 2016b emerged. Although these models achieved superior reconstruction results, the significant number of parameters and flops resulted in a substantial computational overhead, making it challenging to deploy these algorithms to UUVs.

In order to maintain the network lightweight enough, a very deep residual channel attention network (RCAN) Zhang et al., 2018 was proposed. This approach has the capacity to decrease parameter numbers by 40%, allowing for lighter network performance. Then channel attention (CA) was introduced to residual in the residual network (RIR), which meant that this network had the ability to bypass low-frequency information and focused on more important features with a smaller number of parameters. Afterward, an information distillation network (IDN) Hui et al., 2018 constructed the prototype of the distillation network. Inspired by IDN, Hui et al., 2019 modified the distillation block (DB) to an information multi-distillation block (IMDB), which can aggregate feature information by importance. Finally, a more concise feature extraction block realized by distillation connection was proposed in the residual feature distillation network (RFDN).




2.2 The progress of the spatial attention module

A spatial attention module is an adaptive mechanism for selecting spatial regions, enabling attention to be focused appropriately. Spatial attention modules can be categorized into four types Guo et al., 2022: RNN-based methods, prediction of the relevant region explicitly, prediction of the relevant region implicitly, and self-attention-based methods. In 2014, Mnih et al., 2014 developed the recurrent attention model (RAM), which first gave the network the ability to determine where to focus its attention. Since then, many RNN-based methods have been designed such as Gregor et al., 2015 and Xu et al., 2015. Subsequently, spatial transformer networks (STN) were designed by Jaderberg et al., 2015 to make the network pay more attention to the most relevant regions. According to STN, subsequent works such as Dai et al., 2017 have achieved greater success. Furthermore, to capture long-range dependence, a recalibration function in the spatial domain was proposed Hu et al., 2018. Afterward, inspired by Hu et al., 2018, a point-wise spatial attention network (PSANet) was implemented to effectively capture long-range dependence.

With a substantial boost in hardware capabilities, transformers were introduced into the field of computer vision by Dosovitskiy et al., 2021. This new architecture was named vision transformer (ViT) and obtained favorable results on numerous benchmark datasets, particularly with large datasets. The point cloud transformer (Pct) proposed by Guo et al., 2021 is an excellent illustration. The initial transformer for super-resolution reconstruction (SR) was SwinIR Liang et al., 2021, which yielded superior outcomes compared to the majority of CNN-based methods. Later on, numerous advanced SR techniques were developed. Nevertheless, transformer-based approaches disregard the image’s structural information by replacing two-dimensional matrices with a one-dimensional vector. Furthermore, the large number of references and computational costs make these methods infeasible to deploy on edge devices such as UUVs. Therefore, an alternative method MDSRDN which can acquire and enhance spatial features adaptively is proposed. The employment of multi-scale residual feature representation in this network facilitates the extraction of global features and fosters the realization of long-range dependence.





3 The proposed method

In this section, the proposed multi-scale dense spatially-adaptive residual distillation network (MDSRDN) is introduced in detail, followed by an elaborate presentation of the multi-scale dense spatially-adaptive residual distillation module and spatial feature transformer layer (SFT layer). Then, we introduce residual spatial-adaptive feature attention (RSFA) which is considered the most significant element of the MDSRDN.



3.1 The overall design of MDSRDN

Shallow feature extraction module, deep feature extraction module, and Upsampling module compose the whole structure of MDSRDN, which is exhibited in Figure 1.




Figure 1 | The main structure of MDSRDN.



The objective of MDSRDN, as depicted in Figure 1, is to gain multi-scale global and local features by utilizing MDSRD, which can operate similarly to multi-head transformers and SwinIR. Then, aiming at enriching spatial attention maps and enhancing the expression and representation of spatial features, SFTlayer and RSFA are introduced. The blue separable convolution which can decrease the number of parameters and multi-adds with the kernel   is denoted by   in Figure 1. Supposing that,  ,  , and  refer to the output of shallow feature extraction module, deep feature extraction module, and the final result of MDSRDN respectively, the entire process of MDSRDN can be considered in Equation 1:

 

where   and   denote the processing of shallow feature extraction and upsampling respectively. In detail, the upsampling module consists of a   BSC and a non-parametric sub-pixel operation. In addition,   represents the input images belonging to  (  ,  , and   are on behalf of the height, width, and input channel number of the input images, respectively).




3.2 Shallow feature extraction module

With the idea of Szegedy et al., 2015 and aiming at achieving more spatial features, a multi-scale shallow feature extraction module is proposed. Four different parallel BSCs with the kernel are applied to extract shallow features.  ,   BSC can obtain more local features for low-resolution (LR) images, and the BSC with kernel size equaling 5 and 7 determinate feature maps with a large receptive field. Figure 1 and Equation 2 illustrate the width-expanding part of shallow feature extraction.

 

where   represents the kernel size and   denotes the output after different BSC operations. Subsequently, a concatenation operation along with a BSC decreases the number of channels to  , which stands for the output channel of the whole method. In this paper, we choose  . The following equation (Equation 3) stands for the description of the output of the shallow feature extraction module:

 




3.3 Deep feature extraction module

The pivotal component of MDSRDN is the deep feature extraction module, encompassing multiple SFT layers and MDSRDs. More texture and edge features can be captured by this module.



3.3.1 Spatial feature transformer layer (SFT layer)

To improve spatial feature capture and acquisition of deeper spatial features, a SFT layer is incorporated (Wang et al., 2018) at the front of the MDSRD. By using this layer, the spatial attention maps constructed by MDSRD become more ample and more high-frequency features can be obtained. As is shown in Figure 1, the input of the SFT layer is the output of shallow feature extraction  and the result of the last MDSRD denoted as  , where  stands for the   SFT layer. Several  BSC composes the mapping function denoted as   and a modulation parameter pair can be acquired, which can be represented by  . Subsequently, the transformation of each intermediate feature map is carried out by scaling and shifting feature maps. This entire process is described in Equation 4.

 

where   refers to the final result of   SFT layer.




3.3.2 Multi-scale dense spatially-adaptive residual distillation module

The MDSRD module is a pivotal component of the MDSRDN, which comprises three dense cross-multi-scale spatially-adaptive residual attention (MSARA). Due to the reuse of features and distillation mechanism, spatial features can be obtained and utilized in maximum and the whole module can remain lightweight. Enriching spatial attention maps, building long-range dependence, and achieving global-to-local feature extraction are the primary functions of MSARA, which will be discussed in detail in the upcoming section. The blue box in Figure 1 showcases the processing of MDSRD. We employ  ,  ,   to express the consequences of the first, second, and the last MSARA. So, the result of MDSRD can be interpreted in Equation 5:

 

where   represents the distillation mechanism, and  ,   denotes the distillation part and the remained part of features, which   refers to the serial number of MSARA and   stands for the kernelsize of BSC. In this paper, the distillation rate is set as 0.25. Subsequently, we introduce   as the function of BSC, and   is used as the output of MDSRD.




3.3.3 Multi-scale spatially-adaptive residual attention

As is shown in Figure 2, MSARA enhances the capture of spatial features and enriches attention maps through multi-scale and residual mechanisms. Then, a residual spatially adaptive feature attention module is used to establish long-range dependencies and extract more local features. Subsequently, local features are extracted by using an enhanced spatial attention module (ESA) Liu J. et al., 2020 and several BSCs. Therefore, MSARA determines that we can obtain multi-scale global-to-local features like multi-head transformers and promote the performance of our model.




Figure 2 | The overall design of MSARA.



MSARA is divided into two parts, the global feature extraction part, and the local feature extraction part, with the output of the global feature extraction part being assumed as  . So, the entire process of the global feature extraction part can be expressed through Equation 6.

 

where   stands for the operation of RSFA.

For the local feature extraction part, we introduce an enhanced spatial attention module (ESA) to realize spatial-dimension response and BSC is used to obtain local features. Equation 7 expresses the consequence of MSARA denoted as  .

 

where   refers to the mapping function of ESA, which is similar to the ESA in (Liu J. et al., 2020). In this paper, BSC is used to replace convolution in ESA. Noteworthily,   represents the matrix multiplication. Table 1 exhibited a pytorch-like process of MSARA, which can express the method intuitively. When   is the input of MSARA,   denotes the proceeding of RSFA and   is introduced as the activation function.


Table 1 | The whole proceeding of MSARA by using a pytorch-like pseudocode.






3.3.4 Residual spatially-adaptive feature attention

Taking inspiration from Sun et al.’s (Sun et al., 2023) proposal of spatially adaptive feature modulation (SAFM), we propose RSFA, which enables the construction of long-range dependence from multi-scale feature representations and the enhancement of spatial feature capturing via a residual block (RSB). Therefore, more texture features and edge profiles can be obtained. The key structure of RSFA is comprised of an RSB and a SAFM, which is visually displayed in Figure 3. Furthermore, as is shown in Haase and Amthor, 2020, BSC is superior to SDC in most vision tasks. Therefore, we selected BSC to replace SDC which is chosen by Haase and Amthor, 2020.




Figure 3 | The main structure of RSFA.



For RSB, two   BSCs and an active function configure the main structure of RSB. So, the result of MDSRD can be interpreted in Equation 8:

 

where   represents the Grelu function and   denotes to the output of RSB. The following equation (Equation 9) can express the procedure of revised SAFM.

 

where   denotes the channel-wise distillation mechanism,   is the result after distillation and   represents the consequence of every branch. Furthermore,   and   refer to the upsampling features at a specific level to the original resolution   and downsampling features to the size of   , respectively. Subsequently, a concatenation operation, a BSC along with a matrix multiplication aggregate these features together, which is shown in Equation 10.

 

where   stands for the output of RSFA.





3.4 Loss function

On the basis of the state-of-the-art methods,   the loss function is utilized as the loss function of DSRDN. The expression of   loss function is defined in Equation 11:

 

where   denotes the learnable parameters and   refers to   norm and   stands for the number of training samples. What’s more,   and   represent the reconstructed images applying DPLKA and the corresponding ground-truth images, respectively.





4 Experiments



4.1 Preparation of experiments and dataset

In this study, MDSRDN is trained by the publicly available underwater image datasets USR-248 and UFO-120. With the purpose of demonstrating the generalization of MDSRDN, Set5, Set14, and urban100 are also used for testing. The USR-248 dataset comprises 1060 pairs of samples for training and 248 pairs of samples for testing. Additionally, bicubic interpolation with 20% Gaussian noise is utilized as the down-sampling method  ,  , and  scale factors can be obtained in USR-248. Whereas the UFO-120 dataset contains 1500 paired images for training and 120 images for testing. Aiming at maintaining consistency with other approaches, the peak signal-to-noise ratio (PSNR), structure similarity index (SSIM), and underwater image quality measure (UIQM) are designated as evaluation criteria. Particularly, the value of UIQM can be acquired by Equation 12.

 

where   denotes coloration,   represents sharpness and  indicates contrast. Furthermore,  ,  , and  are fixed constants which are configured as 0.0282, 0.2953, and 3.5753.

As is shown in Table 2, NVIDIA GeForce RTX-4090 and Intel i9-13900k are used as the hardware platform of our experiments. Subsequently, pytorch-3.8.0 is the underlying framework for the whole network. Adam optimizer is applied in MDSRDN to minimize the object function.  ,   and  are the value of the active parameter in the optimizer. The training epoch is served as the 800, the batch size of the training dataset is 16 and the input patch size is  . What’s more, the initial rate is installed   and attenuates to half of its original every 200 epochs.


Table 2 | The initial parameters and hardware-software designment.






4.2 SR results of underwater images



4.2.1 Comparison of the USR-248 dataset on quality

Various methods, including SRCNN, VDSR, DSRCANN Dong et al., 2018, SRGAN Ledig et al., 2017, ESRGAN, SRDRM-GAN Islam et al., 2020, HNCT Fang et al., 2022, RDLN Chen et al., 2023, HAN Niu et al., 2020, SAN Liu R. et al., 2020, PAL Chen et al., 2020, AMPCNet Zhang Y. et al., 2022, PFIN Wang et al., 2022, IPT Chen et al., 2021, ELAN Zhang X. et al., 2022 are utilized for SR task comparison with MDSRDN. Table 3 demonstrates the outcomes of these methods. The results with the best performance are highlighted in bold, while those with second-best performance are italicized and displayed in blue.


Table 3 | Some norms on the USR-248 dataset with the scale of ×2, ×4, and ×8.



As demonstrated in Table 3, MDSRDN exhibits significant advantages across all scales. When compared to other methods with the same scale, MDSRDN surpasses them all in terms of PSNR, SSIM, and UIQM. MDSRDN improves the PSNR, SSIM, and UIQM by about 8.9%, 7.7%, and 2.5% respectively compared with SRGAN. Subsequently, though MDSRDN achieves the second-best result  , 0.7% lower than AMPCNet on UIQM, a 5.1% enhancement on PSNR and a 7.5% elevation on SSIM can justify the excellence of MDSRDN. What’s more, compared with some large deep networks (LDN) such as PAL and HAN, MDSRDN does not achieve the best results on SSIM and UIQM with the scale of  . Nevertheless, MDSRDN still obtains the best performance on PSNR. What’s more, the parameters and flops of PAL and HAN determined that they could not be deployed on underwater edge devices.




4.2.2 Comparison of computational cost on the USR-248 dataset

As shown in Table 3, the flops and parameters of our module exhibit competitiveness across all methods. We calculate the output resolution as 720p (i.e.,  ). As is widely known, all methods are competitive state-of-the-art lightweight methods. Figure 4 visualizes the relationship between PSNR, flops, and parameters. From Figure 4 and Table 3, our MDSRDN can achieve a great balance between computational cost and performance. MDSRDN decreases parameters by 65%, 24%, and 54% with the scale ×2 compared with RDLN, HNCT, and PAL. In addition, it demonstrates exceptional performance on manifestations, resulting in improvements of 0.61, 1.25, and 2.16 dB on PSNR ×2. With the scale ×4, our MRSRDN also achieves good grades. The PSNR is improved by 0.26 dB and 0.24 dB, and the number of parameters was reduced by 61% and 62% at the same time compared with EALN and RDLN, which were proposed in 2022 and 2023. On ×8, an excellent performance is achieved by MDSRDN. However, on UIQM and SSIM, the MDSRDN achieved the second-best result. However, the parameter and flops quantities of SAN and PAL make them unsuitable for lightweight purposes. When compared to the lightweight networks AMPCNet and RDLN, which were introduced in 2022 and 2023, MDSRDN shows an increase of 0.33 dB and 0.25 dB in PSNR and a reduction of 73% and 59.5% in the number of parameters. Consequently, this is a noteworthy accomplishment. To better validate the deployment ability of our method, running-time tests are performed on the test dataset of USR-248. Experimental results exhibit that the running time on the experimental platform is only 120ms, 89ms, and 45ms. The parameters, flops, and running time indicate that our method is lightweight enough to deploy on underwater edge devices for underwater observation tasks.




Figure 4 | Comparison with state-of-the-art models on PSNR, parameters, and flops.






4.2.3 Comparison of the USR-248 dataset on quantity

The visualized SR image is presented in Figure 5. Figure 5A represents SR images with the scale of x2. SR images with the scale of x4are expressed in Figures 5B, C is used to exhibit the SR images with the scale of x8. Figure 5 demonstrates some of the SR results of underwater images, with the scale factor of x2, x4, x8. It is obvious that our MDSRDN achieves more detailed features and high-frequency information. For example, in the second image of Figure 5B, the color of the head of the shark is more similar to the HR image and the image recovery results are also clearer. In the first image of Figure 5B, more clearly detailed textures are represented, and the performance of contrast and other aspects of colors are superior. Then, it is obvious that the first image in Figure 5A and the first image in Figure 5C, the section we have boxed contains a multitude of detailed texture information. Compared with other methods, our MDSRDN outperforms in expressing detailed texture features. It is of note that the SR images reconstructed by VDSR, SRGAN, and DRLN et al. have significant edge artifacts, which lead to the SR images having blurred edges and poor reconstruction. Furthermore, with the increase of the scale, the artifacts become more pronounced such as the second image of Figure 5C, in which, the SR images of the yellow region have severe edge and border artifacts restored by VDSR, DRLN, and SRDRAM-GAN. While clearer boundary information and fewer artifacts are demonstrated on MDSRDN. What’s more, MDSRDN’s recovery of sharpness and contrast is clearly superior compared to other methods. The second image of Figure 5C indicates that for the yellow region with uneven sharpness and relatively low contrast, our method achieves the best effect. Therefore, MDSRDN has advantages on edge texture features, detailed textures and colors, artifacts, and SR quality.




Figure 5 | (A) Visual comparison between different methods on USR-248, with a scale factor of ×2. (B) Visual comparison between different methods on USR-248, with a scale factor of ×4. (C) Visual comparison between different methods on USR-248, with a scale factor of ×8.






4.2.4 Comparison with the UFO120 dataset

More experiments are conducted on the UFO120 dataset. Table 4 expresses the consequences of different methods. SRCNN, SRGAN, SRDRM-GAN, AMPCNet, Deep WaveNet Sharma et al., 2023, SRERM Islam et al., 2020, SRResNet Lin et al., 2017, RDLN, URSCT (Ren et al., 2022), and IPT are applied to compare with MDSRDN. Similar to Table 3, the best results are bolded in the box, and the second-best results are expressed in blue italics.


Table 4 | Some norms on the UFO120 dataset with the scale of ×2, ×3, and ×4.



As is shown in Table 4, the proposed MDSRDN achieves the best or the second-best results in various indicators. For the scale factor  , there is a slight underperformance against URSCT on SSIM. However, the PSNR improves by 0.08 dB and the UIQM is salable at the same time. In particular, the performance of DRLN is the most comparable method to MDSRDN especially on PSNR. While the MDSRDN and RDLN share similarities in metrics such as PSNR and SSIM, the former has only 40% of the parameters of the latter. Furthermore, MDSRDN performs better in terms of PSNR and SSIM metrics with the scale of ×2 and ×4. Additionally, Deep WaveNet is also a favorable competitor. However, it has a better performance on SSIM and a proximate degree on UIQM, 1.2%, 4.6%, and 1.3% decrease on PSNR with the scale of ×2, ×3 and ×4 signifies the loss of competition.

Figures 6 and 7 demonstrate the visualized SR image with the scale of ×2 and ×4. Figure 6 further exhibits that our method has advantages in the recovery of texture features, especially for the detailed textures of fish heads. In comparison to other techniques, our method produces a much clearer reconstruction of the white texture of the head, without any edge artifacts. In Figure 7, it is obvious that the MDSRDN performs well on color deviation and clarity of SR images. In addition, the unpleasant artifacts are removed in MDSRDN, while it is nasty on Deep WaveNet. In contrast, the stronger color correction ability and the superior capacity of reconstructing texture features allow the MDSRDN more competent for the SR task of underwater images.




Figure 6 | Visual comparison between different methods on UFO120, with a scale factor of ×2.






Figure 7 | Visual comparison between different methods on UFO120, with a scale factor of x4.



Running-time is an important norm to express the lightweight of our method. By using the test dataset of UFO120, the running time of our method is 79ms, 50ms, and 16ms with the scale of ×2, ×4, and ×8.





4.3 Ablation study

In this section, several ablation experiments have been conducted. To demonstrate the impact of different blocks, several ablation experiments such as the effect without the SFT layer and the effect of RSFA.



4.3.1 The effect of the SFT layer

The SFT layer is applied to enhance the ability to capture spatial features and obtain deep spatial features. To showcase its importance, we removed the SFT layer from the deep feature extraction module. Therefore, the final construction of the ablation model is depicted in Figure 8 and the results of ablation experiments are showcased in Table 5. It is worth mentioning that, to maintain the parameters and flops, we added an MDSRD module. Even though, from Table 5, with the scale of ×2 and ×4, the SFT layer still achieves the best performance. It is obvious that in PSNR, a 0.33 dB and a 0.3 dB improvement can be obtained on the USR-248 dataset and a promotion of 0.18 dB and 0.12 dB can be achieved, respectively. With the application of the SFT layer, more spatial features can be achieved which is beneficial for the acquisition of spatial attention mechanism maps and adaptive spatial response.




Figure 8 | The structure of the ablation model without the SFT layer.




Table 5 | The effect of the SFT layer.






4.3.2 The effect of RSFA

We design RSFA to generate an enhancement attention map for spatially adaptive feature extraction, obtain long-range dependence, and realize global feature extraction. To evaluate the effectiveness of RSFA, various attention modules including ESA, channel attention (CA), and SAFM are employed. As is exhibited in Table 6, RSFA performs excellent than all of them. It is observed that RSFA promotes the PSNR in the range of 0.43, 0.6, and 0.56 dB in USR-248. Furthermore, the parameters and flops in comparison to ESA and CA are relatively minor. Subsequently, on UFO120, with the promotion of 0.28, 0.35, and 0.33 dB, our RSFA gets excellent results. Consequently, with the ability to capture global features and achieve long-range dependence, spatial attention maps can optimize and acquire richer features adaptively.


Table 6 | The effect of RSFA.








5 Conclusion

This paper presents the MDSRDN, a multi-scale dense spatially-adaptive residual distillation network (MDSRDN) for SR tasks of underwater images. The idea of MDSRDN is realizing end-to-end feature mapping without prior knowledge which is suitable for different scenarios. By constructing MDSRD, multi-scale global-to-local feature extraction like multi-head transformer can be realized, an attention map for a spatially-adaptive feature can be generated, and the feature can be reused maximally. RSFA is a crucial aspect of MDSRD as it successfully enhances spatial features and acquires long-range dependence in an adaptive manner. Furthermore, with the application of multi-scale shallow feature extraction and the introduction of the SFT layer, the attention maps on spatial-dimension compose more texture and edge features, which can be selected adaptively by RSFA. The model also maintains controlled flops and parameters to enable efficient deployment on underwater edge devices. Comprehensive experimental results on USR-248 and UFO120 indicate that the proposed method can achieve realistic colors, abundant detail features, and clear texture features. Thus, MDSRDN attains a remarkable balance between performance and computational costs while having excellent generalizing prowess. Consequently, MDSRDN has application value for underwater image super-resolution reconstruction and ocean observation, which can be deployed on underwater edge devices and sensors.

In forthcoming endeavors, our aim is to introduce deformable convolution to RSFA with the objective of enhancing the capacity to present spatial features.
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The convergence zone holds significant importance in deep-sea underwater acoustic propagation, playing a pivotal role in remote underwater acoustic detection and communication. Despite the adaptability and predictive power of machine learning, its practical application in predicting the convergence zone remains largely unexplored. This study aimed to address this gap by developing a high-resolution ocean front-based model for convergence zone prediction. Out of 24 machine learning algorithms tested through K-fold cross-validation, the multilayer perceptron–random forest hybrid demonstrated the highest accuracy, showing its superiority in predicting the convergence zone within a complex ocean front environment. The research findings emphasized the substantial impact of ocean fronts on the convergence zone’s location concerning the sound source. Specifically, they highlighted that in relatively cold (or warm) water, the intensity of the ocean front significantly influences the proximity (or distance) of the convergence zone to the sound source. Furthermore, among the input features, the turning depth emerged as a crucial determinant, contributing more than 25% to the model’s effectiveness in predicting the convergence zone’s distance. The model achieved an accuracy of 82.43% in predicting the convergence zone’s distance with an error of less than 1 km. Additionally, it attained a 77.1% accuracy in predicting the convergence zone’s width within a similar error range. Notably, this prediction model exhibits strong performance and generalizability, capable of discerning evolving trends in new datasets when cross-validated using in situ observation data and information from diverse sea areas.




Keywords: convergence zone, machine learning, Kuroshio extension front, environmental feature extraction, multiple regression prediction




1 Introduction

In typical deep-sea environments, when the source and receiver are at shallower depths than the channel axis, the sound line experiences inversion or reflection, oscillating away from and toward the channel axis. This phenomenon creates the convergence zone (CZ), marked by periodic high acoustic intensity dispersion, crucial for underwater target detection and long-range acoustic communication (Hanrahan, 1987). The characteristics of the CZ, such as its location, gain, and energy distribution, are closely tied to the deep-sea acoustic velocity profile (Wu et al., 2023)., as mesoscale oceanographic phenomena, ocean fronts significantly affect sound propagation, thereby affecting CZ properties and underwater acoustic transmission (Chen et al., 2017; Ozanich et al., 2022; Shafiee Sarvestani, 2022). Accurate identification and prediction of CZ within ocean fronts hold paramount importance for communication, detection, and localization in deep-sea environments.

Extensive research has delved into the observation vicinity, influencing factors, and analytical modeling of deep-sea CZ. Yang et al. (2018) examined experimental data from the South China Sea, studying the influence of seafloor slope on the CZ. They noted that the seafloor slope brings the CZ closer to the sound source. Additionally, there’s a trend for the CZ to broaden with increased depth of the sound source. Zhang et al. (2021), leveraging the Modular Ocean Data Assimilation System (MODAS), made CZ predictions and evaluated prediction accuracy using Monte Carlo sampling. Their prediction model performs well in mesoscale eddy environments. Wu et al. (2022), by gathering experimental data from different seasons in the East Indian Ocean and the South China Sea, highlighted the significant impact of varied marine environments’ sound velocity profiles on the CZ. In the East Indian Ocean, the CZ width is roughly 2 km narrower in summer compared to spring. Employing fuzzy clustering to group sea surface sound velocity in the Kuroshio Extension (KE), Liu et al. (2022) developed a sound velocity field model of the KE front (KEF). They predicted the CZ depth with a root mean square error of 43.3 m. Building on the Riemannian geometric modeling foundation for underwater acoustic ray propagation, Ma et al. (2023) formulated a physical model of deep-sea CZ on a curved fluid. They validated the model’s accuracy using the Munk sound velocity profile as an example.

As the exploration of CZ dynamics progresses, researchers are delving into the influence of deep-sea mesoscale phenomena, such as mesoscale eddies, internal waves, and ocean fronts, on CZ propagation. Utilizing ARGO and reanalysis data, Chen et al. (2017) identified anisotropy in underwater acoustic propagation within the KEF environment. They noted a discrepancy in the initial CZ distances in different directions, reaching up to 10 km when the source lies south of the KEF and exceeding 20 km when located north of it. Zhang et al. (2020) computed the propagation loss of a linear internal wave using a ray model and simulated the uncertainty of the resultant CZ acoustic field via the Monte Carlo method. The propagation loss experienced notable variation as the internal wave traversed the CZ, and the uncertainty in the acoustic field grew with the CZ range. In a study based on simulations using in-situ observation data from the Eighth Scientific Expedition of China, Xue et al. (2021) observed that Arctic fronts modify CZ characteristics, influencing their distance and width within a specific range. Additionally, Xiao et al. (2021) developed a theoretical model of the acoustic field under the influence of ocean mesoscale eddies using finite element analysis. They observed a reduction in the CZ’s distance and width when the source was within a cold eddy, while the CZ’s distance and width increased when the source was situated in a warm eddy. Liu et al. (2021), utilizing ray modeling, arrived at the same conclusion, which was subsequently validated by Chen et al. (2019) through simulations using in-situ oceanographic data with both the ray model and the UMPE (University of Miami Parabolic Equation) model.

Upon deeper exploration of the underwater acoustic environment and advancements in computer science, machine learning has seen extensive utilization in detecting, classifying, and localizing underwater sound sources and targets in underwater acoustics due to its adaptability and predictive capabilities (Yang et al., 2020), Niu et al. (2019), and Lin et al. (2020) leveraged ResNet for depth and distance estimation of target sound sources using a single hydrophone. Niu et al. (2019) proposed a two-step prediction strategy, showing superior performance across various environments, slowly varying source levels, and conditions with a high signal-to-noise ratio. Doan et al. (2020) introduced an underwater target identification method based on a dense convolutional neural network (CNN) model, achieving an impressive overall accuracy of 98.85% under 0 dB signal-to-noise ratio conditions. Lagrois et al. (2022) delved into machine learning’s application in enhancing the efficiency of underwater acoustic computation, employing XGBoost models to predict agent-based models. They achieved a 90% accuracy in predicting periodic output values with a sound pressure level error averaging 3.23 ± 3.76 dB. Mccarthy et al. (2023) computed propagation loss in various water depth environments off the coast of Southern California based on Bellhop and devised a prediction model for propagation loss using a decision tree, demonstrating the effectiveness of this method.

CZ waveguides, serving as the primary mode of acoustic propagation in deep ocean waters, constitute a significant research area in underwater acoustics. Presently, predicting CZ waveguides relies on physical modeling with complete ocean data, necessitating high-quality data and significant time investment. Yet, accurately predicting CZ waveguides in specific marine environments with limited ocean data remains a challenge. Machine learning shows promise in addressing this issue, but its full potential in this realm remains untapped. This study aimed to explore machine learning’s capacity in modeling the nonlinear relationship between ocean frontal environmental features and CZ properties. High-resolution reanalysis data were utilized to extract ocean and CZ features (Section 2). Multiple machine learning algorithms were employed to determine the optimal model for learning and predicting 2D and 3D CZ features (Sections 3 and 4), using in situ observational data and data beyond the training set. Cross-validation (Section 5) was performed to validate the models’ superiority and generalizability in this study.




2 Data and methods

The study concentrates on analyzing the CZ waveguide amidst sound velocity fronts spanning the period from 1993 to 2022. To establish a predictive model, 24 regression algorithms were evaluated, encompassing a range of techniques: traditional methods such as linear and ridge regression, integrated approaches such as SVR and random forest (RF), deep learning techniques including CNN and long-short-term memory, and hybrid models such as multilayer perceptron–RF (MLP-RF) and CNN-GRU. Each algorithm was chosen based on its unique strengths and potential to provide high predictive accuracy. The research aimed for robustness and reliability by thoroughly exploring these diverse methodological approaches. After rigorous testing and comparison, the algorithm with the highest accuracy was selected to build the final predictive model, illustrated in Figure 1 and described as follows:

	(1) Firstly, horizontal sound velocity gradients of ocean fronts were computed using a 0.01 m/s/km criterion. Following this, deep-sea regions that frequently featured ocean fronts were selected for detailed investigation. To optimize the model’s practicality and reduce environmental monitoring costs, oceanic acoustic fronts and underwater acoustic environmental characteristics were extracted from the acoustic profiles of two stations. These stations, situated in the study area’s highest intensity ocean fronts (within the frontal zone) and positioned 1° apart (outside the frontal zone), served as inputs for the model;.

	(2) Ray model simulations, CZ distances, and widths were determined, serving as outputs for the model;.

	(3) Various algorithms were employed to construct multivariate regression models aimed at extracting environmental features relevant to oceanic fronts. The model’s output depended on these extracted oceanic front characteristics;.

	(4) The final step involved constructing multiple regression prediction networks based on the extracted features using several algorithms. The optimal prediction model was identified through K-fold cross-validation. Its relevance was assessed using correlation analysis and feature importance measurement, contributing to the development of a predictive model for CZ characteristics in the oceanic frontal environment.






Figure 1 | Flow of predictive model building for clustered areas.



Due to spatial limitations, the predictive model primarily focuses on the CZ waveguide propagating outward from the sound source in the frontal zone. Notably, the current methodology does not encompass the waveguide propagating from outside to inside the frontal zone, although the methodology remains applicable for future considerations.



2.1 Data and regions

The northwestern Pacific Ocean’s Kuroshio Extension (KE) has gained significant attention in recent research due to its unique geographic features and dynamic oceanic processes (Qiu et al., 2014). This region stands out as a notable source of marine energy and exhibits extensive biogeochemical cycling, rendering it an area of great scientific interest. The KE area not only serves as a significant source of marine and airborne energy (Zhou and Cheng, 2022; Yu et al., 2023)but also facilitates rich biogeochemical cycling (Tozuka et al., 2022). Consequently, this subject has been a focus of intense research in recent years. The transition zone where high-temperature, high-salinity KE waters mix with low-temperature, low-salinity pro-tides, known as KEF (Xi et al., 2022), represents one of the most significant mesoscale phenomena in the northwestern Pacific. Our study delves into the CZ waveguide within the KEF environment, employing high-resolution re-analysis JCOPE2M (Japan Coastal Ocean Predictability Experiment 2 Modified) data from the Japan Agency for Marine-Earth Science and Technology (JAMEST). This dataset offers a daily temporal resolution, 1/12° horizontal resolution, and encompasses 46 σ-layers (Miyazawa et al., 2017; Miyazawa et al., 2019). The dataset used in this study was obtained by assimilating multiple sources of information, including in-situ observations and high-resolution satellite data. This series of data has been widely utilized in the investigation of mesoscale phenomena and flow fields in the Kuroshio basin (Chang et al., 2018; Liu et al., 2019; Zheng et al., 2023).

For topographic information, our study utilized data from ETOPO1, a comprehensive seafloor topographic model with a 1′× 1′ grid size, released by the National Geophysical Data Center (NGDC) and the National Oceanic and Atmospheric Administration (NOAA). This model amalgamates global land topography and ocean depth data, drawing from numerous correlation models and specific regional measurements (Amante and Eakins, 2009), primarily derived from the Scripps Institution of Oceanography (SIO), USA, for oceanic bathymetry and GTOPO30 for global land topography. The study area, delineated by oceanic front frequency statistics, spans 146°-150°E and 35°-37°N, as depicted in Figure 2.




Figure 2 | Overview of the study area: (A) Relative frequency of the occurrence of oceanic fronts (discrimination criterion 0.1 (m/s)/km, depth 300 m); (B) Water depth in the study area.



In-situ observations for model cross-validation were obtained from the KE System Study (KESS), an extensive observational program funded by the National Science Foundation. KESS, involving collaborations among the University of Rhode Island, the University of Hawaii, and the Woods Hole Oceanographic Institution, aims to discern and quantify the kinetic and thermodynamic processes governing the variability and interplay between the KE and its recirculating eddies (Donohue et al., 2008). Within this project, five continuous sections highlighting prominent KEF characteristics were identified using CTD data from an in-situ oceanographic survey conducted by the Research Vessel Melville in June-July 2006 as part of this initiative.




2.2 Methodology



2.2.1 Ocean and convergence zone feature extraction methods

Oceanic fronts cause substantial changes in the underwater acoustic environment, resulting in notable shifts in attributes such as sound channel depth, acoustic layer thickness, and surface sound velocity on either side of the front (Etter, 2013). This study considers six specific categories of oceanic underwater acoustic environmental characteristics, evaluating features 2 through 6 both within and outside the frontal zone. Consequently, the CZ prediction model comprises 11 input features, detailed and calculated as follows:

	(1) Horizontal Sound Speed Gradient (HSSG): This is defined as the ratio of the variance in sound speed at the same depth as the horizontal distance separating sites within and beyond the front, measured in (m/s)/km.

	(2) Surface Sound Speed (SSS): The speed of sound at a site’s sea surface, recorded in m/s.

	(3) Sound Channel Axis Depth (SCAD): Represents the depth where the sound speed reaches its minimal value, expressed in meters.

	(4) Sonic Layer Depth (SLD): The deepest point in seawater where the sound velocity gradient remains positive near the surface, expressed in meters.

	(5) Transition Layer of Sound Speed: The vertical sound speed gradient existing between the sound channel axis and the sonic layer, quantified in (m/s)/m.

	(6) Turning Depth (TD): The depth at which the sound ray undergoes inversion below the sound channel axis. The sound speed at the TD (ci) complies with the subsequent Equation 1, where c0 denotes the sound velocity at the origin point, and αi represents the emission angle.



 




2.2.2 Underwater acoustic simulation modeling and convergence zone calculation methods

This research distinguishes the CZ by considering the initial CZ’s width and the separation from the origin, taking into account the ocean front’s magnitude and its range of influence. The Bellhop ray model, rooted in geometric and physical transmission principles, encompasses various ray types, including Gaussian beams(Porter, 2011). Yang et al. (2018) determined that the Bellhop model closely matches the recorded CZ distances in precise underwater acoustic examinations. Hence, it is utilized for simulating underwater acoustic propagation in this context, using the modeled CZ distances and expanses as prediction model outputs. A prerequisite for establishing a CZ is not only the existence of a sound speed’s minimal value but also the assurance that the emitted sound waves, at a minimum horizontally, are capable of reverting on the seafloor plane. This necessity stipulates that the sound speed of seawater at the boundary of the seafloor is represented as cn, as shown in Equation 2.

 

It is pertinent to note that, among numerous sound waves projected from a non-directional source, only those contributing to the CZ sound field are considered significant. This consideration allows determining the maximal emission angle required from the sound source for CZ formation, obtained as Equation 3.

 

When a sound line of   encounters the seafloor, it undergoes reflection, leading to seafloor reflection propagation.

(1) Convergence Zone Distance (CZ Distance).

The CZ distance is typically defined as the cyclical distance from the 0° swept angle sound line reversal point due to the presence of focal dispersion lines near this point (Ma et al., 2023). To minimize the influence of surface waveguides, the sound source is positioned 150 m beneath the sea surface within the frontal zone. The CZ distance, measured in kilometers, is the horizontal distance from the source to the first CZ created by the source’s horizontally reversed acoustic rays.

(2) Convergence Zone Width (CZ Width).

Additionally, significant differences in CZ distances result from the large disparities in swept angles depicted in Figure 1. To establish consistent criteria and enhance prediction precision, this research computes the CZ distances for emission angles of 0° and θ, using the disparity as the CZ’s width in kilometers. The Bellhop model parameters, including the sound source parameter, are detailed in Table 1, which also lists the acoustic parameters of the seafloor substrate, taken from Hamilton (1980).


Table 1 | Bellhop ray model parameter settings.







2.3 Precision evaluation methods

Evaluation metrics for model performance encompass mean absolute error (MAE), mean absolute percentage error (MAPE), root mean square error (RMSE), and accuracy. It is crucial to highlight that accuracy serves as a predominant measure in classification tasks. In this study’s context, accuracy represents the ratio of predicted values within a specified range of true values to the total samples. This definition is pivotal as it underscores the predictive capacity of the convergence zone feature model, establishing it as a significant indicator within our research. Lower MAE, MAPE, and RMSE values, coupled with higher accuracy, signify reduced variance between the model’s predictions and actual values, indicating superior predictive ability. The calculation methods for these indicators are illustrated in Equations 4–7.

 

 

 

 

where, “y” represents the original value of the CZ prediction, ascertained through Bellhop model simulation, while “  “ denotes the predicted value, i.e., the CZ characteristics derived from the prediction model.





3 Predictive modeling



3.1 Multivariate regression prediction models

This research employs 24 distinct regression algorithms to predict CZ, with their principal parameter configurations outlined in Table 2. Focusing on the waveguide of CZ, where the sound source originates in the frontal zone and progresses southward, the extracted feature dataset is divided into training, validation, and test sets at an 8:1:1 ratio before commencing sample training. Normalization of features is applied to expedite model convergence and improve feature interpretability. Additionally, alongside the 17 individual models detailed in Table 2, this study introduces 7 integrated learning strategies by combining two individual models, determining their output weights based on accuracy assessment metrics. Integrated learning strategies, through weighted model combinations, generally exhibit superior generalization performance compared to individual models.


Table 2 | Multiple regression model with the main parameter settings.



Subsequently, the 30a dataset is divided into ten segments using k-fold cross-validation, each containing approximately 1095 samples of 3a. From each segment, designated 3a samples form the test set, preceding 3a samples create the validation set, and the remaining 24a serve as the training set. The model undergoes training using the training set and testing with the test set, iterating this process ten times. The average outcomes from the ten models establish the final benchmark for assessing generalization accuracy, calculated using Equation 8.

 

where Ei is the model evaluation index observed throughout each training iteration. Post-training and evaluation, accuracy results are depicted in Figure 3. It is observed that conventional regression methods produce inferior results, often exhibiting MAPE exceeding 5%. Conversely, integrated learning strategies, assigning weights to samples and learners, demonstrate significantly improved generalization performance compared to individual learners. Specifically, integrated learning combined models such as MLP-RF and MLP-DT achieve an accuracy (1 km) surpassing 81%.




Figure 3 | Comparison of the predictive accuracy of the models.



Considering the influential parameters in deep learning affecting performance, this study combines the Sparrow Search Algorithm (Xue and Shen, 2020) with four specific single deep learning network structures from Table 3 to predict the convergence zone distance within a defined hyperparameter space. The CNN hyperparameters are set as follows: number of feature maps (1-100) and stride (1-10); while the LSTM, GRU, and BiLSTM hyperparameters are set as: number of hidden layers (1-10), number of hidden units (1-100), and dropout rate (0.001-0.5). While there is an observed improvement in predictive accuracy after optimization for these algorithms, the overall enhancement is not substantial. Despite deep learning’s widespread application in numerous domains(Rajendra Kumar and Manash, 2019), in this study, due to limited features and data volume, its predictive accuracy lags behind other models. Consequently, after evaluating four metrics, MLP-RF is chosen as the optimal algorithm for predicting convergence zone features in this study. This model demonstrates high efficacy, with an average prediction error of less than 1 km in 82.16% of cases after K-fold cross-validation.


Table 3 | Assessment of the predictive accuracy of convergence zone distance based on SSA and deep learning methods.



The initial step involves segmenting the complete dataset into training, validation, and test sets. The training set is utilized independently to train both the MLP (a feed-forward neural network comprising multiple neurons and layers designed for nonlinear relationship handling and complex feature learning) and the RF model (an ensemble learning algorithm with numerous decision trees, providing final predictions via voting or averaging of base classifier predictions). To enhance model performance, this study introduces distinct hyperparameter selection spaces. These models are then trained on the training set and evaluated on the validation set. This iterative process occurs within the hyperparameter space to identify the best model configuration, optimizing predictive accuracy. The Mean Absolute Error (MAE) is calculated to determine the weights of the combined MLP-RF model, using specific hyperparameter configurations detailed in Table 4.


Table 4 | Hyperparameter selection space for MLP-RF.



In cases where significant algorithmic differences between the models arise from the validation set, the accuracy of the combined model is expected to be intermediate. Hence, a threshold value θ (θ = 0.1) is established. If the model variation exceeds this threshold, the combination is discarded, favoring the model with the lower error as the final choice. However, if the error differential between the models falls below a specific threshold, they are merged with respective weights. The final prediction is the weighted sum of predicted values from both models, as defined in Equation 9.

 

where Y is the distance to the CZ predicted by different models, and W is the weight of the model, and W is the calculation method. The MLP-RF model building process is shown in Figure 4.




Figure 4 | MLP-RF model construction process.



After multiple prediction cycles, the optimal parameters for the prediction model are determined: the MLP employs hidden layers set at [8,8] with a prediction weight of 0.51, while the RF model utilizes 300 random trees with a prediction weight of 0.49.




3.2 Characterization

Given that the extracted marine features might not exhibit linear correlation with CZ features, this study utilizes Spearman correlation to analyze the mutual influence between each element. Furthermore, the Random Forest algorithm is employed to assess the relative importance of feature variables using the out-of-bag (OOB) error. This method enables the determination of how much each marine feature impacts CZ characteristics through hypothetical sampling and superimposed noise, gauging the influence of each marine feature on CZ features (Mitchell, 2011).

This analysis involves the calculation of the horizontal sound velocity gradient between two points within each water layer in the study area. Subsequently, it illustrates the correlation between the sound velocity gradient and the distance to each water layer’s CZ, as shown in Figure 5A. Notably, within the 100- to 600-m range, the intensity of KEF significantly surpasses that of other water layers. Simultaneously, the correlation between the horizontal sound velocity gradient and the distance to the CZ typically demonstrates an initial increase followed by a decrease, peaking at 150 m—a depth directly associated with the selected sound source. Consequently, the 150-m horizontal sound velocity gradient, both inside and outside the frontal zone delineated by 1°, serves as a parameter representing ocean fronts. This parameter, along with others detailed in section 2.2.1, correlates with the distance to the CZ, analyzing the importance of each oceanic condition, as depicted in Figure 5B. The results indicate that TD is crucial for the distance to the CZ, contributing over 25% among the 11 feature categories, followed by SLD2 and HSSG at 11% and 9%, respectively.




Figure 5 | (A) Plot of KEF intensity versus depth and correlation with distance from the convergence zone; (B) Plot of the correlation between the marine environment and distance from the convergence zone and significance of features (*** for 99.9% significance test, ** for 99% significance test, * for 95% significance test, sites marked with “2” in the oceanic features are outside the frontal zone, and the reverse is true for stations within the frontal zone).



Snell’s law elucidates the importance of turning depth in determining the distance to the CZ. When the source is located  , the horizontal distance a sound line traverses with an initial outgoing angle from the source is expressed in integral form Equation 10.

 

where CZ Distance (Snell) is the horizontal distance that the sound line passes through,   is the depth of the sound source,   is the refractive index, and z is the turning depth. The turning depth determines the maximum depth at which the sound line bends downward and determines the horizontal distance of the convergence zone.

The distance of the CZ: When the sound source is located in the frontal zone adjacent to relatively colder water, intensified ocean fronts amplify the environmental differences on either side. This results in both a shallower acoustic channel depth (with a correlation between HSSG and SCAD of −0.67) and turning depth (correlation between HSSG and TD of −0.72) on the source’s side. This enables sound rays from the source to reach the CZ more quickly. Thus, the emitted sound rays can reach the turning depth faster, bringing the CZ closer to the source. Similarly, in this study, when the source is located at high latitudes for underwater acoustic propagation—i.e., on the warmer water side—the stronger the ocean front, the deeper the acoustic channel (correlation between HSSG and SCAD is −0.69), and the shallower the turning depth (correlation between HSSG and TD is −0.77) tends to be on the source side. This delays sound rays from reaching the turning depth and pushes the CZ further from the source.

Although turning depth plays a pivotal role in predicting the CZ, this study reveals that relying solely on turning depth cannot fully capture the oceanographic features of the cross-section during K-fold cross-validation. The resultant CZ prediction model lacks robustness; for instance, prediction accuracy dips below 70% when using years such as 1993-1995 and 2018-2020 as the test set. Contrastingly, incorporating multiple oceanic parameters offers a more comprehensive view of the cross-section. Utilizing several factors as input variables for predicting CZ distances consistently yields a prediction accuracy exceeding 80% in test sets, thus enhancing generalization.





4 Model prediction process



4.1 Results of two-dimensional cross-section prediction

The distance and width of the CZ between 2020 and 2022 have been predicted using the optimal model evaluated in the previous section. Due to space limitations in the graph, Figures 6A, C only depict the CZ’s distance and width for 2022, respectively. Scatter density maps for the years 2020 to 2022 are shown in Figures 6B, D. The MLP-RF-based model, utilized for CZ distance prediction, demonstrates an accuracy of 82.43% (within 1 km) and an MAE of 1.56 km. Figure 6 highlights the model’s proficiency in predicting CZ distances, aligning effectively with the CZ trend. Variations in prediction results, up to 10 km in CZ despite similar seasons, may be attributed to marine environmental factors, such as the acoustic layer impacting underwater acoustic propagation. Additionally, since this study aims to predict CZ in a specific sea area that experiences shifts with the KE jets, the model primarily adapts to the correlation between marine environmental factors and CZ characteristics. Consequently, predictive efficacy slightly diminishes when these uncertain elements heavily influence the CZ. Figure 6B illustrates that predicted distances closely match original distances, clustering near the 1:1 line, with more dispersed points at the edges.




Figure 6 | (A) Comparison of the 2022 projections with the original convergence zone distances; (B) Scatter density plot between the 2020-2022 projections and the original convergence zone distances; (C) Comparison of the 2022 projections with the original convergence zone widths; (D) Scatter density plot between the 2020-2022 projections and the original convergence zone widths.



The CZ width is determined from the horizontal outgoing ray and two acoustic rays emitted at the maximum outgoing angle. Predicting these rays leads to compounded errors, resulting in a marginally lower width prediction accuracy compared to distance, at 77.10% (within 1 km) and an MAE of 1.77 km. Nevertheless, Figures 6C, D showcase the model’s ability to accommodate fluctuations in the CZ’s width, with dispersion points concentrated around the 1:1 line. Upon further evaluation, the model’s accuracy in predicting a width error of less than 3 km exceeds 90%, highlighting its practical application value.




4.2 Comparison of three-dimensional prediction results

In Section 3, the sound source is positioned in the frontal zone for underwater acoustic propagation directed south. A 3D model predicting the CZ was developed by simulating underwater acoustic propagation in four distinct directions: south, north, west, and east. A 1° cross-section in each direction was extracted, utilizing the same data retrieval method as the previous section to compile datasets on marine environmental and CZ features. Predictions for underwater acoustic propagation in these four directions within the KE frontal zone from 2020 to 2022 were carried out. The averaged CZ distance and width in each direction serve as the predicted CZ. Figure 7 illustrates the simulation map and the predicted CZ using the machine learning model, depicted by two red solid lines and a red fill with 0.5 transparency, contrasted against the Bellhop3D model’s simulation results. The sound field environment mirrors that of the 2D section, with a focal depth of 150 m and the circle’s center as the central point, fixed at a display depth of 150 m. The primary CZ is identified as the circular region with low propagation loss surrounding the circle’s center. This study affirms the machine learning-based approach’s efficacy in accurately predicting the 3D CZ, exhibiting a high degree of overlap between the predicted and simulated zones.




Figure 7 | Comparison of machine learning–based 3D convergence zone prediction and simulation results (labels in the upper left corner are date and sound source location).



The evaluation of CZ characteristics in four directions focused on predicting accuracy using five evaluation metrics (Table 5). Results demonstrated improved performance in CZ prediction across all directions. Specifically, distance prediction accuracy (1 km) consistently exceeded 70%, with accuracy (3 km) consistently surpassing 80%. Regarding width prediction, accuracy (1 km) typically exceeded 60%, while accuracy (3 km) consistently went beyond 80%. Remarkably, the highest accuracy was observed when the sound source directed southward, aligning with the KEF’s near parallelism to the latitude line and its northward inclination (Wang et al., 2020). This study strategically positioned the sound source cloth at the critical KEF location, significantly enhancing model interpretability. By deriving ocean environment features from the physical structure of ocean fronts, the prediction accuracy for the southward-propagating CZ model outperformed the other three directions. This resulted in a maximum accuracy increase of 8.43% for distance prediction (1 km) and 16.42% for width prediction (1 km).


Table 5 | Assessment of the predictive accuracy of convergence zone features in four directions.







5 Comparison and validation of models

Predictive models constructed within an ocean front environment, incorporating specified inputs and consistent environmental features, should exhibit robust generalization capabilities. To broaden the model’s applicability, ocean data from in situ observations and neighboring sea areas were integrated as a new test set for cross-validating the CZ prediction model.

To address uncertainty regarding the precise location of in-situ observation data, adjustments were made to the feature extraction method. This involved placing the sound source cloth at the initial observation site near the section’s northern edge and utilizing acoustic profile information from the section’s final site to extract out-of-frontal features. The dataset created for predicting in-situ observations significantly deviates from this study’s original training set, with a maximum distance of nearly 190 km between in-front and out-of-front stations, compared with approximately 110 km in the training set. Despite these discrepancies and a specific anomaly in data collection direction, the proposed predictive model maintains its efficacy. Figures 8A, B illustrate the correlations between site distribution and in-situ observation prediction outcomes, indicating the model’s proficiency in delineating CZ distance trends. Prediction errors for cross sections 2-5 range between 0 and 3 km, while cross-section 1 experiences an approximate 4-km error due to substantial directional and distance deviations from the training set.




Figure 8 | (A) Five cruises of the KESS project during June-August 2006 (the bottom panel shows the sound speed in m/s on June 8); (B) comparison of the original convergence zone distances of the five cruises with the results of the model prediction; (C) schematic representation of the location of cross-validation sea area I; (D) line graph of the distance of the original convergence zones in the sea area I in 2022 compared with the results of the model prediction; (E) schematic representation of the location of cross-validation sea area II; and (F) line graph of the distance of the original convergence zones in sea area II in 2022 compared with the results of the model prediction.



The structural similarity of ocean fronts theoretically allows machine learning-based CZ prediction methods to be applicable in all ocean front environments under deep-sea conditions. To further validate the universality and stability of the model, this study employed two sea areas as cross-validation regions. Cross-validation area I lies outside the training area of the Kuroshio Extension (150°-154°E, 35°-37°N) and aims to verify whether the trained model can be applied to similar sea areas. Cross-validation area II, the sub-Arctic front area (146°-150°E, 39°-41°N) (Kida et al., 2015), aims to verify the method’s applicability to ocean front regions with thermohaline structures and influence depths differing from the Kuroshio Extension Front. The network trained in the Kuroshio Extension training area in section 4.1 was used to predict the convergence zone distance in sea area I for the year 2022 (Figures 8C, D). Results showed that the predictive model effectively captured the variation trend of the convergence zone distance. Although there are differences between the ocean front characteristics in sea area II and the Kuroshio Extension Front, this study utilized the MLP-RF algorithm to predict the convergence zone distance based on extracted sub-Arctic frontal ocean features (Figures 8E, F). This achieved excellent results with an MAE of 1.28 km and an accuracy (1 km) of 86.6%, further confirming the practicality and robustness of this convergence zone prediction method.




6 Conclusion

In this investigation, high-resolution 30a reanalysis data was utilized to examine a 1° cross-section spanning from inside to outside of the frontal zone within a deep-sea area known for frequent ocean front occurrences. Out of 24 machine learning algorithms assessed, the most accurate models successfully learned and predicted six classes, 11 marine environmental features, and two CZ features. The findings highlighted the pivotal role of turning depth in the CZ prediction model, contributing over 25% according to OOB error, followed by SLD2 and HSSG at 11% and 9%, respectively. This study sheds light on the critical significance of turning depth in understanding the characteristics of the CZ within ocean front environments, employing fundamental principles of ray acoustics. Specifically, the study elucidates that a stronger or weaker ocean front, when the sound source is on the colder water side, impacts the CZ’s proximity to or distance from the sound source. Conversely, when the source is on the warmer water side, a stronger or weaker ocean front pushes the CZ farther from or nearer to the sound source.

The MLP-RF algorithm, identified as the most accurate through K-fold cross-validation, was employed to build the CZ prediction model. This model exhibited an 82.43% accuracy in predicting the CZ within a 1 km error margin in the 2D section, alongside an MAE of 1.56 km. While slightly less precise in predicting the CZ width, the model achieved a 77.1% accuracy for errors under 1 km, with an MAE of 1.77 km. Application of this model to the 3D marine environment showed promising alignment between predicted and simulated CZ, with notably higher accuracy observed for CZ propagation toward the south compared with other directions. Furthermore, the model’s performance was evaluated against in-situ ocean data and reanalysis data from adjacent ocean areas through cross-validation, demonstrating its ability to accurately predict trends in new datasets, thus confirming its robust performance and generalizability.

Given the absence of long-term sound field measurements in the marine environment, this study primarily relies on reanalysis data and ray models to predict the CZ, potentially resulting in deviations from actual conditions. However, the model construction approach suggested here is adaptable to information obtained from in-situ observations, highlighting machine learning’s ability to effectively capture the nonlinear relationship between the marine environment and the CZ in underwater acoustic predictions, offering significant practical potential. Future research should consider exploring integrating marine environment numerical predicting and physical ocean front modeling into the machine-learning prediction model to enhance its applicability and interpretability.
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In ocean acoustic fields, extracting the normal-mode interference spectrum (NMIS) from the received sound intensity spectrum (SIS) plays an important role in waveguide-invariant estimation and underwater source ranging. However, the received SIS often has a low signal-to-noise ratio (SNR) owing to ocean ambient noise and the limitations of the received equipment. This can lead to significant performance degradation for the traditional methods of extracting NMIS at low SNR conditions. To address this issue, a new deep neural network model called SSANet is proposed to obtain NMIS based on unrolling the traditional singular spectrum analysis (SSA) algorithm. First, the steps of embedding and singular value decomposition (SVD) in SSA is achieved by the convolutional network. Second, the grouping step of the SSA is simulated using the matrix multiply weight layer, ReLU layer, point multiply weight layer and matrix multiply weight layer. Third, the diagonal averaging step was implemented using a fully connected network. Simulation results in canonical ocean waveguide environments demonstrate that SSANet outperforms other traditional methods such as Fourier transform (FT), multiple signal classification (MUSIC), and SSA in terms of root mean square error, mean absolute error, and extraction performance.
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1 Introduction

According to the theory of normal modes (Jensen et al., 2011) in shallow-water acoustic waveguides, the frequency-domain interference spectrum formed by each pair of normal modes often exhibits different quasi-periodic fluctuation structures, which contain a lot of information related to the waveguide invariant and the source–receiver distance. Some authors have pointed out that if the normal-mode interference spectrum (NMIS) can be extracted from the received sound intensity spectrum (SIS), not only can the distance between the source and the receiver be estimated based on the periodicity of its fluctuations (Zhao, 2010), but also the value of the waveguide invariant can be obtained in terms of the data-matrix sparsity of the NMIS. The main advantage of these methods based on extracting NMIS is that it is feasible to estimate the waveguide invariant and the receiver-source range without any environmental models or data. However, it is unfortunate that NMIS is often difficult to observe in many practical applications owing to the ocean ambient noise and the limitations of the received equipment. Therefore, in recent years, the problem of extracting an NMIS with a low signal-to-noise ratio (SNR) has received considerable attention in the field of underwater acoustic engineering.

The Fourier transform (FT) is considered to be the earliest NMIS estimator, but the frequency resolution of the FT is limited by the Nyquist sampling theorem. In 2010, Zhao et al. (2010) adopted the multiple signal classification (MUSIC) algorithm to estimate the quasi-period of NMIS and performed a higher resolution spectral analysis of NMIS than FT. Based on the principles of the singular spectrum analysis (SSA) algorithm, Gao (2016) directly extracted the approximate curves of NMIS in the frequency domain in 2016, and a multi-resolution estimation method of NMIS was proposed and compared with previous methods such as MUSIC and FT (Gao et al., 2020) in 2020. These studies show that SSA has potential for exploration and development. However, it should be noted that these methods always require a higher SNR (more than 20 dB in the previous literature) and have a poor anti-noise ability.

With the development of artificial intelligence technology and deep learning, it is possible to extract NMIS using deep neural network methods in more complex noisy environments. In particular, a type of algorithm-unrolling neural network (Monga et al., 2021) that maps various iterative algorithms into learnable neural network layers has been applied in various fields and has shown superior performance compared to traditional algorithms (Gregor and LeCun, 2010; Hershey et al., 2014). Inspired by the research above, this study introduces a new method for extracting NMIS from the received SIS called the SSA algorithm-unrolled neural network (SSANet). It is well known that, if the signal subspace has finite dimensions and is orthogonal to the noise subspace, SSA is a powerful tool for separating the signal subspace from the noise subspace through grouping (Vautard et al., 1992; Li et al., 2019). Generally, SSA consists of four steps: embedding, singular value decomposition (SVD), grouping, and diagonal averaging (Hassani, 2007; Kalantari et al., 2020; Lin and Wu, 2022). The received SIS consists of a finite number of dominant NMIS that satisfy the above SSA assumption. The SSANet model unrolls the steps of the SSA and designs it as a six-layer neural-network structure. It utilizes a convolutional network (LeCun et al., 1995; Mallat, 2016) to achieve the embedding step and SVD in SSA. The grouping process of SSA was simulated using the matrix multiply weight layer, ReLU layer, point multiply weight layer, and matrix multiply weight layer. Finally, the diagonal averaging step was implemented using a fully connected network. This study conducted simulations in two canonical ocean waveguide environments, comparing the extraction performance of SSANet with traditional methods such as the FT, MUSIC, and SSA methods under different SNR. The numerical results demonstrate that SSANet achieves superior performance over the other methods under lower SNR conditions.

The main contributions of this study are summarized as follows:

	(1) A novel network model called SSANet for extracting NMIS is proposed. SSANet can learn complex nonlinear mappings and exhibits strong noise robustness. Compared to traditional extraction methods, it can reduce information loss during the extraction of NMIS under low-SNR conditions. The numerical results confirmed the effectiveness of the SSANet.

	(2) This study describes the correspondence between SSANet and the unrolled SSA. The trained SSANet can be naturally interpreted as a parameter-optimized algorithm that effectively overcomes the lack of interpretability in most conventional neural networks.

	(3) Extracting NMIS belongs to the signal decomposition/extraction problem; therefore, the SSANet model can also be applied to studying other signal analysis problems, which provides more possibilities for research in this field.



The remainder of this study is organized as follows. The preliminary concepts required for understanding further are introduced in Section 2. For instance, the concept of the NMIS and SSA process. Section 3 describes the structure of SSANet. Section 4 presents the results and corresponding discussion to demonstrate the effectiveness of the proposed method. Finally, the conclusions are presented in Section 5.




2 Preliminaries

In this section, the fundamental concepts of SIS and NMIS are introduced in detail. A comprehensive exposition is provided for the basic processing of SSA.



2.1 Sound Intensity spectrum

According to the theory of normal-mode, for a point source excitation with circular frequency ω and depth zs in shallow water, the received SIS IT at a depth of zr after propagation over a long distance d can be expressed approximately as in Equation 1 (Grachev, 1993; Gao et al., 2021):



where Bn is shown in Equation 2



P(ω) is the power spectral density of the source, and Bn(ω, zr, zs) and Bm(ω, zr, zs) represent the amplitudes of the nth and mth normal-modes, respectively. M is the number of the propagating normal-modes. Δκnm(ω) is the horizontal wavenumber difference between the nth and mth normal-modes, and Δκnm(ω) = κn(ω) − κm(ω). ψn(zr) and ψn(zs) are the mode depth functions for the nth normal-mode receiver and source, respectively. ‘∗’ represents conjugation. Ns(ω) is the additive noise.   represents the non-interference components of SIS, which vary slowly with the frequency.   is called the NMIS for the n–m pair of normal modes, which oscillates with frequency.   corresponds to the sum of the different NMIS and represents the interference components of the SIS. When multiple propagation modes exist in the ocean waveguide, the SIS received by a single hydrophone is typically a superposition of the NMIS, non-interference components, and environmental noise. In general, it is difficult to observe accurate fluctuation periods of the NMIS directly owing to the ocean ambient noise and the limitations of the received equipment. It should be noted that we are mainly concerned with NMIS, and the non-interference components can be considered as approximately constant and removed to obtain Ic according to the Equation 3:



where   represents the polynomial fit term obtained using the least-squares method (Björck, 1990), where e is the fitting coefficient. N′s(ω) represents the noise after the removal of non-interference components. In subsequent work, our goal is to extract different NMIS from Ic.




2.2 SSA algorithm

The SSA is a classical signal decomposition/extraction method. Assuming that the input sequence is y = [y1,y2,.,yN], the steps of the SSA algorithm are as follows:

1. The first step is embedding. Embedding creates a Hankel trajectory matrix. It can be regarded as a mapping that transfers a one-dimensional vector y to Hankel matrix H, the H is shown in Equation 4:

 

where the numbers of the row and column vectors are L and K, respectively. L + K = N + 1.

2. The second step is to decompose the matrix H using SVD. That is, matrix H is decomposed into the Equation 5:



where  , its column vectors are orthogonal and normalized.  , its row vectors are orthogonal and normalized.   is a singular value matrix consisting of zero off-diagonal entries and obvious non-zero singular values on the main diagonal entries (Lin and Wu, 2022). The symbol ‘†’ represents the conjugate transpose. Assuming the rank of a matrix H is R, then Σ = diag(σ1,σ2,…,σR) (σ1 > σ2 >… > σR), the matrix H can also be expressed as the Equation 6:



3. The third step is grouping. The grouping step splits the Hankel matrix H into several groups and sums up the matrices within each group. For Ic, if there are r NMIS, matrix H can be divided into two group, as shown in Equation 7:



where   denotes the interference components of SIS (I) (It is also possible to obtain   by setting all the elements in Σ except the first r singular values to 0, and then  ,   denotes the noisy spectrum  .

4. The fourth step was diagonal averaging. Taking A as an example, the mapped vector   is obtained using the following steps,as shown in Equation 8:



The SSA has various grouping methods (Unnikrishnan and Jothiprakash, 2022). The grouping process above divides the matrix into signal and noise subspaces, which completes the denoising operation of Ic. The SSA (Gao, 2016) method divides the matrix H into r + 1 groups (i.e., H1, H2, H3 to Hr, and B) according to the singular value, and then uses diagonal averaging to obtain the corresponding NMIS. This study adopts the first grouping method, and the SSA is unrolled and designed as a neural network model called SSANet. The specific design ideas and basic structure of SSANet are described in the following sections.

It should be noted that the selection of the effective rank r in the above process is crucial. In this study, r was determined based on the discontinuity of singular values. When white noise is present, the distribution of singular values (σi) is characterized by sudden changes. That is, the singular values corresponding to the interference components of SIS(I) are relatively large, whereas those corresponding to the noisy spectrum  are much smaller. Therefore, the sequence of relative differences between adjacent singular values is denoted as shown in Equation 9:



is referred to as the difference spectrum of the singular value (Wax and Kailath, 1985; Fishler et al., 2002). The effective rank r is then determined using the peak of the difference spectrum, which is the estimated value of the number of NMIS.





3 The SSANet

In this section, the specific process of SSA unrolling and the corresponding design ideas, network structure, and parameters of SSANet are illustrated in detail.



3.1 The design idea of SSANet

Based on the steps of SSA algorithm, we unroll it and design it as SSANet for the extraction of NMIS. The unrolling process of the SSA algorithm and the corresponding relationship with the SSANet are illustrated in Figure 1. Specifically:




Figure 1 | The process of SSA algorithm-unrolled and the corresponding with SSANet, where the input Ic is the received sound interference spectrum, and the output Inm is the NMIS. W1, W2, W , W  are the network parameters of SSANet, U, U†, V, V†, Σ, and Σr are the matrices of the SSA algorithm unrolled. The symbol ‘@’ represents the matrix multiplication.



	1. The SSA algorithm transforms the Ic into the Hankel matrix H and then through SVD to obtain matrix UΣV†. Next, the matrix UΣV† left-multiplies the conjugate transpose matrix U† to obtain the matrix ΣV†. For SSANet, this process was implemented using a one-dimensional convolutional neural network. As is well known, the output of a one-dimensional convolutional operation with a single channel and one-step is denoted as shown in Equation 10:

	where y′ and y′′ represent the input and output, respectively, of the convolutional neural layer. Ker is the convolution kernel, (1,v) is the coordinate of Ker, (1,e) is the coordinate of the output vector, and b1 is the bias. Therefore, b1 can be initialized to 0, and the above process uses a convolution network implementation. The weight parameter W1 of the convolutional network corresponds to U†. The channel number of the convolutional network is equal to the number of rows (R) in matrix U†, and the size of the Ker is equal to the number of columns (L) in U†. The output of this convolution operation is equal to matrix ΣV†. This layer is called the convolutional layer (Conv Layer);

	2. In the SSA algorithm, the matrix ΣV† right-multiplies the matrix V to obtain the singular value matrix Σ. For SSANet, a learnable weight W2 is used instead of V, and the dimensions of W2 correspond to the dimensions of V. In this case, each row of the output from the Conv layer matrix-multiplies each column of W2 to simulate obtaining the singular values in the singular value matrix Σ. This layer is called the matrix multiply weight layer.

	3. The SSA algorithm obtains Σr by setting the singular values in Σ, except for the first r value of 0. The activation function ReLU (Agarap, 2018) of the neural network satisfies  . For SSANet, the ReLU activation function can be used to simulate the above process, and this layer is called the ReLU Layer. It should be noted that before using ReLU activation, the singular values are added to a set of learnable bias parameters. Even if the singular values (e.g., the last several values) are larger than zero, they can be filtered out by combining suitable biases through the ReLU layer.

	4. In the SSA algorithm, matrix Σr left-multiplies the matrix U to obtain UΣr. For SSANet, the conjugate transpose of the weight parameter W1, denoted as  , was used instead of U. The dimensions of   correspond to the dimensions of U. The output of the ReLU layer was expanded in dimension by copying. Point multiplication is then performed with the weight   to simulate the process of obtaining UΣr. This layer is called the point multiply weight layer.

	5. In the SSA algorithm, the matrix UΣr right-multiplies the matrix V† to obtain  . For SSANet, the network parameters of this layer are replaced by the conjugate transpose of weight parameter W2 from the second layer, denoted as  . The dimensions of   correspond to the dimensions of V†. The output of the previous layer is matrix multiplied by the weight   simulating obtaining  . This layer is referred to as the matrix multiply weight layer. In other words, the process of constructing the Hankel matrix, SVD, and grouping to obtain the I in the SSA algorithm is unrolled into the above five steps, corresponding to the five layers in the SSANet neural network.

	6. The fourth step in SSA algorithm is diagonal averaging. The process of a fully connected layer in a neural network is represented as   (where F and   represent the input and output of the fully connected layer, respectively. W and b2 are the weight and bias parameters of the fully connected layer, respectively). W and b2 can achieve data dimensionality reduction and learn complex mapping relations in data through training. Therefore, SSANet implements diagonal averaging with a fully connected network and extracts NMIS by setting the number of output neurons. This layer is referred to as the FC layer.








3.2 The structure of SSANet

Based on the unrolling of the SSA algorithm mentioned above, we designed a six-layer network structure called SSANet. Assuming the input is the received and normalized  , which undergoes SVD in the SSA algorithm to obtain the unitary matrices   and  , and the singular value matrix  . The structure of SSANet is illustrated in Figure 2 (the parameters of the SSA algorithm are shown in Figure 2). The dimensions of the network input, weight, and output parameters for each layer are presented in Table 1. The specific steps are as follows:

	Conv Layer: The number of channels is R, the convolutional kernel size is L, and the step is 1. The output dimension obtained after the convolution operation was R × (N + 1 − L) = R × K (the weight parameter of the Conv layer was  ).

	Matrix multiply weight layer (1): Each row of the output R × K of the Conv layer matrix multiplies each column of the weight matrix  , and the output dimension is 1 × R.

	ReLU Layer: Add the previous layer’s output to the bias and use the ReLU function to activate; the output dimension is 1 × R.

	Point multiply weight layer: Expand the output dimension 1 × R of the ReLU layer to L × R by copying. Then, each column of L × R point multiplies each column of weight  , and the output dimension size is L × R.

	Matrix multiply weight layer (2): The output L × R of the previous layer right-multiplies the weight  , and the output dimension is L × K.

	Fc Layer: The output L × K from the previous layer is flattened to 1 × (L × K). The Fc layer results in an output dimension of 1 × (N × num) (where num represents the number of NMIS), thus obtaining the predicted output   of the network.






Figure 2 | The structure of SSANet.




Table 1 | The parameters of SSANet.



The implementation of SSANet was carried out using Pytorch 1.6.0, with an NVIDIA Quadro GV100 GPU. The weight parameters W1 and W2 were initialized with Kaming initialization (He et al., 2015). The mean absolute error was selected as the loss function and optimized using the Adam optimizer (Kingma and Ba, 2014), with the learning rate (Smith, 2017) set to 1e−4. The batch size was set as 128. To prevent network overfitting, an early stop strategy was adopted in training; the network training was stopped when the loss on the validation set did not drop within 10 epochs (Liang et al., 2019).





4 Simulation and results

In this study, we simulated two canonical ocean waveguides and evaluated the extraction results of each method. In this section, the first part presents the datasets. The second part describes the evaluation criteria for comparing SSANet with other methods, such as FT, MUSIC, and SSA. Finally, an analysis of the results obtained using each method is presented.



4.1 Datasets

This study utilizes the typical sound field simulation software Kraken (Porter, 1992), which is used to simulate typical winter (isovelocity) and summer (thermocline) waveguide sound speed profiles. The sound speed and medium parameters are shown in Figures 3A, B. In these two waveguide environments, the emission frequencies of the sound source were f ∈ [300,360] Hz and f ∈ [180,220] Hz, respectively. The frequency resolution are 0.3 Hz and 0.2 Hz, respectively. It is assumed that the depths of the known hydrophones are 15 m and 30 m, respectively, whereas the depths and distances of the sound sources are unknown.




Figure 3 | The sound speed and medium parameters. (A) Is the isovelocity waveguide sound speed profiles. (B) Is the thermocline waveguide sound speed profiles.



For the training samples in the isovelocity waveguide, the depth of the sound source was set as zs = {1,2,…,30} m. At each source depth, 500 data points were randomly generated within the distance r ∈ [10,15] km. A total of 15,000 samples are generated. Similarly, in the thermocline waveguide, the depth of the sound source was set as zs = {1,2,…,50} m. At each source depth, 500 data points were randomly generated within r ∈ [20,25] km. In total, 25,000 samples were collected. The two training samples are randomly added with noise at SNR = [−10,10] dB and are divided into training and validation sets in an 8:2 ratio for network training. It should be noted that the SSANet model in this study can extract multiple pairs of NMIS by setting the value of num. In this study, we use the extraction of two pairs of NMIS as an example to introduce the SSANet method. Therefore, for the training set, the true labels are the first two pairs of NMIS with larger interference amplitudes, i.e., num = 2 in the SSANet.

According to the method based on Gao et al. (2021), in an isovelocity environment, when zr= 17 m, zs= 7 m, and r = 13 km, the singular value distribution of I is shown in Figure 4A. In a thermocline environment, when zr= 30 m, zs= 29 m, and r = 23 km, the singular value distribution of I is shown in Figure 4B. As can be seen in Figure 4, there are two large singular values, corresponding to the 1st–3rd NMIS(I13) and the 1st–2nd NMIS (I12). Based on the method for determining the effective rank r in this study, it is known that only two sets of NMIS dominate in the above environment. Therefore, a test set was generated at the aforementioned sound source depth. The isovelocity waveguide set zr= 17 m, zs= 7 m, and r = {10,10.025,10.5,…,15} km, and the thermocline waveguide set zr= 30 m, zs= 29 m, and r = {20,20.025,20.5,…,25} km. Each of them generates 201 data, which are added to the noise of SNR = [−10,10] dB with an interval of 2 dB, serving as the test set. The datasets used are presented in Table 2. In the data preprocessing stage, all the above data samples were normalized using maximum value normalization.




Figure 4 | The distribution of singular value. (A) Is the distribution of singular value in the isovelocity waveguide. (B) Is the distribution of singular value in the thermocline waveguide.




Table 2 | The datasets.






4.2 Evaluation criteria

The root-mean-square error (RMSE) and Mean Absolute Error (MAE) were used to evaluate the performance of the methods. A smaller value for both metrics indicates a minor error between the true and predicted values, indicating better extraction of the NMIS. RMSE and MAE are defined in Equation 11 and Equation 12, as follows:





where   and   represent the predicted and true NMIS, respectively.




4.3 Simulation results

This study compares the SSANet method with the traditional methods: FT, MUSIC, and SSA methods (Gao, 2016). For the SSANet method, we assumed the construction of a Hankel matrix as a square matrix; thus, the network parameters are denoted as  =101. The MAE and RMSE obtained by applying the four mentioned methods for extracting I13 and I12 in the isovelocity waveguide under varying SNR are shown in Figures 5A–D. Similarly, the MAE and RMSE obtained by applying the four methods for extracting I13 and I12 in a thermocline waveguide under varying SNR are shown in Figures 6A–D. In addition, a random sample was selected from the test dataset in both environments. Figure 7 shows the input Ic for the isovelocity and thermocline waveguides. Figures 8A–F, respectively, represent the results of extracting I13 and I12 in the isovelocity waveguide using SSANet compared to other methods. Figures 9A–F, respectively, represent the results of extracting I13 and I12 in the thermocline waveguide using SSANet compared to other methods.




Figure 5 | The results of MAE and RMSE in the isovelocity waveguide. (A–D) Represent the MAE and RMSE results of extracting I13 and I12 in the isovelocity waveguide, respectively.






Figure 6 | The results of MAE and RMSE in the thermocline waveguide. (A–D) Represent the MAE and RMSE results of extracting I13 and I12 in the thermocline waveguide, respectively.






Figure 7 | One of the inputs, Ic, of different methods. (A) Represents the input Ic in the isovelocity waveguide. (B) Represents the input Ic in the thermocline waveguide.






Figure 8 | The SSANet extracts I13 result comparing with (A) SSA, (C) FT, and (E) MUSIC from Figure 7A. The SSANet extracts I12 result comparing with (B) SSA, (D) FT, and (F) MUSIC from Figure 7A.






Figure 9 | The SSANet extracts I13 result comparing with (A) SSA, (C) FT, and (E) MUSIC from Figure 7B. The SSANet extracts I12 result comparing with (B) SSA, (D) FT, and (F) MUSIC from Figure 7B.



From Figures 5, 6, 8, 9, it can be observed that SSANet provides the overall best extraction results for the phase, amplitude, and oscillation period of the NMIS. However, the FT, MUSIC, and SSA methods exhibit a significant decrease in performance when the amplitude and phase of the NMIS exhibit nonlinear variations with frequency under low SNR conditions. This is because the traditional extraction algorithms are designed by analyzing the physical processes and through handcrafting, while SSANet attempts to automatically discover model information and incorporate NMIS information by optimizing network parameters that are obtained from the training samples (Monga et al., 2021). On the one hand, when there is noise, traditional extraction algorithms do not consider the prior information of the noise, whereas SSANet learns the prior information of the noise during network training, and thus SSANet has stronger noise robustness. On the other hand, when the amplitude and phase of the NMIS exhibit nonlinear changes, the prior assumption of traditional extraction algorithms makes it difficult to extract nonlinear information. The SSANet can learn nonlinear information through training. Overall, it can be said that the trained SSANet is a parameter-optimized version of the SSA algorithm and therefore outperforms traditional extraction algorithms. These results confirm the effectiveness of the SSANet proposed in this study.





5 Conclusion

In this study, a novel algorithm-unrolled neural network model called SSANet was constructed for the extraction of NMIS in lower SNR conditions. The core of the SSANet model is to unroll the SSA algorithm and utilize the powerful data-learning ability of deep learning. The efficiency of the SSANet was validated in different typical ocean waveguides with different SNR. It is found that the SSANet outperformed the traditional FT, MUSIC, and SSA methods at a low SNR. The structure of SSANet is based on the SSA algorithm, and the trained SSANet can be naturally interpreted as a parameter-optimized algorithm, effectively addressing the lack of interpretability in most conventional neural networks. In the future, we will extend the ideas of SSANet to other signal decomposition/extraction problems, which will provide more possibilities for research in this field. Furthermore, the extraction results of NMIS in the ocean waveguide can be applied to sound source localization, waveguide variance estimation, etc.
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El Niño-Southern Oscillation (ENSO), a cyclic climate phenomenon spanning interannual and decadal timescales, exerts substantial impacts on the global weather patterns and ecosystems. Recently, deep learning has brought considerable advances in the accurate prediction of ENSO occurrence. However, the current models are insufficient to characterize the evolutionary behavior of the ENSO, particularly lacking comprehensive modeling of local-range and longrange spatiotemporal interdependencies, and the incorporation of calendar monthly and seasonal properties. To make up this gap, we propose a Two-Stage SpatioTemporal (TSST) autoregressive model that couples the meteorological factor prediction with ENSO indicator prediction. The first stage predicts the meteorological time series by leveraging self-attention ConvLSTM network which captures both the local and the global spatial-temporal dependencies. The temporal embeddings of calendar months and seasonal information are further incorporated to preserves repeatedly-occurring-yet-hidden patterns in meteorological series. The second stage uses multiple layers to extract higher level of features from predicted meteorological factors progressively to generate ENSO indicators. The results demonstrate that our model outperforms the state-of-the-art ENSO prediction models, effectively predicting ENSO up to 24 months and mitigating the spring predictability barrier.




Keywords: El Niño-Southern Oscillation (ENSO), deep learning for ENSO prediction, self-attention ConvLSTM, temporal embeddings, spring prediction barrier




1 Introduction

ENSO is currently the world’s largest coupled ocean–atmosphere model, which occurs in the equatorial central and eastern Pacific Wang and Fiedler (2006). It leads to cyclic changes in Pacific sea surface temperatures, impacting global climate and ecosystems, including floods Dilley and Heyman (1995), droughts Lv et al. (2022), tropical cyclones Lin et al. (2020a) and coral reefs Manzello et al. (2014). Therefore, accurately predicting ENSO is crucial for promoting environmental, economic, and social sustainability Fiedler (2002); Adams et al. (1999); Tang et al. (2018).

ENSO prediction mainly relies on spatiotemporal data of meteorological factors, like Sea Surface Temperature (SST) and Heat Content (HC) McPhaden (2003); Cheng et al. (2019), which possess complex spatial and temporal connections. On the one hand, closer locations tend to exhibit stronger connections, adhering to the First Law of Geography Tobler (2004), but due to factors like global atmospheric circulation Alexander et al. (2002), large-scale meteorological fluctuations McPhaden et al. (2006), monsoonl Kumar et al. (1999) and ocean currents Cai et al. (2015), long-distance connections can also exist, known as spatial teleconnections Rajagopalan et al. (2000). On the other hand, shorter time intervals result in stronger connections, but periodicity in meteorological factors leads to significant connections even in longer intervals Jin and Kirtman (2010).

In addition, influenced by factors like solar radiation and Earth’s rotation Chapanov et al. (2017), ENSOrelated meteorological sequences often display pronounced calendar month and seasonal characteristics, particularly in ENSO development, prediction accuracy, and precursor signals Ham et al. (2021). Firstly, an ENSO event typically begins to develop during boreal spring, rapidly grows during summer and autumn, and reaches its maximum amplitude in winter. These different phases of ENSO events can be distinguished based on calendar months and seasons, showing a seasonal phase-locking pattern Dommenget and Yu (2016). This can be explained as low-order chaotic behavior driven by the seasonal cycle Tziperman et al. (1994); Tziperman et al., 1995). Some studies also reveal that the seasonally modulated termination process of big El Niño events is related to a combination mode, which originates from the atmospheric nonlinear interaction between ENSO and the Pacific warm pool annual cycle Stuecker et al. (2013); Ren et al. (2016). Secondly, the predictability of ENSO events varies across months and seasons. For instance, during boreal spring when ENSO is in its formation phase, the ENSO signal is relatively weak and susceptible to interference from other signals, leading to higher forecasting challenges in spring, known as the spring prediction barrier Lopez and Kirtman (2014). Thirdly, ENSO precursors also exhibit seasonality. For example, the Indian Ocean Dipole (IOD) reaches its peak strength in autumn but is negligible in other seasons Lestari and Koh (2016).

Based on the varying utilization of temporal and spacial characteristics, current deep learning-based models for ENSO prediction can be categorized into three types. The first type solely relies on temporal features. Broni-Bedaiko et al.Broni-Bedaiko et al. (2019) and Yan et al.Yan et al. (2020) utilizing LSTM and TCN networks, respectively, to capture the temporal evolution of meteorological factors. The second type exclusively leverages spatial features. Ham et al.Ham et al. (2019) employ CNN networks to capture space interdependencies among meteorological factors, achieving effective forecasting up to 16 lead months. However, due to the local connectivity and network depth limitations of CNNs, their efficiency in modeling long-range spatial relationships is diminished. In contrast, F. Ye et al. Ye et al. (2021a) utilize Transformer networks to enhance long-range spatial modeling, resulting in an improvement in predictive performance. The third type simultaneously utilizes both spatial and temporal features. Zhao et al. Zhao et al. (2023) employ a combination of 1D convolutions in the temporal dimension and 2D convolutions in the spatial dimension to simultaneously capture spatiotemporal features and directly predict future ENSO indicators. Wang et al. Wang et al. (2023) utilized a TCN branch to extract temporal features and a 2D CNN branch to extract spatial features. Geng and Wang Geng and Wang (2021) utilize a Casual-LSTM network to extract spatiotemporal features and forecast future meteorological factors, however, they fall short in modeling long-range spatiotemporal dependencies. On the other hand, Zhou and Zhang Zhou and Zhang (2023) utilize a spatiotemporal Transformer network to extract features and predict future meteorological factors. Although they can capture long-range spatiotemporal dependencies, the Transformer network treats temporal and spatial inputs equally, lacking an inductive bias for modeling close-range spatiotemporal dependencies efficiently. Furthermore, all three methods lack modeling of calendar month and seasonal characteristics.

To comprehensively model the temporal and spatial connections, as well as account for calendar monthseasonal characteristics of meteorological factors, we propose a Two-Stage SpatioTemporal (TSST) autoregressive method for ENSO forecasting. In Stage 1, we employ a spatiotemporal sequence prediction model that combines the Self-Attention ConvLSTM (SAConvLSTM) Lin et al. (2020b) module with a temporal embedding module. It receives the spatiotemporal sequences of Sea Surface Temperature Anomalies (SSTA, indicating deviations from the long-term historical average of sea surface temperature), and Heat Content Anomalies (HCA, indicating deviations from the long-term historical average of ocean heat content), observed over the preceding 12 months. The model then predicts the sequences of these anomalies for the next 26 months. The SAConvLSTM module is utilized to simultaneously model both close-range and long-range spatiotemporal dependencies. The temporal embedding module encodes calendar month and seasonal information using two methods: periodic functions and learnable parameters. The periodic functions transform calendar month and seasonal information into fixed representations, providing stable temporal priors. The learnable parameters approach encodes calendar month and seasonal information into adaptable representations, learning distinct features for different calendar months and seasons from the data, capturing finer variations in the data. In Stage 2, a CNN-based mapping model is employed to refine the predictions from Stage 1 and address the issue of inconsistent resolutions between ENSO prediction meteorological factors and indicators. It takes as input the spatiotemporal sequences of SSTA and HCA predicted in Stage 1 for the next 26 months, and predicts the time series of the Niño 3.4 index for the next 24 months.

The main contributions of this paper are as follows:

	1. We propose a two-stage spatiotemporal method for ENSO prediction.

	2. We employ self-attention ConvLSTM to capture both short-range and long-range spatiotemporal dependencies, and integrate calendar month and season information into ENSO prediction with temporal embeddings.

	3. The extensive experiments indicates that our method outperforms existing methods by a large margin, achieving effective predictions up to 24 months ahead and mitigating the spring predictability barrier.






2 Methodology

The task of ENSO prediction can be framed as a spatiotemporal sequence forecasting problem, aiming to utilize historical oceanic and atmospheric variable maps to predict future ENSO indicator indices, including but not limited to the Niño3.4 index, Niño3 index, and Niño4 index. Given a sequence of multivariate anomalies maps  , the objective is to predict the K-step-ahead future indicators   denote the spatial resolution, Cin denotes the number of measurements available at each space-time coordinate from the input sequence, and Cout refers to the number of indicators from the output sequence. The training task can be formulated as Equation 1.

 

where θ is the parameter of model and θˆis the estimated parameter.

The ENSO prediction task essentially involve two sub-tasks: capturing the spatiotemporal evolution trends of meteorological variables and modeling the mapping relationship between meteorological fields and ENSO indicators. In this paper, we decouple the ENSO prediction problem into two sub-problems. The first sub-problem is a typical spatiotemporal sequence prediction problem, where the input and output are sequences of meteorological feature maps  and  , respectively. This sub-problem can be formulated as Equation 2.

 

The second sub-problem is a mapping problem, where the input consists of meteorological feature map sequence and   predicted in the first stage, and the output corresponds to the ENSO evaluation indicator at the corresponding time step. This sub-problem can be formulated as Equation 3.



Our proposed Two Stage SpatioTemporal forecasting Network (TSST-Net) is illustrated in Figure 1. In Stage 1, we employ a sequence-to-sequence model based on Self-Attention ConvLSTM network. It takes T-step historical meteorological maps as input and predicts the subsequent K+2-step meteorological maps. This stage focuses on capturing the spatiotemporal dependency in the data. In Stage 2, we employ a simple convolution-pooling-fully connected network. The input consists of the future K+2-step meteorological maps predicted by Stage 1, while the output corresponds to the future K-step ENSO indicator indices. Next, we will give a detailed description on the proposed network.




Figure 1 | Architecture of the Two-Stage SpatioTemporal (TSST) prediction model for ENSO forecasting. Stage 1 (beneath the figure) illustrates the unfolded architecture of the autoregressive model based on the self-attention ConvLSTM network. The input comprises historical data of SSTA and HCA for T steps, while the output includes predicted SSTA and HCA for the future K+2 steps. At each step, the input undergoes a time encoding block that integrates the current meteorological feature with corresponding seasonal and monthly encoding features (details in the top-left corner of the figure). Stage 2 (depicted in the top-right corner) showcases the structure of the mapping model, where the predicted SSTA and HCA for the future K+2 steps from Stage 1 are grouped in sets of three consecutive steps and fed into the Stage 2 model. This data then undergoes convolution, pooling, flattening, fully connected layers, and is mapped to the corresponding Niño 3.4 value for that specific time step. In this study, T is set to 12, and K is set to 24. .





2.1 Temporal embeddings

In the context of ENSO prediction, temporal information is comprised of seasons and calendar months information. Unified modeling of seasons and calendar months can help to capture different granularities of temporal information within the ENSO spatiotemporal sequence. Seasonal modeling is employed to capture coarse-grained temporal patterns, leveraging the distinct seasonal characteristics inherent in ENSO. On the other hand, calendar month modeling is introduced to capture finer-grained temporal information. Considering that the features between three consecutive months corresponding to the same season can vary, individual modeling of each calendar month is necessary. Focusing solely on modeling calendar months, without considering the coarse-grained information of seasons, may hinder the ability to capture similarities within the same season and differentiate features across different seasons. On the contrary, exclusive modeling seasons, while neglecting the fine-grained information of calendar months, may result in the inability to model similarities within the same calendar month and differentiate features across different calendar months.

Effectively encoding both components can enhance the model’s ability to capture ENSO dynamics, ultimately leading to improved predictive performance. To harness the potential of these two aspects, we proposes three distinct approaches for encoding calendar month and seasonal information: a fixed encoding method, a learnable parameter-based approach, and a hybrid method that combines fixed encoding with learnable parameters.



2.1.1 Fixed encoding method

The fixed encoding approach involves utilizing trigonometric functions with periods of 12 and 4 to encode the calendar months and seasons, respectively. The periods 12 and 4 correspond to the twelve calendar months and four distinct seasons. The specific formulation is provided as Equation 4.

 

where i and j denote the index of the i-th calendar month and j-th season, respectively. This method can provide a stable temporal prior without the need for learning, but it lacks flexibility. In other words, the time embedding representation obtained from this encoding may not be the most optimal.




2.1.2 Learnable parameter-based method

Considering that the dataset inherently contains both calendar month and season information, we can adopt the approach of learnable parameters. Specifically, distinct learnable parameters are assigned to each calendar month and season, allowing us to adaptively learn the feature representations of calendar months and seasons directly from the data. However, it comes with a higher learning difficulty and typically requires a substantial amount of data to achieve the best time embedding representation.




2.1.3 Hybrid method

The advantage of the fixed encoding approach lies in its ability to provide a stable prior representation, thereby reducing the risk of model overfitting. On the other hand, the use of learnable parameters offers the benefits of greater flexibility and adaptability, enhancing expressive capabilities. In order to balance both stability and flexibility, we proposes an approach combining both encoding strategies. By using fixed periodic function encoding to provide a stable temporal prior, it reduces the learning difficulty associated with the parameterized encoding. This approach may yield better temporal embedding representations in situations where data is limited.





2.2 Stage 1 self-attention ConvLSTM model description

Self-Attention ConvLSTM Lin et al. (2020b) excels at capturing dependencies between distant and nearby regions simultaneously. It is constructed using multiple Self-attention ConvLSTM cells, as depicted in Supplementary Figure S2, where each cell combines the self-attention mechanism with the standard ConvLSTM Shi et al. (2015). The self-attention mechanism is a direct and efficient approach to modeling dependencies between distant regions, while the ConvLSTM employs convolutional operations instead of fully connected ones, enabling it to effectively capture both spatial and temporal dependencies. The convolutional operations, with their local connections and weight-sharing mechanism, are especially effective at modeling dependencies between nearby regions. This model cell is formulated as Equation 5.

 

where SA denotes the self-attention memory module. M denotes memory state. Details about self-attention memory module can be found in Supplementary Figure S2. At each time step, the current cell’s hidden state, Ht, is computed by filtering the input information, Xt, and forgetting certain information from the historical state, Ct−1. Initially, Ht aggregates features only from spatially adjacent points. Ht is then combined with distant node features using the SAM module. Additionally, during the application of the SAM module to Ht, relevant features from the historical memory Mt−1 are also aggregated, resulting in a comprehensive spatiotemporal representation




2.3 Stage 2 MAPPING MODEL DESCRIPTION

In stage 1, we predict future meteorological maps for a specific time horizon. However, our ultimate goal is to derive ENSO indicators, which presents challenges due to mapping relationships, resolution disparities, prediction errors, and the need for comprehensive feature inclusion. To overcome these challenges and improve the accuracy, we introduce a second-stage mapping network comprised of convolutional, pooling, and fully connected layers. This network bridges the gap between meteorological predictions and ENSO indicators, enhancing prediction accuracy and addressing the complexities of ENSO forecasting. It takes as input the meteorological features predicted by the first-stage model for the consecutive three months in the future and outputs the ENSO indicators for the future corresponding time steps. The computation formula for this network is represented by Equation 6.

 





3 Experiments



3.1 Dataset and evaluation metrics



3.1.1 Dataset

Our research employs three distinct datasets: Coupled Model Intercomparison Project phase 5 (CMIP5) Giorgetta et al. (2013) dataset for training, Simple Ocean Data Assimilation (SODA) Carton and Giese (2008) dataset for validation, and Global Ocean Data Assimilation System (GODAS) Behringer and Xue (2004) dataset for testing. Detailed information can be found in Table 1 and Supplementary Table S1. In stage 1, in order to enhance computational efficiency and mitigate noise interference, we exclusively utilize SSTA and HCA within the spatial range of 55°S to 60°N and 95°E to 330°E. This region comprehensively covers the entire Pacific area, which is crucial for the formation and evolution of ENSO (Supplementary Figure S1).


Table 1 | Details of the training, validation and testing dataset for Niño 3.4 prediction.






3.1.2 Data prepocessing

We construct samples using a sliding window approach. Firstly, we concatenate the data of each month in chronological order, resulting in a long sequence. Then, a window of length 12 months slides along this sequence from the beginning to the end with an interval of τ. Each sliding generates a sample. This approach generates samples with a certain degree of overlap between adjacent ones. The advantage lies in the increased sample quantity, effective exploitation of temporal information in the data, and enhanced data utilization. However, a drawback arises when neighboring samples exhibit significant overlap, leading to high redundancy between samples and potentially causing overfitting in the model, rendering training challenging. Therefore, the setting of τ needs to strike a balance between sample quality and correlation. Additionally, the choice of sampling interval τ must also balance the number of samples forecasted from different calendar months and the associated prediction difficulty.




3.1.3 Evaluation metrics

In this study, the performance of the model is evaluated from the perspectives of correlation and accuracy between predicted and actual values. The evaluation metrics employed include Pearson Correlation Coefficient (PCC), Root Mean Squared Error (RMSE), and Mean Absolute Error (MAE). The calculation formulas for these metrics are represented by Equation 7.

 

where Y and   denote the actual values and its respective means, while P and   denote the predicted values and its corresponding means. The index l takes values from 1 to 24, indicating the number of lead months, and s and e are the start and end years of the data, respectively.




3.1.4 Implementation details

All experiments were conducted using the PyTorch deep learning framework. The models were trained on an NVIDIA A40 GPU using the Adam optimizer. The learning rate is set to 0.001, with a batch size of 2. The sliding window sampling interval τ is chosen as 5, and the maximum number of epochs is set at 40. In stage 1, the SAConvLSTM model consisted of 4 layers, with each layer having a feature dimension of 128, accompanied by 64 attention heads. The dimensions of the learnable embeddings for calendar months and seasons are (12, 24, 48) and (4, 24, 48) respectively. These embeddings are integrated by directly concatenating them with the original features. In Stage 2, the convolutional kernel size is set to 3 × 3, the number of nodes in the fully connected layer is 128, and a dropout rate of 0.1 is applied.





3.2 Comparison with previous methods

To demonstrate the effectiveness of our proposed TSST model in ENSO prediction, we conducted a comprehensive comparison with several representative benchmark methods, including numerical prediction approaches such as SINTEX-TEX Luo et al. (2008), CanCM3, CanCM4 (NMME Kirtman et al. (2014)), CCSM3, GFDL-are04, and GFDL-FLOR-A06, as well as deep learning methods like MSCNN Ye et al. (2021b), CNN Ham et al. (2019), ENSOTR Ye et al. (2021a) and Res-CNN Hu et al. (2021). The evaluation results are presented in Figure 2A, which depicts the correlation coefficients varying with lead months on the test dataset. The figure reveals declining correlation coefficients as lead months increase for all methods.




Figure 2 | ENSO correlation skill TSST model. (A)The all-season correlation skill of Niño 3.4 as a function of forecast lead month in TSST model (red), Res-CNN model (dogerblue), ENSOTR model (blue), CNN model (darkseagreen) and other methods (the other colors). The validation period is between 1984 and 2017. Solid lines represent deep learning models, and dashed lines represent dynamical forecast systems. (B) The seasonality of correlation skills is further assessed as a function of lead time and calendar month for Niño 3.4, with contours of correlation skills exceeding the highlighted 0.5 value.





3.2.1 Numerical prediction vs. deep learning

Traditional numerical prediction approaches perform well for the initial 10 lead months (correlation > 0.5), but their accuracy degrades more rapidly, limiting long-term predictions. In contrast, deep learning methods outperform traditional techniques by maintaining effective predictions for about 16-19 lead months, ensuring better long-term predictive outcomes.




3.2.2 Deep learning vs. our method

Our proposed TSST method belongs to the category of deep learning-based approaches. However, it outperforms previous deep learning methods. Specifically, our method achieves significantly higher correlation coefficient values than previous deep learning-based methods across all 24 lead months. On average, there is an enhancement of 0.04 in the correlation coefficient. Notably, the improvements are even more significant for long-term forecasting. For instance, at the 22nd lead month, the correlation coefficient increases from 0.40 to 0.52. This could stem from the effective utilization of temporal information and evolving information embedded in HCA (Supplementary Figure S3). Furthermore, our approach consistently achieves correlation coefficients exceeding 0.5 across all 24 lead months. During the span of lead months from 19 to 24, the correlation coefficient is consistently maintained at approximately 0.52, with a slight upward trend. These findings collectively indicate that our model has the capability to capture the long-term evolutionary trends of ENSO, enabling an effective long-term forecasting. Moreover, these results demonstrate the model’s capacity to extend its forecasting horizon beyond the initial 24 lead months, encompassing even longer lead months with efficacy.




3.2.3 Prediction of each calendar month and each lead month

Figure 2B illustrates the correlation coefficients of our model’s predictions for each calendar month across lead months ranging from 1 to 24 on the test dataset. Generally, when the lead months are shorter, the prediction task is less challenging, leading to favorable prediction outcomes. On the contrary, as the lead months increase, the prediction difficulty escalates, resulting in less accurate predictions. Additionally, the difficulty of ENSO forecasting varies across different calendar months and is closely linked to the developmental stages of ENSO events. Starting from January and extending to April, ENSO is in its early developmental stage, resulting in relatively lower predictability. This might be attributed to the intricate interaction between sea surface temperatures and atmospheric circulation during this period, leading to the influence of multiple climatic variables on ENSO signals and subsequently weaker correlations. From May to August, ENSO reaches its mature phase, showing higher predictability. This is likely due to the gradual clarification of the relationship between sea surface temperature anomalies and atmospheric circulation, resulting in more pronounced event signals and stronger correlations. Moving on to September through December, corresponding to the middle-to-late declining phase of ENSO events, predictability remains relatively high. This could be attributed to the weaker interaction between sea surface temperatures and atmospheric circulation, diminishing interference in ENSO signals, a decreased impact of other climatic patterns on predictions, and reduced noise levels. Similar observations were also made in the predictions for Niño 3 and Niño 4 (Supplementary Figures S6, S7).




3.2.4 Shapley additive explanations

To analysis the contributions of different regions of distinct variables to the final prediction, we employ Shapley Additive Explanations (SHAP) Lundberg and Lee (2017). SHAP calculates the marginal contribution of adding a specific feature to a model and then considers the average marginal contributions of that feature across all possible feature permutations. This average is referred to as the SHAP value, representing the contribution of the feature to the final prediction. In comparison to typical interpretability methods, SHAP offers greater flexibility and produces more stable results. The findings related to SSTA are shown in Figure 3. Similar results about HCA and fixed temporal embeddings are displayed in Supplementary Figures S10 and S11. When the lead month is small, the contribution near the Niño 3.4 region is significant, while contributions from other regions are minimal. However, with larger lead months, the contribution near the Niño 3.4 region diminishes, and contributions from other regions increase, especially in the vicinity of points including (305°E, 50°N), (275°E, 0°), and (100°E, 0°), which become particularly significant.




Figure 3 | The absolute SHAP value distribution of SSTA from different locations for various lead months in predicting the Niño3.4 results. A higher SHAP value indicates a more significant contribution of that location to the final prediction. The red box indicates the Niño3.4 region.



The contributions at (  °E,  °) and (  °E,  °) are likely associated with the Pacific Meridional Mode (PMM) Fan et al. (2021) and the Indian Ocean Dipole (IOD), both of which are signals correlated with ENSO. However, there is limited evidence supporting a relationship between the North Atlantic and ENSO. The contribution at (  °E,  °N) appears challenging to explain. Below, we attempt a brief explanation. Firstly, it’s important to note that our model predicts the Niño 3.4 index, not ENSO events. The occurrence of ENSO events in the testing set is relatively low. Therefore, the contribution analysis results indicate the average contribution of the predicted Niño 3.4 index in the testing set. This is different from directly analyzing the contribution of predicting ENSO events. Secondly, in long-term forecasts, our model tends to underestimate the intensity of ENSO events compared to their actual strength. This suggests that our model finds it challenging to predict the occurrence of ENSO events in the long term. Hence, the contribution analysis here is more inclined towards the contribution to the normal variation of the Niño 3.4 index, rather than the contribution during abnormal periods, i.e., the occurrence of ENSO events. PMM or IOD generally has a significant impact on the occurrence of ENSO events, but the contributions to the changes in the Niño 3.4 index may differ. Moreover, contributions may include causal and non-causal components. For instance, there might be a strong causal relationship between PMM and ENSO, leading to a larger contribution from the eastern equatorial Pacific’s sea surface temperature and heat content characteristics. On the other hand, contributions from the North Atlantic region in long-term predictions might stem from non-causal relationships, where both factors change simultaneously to some extent but lack a causal connection. This could explain why, in long-term predictions, the contribution from the North Atlantic region might be greater than that of the PMM or IOD.





3.3 Ablation studies

In order to evaluate the importance of different components in ENSO prediction, we performed ablation experiments for each component. To keep fair, all the comparison experimental data, including parameters setting, training set and test set are the same as TSST-based ENSO prediction.



3.3.1 Input Variables

To investigate the impact of different variables, we compares the performance of a model using solely SSTA (Stage 1 (SSTA)) with a model employing both SSTA and HCA (Stage 1 (SSTA+HCA)). The experimental results is depicted in Figure 4. From the outcomes, it is evident that in short-term forecasting, the two models exhibit comparable performance, with the model employing both SSTA and HCA slightly outperforming the model using solely SSTA. However, in long-term forecasting, the model incorporating both SSTA and HCA demonstrates markedly better performance than the model solely utilizing SSTA. This discrepancy could be attributed to the fact that, in the short term, the influence of SSTA on ENSO is more direct, whereas the impact of heat content is relatively minimal. The utilization of solely SSTA might already capture short-term ENSO variations effectively. In contrast, during long-term forecasting, the development of ENSO may be influenced by multiple factors, and the information encapsulated within SSTA might be limited and prone to disturbances from other climatic patterns. Thus, it may fall short in supporting ENSO’s long-term forecasting. HCA, as a reflection of the ocean’s energy reserves, can better depict the ocean’s response over large time scales, offering more stable meteorological information over the long term. Furthermore, HCA could also play a role in delayed response Huang and Kinter (2002), implying that changes in oceanic heat content might manifest in sea surface temperature after a certain period. This delayed response might be more dominate in long-term forecasting, thereby enhancing the performance of models utilizing HCA in such scenarios.




Figure 4 | Comparison of ENSO prediction skills between the control and sensitivity experiments regarding meteorological variables. The all-season correlation (A), root mean square error (B) and mean absolute error (C) of Niño 3.4 as a function of forecast lead month in stage 1 using only SSTA and using both SSTA and HCA. The validation period is between 1984 and 2017.






3.3.2 Temporal embeddings

In order to further investigate the specific roles of calendar month and season information in ENSO prediction, we conducted experiments in stage 1 using several different embedding approaches for calendar months and seasons, as outlined earlier. The experimental outcomes, illustrated in Figure 5, portray the performance of the aforementioned models on the testing dataset across different lead months. From the figure, it can be observed that the performance of all four models generally decreases as the lead months increase. However, the rate of performance decay varies across different stages. Short-term predictions may rely more on the inherent features of the input SSTA and HCA, with weaker dependence on seasonal and calendar month features. In short-term predictions, the stage1(no-time) model performs the best, followed by the stage1(fixed-time) and stage1(learn-time) models. The stage1(hybrid) model performs the worst, possibly due to the stronger influence of meteorological factors on short-term ENSO variations. This trend may be attributed to the fact that short-term variations in ENSO are more directly influenced by meteorological factors, with a relatively weaker relationship to changes in calendar months and seasons. Omitting calendar month and season information might assist the model in capturing short-term changes more effectively. Integrating additional information into short-term predictions might disturb the model’s focus on primary meteorological variations, leading to poorer performance.




Figure 5 | Comparison of ENSO prediction skills between the control and sensitivity experiments regarding temporal embedding. The all-season correlation (A), root mean square error (B) and mean absolute error (C) of Niño 3.4 as a function of forecast lead month in stage 1 for four temporal embedding strategies: no temporal embedding, fixed temporal embedding, learnable temporal embedding, and a hybrid approach combining fixed and learnable temporal embedding. The validation period is between 1984 and 2017. In the ultimate TSST model, during stage 2, inputs comprise combined predictions from Stage 1 (no-time) and Stage 1 (hybrid). SSTA and HCA are both used in these four models.



Long-term predictions may rely more on seasonal and calendar month features, with weaker dependence on the features of the input SSTA and HCA. In long-term predictions, the stage1(hybrid) model performs the best, followed by the stage1(fixed-time) and stage1(learn-time) models. It seems that models utilizing calendar month and season embedding representations consistently outperform those that do not incorporate this information. This phenomenon could be attributed to the fact that, in long-term predictions, the direct influence of meteorological factors on ENSO variations diminishes, while the relationship with changes in calendar months and seasons becomes relatively stronger. Not incorporating calendar month and season embedding representations might result in the model’s inability to capture these critical temporal dependencies, leading to poorer long-term predictive performance.

Furthermore, models using fixed and learnable embeddings show comparable performance, slightly exceeding fixed embeddings. This might stem from the dataset’s size constraining learnable parameters’ ability to capture strong calendar month and season embeddings. With a larger dataset, the advantage of learnable parameters could become more clear. Moreover, the hybrid embedding outperforms fixed and learnable embeddings. Fixed embeddings offer a stable temporal prior but struggle with dynamic data. Learnable embeddings can adapt to dynamic changes but require more data for reliable learning. The hybrid method combines both strengths, using fixed embeddings for stability and learnable parameters for data-specific variations. This strategy captures ENSO’s long-term patterns and enhances predictions even with limited data. Embeddings of calendar months and seasons by the stage 1 (hybrid) model are shown in Supplementary Figures S4 and S5, effectively highlighting distinct patterns for each month and season.

The performance enhancement from hybrid is more remarkable than that from HCA. As indicated by the red curves in Figures 4 and 5, our Stage1(SSTA+HCA, Hybrid) model has shown excellent performance in long-term predictions. To further analysis whether the improvement in performance is more significant due to HCA or the Hybrid method, we conducted experiments by separately removing HCA and Hybrid components. The experimental results are illustrated by the green curve in Figure 4 and the cyan curve in Figure 5. From the results, in long-term predictions, the Stage1(SSTA, Hybrid) model outperforms the Stage1(SSTA+HCA) model. Also, observing the shaded areas in Figures 4 and 5, it’s evident that the performance improvement from Stage1(SSTA+HCA) to Stage1(SSTA+HC,Hybrid) is more remarkable than the improvement from Stage1(SSTA,Hybrid) to Stage1(SSTA+HCA,Hybrid). These observations suggest that the performance enhancement from the Hybrid method is more significant than that from HCA, further affirming the effectiveness of the Hybrid approach.




3.3.3 Different stages

In our approach, the first stage employs a spatiotemporal sequence prediction model based on SAConvLSTM, utilizing historical meteorological spatiotemporal factors to predict future ones. The second stage utilizes a mapping network based on convolution, pooling, and fully connected layers to map the predicted future meteorological spatiotemporal factors from Stage 1 to the corresponding future ENSO indicator at each time step. It is important to note that in Stage 1, to leverage the short-term predictive advantage of SAConvLSTM (no-time) and the long-term predictive advantage of SAConvLSTM (hybrid), we employ the outputs of both models as inputs to the Stage 2 model, resulting in the final TSST model.

To validate the contributions of each stage in our two-stage model, we conducted an ablation experiment about each stage on the TSST model. The results, depicted in Figure 6, illustrate the variation of correlation coefficients, root mean squared errors, and mean absolute errors of the stage1(hybrid) model, stage1(notime) model, and the Stage 2 model (TSST) over different lead months. Table 2 provides detailed experimental results for these models at lead times of 3, 6, 9, 12, 15, 18, 21, and 24 months.




Figure 6 | Comparisons of ENSO prediction skills between the control and sensitivity experiments regarding model stage. The all-season correlation (A), root mean square error (B) and mean absolute error (C) of Niño 3.4 as a function of forecast lead month for three different models: the stage 1 model without temporal embedding, the stage 1 model with hybrid temporal embedding, and the stage 2 model. The validation period is between 1984 and 2017. Description of the figure.




Table 2 | Comparison among predictions made using only Stage1, only Stage2 and TSST models; here prediction validations are performed using GODAS dataset for 3, 6, 9, 12, 15, 18, 21 and 24 month lead times.



The experimental outcomes indicate that the Stage 2 model slightly outperforms the two models from Stage 1 in both short-term and long-term predictions, combining the strengths of short-term and long-term predictions from the Stage 1 models. Furthermore, the Stage 2 model demonstrates substantial performance improvement in mid-term predictions compared to the Stage 1 models. This suggests that the two Stage 1 models possess complementary predictive characteristics in the middle term, and the Stage 2 model effectively extracts and utilizes this complementary information to achieve superior prediction results.





3.4 Case studies

In ENSO prediction, our primary purpose lies in predicting whether an ENSO event will occur and assessing its intensity. Therefore, it’s necessary to further analyze the prediction results of typical ENSO events. Additionally, the spring prediction barrier have a significant impact on ENSO prediction. Hence, it is essential to delve deeper into the analysis of how these springtime affect the model.



3.4.1 Predictions of different lead months

Figure 7 depicts the comparison between our model’s predicted outcomes and the actual results for lead times of 1, 3, 6, 9, 12, 15, 18, and 21 months on the test dataset. From the observations, it is evident that the predicted Niño 3.4 curves for all lead times exhibit similar inflection points as the actual curves. This indicates that our model effectively captures the changing trends of the Niño 3.4 index. For lead times within 3 months, the predicted Niño 3.4 curves closely match the fluctuations of the actual curves. However, for lead times beyond 9 months, the amplitude of fluctuations in the predicted curves is smaller than that in the actual curves, indicating a convergence of extreme values. Additionally, the convergence increases with longer lead times. Similar phenomenon is also observed in other methods. This could be attributed to the relatively lower proportion of extreme values in real data, causing the model’s predictions to incline toward the sample mean when faced with greater prediction difficulty at longer lead times. To mitigate this convergence at longer lead times, possible strategies include adjusting the weights of the loss function or implementing a loss function that is sensitive to outliers. Addressing this issue holds particular significance for enhancing the accuracy of ENSO event prediction. We leave this as a topic for future research.




Figure 7 | Niño 3.4 prediction by TSST model and observation from 1982 to 2017 at a lead time of 1, 3, 6, 9, 12, 15, 18, 21 months. Cor means correlation skill.






3.4.2 Spring prediction barrier

In order to investigate the seasonal impacts, we conduct a study on the performance of the model when starting predictions from 12 different calendar months. The Niño 3.4 results are presented in Figure 8. Notably, the analysis involves two independent variables: the lead months and the position of the spring months within the preceding 24 months. The dependent variable is a singular correlation coefficient. Then, our analysis will primarily focus on addressing two key questions. By the way, similar observations were also made in the predictions for Niño 3 and Niño 4 (Supplementary Figures S8, S9).




Figure 8 | ENSO correlation skill in the TSST model when starting predictions from different calendar months. The correlation skill of Niño 3.4 as a function of the forecast lead month (red line). The first spring calendar month within the lead 24 months (blue shade). The second spring calendar month within the lead 24 months (red shade). (A–L) correspond to January through December.





3.4.2.1 Does the model exhibit a spring prediction barrier issue?

As evident from Figure 8, regardless of the starting calendar month for predictions, the model consistently exhibits lower prediction results at spring months within the leading 24 months (as indicated by the shaded region in the figure) compared to the predictions at adjacent lead months. This phenomenon confirms the presence of the spring predictability barrier.




3.4.2.2 How does the spring prediction barrier affect the model’s performance?

From Figure 8, variations in prediction outcomes are evident when starting predictions from different calendar months, particularly related to the spring months within the leading 24 months. Within this period, there are two instances of spring months. To elucidate, let’s first consider the impact of the first occurrence of spring, denoted by the blue-shaded region in the figure. Regardless of the calendar month chosen as the starting point for predictions, the correlation coefficient curve experiences accelerated decay as it approaches the first spring month. Notably, within this month, the curve descends most rapidly. Once past the first spring month, the correlation coefficient curve essentially stabilizes, exhibiting either sluggish decline or, in some instances, a slight improvement in performance for certain starting months. However, the correlation coefficients following the spring month are notably lower than those preceding it. In essence, the first occurrence of the spring month rapidly diminishes the model’s predictive performance, and this diminishing effect continues to influence predictions across subsequent lead months.

To analyze this, we will provide an explanation from the model’s perspective. We employed an autoregressive predictive model, which entails feeding the model with the meteorological factors (specifically SSTA and HCA) of the preceding month, enabling it to predict the subsequent month’s meteorological factors. During optimization, the process involves computing a loss between the predicted and actual meteorological factors for the current month, followed by gradient backpropagation for continual refinement of the model’s parameters. For regular calendar months (non-spring months), this approach performs well, enabling the model to learn the temporal evolution of ENSO phenomena. However, the scenario changes when it comes to spring months. Notably, in comparison to other months, the true meteorological factors at spring months exhibit significant noise, yielding a low signal-to-noise ratio concerning ENSO signals. In our model, the noise exists in both input and label. This introduces two challenges. Firstly, noise of considerable magnitude infiltrates the process of loss computation, gradient backpropagation, and parameter updates. Secondly, the accuracy of predicting meteorological factors for the current time step diminishes, contributing to substantial noise. As a result, when these noisy predicted meteorological factors for the present time step are utilized as inputs for subsequent time steps, the noise persists and propagates, leading to inaccuracies in subsequent predictions. This elucidates why the diminishing effect persists throughout subsequent lead months. Furthermore, there’s a minor improvement in model performance following the first spring month, which may relate to the model’s inherent bias correction capabilities.

As for the second spring, marked by the red-shaded area in the figure, a similar trend can be observed. However, there is a noticeable difference. After the second spring, the correlation coefficient curve experiences relatively substantial improvements when predictions commence from certain months, such as August, September, October, November, and so on. This suggests that when initiating predictions from these months, the model is more robust after the second spring. Accounting for the feature of the model, during the second spring month, despite the presence of noise in both input and label, the model maybe has learned some crucial spatiotemporal patterns of ENSO evolution. Consequently, the model has developed a degree of bias correction ability, which mitigates the impact of noise, leading to enhanced predictions for the subsequent lead months.





3.4.3 Predictions of typical ENSO events

In order to analyze the performance of our model in predicting typical El Niño and La Niña events, we present the results in Figure 9, where our model’s predictions for the La Niña event in 1988, El Niño events in 1997 and 2015 are depicted. All three predictions were initiated from August of the preceding year. From the figure, it is evident that our model successfully captures the ENSO phenomena corresponding to the respective years, although the predicted intensities appear to be lower than the actual ENSO intensities.




Figure 9 | Prediction examples made for typical ENSO events. Analyzed (orange), TSST-stage1 model predicted (green) and TSST model predicted (blue) Niño 3.4 for the 1988-1989 La Niña event (A), 19971998 El Niño event (B) and 2015-2016 El Niño event (C). All three start predictions from the calendar month of August.



Furthermore, for the El Niño event in 1998, Figure 10 illustrates the comparison between our Stage 1 model’s predicted sea surface temperatures in the Pacific region at lead times of 3, 12, and 18 months, against the actual observed sea surface temperatures. The results demonstrate that our model indeed captures the evolving patterns of sea surface temperatures in the Pacific region. However, as the lead time increases, the predicted sea surface temperature fluctuations exhibit smaller amplitudes compared to the observed sea surface temperature fluctuations.




Figure 10 | Prediction example for spatiotemporal evolutions over the Pacific region (55°S to 60°N and 95°E to 330°E). The first row depicts SSTA heatmaps for the months of November 1997, March 1998, July 1998, and November 1998. The second, third, and fourth rows illustrate corresponding SSTA heatmaps predicted by TSST model for lead times of 3, 12, and 18 months, respectively. The red box indicates the Niño3.4 region.








4 Discussion

The aim of incorporating time modeling in deep learning is generally to enhance the model’s perception to temporal features in the data. One potential way of deep learning methods to accommodate various seasonal and the quasi-periodic nature is to automatically encode the time features and regularize the learned representations in the frequency domain to preserve certain consistency observed in the spectrum. In this paper, we model the calendar month-seasonal characteristics of ENSO instead of directly addressing its quasi-periodic features. We outline the differences between these two aspects, providing a detailed explanation. Additionally, we briefly discuss challenges associated with directly modeling the quasi-periodic nature of ENSO.



4.1 Differences between modeling the calendar month and seasonal characteristics of ENSO and modeling its quasi-periodicity

In the third paragraph of the Introduction, we theoretically elaborate on the calendar month and seasonality of ENSO. Corresponding to real-world data, as depicted in Figure 11 for the Niño 3.4 index spanning from 1982 to 2017, we illustrate the variations during spring, summer, autumn, and winter. The overall trend observed from the figure indicates that, generally, during the spring season, ENSO events tend to be in their initial phase with relatively weak signals, as evidenced by smaller values of the Niño 3.4 index. In contrast, during autumn, ENSO events are in their mature phase, characterized by stronger signals and larger values of the Niño 3.4 index. Notably, strong El Niño events occurring at distant intervals in 1983, 1998, and 2016 all commenced in spring, developed in summer, matured in autumn, and declined in winter, concluding in the following spring. This season-specific pattern is referred to as seasonal characteristics. However, periodic modeling of ENSO focuses on the time intervals between occurrences, such as the temporal gaps between these three strong El Niño events. There exists differences between these two features, and the seasonal features do not necessarily manifest solely in the annual periodic components.




Figure 11 | Niño 3.4 index values of the spring, summer, fall, and winter seasons spanning from 1982 to spring 2017. The red shaded intervals denote the monthly periods corresponding to respective season. The first row corresponds to the spring and summer seasons, while the second row corresponds to the fall and winter seasons.






4.2 Challenges in directly modeling the quasi-periodicity of ENSO

The short-term periodicity of ENSO events is non-constant, typically ranging between 2 to 7 years Timmermann et al. (2018). Some studies, conducted through dominant frequency state analysis, have confirmed the existence of long-term climate cycles in the ENSO process Bruun et al. (2017). Employing Morlet wavelet transformation on the Niño 3.4 index to shift to the frequency domain, as depicted in Figure 12, allows for the analysis of various frequency components and their intensities of the ENSO signal. Subsequently, encoding is considered for frequency components with relatively high intensities. Although this approach effectively addresses the issue of variable periodicity, an inherent challenge remains - the need to determine an additional starting point. For example, for a two-year periodic component, encoding initialized from the first year versus the second year may yield significantly divergent results. To the best of our knowledge, there is currently no effective means of directly modeling the quasi-periodicity of ENSO in deep learning, presenting an intriguing and worthwhile subject for further exploration.




Figure 12 | (A) Niño 3.4 index series (blue solid line) and the wavelet inverse transform time series (gray solid line)from 1982 to 2017. (B) Normalized wavelet power spectrum analysis of the Niño 3.4 index is conducted using the Morlet wavelet (ω0 = 6) as a function of time and Fourier equivalent wave periods (years). The contour lines in black, relative to a red noise stochastic process (α = 0.77), indicate regions with a confidence level exceeding 95%. The shaded region with left-sloping lines represents the Cone of Influence (COI) for the wavelet transform. (C) Global wavelet power spectrum (black solid line) and Fourier power spectrum (gray solid line). Dashed lines denote the 95% confidence level.







5 Conclusions

The spatiotemporal evolution patterns of ENSO are often embedded in meteorological spatiotemporal sequence data, which possess complex spatial and temporal characteristics. These attributes include local range, long-range spatiotemporal correlations, calendar month patterns, and seasonal patterns. An efficient ENSO prediction model needs to effectively extract spatiotemporal features from the meteorological data to capture the evolution patterns of ENSO. To achieve this goal, we proposes a Two-Stage SpatioTemporal (TSST) autoregressive model for ENSO prediction. In Stage 1, the SAConvLSTM model is used to capture both short-range and long-range spatiotemporal dependencies. Additionally, two methods, namely periodic function encoding and learnable parameter encoding, are used to model calendar month and seasonal information. In Stage 2, a CNN-based model is employed to map the meteorological factors predicted in Stage 1 to indicator factors. Experiments demonstrate that our model can effectively predict ENSO on a lead time of 24 months and partially alleviate the spring prediction barrier issue.

While the proposed method in this study has achieved promising ENSO prediction performance, there are still aspects that require further investigation and enhancement.

	1. Firstly, how to alleviate the issue of model contraction? When the forecast horizon is extensive, the model tends to underestimate the intensity of ENSO events. This could be attributed to the scarcity of samples corresponding to ENSO events in real scenarios. Adjusting the weights of the loss function or incorporating a loss function sensitive to outlier values could potentially mitigate the issue of model contraction when dealing with larger lead months. Such adjustments hold significant implications for enhancing the predictive accuracy of ENSO events.

	2. Secondly, how to further alleviate the spring prediction barrier? From the data perspective, the most direct approach is to apply denoising techniques to the spring meteorological factors, such as using predictions from a trained model to replace actual observations. From the model perspective, a preliminary idea is to explore methods for designing a model with enhanced bias correction capabilities, such as incorporating learnable parameters.

	3. Lastly, extending the model’s applicability to other meteorological issues is vital. The spatiotemporal dependencies at both short and long distances, as well as the attributes related to calendar months and seasons, are prevalent in various meteorological problems, such as the Indian Ocean Dipole (IOD) phenomenon Ling et al. (2022). Exploring how to apply our method to other domains of meteorological problems is an area that merits further research consideration.
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Zooplankton size is a crucial indicator in marine ecosystems, reflecting demographic structure, species diversity and trophic status. Traditional methods for measuring zooplankton size, which involve direct sampling and microscopic analysis, are laborious and time-consuming. In situ imaging systems are useful sampling tools; however, the variation in angles, orientations, and image qualities presented considerable challenges to early machine learning models tasked with measuring sizes.. Our study introduces a novel, efficient, and precise deep learning-based method for zooplankton size measurement. This method employs a deep residual network with an adaptation: replacing the fully connected layer with a convolutional layer. This modification allows for the generation of an accurate predictive heat map for size determination. We validated this automated approach against manual sizing using ImageJ, employing in-situ images from the PlanktonScope. The focus was on three zooplankton groups: copepods, appendicularians, and shrimps. An analysis was conducted on 200 individuals from each of the three groups. Our automated method's performance was closely aligned with the manual process, demonstrating a minimal average discrepancy of just 1.84%. This significant advancement presents a rapid and reliable tool for zooplankton size measurement. By enhancing the capacity for immediate and informed ecosystem-based management decisions, our deep learning-based method addresses previous challenges and opens new avenues for research and monitoring in zooplankton.
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1 Introduction

Zooplankton, encompassing a diverse array of organisms, are integral to the functioning of marine ecosystems. They serve as the foundational elements of aquatic food chains, a role underscored by numerous studies (e.g., Frederiksen et al., 2006; Sun et al., 2021). As primary consumers, zooplankton play a pivotal role in transferring energy from the lowest trophic level, the phytoplankton, up the food web. This process is critical for the survival and growth of a multitude of marine species, including commercially important fish and larger marine mammals (Moustaka-Gouni and Sommer, 2020). Zooplankton are often characterized with short lifespans and rapid reproductive cycles which make them highly responsive to environmental changes. Consequently, they are living indicators for ecosystems structure and function. Variations in the abundance, distribution, and species composition of zooplankton populations can signal shifts in environmental conditions, such as changes in water temperature, salinity, and nutrient availability (Richardson, 2008; Bi et al., 2011; Dam and Baumann, 2017).

The size of zooplankton is a fundamental attribute and plays a crucial role in understanding and managing marine ecosystems (Brandão et al., 2021). The size of zooplankton is indicative of their energy and nutrient content, which is vital for the growth and survival of their predators (Ikeda, 1985; Hunt et al., 2011) and fish often selectively feed on large zooplankton (De Robertis et al., 2000). Larger zooplankton typically contain more energy and nutrients, making them a more valuable food source for higher trophic levels. This aspect is particularly important in fisheries science, as the growth and health of commercially important fish species are often directly linked to the availability and size of zooplankton in their diet (Castonguay et al., 2008; Perretti et al., 2017). Furthermore, the size distribution of zooplankton populations can provide insights into environmental conditions and the corresponding changes in demographic structure and growth rates (Caswell and Twombly, 1989; Shaw et al., 2021). Within the broader community context, the size distribution of plankton contributes significantly to the overall community dynamics and the structure of the ecosystem (Hooff and Peterson, 2006; Pitois et al., 2021).

Although plankton size is a critical parameter, automated measurement methods are underdeveloped. Traditionally, size is gauged under a microscope (Alvarez et al., 2014), a method praised for its precision but hampered by its time-intensive nature and reliance on skilled taxonomists. This can lead to errors due to human fatigue (Culverhouse et al., 2003). Moreover, conventional collection techniques like pumps and nets often harm these delicate organisms, complicating the process of obtaining intact samples (Remsen et al., 2004).

To improve efficiency and address existing challenges in plankton size measurement, innovative imaging systems have been developed. Technologies like the optical plankton counter and flow cam, coupled with machine learning approaches, are now utilized both in laboratory and field settings (Mullin and Ang, 1974; Edvardsen et al., 2002). These instruments, while expediting the measurement process, typically operate on the assumption that particles are spherical. They employ basic measurements such as cross-sectional length or major axis to estimate length. However, these methods have limitations, including strict requirements on particle size and the necessity for certain sample pretreatments. Such prerequisites can cause damage to the samples (Hernandez-Leon and Montero, 2006). Additionally, results from these instruments can be skewed by factors such as the assumption of particle sphericity and interference from bubbles (Herman, 1992).

In recent decades, the evolution of plankton imaging systems (Benfield et al., 2007) has further advanced the application of image-based machine learning for plankton size measurement. For instance, the ZooScan system utilizes semi-automated procedures for size measurement, analyzing variables like the target’s area, major, and minor axes (Gorsky et al., 2010; Vandromme et al., 2012). A notable development is the use of machine learning algorithms for measuring specific features, such as the length of copepods from head to tail, showcasing the potential of machine learning in automating plankton size measurement (Pitois et al., 2021). However, the accuracy of these measurements can be influenced by the organism’s orientation and complex morphology (Kydd et al., 2018). Organisms like appendicularians, chaetognaths, and small shrimps, which often exhibit curved shapes, present challenges as their lengths cannot be accurately measured with a straight line. This necessitates a more robust approach to size measurement. Moreover, the rapid advancements in deep learning-based recognition systems have enabled faster identification, instance segmentation, and enumeration of plankton species (e.g., Cheng et al., 2019; Campbell et al., 2020). Traditional image processing tools, such as ImageJ, are inadequate for managing large digital collections of plankton samples, underscoring the need for methods that can swiftly process extensive image datasets and accurately gather size information (Schneider et al., 2012).

Recent advancements in deep learning technologies have ushered in new methodologies for rapid measurement of plankton size. One notable example is MMDetection (Kai et al., 2019), an open-source platform for target detection built on the PyTorch framework (Paszke et al., 2019). This platform is capable of performing a variety of tasks, including instance segmentation, target detection, human key point detection, and semantic segmentation. Central to its functionality is the key point detection technology, which employs convolutional neural networks to model and predict specific node information within an image (Schmidhuber, 2015; Eltanany et al., 2019). This technology has seen widespread application in various fields, ranging from human posture estimation (Jalal et al., 2020) and behavior recognition (Bai and Han, 2020) to expression detection (An et al., 2015), human-computer interaction (Ju et al., 2014), and autonomous driving (Behera et al., 2018).

In the present study, we explore the use of key point detection technology for measuring the size of plankton. This approach involves identifying critical points on the plankton, such as the head and tail, and extracting their coordinate information. With this data, we can determine the length of the plankton directly from images. This technique is particularly useful for organisms with complex or curved shapes. By placing multiple key points along the organism’s body – for example, at the head, mid-point of the curve, and tail – we can approximate the length of each curved segment with a straight line. By summing the lengths of these segments, we can accurately estimate the total length of the organism. This innovative application of key point detection offers a promising solution for efficiently measuring plankton sizes, even in cases of irregularly shaped specimens.




2 Data and methods



2.1 Data collection and description

In this study, plankton images were captured using PlanktonScope1, a shadowgraph imaging system, from the coastal waters of Guangdong, P.R. China (Song et al., 2020; Liu et al., 2021; Bi et al., 2022). PlanktonScope effectively preserves the original shape and size of specimens without distortion (Bi et al., 2012; Song et al., 2020). The images, presented as full frames (Figure 1), were sourced from a collection of 200,000 images acquired from Daya Bay, Shenzhen, in August 2021 (Liu et al., 2021). These images underwent initial processing using an end-to-end approach (Bi et al., 2024), involving segmentation, classification, and storage of target organisms into different classes (Figure 2). Ten representative classes are shown in Figure 2. A subset of 400 suitable images for each of the three classes: copepods, shrimps, and appendicularians, were selected for key point detection as the experimental dataset (Figure 3). Note that while we demonstrated the procedure using images captured by PlanktonScope, this method is versatile and can be applied to plankton images obtained from other imaging systems as well.




Figure 1 | Examples of full frame images captured using PlanktonScope.






Figure 2 | Example images of 10 dominant groups: a. mysid shrimp, b. medusa, c. chaetognath, d. copepod, e. Noctiluca, f. line-shaped algae, g. Echinoderm larva, h. Phaeocystis colony, i. Appendicularia, and j. spiral-shaped diatom.






Figure 3 | Schematic flowchart of key point detection model development for plankton size measurement, with copepod as an example. green dots represent the head of the copepod, while yellow dots mark the tail end.






2.2 Pre-classification and training

During the pre-training phase of our study, we utilized ShuffleNet, an efficient pre-classification network (Zhang et al., 2018), to sort through segmented images, identifying those appropriate for body length measurement in the test set. An example of unsuitability for measurement is the bird’s-eye view of an organism (Figure 4), which cannot provide accurate length information. It is important to note that as long as the organism is captured fully and from the correct perspective, varying orientations do not affect the measurement process.




Figure 4 | Description of the pre-classification process. The images highlighted within red boxes represent copepods deemed unsuitable for size measurement.



For the training of the ShuffleNet classification model, we selected a total of 2,000 copepod images, half of which were deemed suitable for body length measurement and the other half unsuitable, based on their imaging criteria. The selected images were divided into a training set (70%) and a validation set (30%). Additionally, we randomly selected an independent set of 300 individuals, distinct from those used in training and validation, to serve as a testing dataset. The performance of the model, as evidenced by the confusion matrix and test results, was robust and reliable. Detailed results of this evaluation can be found in the results section of this paper. Images that met the criteria for suitability were then processed through the key point detection model for precise body length measurement. This step involved predicting key points on each individual image and calculating their lengths accordingly. The model’s ability to accurately differentiate between suitable and unsuitable images for length measurement was confirmed through the test results and is elaborated upon in the results section.




2.3 Image annotation and preparation

From the pool of segmented images deemed suitable for size measurement, we selected 400 images for each of the three classes - copepods, shrimps, and appendicularians - to use in key point detection, forming our experimental dataset. These selected images were then subdivided into two categories: 300 images from each class, encompassing a variety of imaging conditions and viewing angles, were allocated for creating the training dataset. The remaining 100 images per class were reserved for testing purposes. The training set was manually labeled using Labelme, an image annotation tool (Wada, 2018), generating training data. The model underwent training using a heat map matching method to calculate loss and optimize backpropagation parameters (Yang et al., 2020).

Labelme is an image annotation tool developed by MIT’s Computer Science and Artificial Intelligence Laboratory (Schneider et al., 2012). In the present study, the labeling process began with marking each target organism within a rectangular bounding box (as shown in Figures 5a1-c4 training data) and assigning an appropriate class name. Subsequently, key points were identified and marked on the organism, with the number of key points varying based on the organism’s structural characteristics and its appearance in the image. It should be noted that the target box in the image annotations primarily served to facilitate future research focused on key point detection in scenarios involving multiple targets. However, the information from the target box itself was not utilized in the analysis conducted in this study.

For the copepod class, we implemented a 2-point detection system, tagging only the head and tail end (examples in Figure 3 and Figures 5C1-C4). This method is effective as the length of copepods in our samples can generally be measured with a straight line, except in cases of bird’s-eye view or rare occurrences of curvy shapes. Each copepod was initially encased in a rectangular box, labeled as “Copepoda,” and then the head and tail ends were marked with “0” and “1,” respectively. It’s noteworthy that an additional key point can be added between the prosome and urosome if necessary.




Figure 5 | Illustration of three classes and their labeling: a. mysid-like shrimps, b. appendicularian, c. copepods. First row (a1 – c1) rare mode for the three targeted classes; second row (a2 – c2) the corresponding labeling map; third row (a3 – c3) common mode for the three targeted classes; and fourth row (a4 – c4) the corresponding labeling map.



For mysid-like shrimps, we first located each target with a rectangular bounding box and labeled it “Shrimp.” The length of these shrimps can be approximated by two straight-line segments, one from the head to the mid-point of the curve and another from this mid-point to the tail end. The key points—head, abdomen, and tail—were marked with “0,” “1,” and “2,” respectively. The abdomen’s position, being the principal inflection point of the curve, was chosen as a key point, thus capturing both straight and curved body shapes.

In the case of appendicularians, after examining numerous images, we observed that their bodies often exhibit two curves. Consequently, we selected four key points for this class: head, the first inflection point, the second inflection point, and the tail end, marked as “0,” “1,” “2,” and “3,” respectively. Each appendicularian was first enclosed in a rectangular bounding box and labeled “Appendicularia.”




2.4 Heatmaps for key point detection

In our study, we adopted a method developed by Microsoft Research Asia for transforming key points into heat maps (Qiu et al., 2019). This involves converting key points into Gaussian heat maps using two-dimensional Gaussian functions. For instance, with an input image resolution of 192x192 pixels, and key point coordinates at (96,96), the heat map size is typically set to a quarter of the input image’s size, resulting in a 48x48 heat map (Yuen and Trivedi, 2017). The corresponding coordinates on the heat map for the key points from the original image are (24,24). At this position in the heat map, we assign the highest probability value of 1, with surrounding values decreasing according to the Gaussian function (Zhang et al., 2020). The mathematical expression is as follows Equation 1:



where   represents the standard deviation,   represents the abscissa of the key point, and   represents the ordinate of the key point.   and   are the horizontal and vertical coordinates of a point   in the heat map.

Given that   values decrease rapidly beyond the critical point of 3σ, approaching zero, we simplify calculations by only computing   within a   range around the key points, setting other coordinates in the heat map to zero. For instance, if   is set to 2, the calculated region is a   area (169 coordinate points) centered on the key point. The key point itself holds the maximum value of 1, while the values for the remaining 168 coordinate points are determined using the formula stated above.




2.5 Model training and prediction

For our study, we chose ResNet50 as the primary network for feature extraction from images, modifying it by replacing its final fully connected layer with a convolution layer. This alteration enables the model to generate predictive heat maps. ResNet, a type of residual network (He et al., 2016), is an advancement over the VGG19 network (Simonyan and Zisserman, 2014). It incorporates residual units through a short-circuit mechanism to address the degradation problem often encountered in deep networks.

Given that our images predominantly feature a single target without the symmetry seen in human faces or bones, our focus was on key nodes on the backbone of the target. Consequently, the process of target boundary frame positioning was deemed unnecessary. We utilized the Adam optimization algorithm for model optimization (Kingma and Ba, 2015). The initial learning rate was set at 5e-4, with a total of 666 training rounds. The loss was computed using the mean square error function. To adjust the learning rate, a linear warm-up method at a rate of 0.001 was implemented. The learning rate reached its maximum after 500 iterations and was subsequently reduced by a factor of 10 at epochs 120 and 180. This approach ensures that the model starts with a small learning rate to stabilize initial learning, then shifts to a larger pre-set rate for faster convergence. Towards the end of the training, the learning rate was reduced twice, each time to 10% of its current value, allowing for a more precise approximation of the optimal solution. Further details on this approach, see He et al. (2016).

We implemented the integration of key point heatmaps with ResNet50 using MMPose (MMPose Contributor, 2020), an open-source toolbox designed for pose estimation, based on the PyTorch framework (Paszke et al., 2019). For better visualization, we replaced the original grayscale images with pseudo-color images as described in Figure 6. Initially, the 300 copepod individuals labeled using Labelme, along with their respective annotation files, were divided into a training set and a validation set at a ratio of 19:1. These sets were then formatted into the COCO format, a standard data type supported by MMPose.




Figure 6 | Description of the key point detection model training process. This figure illustrates the steps involved in training the model specifically for copepod size measurement.



The coordinates of the key points were encoded into a Gaussian heat map of 48x48 resolution using a two-dimensional Gaussian function, as described in Qiu et al. (2019). This heat map served as the ground truth data for calculating losses in the predicted heat map output from the ResNet50 backbone network. After inputting the images into the ResNet50 network, it sequentially extracted both shallow and deep feature information from the images. We modified the ResNet50 network by replacing its last fully connected layer with a full convolutional layer, enabling it to output a forecast heat map with a resolution of 48x48. The initial parameters of the model were based on the pre-trained ImageNet parameters (Deng et al., 2009), and adjustments were made as needed. The difference between the ground truth values and the predicted values was quantified using the mean square error (MSE).

Once the model generates the predictive heat map, we use the argmax function to decode this map and pinpoint the coordinates of the key points. Essentially, the argmax function identifies the point with the maximum value in the predictive heat map, which we designate as the key point. These coordinates are then translated back to the original image’s scale, allowing us to accurately determine the final positions of the key points. Using these coordinates, we can calculate the length of the observed organism.




2.6 Automated measurement and manual validation

We conducted manual measurements of body lengths on selected images using ImageJ (Schneider et al., 2012), an image processing software developed by the National Institutes of Health. This Java-based software is capable of various image manipulations, including scaling, rotating, distorting, and blurring. It also calculates a range of geometric features within a selected area, such as length, angle, circumference, area, and the dimensions of the longest and shortest axes.

The images used in our study are relatively small, each containing a single organism extracted from high-resolution plankton images with a resolution of 2180x1635 pixels (corresponding to an actual size of 5.7 cm x 4.28 cm). Given that copepods are quite small, occupying only a few pixels (approximately 30x50 pixels in size), there is a potential for observational errors when using ImageJ to visually determine the points on the head and tail of copepods. To mitigate this, we performed three separate measurements for each individual organism and calculated the average value. This mean value was then used as the manual measurement benchmark and was compared with the results obtained from the automated measurement procedure.





3 Results

The pre-classification model, employing ShuffleNet, achieved remarkable accuracy, nearing 100% after training, with the model’s loss value rapidly decreasing to below 0.20 (as illustrated in Figure 7). The confusion matrix further reinforced the model’s high accuracy. In a test comprising 300 copepod images, the model classified 41 individuals as unsuitable and 259 as suitable for size measurement (refer to Figure 8). Upon visual inspection, it was observed that 6 individuals within the unsuitable group were suitable for size measurement, and conversely, 3 in the suitable group were unsuitable. The model demonstrated a true positive rate of 98.84%, a true negative rate of 1.16%, a false positive rate of 85.37%, and a false negative rate of 14.63%. Overall, the accuracy of the model stood at 97%.




Figure 7 | Pre-classification model using ShuffleNet: upper panel for training accuracy and loss, and lower panel for confusion matrix.






Figure 8 | Testing Results of the Pre-Classification Model for the Copepod Class. The accuracy of the model was calculated using the formula: (True positives 256 + True negatives 35)/Total predictions (300). Images categorized as “True Positives” were further utilized for size measurement analysis.



The accuracy of the key point detection models for copepods, mysid-like shrimps, and appendicularians was 97.37%, 97.36%, and 95.63%, respectively, as depicted in Figure 9. For all three classes, the loss values were less than 0.001. A comparison of the body size measurements for 300 testing individuals in each class, obtained through the automated procedure and manual measurements using ImageJ, showed high consistency across all three classes (see Figure 10). The discrepancies between the automated and manual measurements were 1.11% for copepods, 1.78% for mysid-like shrimps, and 2.64% for appendicularians. The average difference across the three classes was 1.84%.




Figure 9 | Training Accuracy and Loss Over Time. The top panel displays the training accuracy and loss for copepods, the middle panel for mysid-like shrimp, and the bottom panel for appendicularians.






Figure 10 | Comparative analysis of size measurements. This figure compares the results from the automated procedure with manual measurements conducted in ImageJ for three classes: copepods, mysid-like shrimps, and appendicularians.






4 Discussion and conclusions

Key point detection is a powerful computer vision technique for identifying key object parts on a 2-D or 3-D surface with high repeatability in different range images (Mian et al., 2008). It defines spatial locations or points that stand out in an image, like distinctive parts or key points of an object. The proposed automated procedure is robust key point detection-based approach. Our results demonstrated that it could measure individual plankton size rapidly and accurately for three plankton groups from a single straight-line approximation to multi-segments of straight-line approximation. The method is readily applicable for other groups like jellyfish, chaetognaths, pteropods, etc.

Key point detection, much like other deep learning processes, significantly benefits from having a substantial library of accurately labeled images, which serve as a foundation for training and improving the accuracy of the model. However, the current study implemented a unique approach by incorporating a pre-classification procedure, specifically tailored to select copepods that are suitable for size measurement. This selective approach effectively narrowed down the model’s domain, focusing solely on the most relevant data set for our specific measurement needs. As a result, even with a comparatively modest-sized library of images, the model was able to achieve commendable results. This strategy underscores the importance of targeted data selection in deep learning, demonstrating that the quality and relevance of the training data can be as crucial as its quantity in achieving high levels of accuracy and efficiency in specific applications like size measurement in marine biology.

The proposed approach in our study could see significant advancements with the integration of more sophisticated network architectures and heat map decoding techniques, such as the Differentiable Spatial to Numerical Transform (DSNT) network (Nibali et al., 2018). The current full-join method employed has a limited capacity for spatial generalization and is prone to overfitting. Additionally, the heat map approach, while effective, often underperforms with low-resolution images, as noted by Chi et al. (2023). Unlike the heat map method, which is not fully differentiable, the DSNT network directly supervises the heatmap and can generate a heatmap probability distribution using the softmax function, which allows for the backpropagation of optimization parameters, enhancing the accuracy and efficiency of the model. Such an upgrade to the DSNT network would address the current limitations, particularly in spatial generalization and low-resolution image processing, thereby improving the overall effectiveness of the model in key point detection and size measurement.

The benefits of the automated procedure developed in our study are clear and significant. Firstly, it boasts remarkable speed, capable of processing over 60 individuals per second, vastly outpacing manual methods. Secondly, the accuracy of this automated technique is impressively high, with discrepancies from manual measurements averaging at approximately 1.84%. This level of precision is crucial for reliable data analysis. Thirdly, our method demonstrates robustness, delivering consistent and accurate measurements across a diverse array of plankton, captured under varying imaging conditions. Coupled with advancements in plankton imaging technology and deep learning systems, this automated approach paves the way for rapid, large-scale measurements of plankton size. Such efficiency and precision are instrumental in enhancing our understanding of the population dynamics of key marine species, as well as the broader structure and functioning of marine ecosystems. Overall, the integration of these technological advancements represents a significant leap forward in marine biology research.
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The critical nature of passive ship-radiated noise recognition for military and economic security is well-established, yet its advancement faces significant obstacles due to the complex marine environment. The challenges include natural sound interference and signal distortion, complicating the extraction of key acoustic features and ship type identification. Addressing these issues, this study introduces DWSTr, a novel method combining a depthwise separable convolutional neural network with a Transformer architecture. This approach effectively isolates local acoustic features and captures global dependencies, enhancing robustness against environmental interferences and signal variability. Validated by experimental results on the ShipsEar dataset, DWSTr demonstrated a notable 96.5\% recognition accuracy, underscoring its efficacy in accurate ship classification amidst challenging conditions. The integration of these advanced neural architectures not only surmounts existing barriers in noise recognition but also offers computational efficiency for real-time analysis, marking a significant advancement in passive acoustic monitoring and its application in strategic and economic contexts.
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1 Introduction

Ship-radiated noise plays a critical role as a significant source of oceanic noise, making its recognition essential across diverse domains, including maritime security, navigation, environmental monitoring, and ocean research. However, the recognition of ship-radiated noise in the real marine environment poses significant challenges. The underwater environment comprises various types of underwater acoustic signals resulting from ocean movements, marine creatures, vessels, etc. The unwanted presence of natural sounds can greatly obscure the target’s signals, posing a great challenge to accurately identify and discern the distinct features of ship-radiated noises.

In addition to the interference caused by ambient noise, the challenge of accurately identifying ship targets based on their radiated noises is intensified by the inevitable attenuation and distortion that occur in received acoustic signals. Furthermore, the noise emitted by a ship is primarily attributed to the vibrations generated by its various components. These vibrations result in a multifaceted soundscape consisting of mechanical noise, propeller noise, hydrodynamic noise, and other contributing factors (Li and Yang, 2021). The intricate blend of these auditory elements poses a significant challenge that makes it difficult to solely rely on the analysis of radiated noise to accurately identify ship targets.

In the field of recognition tasks, researchers primarily focus on two crucial aspects: feature extraction and classifier design. The process of feature extraction involves extracting meaningful and relevant information from the input data and transforming it into a more compact and representative format. On the other hand, classifier design involves the creation and implementation of models that can effectively classify and categorize the extracted features.

In the field of feature extraction methods, the traditional approaches such as the discrete wavelet transform (DWT) (Mallat, 1989), the low-frequency array (LOFAR) (Polatidis et al., 2013), and the detection of envelope modulation on noise (DEMON) (Pollara et al., 2016) are valuable in certain applications, but they may struggle to address the full range of challenges posed by underwater acoustic signals.

The DWT, which decomposes signals into different frequency bands, faces challenges in differentiating desired signals from background noise and environmental interference, as highlighted in academic literature. Key disadvantages identified include shift sensitivity, where DWT’s output can vary significantly with slight input shifts, limiting its use in precise signal localization; poor directionality, which restricts its effectiveness in multidimensional signal processing, like image analysis; and the inability to preserve phase information, crucial for detailed signal structure and timing (Fernandes et al., 2004). Furthermore, the computational complexity and resource consumption of conventional DWT, as discussed by Alzaq et al. (Alzaq and Üstündağ, 2018) present further challenges, particularly in areas requiring low-frequency focus.

LOFAR spectra transform signals from the time domain to the time-frequency domain using shorttime Fourier transform (STFT), which is particularly significant for sound source information with a high signal-to-noise ratio. As discussed by Chen et al. (Chen et al., 2021) and Luo et al. (Luo and Feng, 2020), the process implies that LOFAR is more attuned to identifying low-frequency elements in sonar ship target recognition, which may suggest inherent limitations in capturing high-frequency details.

DEMON, a technique for monitoring and detecting impulsive underwater sounds, faces challenges in real-time analysis and adaptability to changing noise conditions, as discussed by Tian et al. (Tian et al., 2023). Its effectiveness in recognizing different types of underwater acoustic events or sources is limited, especially when dealing with complex and variable noise signatures.

Auditory-characteristic-based extraction methods, such as Mel-frequency cepstral coefficients (MFCCs) (Davis and Mermelstein, 1980a) and Mel-spectrogram (Davis and Mermelstein, 1980b), can help mitigate the shortcomings mentioned above (Hinton et al., 2012). By mapping the signal’s frequency content to the mel-scale, these methods provide improved frequency resolution, enabling the capture of nuances in underwater acoustic signals. Additionally, they exhibit noise robustness through logarithmic compression, which emphasizes perceptually relevant features while suppressing noise components. Thus the performance is enhanced in the presence of additive noise. However, the inclusion of the Discrete Cosine Transform (DCT) in MFCCs can inadvertently filter out valuable information and increase computational complexity. However, Mel-spectrograms can directly represent the signal’s complete spectral information, including both magnitude and phase, without requiring additional computation steps or omitting crucial details. Therefore, in this paper, the choice of feature extraction method to handle raw underwater acoustic data falls on the Mel-spectrogram.

Previous studies have demonstrated the application of statistical classifiers in the field of underwater acoustic signal recognition, showcasing notable achievements (Filho et al., 2011; Yang et al., 2016; Tong et al., 2020). However, achieving promising results often requires sophisticated feature engineering and abundant prior knowledge. Furthermore, the statistical approaches usually entail a relatively complex process of partitioning the problem into multiple subsections and then accumulating the results (Khishe, 2022).

Deep learning methods provide effective solutions to handle the limitations mentioned above, which have brought new ideas to strengthen data analysis and improve the accuracy of shipradiated noise recognition. Their automatic feature extraction capability eliminates the need for manual engineering. However, there are inherent deficiencies in traditional network architectures like Deep Belief Networks (DBNs) (Zhao et al., 2016; Tang et al., 2017; Yang et al., 2018; Wu et al., 2019)and Convolutional Neural Networks (CNNs) (Chen et al., 2017; Wang et al., 2017; Chen et al., 2018; Shen et al., 2018). While excelling in capturing local features and preserving locality, they struggle with comprehending long-range dependencies and capturing global temporal patterns. Designed primarily for local feature extraction, they lack effectiveness in capturing broader temporal relationships within ship-radiated noise data. Additionally, their inherent computing mechanisms make them computationally expensive and time-consuming.

Perotin et al. (Perotin et al., 2019) introduce a method that combines CNN blocks with a recurrent neural network (RNN) block to enhance classification accuracy by capturing temporal dependencies, where CNN blocks extract locally invariant high-level features and the RNN block gathers related features. However, the use of RNN introduces the short-term memory problem, hindering the network’s ability to learn long-term dependencies. For longer input sequences, the RNN model may neglect information at the beginning (Zhou et al., 2018). Although CNNs can partially address this issue by applying different kernels to the input sequence, as the maximum length of the input sequence increases, the number of kernels required to capture dependencies grows exponentially. This can result in ineffective training and model overfitting, limiting the model’s performance. Therefore, there is a need for alternative approaches that can address long-term dependencies more effectively while avoiding potential training and overfitting challenges caused by an increasing number of parameters.

The Transformer was initially introduced in natural language processing (Vaswani et al., 2017; Devlin et al., 2018; Brown et al., 2020) to overcome recursion and enable parallel computations, reducing training time and minimizing performance drops due to long dependencies. Being a non-sequential model that doesn’t rely on past hidden states, the Transformer exhibits robust global computation and flawless memory, making it more suitable for processing lengthy sequences compared to RNNs. In the domain of ship-radiated noise signal recognition, the Transformer architecture has emerged as a pivotal tool, adeptly handling complex acoustic signals. Li et al. (Li et al., 2023) demonstrated the Transformer’s proficiency in learning temporal information under low signal-to-noise ratios, significantly bolstering signal recognition and denoising. Feng et al. (Feng and Zhu, 2022) delved into the Transformer’s core feature, the attention mechanism, highlighting its effectiveness in isolating critical signal features amidst substantial background interference. Yang et al. (Yang et al., 2023) innovatively merged two-dimensional adaptive compact variational mode decomposition with the Transformer, enhancing the extraction and denoising of ship-radiated noise textures, thereby markedly surpassing traditional methodologies. This transformative approach in underwater acoustic signal processing stands as a beacon, offering a robust solution to the complexities inherent in marine environments.

The rising trend of researchers proposing transformer-based models to improve various tasks highlights the growing interest in their capabilities. However, it is important to note that the Transformer stands out with its notably reduced spatial-specific inductive bias compared to CNNs (Dosovitskiy et al., 2020). This distinction arises from inherently integrating locality, twodimensional neighborhood structure, and translation equivariance across all layers for CNNs. Jin et al. (Jin and Zeng, 2023) adeptly combine the Res-Dense CNN with the Transformer’s attention mechanism to address ship-radiated noise challenges in complex marine environments. They leverage the Residuals CNN module to prevent network degradation, while the attention mechanism effectively highlights important features in time series data. Duan et al. (Duan et al., 2022) employ signal enhancement techniques alongside a one-dimensional CNN and Vision Transformer’s multihued attention mechanism. This innovative approach significantly boosts the signal-to-noise ratio of ship-radiated noise, particularly in extremely low signal-to-noise conditions ranging from -20 dB to -25 dB.

In the complex marine environment, ship sound recordings are often contaminated by persistent, irregular background noise. To develop an effective recognition model, it is crucial to denoise the data while preserving the essential feature dependencies present in the original recordings. This study takes inspiration from the CRNN architecture and proposes a novel approach that combines a depthwise separable convolutional neural network (DWSCNN) with a Transformer. This integration aims to enhance the model’s ability to capture both spatial characteristics and feature dependencies accurately. By decomposing the convolution operation into separate depthwise and pointwise stages, the computational complexity can be significantly reduced. This reduction in complexity makes the DWSCNN more efficient than traditional CNNs, particularly when operating on large-scale datasets or in resource-constrained environments.

The contributions in this paper can be summarized as:

	In order to address the performance degradation resulting from long-term dependencies and noisy input data, we introduce a Transformer approach. The model can automatically assign higher importance to relevant information frames, thereby enabling improved modeling of spectral dependencies and capturing critical temporal dependencies.

	In order to enhance spatial modeling in underwater acoustic signal recognition, we propose a DWSCNN combined with the Transformer framework. The model gains the ability to effectively analyze and interpret spatial characteristics, leading to more precise and reliable results in recognizing underwater acoustic signals.

	In order to reduce computational complexity and realize real-time analysis, the convolution operation is separated into pointwise and depthwise stages. This separation allows for more efficient processing, reducing the overall computational load and enabling faster analysis of data.



The rest of the paper is structured as follows. Section II details the methodology of feature extraction and the proposed neural network. Section III presents the dataset used in this paper and analyses conducted from experimental results. Finally, conclusions are given in section IV.




2 Methodology



2.1 System overview

This paper proposes a hybrid network, DWSTr, to ensure data integrity and model efficiency. The spectrogram is initially processed by the DWS block, generating a two-dimensional spatial feature mapping. This mapping is then flattened, segmented, and position-embedded, forming a one-dimensional sequence. The Transformer block subsequently processes the entire sequence, learning the timing correlation information. By combining the strengths of the DWS block and Transformer block, the proposed network effectively maintains the integrity of the data while efficiently capturing timing correlations, leading to improved performance. The overall architecture of the proposed model is shown in Figure 1.




Figure 1 | The overall architecture of the proposed method in this paper: (1) the audio signal’s Mel-spectrogram is used as the input; (2) a DWS block is employed to extract spatial features and the generated feature map is used as the Transformer’s input; (3) a Transformer is adopted to automatic learn temporal features and classify the target.






2.2 Feature extraction

In the dataset, each recorded ship-radiated noise sample is stored as a one-dimensional array based on the audio length and sampling rate. Extracting informative feature representations necessitates the use of Mel-spectrograms since they offer a distinct advantage due to their ability to comprehensively represent the raw data while also providing flexibility in parameter selection, such as window length and overlap. This adaptability allows for customization that aligns with the specific requirements of underwater acoustic analysis. Moreover, Mel-spectrograms seamlessly integrate into deep learning models because they can directly process spectrogram-like inputs. Hence, they are exceptionally well-suited for acoustic signal recognition tasks that involve the utilization of neural networks. Figure 2 shows the extraction process of the Mel-spectrogram. In the process, an audio signal first goes through a pre-emphasis filter. The filter is employed to balance the frequency spectrum since high frequencies usually have smaller magnitudes compared to lower frequencies. Besides, it can avoid numerical problems during the Fourier Transform operation and also improve the signal-to-noise ratio.




Figure 2 | Block diagram of the Mel-spectrogram extraction process. The process mainly includes three stages: (1) the pre-processing stage involves pre-emphasizing, framing and windowing the original signal; (2) the spectrum transformation stage involves N-point Fast Fourier Transform (FFT) on each frame and then computing the power spectrum; (3) the Mel-spectrogram transformation stage aims to apply triangular filters on a Mel-scale to the power spectrum to extract frequency bands and apply logarithm to extract the Mel-spectrogram.



Frequencies are time-varying, so in most cases, applying the Fourier transform to the entire signal would make no sense and lose the frequency contours of the audio data. However, it can be safely assumed that frequencies in a signal are stationary over a very short period. Hence, a good approximation of the frequency contours can be obtained by concatenating adjacent frames’ Fourier transformation results. To avoid variations in a frame, the frame size is usually set small with a millisecond level. In this paper, the frame size of the ship-radiated noise is set to be 25 ms, with feature aggregation conducted over a temporal interval of 75 ms. A Hanning window is used in the work to reduce spectral leakage. Then, a 2048-point FFT with 512 hopping-length in the time domain is applied to each frame in order to generate the frequency spectrum. The power spectrum is computed by Equation 1,

 

where FFT stands for Fast Fourier Transform and xiis the ith frame of signal x. In the end, the Mel filter bank with 128 bins is applied to the power spectrum to extract the Mel-spectrogram. The rationale behind the choice of 128 is that it is a power of 2, hence it is convenient for the calculations conducted in the neural network. The Hertz(f) and Mel(m) can be converted using Equations 2, 3.

 

 

The Mel-scale aims to be more discriminative at lower frequencies and less discriminative at higher frequencies. With a 22050 Hz sampling rate, a 75 ms signal can generate a Mel-spectrogram with the size of 128 × 4. Although the Mel-spectrogram can only reflect the static characteristics of the signal, the duration of each audio signal is short enough to be safely assumed that the target is relatively stable, and therefore, only the static features are mattered. Figure 3 represents an original ship-radiated noise signal and its corresponding Mel-spectrogram.




Figure 3 | The original signal and its corresponding Mel-spectrogram.






2.3 Model architecture

The overall DWSTr architecture contains two main parts: a DWS block to extract a compact spatial feature representation and a Transformer block to extract timing correlation characteristics. The basic conception of the architecture is inspired by the classical CRNN model with the replacement of a DWS for CNNs, which results in a smaller amount of parameters and increased performance (Ioffe and Szegedy, 2015; Szegedy et al., 2015; Chollet, 2016; Szegedy et al., 2016; Howard et al., 2017), and the replacement of a multi-head attention based Transformer for RNNs, which can perfectly model temporal context and evade the short-term memory problem.

In detail, the proposed model first accepts an input Mel-spectrogram as X ∈ RT×N×1, where T is 128 and N is 4. The DWS block is mainly composed of a 2D Depthwise convolution layer and a Pointwise convolution layer. Each layer is followed by a normalization process and a rectified linear (ReLU) activation function to overcome the vanishing gradient problem, allowing the model to learn faster and perform better. Figure 4 illustrates the structure. In a typical 2D CNN with unit stride and zero padding, the spatial and cross-channel learning process can be described by Equation 4,




Figure 4 | A detailed description of the DWS block. It mainly contains two parts: the DWC (Depthwise Convolution) layer and the PWC (Pointwise Convolution) layer. Each convolution layer is followed by a BN (batch normalization) layer and a ReLU activation layer.



 

where * denotes the convolution operation. ki and ko are the number of input and output channels of the CNN respectively. Kh and Kw represent the height and width of the kernel of each channel. Normally, they are set to be equal to generate a square kernel. Each kernel   is applied to the input  , then the output   is obtained. Its computational complexity is O(Kh · XH · Kw · XW · Ki · Ko) and the total number of its learnable parameters is Kh · Kw · Ki · Ko, excluding the bias b ∈  .

Different from traditional CNNs, DWS separates the whole process described above into two parts. Instead of using only one kernel to learn both spatial and cross-channel information in a single convolution, there are two kernels and two convolutions, namely depthwise convolution and pointwise convolution, are employed in series for the input X. At first, Ki kernals   are applied to each  . The learned spatial relationships,  , in X can be calculated by Equation 5:

 

where t = 1,…,T and n = 1,…,N. The result is immediately fed into the second part. Ko kernels are utilized with  , and are applied to F = {F1,…,FKi}, aiming to extract the cross-channel relationships. The final output is gained based on Equation 6,

 

It can be concluded that the computational complexity of the DWS is O(Kh · Kh · XH · Kw · XW · Ki +   · Ki · Ko). while its total number of parameters is Kh · Kw · Ki+ Ki · Ko.

The reduction in the total number of parameters is:

 

Since Ko, Kh and Kw are greater than or equal to 1 by definition, the right side of Equation 7 is less than 1. Hence, the parameters needed are effectively reduced. As for the computational complexity, its change can be expressed as:

 

where Ko, Kh and Kw are greater or equal to 1. The   and   are the input feature dimensions of the pointwise convolution layer. By definition, they are also the output feature dimensions of the depthwise convolution layer. Hence, there will be:

 

and

 

In this paper, a unit stride is used along with zero padding. Consequently, Equations 9, 10 are updated to Equations 11, Equations 12, respectively.

 

and

 

Since   and   are greater than or equal to 1,   and   are less than   and   respectively. Hence, the result of Equation 8 is less than 1, which proves that the DWS can successfully extract spatial features and cross-channel information that is hidden in the input data with less computational costs than traditional CNNs. The process is illustrated in Figure 5.




Figure 5 | The detailed illustration of the process of the depthwise separable convolution. (A) denotes the role of the depthwise convolution layer: learning spatial information using Ki different kernels from the multi-channel input. (B) denotes the responsibility of the pointwise convolution layer: learning cross-channel information using Kodifferent kernels.



By reconstructing the input sample, the DWS network can effectively extract spatial characteristics contained in the spectrogram without destroying the structure information. However, the temporal features hidden in the ship-radiated noise remain un-highlighted. In order to achieve better recognition results, a Transformer is connected to the DWS block. The standard Transformer receives each input as a one-dimensional sequence of embedded tokens. In order to handle the two-dimensional feature maps generated by the DWS, a patch embedding projection is employed to reshape the input feature maps   into sequences of flattened 2D patches  , where PH and PW are the height and width of each patch and they are usually set to be equivalence.   is the total number of patches, which also serves as the effective input sequence length for the Transformer. Hence, every input sequence can be obtained by simply flattening the spatial dimensions of the feature map and projecting to the Transformer dimension. Subsequently, a learnable class embedding is prepended to the sequence and a position embedding tensor is tailed to the sequence aiming to preserve the feature map’s positional information. Together, the position annotated sequence serves as input to the Transformer’s encoder, where all the patches can be parallelly received and encoded. Although the input feature maps are batched together, their dimensions are the same, ensuring that parallel computing can go without a hitch. The process can be expressed by Equation 13,

 

where E is the trainable patch embedding, which flattens the patches and projects them to the Transformer dimension. Epos is the learnable position embedding. It learns each patch’s positional information in the sequence so that even if the input feature mapping is dimensionality deducted, reshaped, and segmented, its higher dimensional lexeme can be mostly retained. The class token Zclass serves as a label of the linearly flattened sequence. It is always placed in the very first place to ensure that the Transformer can find it every time without going through the entire sequence.

In the following step, the model learns more abstract features from the embedded patches using a stack of transformer encoders. The encoder consists of alternating layers of self-attention and MLP. Layer normalization (LN) is applied before every layer and layers are connected by residual connections. The multi-head attention (MHA) is employed rather than the single head attention in the encoder. Because MHA allows the model to perform attention multiple times in parallel which results in better performance and richer information extracted from different representation subspaces. The procedure is encapsulated by Equations 14, 15, with Equation 14 illustrating the comprehensive process and Equation 15 specifying the operation within a single head. For each patch in the input sequence, an attention weight A is calculated. The attention score is based on the pairwise similarity between two patches of the sequence and their respective query q and key k representations. Its calculation process can be expressed as Equation 16:

 

 

 

where, both W° and Uqkv are learnable matrices. Zl−1 denotes the output generated from the former layer and d is usually set to be equal to the hidden dimension of the patch’s key representation.

By applying the MHA mechanism, the salient time correlation features hidden between frames can be efficiently obtained. Although recurrent layers used in RNNs are also good at extracting the temporal features from the sequential data, the MHA can do it much faster. As noted in Table 1, if an input sequence length is n, then a Transformer with a self-attention mechanism layer will have access to each element with O(1) sequential operations whereas an RNN with a recurrent layer will need O(n) sequential operations to access an element. With O(n) sequential operations and under the influence of the chain rule in the backward propagation calculation process, long sequences will cause problems with exploding and vanishing gradients. However, the Transformer does not suffer from the gradient problem, since the distance to each element in the sequence is always O(1) sequential operations away. In this paper, n is the total number of patches N = 13, which is considerably smaller than the representation dimension d = 14 × 14. Hence, by employing the attention method rather than the recurrent method, the computational complexity can be greatly reduced.


Table 1 | Complexity comparison between the self-attention layer and the recurrent layer.



The attention score is then sent to a simple, position-wise fully connected feed-forward neural network, MLP. It normalizes the outputs and aids in learning during backpropagation via residual connections. The other sub-layers help to stabilize the network while deepening the model so that the problem of vanishing gradients can be avoided. The outputs of the Transformer encoder are sent into a classification head. It is implemented by an MLP with one hidden layer and it receives the value of the learnable class embedding, namely the class token, to generate a classification output based on its state. The entire set of processes is delineated from Equations 17–19

 

 

 

Besides the linear normalization layers, dropout layers are also employed to optimize the network structure. Furthermore, in order to verify the best result and select the most suitable network structure, different combinations of layer construction and parameters are tested; the detailed test results will be described in the next section. In the proposed network structure, the DWS block is used for the extraction of spatial characteristics and the Transformer block is responsible for abstracting temporal features from Mel-spectrograms.





3 Experiment



3.1 Dataset

The underwater vessel noise dataset used in this paper is ShipsEar (Santos-Domínguez et al., 2016). Each acoustic signal sample is recorded in real oceanic conditions and therefore contains certain natural or anthropogenic environment noise. There are 90 acoustic samples representing 11 vessel types in the dataset. Each category contains one or more samples and the audio length of each sample varies from 15 seconds to 10 minutes. In the experiments, the dataset was split into a training set, a testing set, and a validation set. 70% of the ShipsEar’s data went to the training set, which was used for model training and fitting. 20% was used to tune the model’s hyperparameters and make an initial assessment of the model’s capabilities. The last 10% formed the validation set and it was kept unknown for the model while training and testing in order to evaluate the generalization ability and robustness of the final model. Since during the data preprocessing period a slicing method is employed to cut all signals according to a fixed duration of 75 milliseconds, the dataset is augmented and it becomes large enough for every category’s data can be split into three sets. All the samples are randomly selected and separated into different sets according to the ratio.




3.2 Training and testing

In this paper, the training and testing of the proposed model were conducted utilizing Nvidia’s RTX3090 GPU, which is equipped with 24 GB of G6X memory. The parameters used during the training and testing stages are listed in Table 2 while Figure 6 provides a detailed view of the model’s performance in each epoch of these stages.


Table 2 | The following parameters are utilized in the proposed model during both the training and testing stages.






Figure 6 | The detailed training process and results. The tendency of lines indicates an optimal fit.



The initial assessment of a deep learning model typically involves analyzing training and testing losses, which measure the errors for each example in their respective datasets. As depicted in the figure, both training and testing losses exhibit a decreasing trend, while training and testing accuracies steadily increase. They start to stabilize after ten epochs and stop after fourteen epochs. The behavior indicates the model’s effective convergence to an optimal fit.

Overfitting and underfitting are common challenges in deep learning which often arise when the model struggles to generalize well on new data or experiences significant errors in the training data. These issues often result in diverging loss lines due to gradient disappearance or explosion. However, as evident from the figure, the convergence lines of the proposed model demonstrate its capability to mitigate these problems and effectively learn the underlying data features. Consequently, the results demonstrate our model’s high performance and its potential as a robust data analysis and prediction tool.




3.3 Evaluation

In order to find the optimal number of DWS blocks needed for the model to extract and learn the spatial features from the raw data, different numbers of DWS blocks were tested. Figure 7 exhibits the results. In both the training and testing process, a single DWS block achieved the best results.




Figure 7 | This figure illustrates the variance in model performance with different numbers of DWS blocks during training, evaluating configurations with 1, 2, 4, and 8 DWS blocks. Subfigure (A)  illustrates the performance throughout the training phase, whereas Subfigure (B) highlights the performance during the testing phase. The findings reveal that the model achieves optimal learning efficiency when equipped with a singular DWS block.



While with the number of DWS blocks determined, the number of Transformer blocks also needs to be tested not only for the purpose of achieving better identification accuracy but also aiming to optimize the utility of computational resources. As shown in Figure 8, the ideal depth, 6, was founded after several thorough experiments.




Figure 8 | Model performance comparison in different numbers of Transformer blocks. The optimal quantity of Transformer blocks is 6.



Figure 9 describes different classification accuracies with different patch sizes, batch sizes and audio segment lengths. The patch size represents the size of the patches to be extracted from the input data by the transformer block. Since the Transformer’s sequence length is inversely proportional to the square of the patch size, models with smaller patch sizes are computationally more expansive. However, a larger patch size does not necessarily indicate a better result. A larger patch size leads to a smaller number of patches for the same input, meaning fewer learning chances and worse results, as can be seen from the comparison in Figure 9.




Figure 9 | The study meticulously evaluates identification accuracy by examining a range of patch sizes, batch sizes, and audio segment durations. The classification accuracy is plotted on the y-axis, while the x-axis is organized into two levels: the first level delineates the patch sizes, and the second level outlines the lengths of the audio segments. Subfigure (A) illustrates the variance in performance for an 8x8 patch size across diverse audio segment durations and batch sizes. Subfigure (B) explores the performance implications of employing a 4x4 patch size, again across varying audio segment durations and batch sizes. Subfigure (C) delves into the performance metrics associated with a 2x2 patch size under different audio segment durations and batch sizes. The analysis concludes that the configuration yielding the highest accuracy involves a 4x4 patch size, combined with a batch size of 256 and an audio segment duration of 75ms.



Another element that should be considered is the model’s batch size. It defines the number of samples to work through before updating the internal model parameters. Batch size is commonly kept in the power of 2 because the number of GPUs’ physical processors is often a power of 2. Using a number of virtual processors different from the number of physical processors will lead to poor performance. The 50, 75, 100, and 500 indicate different lengths of audio clips in milliseconds. As shown in the figure, while patch size = 4x4, audio segment length = 75, and batch size = 256, the classification accuracy reaches the ideal result, approximately 96.5%. The promising result proved that even working with milliseconds-long audio clips recorded in an extremely challenging environment, the proposed model can accurately identify the vast majority of them. The detailed graphical representation of each class’s recognition result is shown in Figure 10.




Figure 10 | Each class’s identification result. All of the categories own an identification accuracy higher than 94%. Seven out of twelve categories’ identification accuracy is higher than 95%.



Figure 11 shows the classification performance by selecting different optimizers and different dropout rates. Figure 11 offers insights into our model’s classification performance, considering various optimizers and dropout rates. Optimizers play a pivotal role in parameter updates based on loss gradients. We assessed five common optimizers: adaptive moment estimation (Adam), root mean square propagation (RMSprop), stochastic gradient descent (SGD), adaptive gradient (Adagrad), and adaptive delta (Adadelta). Our results, depicted in Figure 11, demonstrate that Adam excels when applied to non-convex underwater signal datasets. Underwater acoustic signals are often sparse and noisy, making accurate gradient estimation challenging. Adam and RMSprop both adapt learning rates using historical gradient data, making them effective in handling sparse and noisy gradients. Their adaptability ensures stable and efficient optimization under such conditions. Adam, which combines momentum and adaptive learning rates, maintains separate learning rates for each parameter, employing adaptive estimates of first and second-order gradient moments. RMSprop also adapts learning rates but only considers first-order gradient moments, making it slightly less effective than Adam in handling underwater acoustic data.




Figure 11 | Comparison of different identification accuracies in different optimizers and dropouts. The Adam optimizer reaches the local minimum most effective in the ship target recognition task while the dropout rate should set to 0.3 to achieve the optimal result.



Conversely, SGD’s fixed learning rate often leads to slow convergence and can be sensitive to the choice of learning rate. The rigidity of this rate prevents automatic adjustments, possibly causing oscillations or divergence with high learning rates and slow convergence or suboptimal solutions with low learning rates. Adadelta struggles with sparse gradients, limiting its parameter updates and demanding higher memory due to squared gradient accumulation. Adagrad’s declining learning rates over time can hinder adaptation in underwater acoustic target recognition, with the accumulation of historical gradients potentially diminishing the relevance of recent gradient data.

Dropout, a regularization technique, randomly deactivates nodes within a layer during training to combat overfitting. Our experiments have revealed an optimal dropout rate of 0.3, excluding approximately one-third of inputs during each update iteration.

A dropout rate below 0.3 can cause overreliance on specific nodes, undermining the model’s capacity to learn diverse representations and hampering its generalization. Conversely, a dropout rate above 0.3 can impair learning complex patterns and relationships, resulting in decreased performance.

In Figure 12, the recognition results of several comparison models are shown. The different colors indicate CRNN (Convolutional and Recurrent Neural Network) (Hu et al., 2023), DBNs (Deep Belief Networks) (Yang et al., 2018), Swin-Transformer (Chen et al., 2022), SAEs (Sparse Autoencoders) (Ke et al., 2018), and MobileNet (Mobile Network) (Liang et al., 2020) respectively. The primary parameters for the comparative models are comprehensively listed in Table 3. These settings conform to the methodologies specified in the respective research papers whenever available. In cases where such specific settings are not provided in the referenced literature, the models adhere to the parameters established by the proposed method.




Figure 12 | The comparison highlights the identification accuracy between the proposed model and other prevalent neural networks. In subfigures (A, B), the y-axis quantifies classification accuracy, whereas in subfigure (C), it directly measures accuracy. Various colored lines within (A, B) correspond to the different models evaluated. The proposed model outperforms others in training, testing, and validation phases, reaching optimal results faster. Notably, at the same epoch count, the proposed model has converged to its peak performance, whereas competing models continue to evolve.




Table 3 | Numerical accuracy comparison.



The numerical classification accuracy for each comparison model is systematically tabulated in Table 4, facilitating a direct comparison of their respective performances. It is observed that neural networks with a singular focus on either local or global information processing tend to lag behind those capable of integrating both aspects. This emphasizes the significance of a dual approach in handling local and global information for achieving superior classification results in neural network models.


Table 4 | The following parameters are utilized in the comparison models. CRNN(CNN) represents the convolutional component, while CRNN(LSTM) denotes the recurrent segment of the model.



Ship-radiated noise classification is a challenging task due to the complex and noisy nature of underwater environments. The acoustic signals radiated by ships are often masked by natural sounds, attenuated, and distorted, making it difficult for models to extract relevant acoustic features. The CRNN is a powerful model for various sequence-related tasks. However, when applied to shipradiated noise recognition tasks, it can have certain deficiencies that may diminish its performance. While RNNs can capture sequential information, they can struggle to capture very long-term dependencies. Ship-radiated noise can have complex patterns and dependencies that span over a considerable time frame. CRNNs, which combine CNNs for feature extraction and RNNs for sequence modeling, might not effectively capture these long-range dependencies.

Ship-radiated noise is a time-dependent signal with intricate temporal patterns. DBNs are primarily designed for modeling static data distributions and may not effectively capture the temporal dependencies present in audio signals. This deficiency can limit their ability to discern relevant noise patterns over time. Furthermore, DBNs are feedforward networks, which means they lack inherent sequential learning capabilities. Ship-radiated noise recognition often involves identifying patterns and trends in the noise signal over time. DBNs may struggle to capture these sequential dependencies without additional modifications.

While Swin-Transformer is a promising architecture that has shown effectiveness in various computer vision tasks, it may face certain deficiencies when applied to ship-radiated noise recognition tasks, which could potentially diminish its performance. Ship-radiated noise is a time-dependent signal with intricate temporal patterns. Swin-Transformer primarily excels in processing spatial information in spectrograms. Its attention mechanism, while powerful for spatial relationships, may not be optimized for capturing the temporal dynamics present in audio signals. This limitation can hinder its ability to effectively recognize ship noises over time.

The sparsity constraints in SAEs may make them less suitable for tasks where the acoustic features don’t naturally lend themselves to sparse representations. Ship-radiated noise recognition often involves recognizing complex sound patterns, and forcing sparsity in the feature space might not align with the underlying data distribution. This can lead to suboptimal performance when compared to other techniques that don’t enforce sparsity.

MobileNet is a neural network architecture known for its efficiency and effectiveness. However, when applied to the ship-radiated noise recognition task, it may face several deficiencies that can impact its performance. MobileNet architectures typically involve depthwise separable convolutions, which reduce computational complexity and model size. While this is advantageous for mobile and embedded devices, it may not provide the necessary model capacity for ship-radiated noise recognition. Recognizing different ship noise categories in various environmental conditions requires a model with sufficient capacity to learn intricate patterns. MobileNet’s lightweight design, while efficient, might struggle with capturing the complex and diverse acoustic features in ship noise, leading to reduced recognition accuracy.

The running speed of each model, as detailed in Table 5, is a critical factor to consider, reflecting the model’s computational complexity. While our proposed model may not exhibit optimal performance during the training and testing phases, it excels in the validation phase, indicating superior real-time analysis capability. This aspect is particularly significant as it determines the model’s practical applicability in real-world scenarios, where efficient and timely processing of data is essential. Therefore, balancing computational efficiency with performance is key in developing effective and deployable models.


Table 5 | Running speed comparison.



DWSTr presents a compelling solution for ship-radiated noise recognition due to its unique combination of DWS and Transformer components. The DWS component specializes in extracting local acoustic features, allowing it to distinguish relevant information from interference. Simultaneously, the Transformer framework captures global and long-range dependencies in the data, helping mitigate the effects of interference, distortion, and variability in noise signatures. This dual capability enables DWSTr to excel in handling ship noise recognition tasks, where both local and global features play a crucial role in accurate classification. Hence, as shown above, using the same dataset to fulfill the same task, DWSTr can achieve the best result.




3.4 Ablation experiments

To ascertain the efficacy of the proposed model, four distinct models were conceptualized and employed in ablation studies. These models are systematically designed to evaluate specific components and functionalities within the overall architecture, thereby enabling a comprehensive analysis of the proposed model’s performance. The following outlines the specifics of the four models.

	• DWSTr-CNN: In this variant of the model, traditional CNNs are utilized instead of the DWS block. This adaptation serves as a crucial experiment to evaluate the impact of the DWS block on feature extraction and the overall performance of the model.

	• DWSTr-DWS: In this altered model, the Transformer framework is omitted to solely concentrate on the functionality of the DWS component. This change provides a focused analysis on how the DWS block performs independently in the model’s architecture.

	• DWSTr-Tr: This model variation, by excluding the DWS block, focuses on assessing the Transformer’s proficiency in managing global and long-range dependencies within the data. This approach allows for a targeted evaluation of the Transformer’s capabilities in isolation.

	• Baseline DWSTr: The full DWSTr model is utilized as the benchmark for comparison in the ablation experiments, providing a comprehensive standard against which the performance of each variant model is assessed.



For a thorough and equitable assessment, each model variant undergoes evaluation using an identical dataset and a uniform set of performance metrics. The results of these evaluations, which provide critical insights into the comparative effectiveness of each model, are systematically documented in Table 6. For the DWSTr-CNN model, the comparative analysis reveals a nominal decrease in accuracy and a prolongation in computation time vis-à-vis the baseline DWSTr framework. This phenomenon is attributed to the intrinsic characteristics of conventional CNNs. While they exhibit adeptness in feature extraction, their efficiency, particularly in terms of parameter optimization and local feature processing, falls short when compared to the DWS mechanism. This discrepancy results in a slight compromise in the model’s overall efficiency and its capacity for feature extraction.


Table 6 | Experimental results of the ablation models.



For the DWSTr-DWS model, the observed results reveal a reduced efficiency, likely stemming from its limited ability to capture global dependencies. This limitation notably impacts the model’s overall accuracy. Such a reduction in performance suggests that the global contextual understanding, crucial for comprehensive signal analysis, is not optimally harnessed in this model variant. This finding underscores the importance of effectively integrating mechanisms within the model that proficiently handle global dependencies, thus reinforcing the necessity for a balanced approach in local and global feature analysis in complex signal recognition tasks.

The DWSTr-Tr model is particularly proficient in global feature analysis, effectively discerning broad patterns and dependencies. This capability is especially valuable for classifying ship noise, a domain where recognizing overarching acoustic patterns is critical. However, the model’s capability in processing detailed local features is less pronounced, leading to a slight reduction in accuracy. This underscores the necessity of balancing global and local feature analysis in complex acoustic signal processing, highlighting the importance of a model architecture that effectively integrates both macro-level contextual understanding and micro-level detail recognition.




3.5 Verification experiments

Due to the sensitive nature of ship-radiated noise data, only two public datasets, ShipsEar and DeepShip, are available. For a comprehensive validation of our model, we integrated DeepShip (Irfan et al., 2021) into our analysis. DeepShip encompasses 47 hours and 4 minutes of varied underwater recordings from 265 vessels in four classes: Cargo, Passenger Ship, Tanker, and Tugboat. Recorded between May 2016 and October 2018 at the Strait of Georgia delta node, it presents a diverse environment compared to ShipsEar’s data from Spain, collected between 2012 and 2014.

Before being processed by the models, each audio recording is segmented into 75-millisecond clips, following the same preprocessing approach that was applied to the ShipsEar dataset. Additionally, the hyperparameters used in the verification experiments remain consistent. The classification results are shown in Figure 13.




Figure 13 | Categorical classification accuracy for the DeepShip dataset.



While no individual category in the DeepShip dataset surpasses a classification accuracy of 95%, the lowest recorded accuracy is a commendable 90%. Notably, the Tugboat and Passenger Ship categories are common to both the DeepShip and ShipsEar datasets, showing consistent classification results. In particular, the Passenger Ship class achieves relatively high accuracy in both datasets when analyzed with the DWSTr model. However, the classification accuracy for Tugboats is the lowest in both datasets. This lower performance could be attributed to data scarcity, as Tugboats constitute approximately only 2.2% of the ShipsEar and 11% of the DeepShip dataset, compared to Passenger Ships, which represent about 33% in ShipsEar and 31% in DeepShip. The overall accuracy of the model on the DeepShip dataset is approximately 92.75%, underscoring its robustness and adaptability across different datasets.





4 Conclusion

In this study, we introduce a hybrid neural network model, named as DWSTr, which integrates a convolutional neural network with a Transformer framework to address the challenge of shipradiated noise identification. The model’s efficacy was rigorously evaluated through experiments, demonstrating its capacity to robustly extract features from input data and achieve accurate classification of underwater acoustic targets, even with signal data lasting mere milliseconds. Comparative analysis reveals that DWSTr surpasses conventional models like CRNN, DBNs, Swin-Transformer, SAEs, and MobileNet, commonly employed in underwater acoustic signal classification. Specifically, DWSTr attains a remarkable classification accuracy of 96.5% on the ShipsEar dataset, coupled with an impressive validation speed of 9 ms/step, suggesting its potential for real-time application. Across the ShipsEar dataset, the model consistently achieves identification accuracies above 94%, with more than half of the categories exceeding 95%, indicative of its overall superior performance.

To further investigate the architecture’s efficacy, ablation studies were conducted. Ship-radiated noise, encapsulating both temporal and spectral dimensions, necessitates a model capable of comprehensive time-frequency analysis. The absence of either the DWS or Transformer blocks resulted in a decrease in accuracy to 91.86% and 89.42%, respectively, underscoring the significance of both components in the model. Moreover, the inclusion of the DWS block notably enhanced the model’s computational speed. Substituting it with a traditional CNN block, while only slightly affecting accuracy, led to a significant increase in computational time, from 25 s/epoch to 33 s/epoch.

Beyond the ShipsEar dataset, the model’s robustness was validated using the DeepShip dataset, which comprises recordings from a distinct location and time period. DWSTr achieved commendable classification accuracies for Cargo, Passenger Ship, Tug, and Tanker classes, with respective scores of approximately 91%, 95%, 95%, and 90%, further affirming its robustness and versatility. Given the model’s exceptional performance, we posit that the DWSTr is well-suited for a broad spectrum of underwater acoustic signal classification tasks.
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Predicting fishing effort distribution is crucial for guiding fisheries management in developing effective strategies and protecting marine ecosystems. This task requires a deep understanding of how various hydrological factors, such as water temperature, surface height, salinity, and currents influence fishing activities. However, there are significant challenges in designing the prediction model. Firstly, how hydrological factors affect fishing effort distributions remains unquantified. Secondly, the prediction model must effectively integrate the spatial and temporal dynamics of fishing behaviors, a task that shows analytical difficulties. In this study, we first quantify the correlation between hydrological factor fields and fishing effort distributions through spatiotemporal analysis. Building on the insights from this analysis, we develop a deep-learning model designed to forecast the daily distribution of fishing effort for the upcoming week. The proposed model incorporates residual networks to extract features from both the fishing effort distribution and the hydrological factor fields, thus addressing the spatial limits of fishing activity. It also employs Long Short-Term Memory (LSTM) networks to manage the temporal dynamics of fishing activity. Furthermore, an attention mechanism is included to capture the importance of various hydrological factors. We apply the approach to the VMS dataset from 1,899 trawling fishing vessels in the East China Sea from September 2015 to May 2017. The dataset from September 2015 to May 2016 is used for correlation analysis and training the prediction model, while the dataset from September 2016 to May 2017 is employed to evaluate the prediction accuracy. The prediction error ratio for each day of the upcoming week range is only 5.6% across all weeks from September 2016 to May 2017. HyFish, notable for its low prediction error ratio, will serve as a versatile tool in fisheries management for developing sustainable practices and in fisheries research for providing quantitative insights into fishing resource dynamics and assessing ecological risks related to fishing activities.
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1 Introduction


The oceans are currently experiencing a critical ecological deterioration, with an alarming number of species facing the risk of extinction (Bongaarts, 2019). This crisis can be attributed, in part, to the extensive and unsustainable fishing practices that have significantly depleted fishery resources, resulting in adverse effects on marine ecosystems and biodiversity (Demirel et al., 2023). To promote sustainable development, it is imperative for fishery management authorities to analyze the dynamic changes in fishing activities promptly y. By utilizing the spatiotemporal distribution of fishing effort, they can assess the impacts of these activities on fish species and the marine environment (Rijnsdorp et al., 1998; Kaiser et al., 2000; Stefansson and Rosenberg, 2005), and develop evidence-based fishery management policies (Dinmore et al., 2003; Jin et al., 2021). In this context, the quantitative analysis and prediction of fishing effort distribution play a pivotal role in providing valuable insights and guidance for sustainable fisheries management.


Previous research on fishing effort distribution can be broadly divided into two categories. The first kind of approaches involve statistical analysis of historical data, which focuses on studying the evolution and impact of fishing effort distribution, as well as the characteristics of fishing hotspots. The second kinds of approach involve predicting fishing effort distribution using mathematical models, machine learning, or deep learning techniques.


Statistical analyses in fisheries has largely focused on historical data analysis to discern patterns in fishing effort distribution. Vianna et al. (2020) noted a stable catch trend in the Marshall Islands from 1950 to 1990, followed by a decrease in catches despite increased effort in the 2000s. De la Puente et al. (2020) observed in Peruvian fisheries that fishing efforts grew faster than catches from 1950 to 2018, leading to unsustainable fishing practices. Russo et al. (2019) reported a yearly decline in Italian fishing efforts in the Mediterranean from 2006 to 2016. Li et al. (2021) identified high-effort fishing zones near the South China Sea coast, while Russo et al. (2020) studied the effects of maritime zone regulations on Adriatic Sea fishing patterns. These studies, however, do not predict future fishing effort distributions.


Recent advancements in fisheries research have seen a shift towards using mathematical models or artificial intelligence to predict fishing efforts. Chen et al. (2017) proposed an entry-fishing model based on Gaussian distributions that correlated the index of entry-fishing with sea surface temperature (SST) or sea surface temperature anomaly (SSTA). Cimino et al. (2019) crafted a system to forecast fishing activities within Palau’s exclusive economic zones, taking into account a range of oceanic and climatic variables, which helped identify periods of peak fishing. Yuan et al. (2021) developed a deep learning approach employing Convolutional Neural Networks (CNN) and Multi-layer Perceptron (MLP), enabling monthly predictions of fishing efforts in the Western and Central Pacific based on environmental factors and VMS data. Zhao et al. (2021) explored the use of deep learning to understand and predict weekly short-term fishing effort distributions, utilizing the chronology of fishing activities among trawlers. These diverse methodologies underscore the growing emphasis on predictive studies of fishing effort distributions.


While previous studies have made progress in predicting fishing effort distribution on a monthly or weekly scale, there is still a lack of prediction at the daily level for the upcoming week. Furthermore, the influence of marine hydrological factors, such as sea surface temperature, height, salinity, and ocean current on fish activity patterns have not been analyzed quantitatively. These factors play significant roles in shaping the distribution of fishing effort (Leitão, 2023). Although some research has considered hydrological factors in fishing effort distribution prediction, there is a lack of comprehensive analysis regarding the correlation between evolution in hydrological factors fields and fishing effort distributions. Additionally, suitable methods to effectively integrate hydrological factors into the prediction of fishing effort distribution have not been adequately designed, resulting in limited applicability of the coarse predictions.


Facing these limitations, this study introduces HyFish, a prediction system of day-level fishing effort distribution for the upcoming week that incorporates historical VMS and hydrological factors datasets. The ability to predict fishing effort distributions on a daily basis for the upcoming week will present a significant advancement in fisheries management. This granular level of prediction offers detailed insights into the evolving dynamics of fishing effort distributions. By providing day-to-day predictions, such intricacies as daily fluctuations, peak periods, and potential shifts in fishing patterns become discernible, offering a comprehensive understanding of fishing effort distributions over the upcoming week. More importantly, these daily predictions serve as a crucial tool for fishery administrations, furnishing them with timely alerts about changes in fishing activities. This immediacy allows for swift and effective management decisions, enabling authorities to regulate trawler activities on a much shorter timescale than previously possible. Such proactive governance not only aids in sustainable fishery management but also helps in mitigating overfishing and preserving marine ecosystems, ensuring a balanced approach between exploitation and conservation. To achieve accurate prediction, HyFish has to express three kinds of constraints in its prediction model.


	
 (1) Hydrological factor constraints: It needs to quantify and represent the influence of key hydrological factors, including sea surface temperature, height, salinity, and ocean current, on fish effort distribution. Furthermore, it may take different delays for the evolution of different kinds of hydrological factors affecting the fishing effort distribution.


	
 (2) Spatial constraints: The fishing behavior exhibits both proximity and remote characteristics. Proximity refers to fishing vessels engaging in continuous fishing activities in adjacent areas. Conversely, the remote characteristic describes the phenomenon where fishing vessels travel significant distances after fishing in one area and subsequently resume fishing in distant areas.


	
 (3) Temporal constraints: The fishing activities of vessels display periodicity patterns. The fishing habits of fishermen are traditionally formed under tidal conditions. Therefore, the fishing activities also exhibit a periodic pattern.





HyFish is structured into two primary components to address the outlined constraints: the hydrological impact assessment and the prediction model. The first component uses spatiotemporal correlation analysis to measure the influence of each hydrological factor on fishing effort distribution and to determine the time lags associated with these factors, effectively addressing hydrological constraints and laying the groundwork for the prediction model.


The second component is divided into two modules: the Encoder and the Decoder. The Encoder, consisting of fusion blocks and an Long Short-Term Memory (LSTM) network, focuses on feature extraction. It processes historical data of fishing effort distributions along with hydrological factor fields. The fusion blocks, employing deep residual networks, extract latent features from these inputs, with convolution operations handling spatial constraints. Attention mechanisms are integrated to evaluate the relevance of various hydrological factors in predicting fishing effort distribution. The LSTM network then discerns the temporal relationships within the fused features daily and outputs these hidden features.


The Decoder, also based on LSTM, is responsible for the day-by-day prediction of the forthcoming week’s fishing effort distribution. It utilizes the hidden features produced by the Encoder and the current fishing effort distribution as inputs. Trained on the dataset from September 2015 to May 2016, the model exhibits a daily prediction error ratio between 5.0% and 6.2%, with an overall average error ratio of 6.0% across all weeks from September 2016 to May 2017.


The main contributions can be summarized as follows:


	
 (1) We have developed a day-level fishing effort distribution system for the next week, called HyFish, which fuses VMS data and hydrological factor field sequences. The system incorporates a well-designed deep learning network to accurately predict fishing effort distribution.


	
 (2) We have quantified the impact of evolving hydrological factor fields on fishing effort distribution through spatiotemporal correlation analysis and calculated the delays in impact for different hydrological factors. We have quantified the impact of evolving hydrological factor fields on fishing effort distribution through spatiotemporal correlation analysis and calculated the delays in impact for different hydrological factors.


	
 (3) Extensive experiments demonstrate that HyFish achieves high accuracy in day-level prediction of fishing effort distribution for the upcoming week.









2 Data and methods





2.1 Data


The study utilizes a VMS dataset collected from 1,899 otter trawlers between September 2015 and May 2017. This dataset covers the fishing areas of Zhoushan and Yushan in the East China Sea, extending to additional zones within the coordinates of 120°-130°E and 25°-35°N. The VMS data, which tracks the trajectory of active fishing vessels, was compiled by the Zhejiang Oceanic and Fishery Bureau, China. Data acquisition was done through the BeiDou Satellite System, recording at a three-minute interval. Each VMS entry includes key details such as vessel identification, timestamp, longitude, latitude, speed, and course.


For analysis, the fishing areas are divided into spatial cells, each with a resolution of 0.1° × 0.1°. The fishing effort data are aggregated daily. We filter out the fishing records using the threshold method proposed in (Hong et al., 2019). These records, representing three-minute intervals of fishing effort, are then allocated to the corresponding grid and date. Thus, for any given date, we calculated the fishing effort distribution, with the unit of measurement for each grid being in minutes.


Moreover, the study incorporates a hydrological factor dataset sourced from the Copernicus Climate Data Store. The hydrological factors analyzed include sea surface height (SSH), sea surface temperature (SST), sea surface salinity (SSS), and ocean current (Current). The specific Copernicus products utilized are SEALEVEL_EUR_PHY_L4_MY_008_068 for SSH and Current, MULTIOBS_GLO_PHY_S_SURFACE_MYNRT_015_013 for SSS, and GLOBAL_MULTIYEAR_PHY_001_030 for SST. Each of these datasets features a spatial resolution of 0.125° × 0.125° and a daily temporal resolution, with data structured in a grid-like format.


The geographical focus for both the VMS and hydrological factor datasets is within the coordinates of 120°E-130°E and 25°N-35°N, ensuring consistency in the study area. The sizes of the VMS and hydrological factor datasets are approximately 18.90 GB and 7.39 GB, respectively.


Given that the fishing cessation period for otter trawlers is from June to August, we divided the two datasets into non-overlapping train and test datasets. The train dataset spans September 1, 2015 to May 30, 2016, while the test dataset spans September 1, 2016 to May 31, 2017. The train dataset is used to quantify the impact of the evolution of marine hydrological factor fields on fishing effort distribution and to train the prediction model. The test dataset will evaluate the prediction accuracy of HyFish.






2.2 Methods


This section provides an in-depth exploration of the design details. We begin by providing definitions for key terms employed in the paper and formulating the prediction problem. Then we analyze the correlation between the evolution of hydrological factor field and fishing effort distribution. Lastly, we provide the comprehensive design of the prediction model.





2.2.1 Problem statement


We first introduce the basic notations utilized in the paper and then formulate the prediction problem.





2.2.1.1 Fishing effort Distribution


Given a day τ, assume that   is a fishing effort distribution partitioned evenly into I ×J grids, where a gird (i,j) is considered as a spatial region of 0.1°× 0.1° and each item   denotes the fishing effort of this grid on day τ. The historical fishing effort distribution sequence for P days till day τ can be represented as  .






2.2.1.2 Hydrological factor fields


Marine hydrological factor fields of SSH, SST, SSS and Current on day τ are defined as  , respectively. For example,   denotes the SSS value in grid (i,j) on day τ, The historical SSS sequence for a duration of P days till day τ can be represented as  . We use Mτ
 to represent the combination of all hydrological factor fields. i.e.  .






2.2.1.3 Impact lag


The aggregation of fish stock will be influenced by evolution in marine hydrological factor fields, which in turn indirectly impacts the fishing effort distributions. However, the impact of marine hydrological factor fields on fishing effort distribution may have different delays, called impact lag, denoted by   for SSH, SST, SSS and Current, respectively. We use d
∗ to label the impact lags for all hydrological factor fields. i.e.  .






2.2.1.4 Problem statement


Take the historical fishing effort distribution sequence Xτ

−

P

+1

,τ
 and marine hydrological factor fields sequences   as inputs, we construct the prediction model F in Equation 1 to predict the future fishing effort distribution sequence.   for L days.


 

Θ denotes all the learnable parameters of the prediction model. The choices of P and L will be discussed later in this section.







2.2.2 Hydrological impact quantification


The impact lag represents the delayed effect of evolution in marine hydrological factor fields on the evolution of fishing effort distribution. To determine the impact lag, it is crucial to understand the relationship between the evolution in marine hydrologic factor fields and the fishing effort distribution.


To quantify this relationship, we first conduct a correlation analysis in the temporal dimension, calculating the relationship under different impact delays for each spatial grid. Then, we focus on the spatial dimension and select an optimal impact delay across all the grids for each hydrological factor.


Let’s take the impact of the Sea Surface Salinity (SSS) on the fishing effort distribution sequence for grid (i, j) as an example. We introduce our methods to calculate the correlation for this grid. Assuming that the train dataset contains N days, the correlation for different time lags ds
 between the fishing effort distribution sequence on day τ and the corresponding previous salinity sequence can be calculated as Equation 2.


 

P is the length of the sequence. Cov denotes the covariance operation, and σ denotes the standard deviation of a sequence. ds
 is limited in the range of 0 to dmax
.


After calculating for all spatial grids and all possible ds, we determine the optimal impact delay across all the spatial grids. We create a set of correlations and a set of strong correlations for all values of ds in Equations 3 and 4, respectively. A strong correlation is defined as a correlation value higher than 70%. The optimal impact delay is chosen as the value of ds which corresponds to the highest spatial ratio of strong correlation ρ as demonstrated in Equation 5. The operation ∥∥ is to calculate the size of the set.


 

 

 

Since the delay in the impact of marine hydrological factors on fish aggregations is mostly about two weeks (Rubenstein, 2021), we set dmax
 = 14. The entire process of solving for   is summarized in Algorithm 1.   and   are calculated in the same way.




Algorithm 1 | Hydrological impact quantification and impact lag calculation.









2.2.3 Model design


We propose a predictive model for forecasting the future fishing effort distribution sequence. 
Figure 1
 presents the sketch of the model. The model follows a sequence-to-sequence structure (Britz et al., 2017) and comprises two primary components: Encoder and Decoder. The Encoder is first responsible for extracting spatial features from marine hydrological factor field sequence and fishing effort distribution sequence for each time step. It further utilizes LSTM (Long Short-Term Memory) (Gers et al., 2000) to learn the sequential features across the timeline. The Decoder, also employing LSTM, is responsible for generating predictions day-by-day the future fishing effort distribution over a specified period (L days). It takes the learned features from the Encoder and current fishing effort distribution as inputs to make predictions.





Figure 1 | 
Sketch of the prediction model. The model is divided into two parts, Encoder and Decoder. The Encoder is responsible for extracting features from historical sequences, while the Decoder is responsible for making predictions. The Encoder consists of LSTM network and Fusion Blocks, with the Fusion Block expanded in the gray block in the bottom left corner. It extracts features from hydrological factor distributions through Enchyd
 and extracts features from fishing effort distributions through Encfish
. The Decoder takes the current day’s fishing effort distribution as input, still utilizing Encfish
 to extract its features, and then makes daily predictions for the next week. Enchyd
, Encoder for hydrological feature; Encfish
, Encoder for VMS sequence’s features of trawlers.









2.2.3.1 Encoder


The historical fishing effort distribution sequence and hydrological factor sequence display clear spatiotemporal patterns. To effectively capture these patterns, the Encoder module is specifically designed to extract spatiotemporal features and fuse them.


The Encoder consists of two key components: LSTM and Fusion. The LSTM network serves as the backbone network, receiving spatial features extracted at each time step and capturing the temporal relationships among these steps. It generates encoded feature representations that guide the Decoder network. Fusion blocks are incorporated at each time step to extract features from both the fishing effort distribution sequence and the hydrological factor sequences with corresponding impact lags.


The Fusion block serves four functions. Firstly, it aims to extract fishing effort distribution features, capturing both local proximity and remote dependency. Local proximity refers to the tendency of nearby grids to have similar fishing effort distributions because vessels engage in continuous fishing activities across neighbor grids. On the other hand, remote dependency refers to the scenario where vessels steam to distant regions for subsequent fishing activities after fishing in one area. Although these locations may be geographically far apart, they are temporally adjacent in terms of fishing activities.


To capture the local spatial proximity in the fishing effort distribution, a convolutional neural network (CNN) with a 3x3 convolutional kernel is employed for feature extraction on fishing effort distribution. To address remote dependencies in fishing behavior, the CNN is stacked to enlarge the receptive field, enabling the establishment of correlations between grids that are far apart. Additionally, the inclusion of residual blocks helps overcome the issue of gradient vanishing or exploding that may arise from stacking multiple CNNs. The fishing effort distribution of each time step is projected into multiple channels, where each channel captures specific aspects or features via CNN. Subsequently, a Conv1x1 operation is applied to reduce the channel dimension to 1, further extracting features and the resulting feature is reshaped into a vector, denoted as xτ
. This process effectively extracts the spatial features from the fishing distribution Xτ
 for each time step τ. The whole step can be summarized as Equation 6.




The second function of the Fusion block is hydrological feature extraction. Under different impact lags, the hydrological features extraction network is constructed with the residual blocks, which effectively capture the complex spatial patterns in the hydrological factors. For the given hydrological factor field input,  , features extraction network is performed on each of these inputs individually. Similar to the fishing effort feature extraction, each input is projected into multiple channels with the first Con1x1 block. Subsequently, residual blocks are applied to extract high-level hydrological features. However, in contrast to the fishing effort feature extraction, a pooling layer is introduced to compress hydrological features. Finally, a Conv1x1 operation is employed to reduce the channel dimension to one, and then the output is reshaped into a one-dimensional vector, denoted as   and   respectively. This process allows for the extraction of spatial hydrological features from the input hydrological factor fields for each time step. The whole step can be summarized as Equation 7:




The third function of the Fusion block focuses on emphasizing the importance of different hydrological factors. Given that different hydrological factors have varying degrees of impact on fishing effort distribution, we introduce the attention mechanism to weight the importance of different hydrological factors in Equations 8, 9. Wk
 is a weight matrix and bk
 is the bias terms of neurons. Both of them are learnable parameters.


 

 

The last function is to combine the higher-level hydrological features and the higher-level fishing effort distribution feature through weighted concatenation using the learned parameters to obtain the fusion feature yτ
, as shown in Equation 10. The element-wise multiplication symbol   is used to denote the weighting process.


 

The LSTM component is designed to capture temporal relationships from the high-level fusion features along different time steps. LSTM is well-suited for processing sequential data due to its strong memory and modeling capabilities. The LSTM is modeled in Equation 11. fτ
 denotes the output of LSTM.


 

The entire encoder processes the historical fishing effort features along with the hydrological features and generates an output, which is transferred to the Decoder.






2.2.3.2 Decoder


The Decoder is designed to generate the fishing effort predictions for the future τ + 1 to τ + L days. It still utilizes LSTM as the core component. LSTM’s memory units allow it to retain and propagate previous states. This capability is crucial for generating coherent outputs, particularly when there are dependencies between different parts of the output sequence. The Decoder generates the prediction for the future L days using recursive ways. Specifically, it takes the hidden state fτ
 from the Encoder’s output and the current fishing effort distribution Xτ
 as inputs. It generates the hidden state fτ

+1 and predict the fishing effort distribution on day  . Then it takes fτ

+1 and   as inputs and generates fτ

+2 and   for the subsequent day’s prediction. This recursive process allows the Decoder to predict fishing effort distribution for the future L days. The recursive prediction can be summarized as Equations 12, 13. Here f is the hidden state and the range of l is 1 to L.Encfish
 refers to the effort extraction module mentioned in the Encoder and FC refers to the full connected layer shown in 
Figure 1
.


 

 

After designing the model, we choose the values of the model parameters, including the length of the input sequence (P), the number of residual blocks (b) in the feature extraction network of fishing effort distribution and hydrological factor, and the length of the output sequence (L).


To determine the value of P, we analyzed of the distribution of voyage durations for all vessels in the train and test dataset, as shown in 
Figure 2
. We observe that approximately 90% of voyage durations are within two weeks. To ensure that the input contains most of the complete voyage, we set P to two weeks.





Figure 2 | 
CDF (Cumulative Distribution Function) of voyage duration of all trawlers.






To determine the residual block number of the feature extraction network, we analyzed the distribution of the number of grids covered by a vessel in a single day’s operation, as shown in 
Figure 3
. The analysis revealed that approximately 90% of vessels cover six or fewer grids in their daily voyages. Based on this observation, we set b as 3, which let the spatial perceptive field of 3 × 3 convolution operation cover six grids. This choice allows the model to capture the desired spatial region, as well as eliminating the impact of unrelated grids.





Figure 3 | 
CDF of grid number trawlers span in a day.






To determine the value of L, we analyze the temporal patterns of fishing effort in hotspot grids, as depicted in 
Figure 4
. We observe that the fishing effort in these regions exhibits a recurring cycle of approximately two weeks. Taking into account the voyage duration distribution depicted in 
Figure 2
 and the periodic trends evident in 
Figure 4
, our objective was to ensure accurate and dependable predictions while offering ample time for fishery management authorities to adapt fishing strategies. To achieve this, we set L to 7 days. This decision facilitates the accurate anticipation of fishing efforts over the upcoming week.





Figure 4 | 
Daily fishing effort variation in a hotspot region.












2.3 Evaluation methods


The proposed model is trained using the VMS dataset in the East China Sea, which covers the period from September 1, 2015, to May 30, 2016, alongside associated hydrological factor datasets obtained from the Copernicus Climate Data Store. This training dataset is utilized for two primary purposes: firstly, to evaluate the impact lag in the influence of marine hydrological factors on fishing effort distributions, and secondly, to train the prediction model. The loss function used for training is defined in Equation 14, where Θ represents all learnable parameters.   is a prediction for fishing effort distribution on day τ + l, and   is the ground truth. We conducted our training using PyTorch version 1.7.0 on an NVIDIA RTX 3090Ti GPU. For optimization during the training process, we employed the Adam optimizer. The initial learning rate was set at 1e-3, and the mini-batch size was chosen as 8.


 

To assess the prediction accuracy, we use the test dataset of the VMS dataset spans September 1, 2016 to May 31, 2017 with the corresponding hydrological factor datasets. We employ Root Mean Squared Error (RMSE) and prediction Error Ratio (ER) across various time periods for evaluation. For any given day τ within the prediction period, RMSEτ and ERτ represent the RMSE and ER for that specific day, as calculated in Equations 15 and 16, respectively. In these equations,   denotes the predicted fishing effort, and   indicates the actual fishing effort in grid cell (i,j) for day τ.


For a predicted week beginning on date τ,   and   are defined as the average RMSE and ER over the seven days of that week, computed as Equations 17 and 18, respectively. Here, L represents the prediction length, i.e., L = 7 days.


Lastly,   and   are calculated as the average RMSE and ER over all weeks within the test period, as shown in 19 and 20, respectively. In this context, n is the number of weeks in the test period.


 

 

 

 

 

 

To demonstrate HyFish’s superior performance, we conducted a comparative analysis with several predictive methods. These studies are categorized into four types: statistical time series prediction, recurrent network prediction, temporal graph-convolution prediction, and spatiotemporal prediction. Given the scarcity of existing methods specifically tailored for fishing effort prediction, we also included urban traffic prediction models in our comparison. All comparative methods undergo training and testing using the identical dataset and platform as HyFish. Given that existing methods only allow for week-level prediction of fishing effort distributions, our comparison mainly focuses on the accuracy metrics for week-level predictions, e.g.,   and  . Besides, the results are obtained by meticulously optimizing the parameters for each of the comparative methods. The methods included in the comparison are detailed as follows.





2.3.1 Statistical Time Series Prediction


ARIMA (Kumar and Vanajakshi, 2015) is a well-known model for forecasting time series which combines moving average and auto-regressive components for modeling time series. ARIMA (Kumar and Vanajakshi, 2015) is a well-known model for time series forecasting that integrates moving average and auto-regressive components. It takes the traffic data recorded by sensors as input and predicts future data from these sensors. For comparison, we conceptualize each grid as a sensor and utilize ARIMA to predict future fishing efforts for each individual grid.






2.3.2 Recurrent Network Prediction


LSTM (Shi et al., 2015) represents a standard form of a recurrent neural network, designed to forecast future values based on historical time series data. In our comparative analysis, we adapt the LSTM model to predict future fishing effort distributions. This is achieved by feeding the historical sequence of fishing effort distributions into each timestep of the LSTM. Consequently, the output from the LSTM network provides the predicted future fishing effort distribution.






2.3.3 Temporal Graph-convolution Prediction


T-GCN (Zhao et al., 2019) merges the capabilities of a graph convolutional network with a gated recurrent unit. This combination is designed to effectively capture both the complex topological structures and the dynamic temporal changes in traffic data. In its standard application, T-GCN conceptualizes a road network as a grid graph, with each road segment representing a grid. The traffic flow on each segment is treated as the characteristic feature of that grid. In our experiment, we analogize each grid in the fishing effort distribution to a road in a road network. Here, the fishing effort value in each grid is analogous to the traffic flow on a road, thereby constructing an input and output format that is compatible with the T-GCN model.






2.3.4 Temporal Spatiotemporal Prediction


DMVST-Ne (Yao et al., 2018) presents a taxi demand prediction model that employs a multi-view spatial-temporal prediction framework. This framework is adept at modeling both spatial and temporal relationships and incorporates a semantic view to capture correlations among regions that exhibit similar temporal patterns. In the context of our scenario, the transition of fishing efforts across various grids can be analogized to the total taxi demand across different areas. This parallel allows us to apply the principles of DMVST-Net to the prediction of fishing effort distributions, adapting its methodology to suit the dynamics of fishing activities.


ST-SSL (Ji et al., 2023) concentrates on improving the representation of traffic patterns to accurately reflect spatial and temporal heterogeneity. It introduces a spatial-temporal self-supervised learning framework specifically for traffic prediction. In its typical application, ST-SSL segments an urban area into grids, calculates the traffic flow in each grid region, and then predicts future urban traffic over a specified period. For evaluation, we adapt this methodology to our scenario by treating the fishing effort in different grids as analogous to traffic flow in urban areas. This adaptation allows us to apply ST-SSL to forecast fishing effort distributions.


Earlybird (Zhao et al., 2021) proposes a specialized system aimed at predicting fishing effort distributions on a week-level basis. Grounded in an understanding of the chronological fishing relationships among trawlers, Earlybird employs a Convolutional Neural Network (CNN) as its predictive model. This model is distinctively designed to use the current week’s fishing behaviors of ‘early birds’ as input, forecasting the upcoming week’s fishing effort distributions of all trawlers. This approach underscores the importance of identifying specific behavioral patterns among trawlers to accurately predict short-term fishing efforts.


To analyze the distinct contributions of each component in the HyFish model, we conduct an ablation study. This study systematically evaluates performance across various permutations of network components and critical configurations. We test fundamental elements like the Encfish
 feature extraction module, which processes historical fishing effort distributions, and the Enchyd module, which analyzes sequences from hydrological factor fields such as Sea Surface Height (SSH), Sea Surface Temperature (SST), Sea Surface Salinity (SSS), and current fields. Key configurations assessed included the criteria for selecting input sequences of hydrological factor fields—whether they correspond with their impact delays or match the historical fishing effort distribution period—and the activation of the attention network in the fusion component.


The test networks fell into five primary categories: (1) A network using only Encfish
, focusing on historical fishing effort distribution sequences and excluding hydrological factors. (2) Networks incorporating Enchyd
 for a single hydrological factor sequence, considering its specific impact lag. This resulted in four unique networks, one for each factor. (3) Networks combining Encfish
 with Enchyd
 handling two types of hydrological factors, forming six different configurations. (4) Networks integrating both Encfish
 with Enchyd
 with all possible inputs, differing in hydrological field sequence selection—one matched the historical fishing effort period, while the other is selected based on impact lag. (5) The full HyFish model, which activates the attention module in the fusion block, differing from the above categories.


In total, we constructed 14 distinct networks based on these combinations and key settings, allowing for a comprehensive evaluation of each component’s individual and collective contributions within the HyFish model. Each network is trained and tested using the same dataset as HyFish.








3 Results and discussion


In this section, we begin by discussing the results of the impact lag calculation, which determines the time lag between marine hydrological features and the fishing effort distribution. Next, we present the predictions of the fishing effort distribution and evaluate the model’s performance through comparison with previous methods and ablation experiments. Finally, we assess the design parameters of HyFish.





3.1 Impact lag for each hydrological factor


We perform a correlation analysis on the entire train set to determine the impact lag for each hydrological factor. The correlation ratios ρ over different impact delays are shown in 
Figure 5
.





Figure 5 | 
Correlation ratios over different impact delays. Larger ρ, higher impact of hydrological factor filed sequences on fishing effort distributions at that impact delay. The impact delay corresponding to the maximum ρ labels the optimal impact lag d*.






The correlation analysis reveals that the correlation ratio (ρ) for SST and Current remains consistently above or around 0.8 within the impact lags of 3-6 days. This finding confirms that the variations in SST and Current fields have a significant and relatively short-term impact on the distribution of fishing effort. The observed influence can be attributed to the fact that variations in SST and Current fields directly affect the flow patterns and energy exchange in the marine environment, thereby modifying fishing activities. The optimal impact lag of Current and SST are 3 and 4 days with corresponding correlation ratios of 89% and 91%, i.e.   and  .


When examining SSS and SSH, their correlations become more pronounced with larger impact lags, typically within the range of 5-7, 6-8 days, respectively. Compared to SST and Current, SSH and SSS exhibit a slightly weaker influence with a longer time lag. This comes from the relatively small variations in SSH and SSS in the short term. Subtle changes in these factors may not have a significant immediate impact on fish aggregation. However, over time, the cumulative changes in SSH and SSS are more likely to affect fish aggregation and distribution patterns. Consequently, the optimal impact lags for SSS and SSH are determined to be 6 and 7 days, respectively, with corresponding correlation ratios of 86% and 85%, respectively. Thus,   and   are identified as the optimal impact lags. Hence, the optimal impact lags  , and   will be employed to determine the input sequences of the corresponding marine hydrological field sequences in the predictive model.






3.2 Results of fishing effort distribution prediction


To evaluate the performance of daily prediction, we first present the ER
τ
 distribution for each day of all the predicted weeks. Then we provide the weekly average prediction results and illustrate specific examples.




Figure 6
 displays the ER
τ
 distribution for each day of the predicted week, showing that the ER
τ
 is lowest on the first day and gradually increases as the time progress, reaching its maximum on the 7th day. This is because the model uses the historical fishing effort distribution from the previous 14 days to predict the first day, and then uses the prediction result of the first day as input to predict the next day, and so on until the 7th day. This iterative prediction process leads to error accumulation, resulting in the increasing ER
τ
.





Figure 6 | 
Prediction error ratio distribution for each day in the predicted week across all test period. ERτ
: prediction error ratio on day τ in a predicted week.








Figure 7A
 shows the   and   across each week in the test dataset. The   are all below 19, while the   are all below 10%. The average   is 5.96%, which proves that HyFish can predict the distribution of future fishing effort accurately. Specifically, we find that the largest and smallest   happen in the 8th and 21st week, respectively. We visualize the actual and difference (difference=|actualprediction|) fishing effort distributions for each day in these two weeks in 
Figure 8
. For the 8th week, from 
Figures 8A, B
, it can be observed that the predicted fishing effort distribution is not significantly different from the actual distribution, with a relatively small numerical gap. which confirm that HyFish captures the trend of fishing effort distribution. We further depict the average fishing effort over grids in 
Figure 7B
. It shows the largest average fishing effort happens in the 8th week. This explains the largest   in the 8th week because the deep learning model exhibits deficiency to capture the future maximum. The   of 8th week is relatively low of 5.91%.





Figure 7 | 
Prediction results for each week in the test period with ground truth. (A) Average prediction RMSE and ER per grid per day for every week in the test period. (B) Ground truth of average fishing effort per grid per day for every week in the test period.









Figure 8 | 
Comparison between ground truth and the difference of predicted fishing effort distributions for two specific weeks. (A) Ground truth of fishing effort distribution of the 8th week. (B) Difference (| actural prediction|) of fishing effort distributions for the 8th week. (C) Ground truth of fishing effort distribution of the 21st week. (D) Difference (|actual - prediction|) of fishing effort distributions of the 21st week. The unit of measurement for the hotness map is in minutes.






In contrast, for the 21st week, 
Figures 8C, D
 display a more noticeable difference between the predicted and actual fishing effort distributions. This is primarily characterized by the predicted fishing effort covering a broader fishing ground, and there are notable numerical disparities as well. Most fishing activities only appear in the nearshore regions in 
Figure 8C
. The reason is that this week includes the Chinese Spring Festival, which is the most important public holiday for the Chinese. Many fishing activities stop during the Chinese Spring Festival. Previous research (Kroodsma et al., 2018) also pointed out the lack of fishing activities during the Chinese Spring Festival. Therefore, the 21st week has the highest   (9.92%).






3.3 Results of comparison




Table 1
 shows the results of HyFish compared to previous research. Specifically, ARIMA and LSTM perform poorly (i.e., have a   of 131.786 and 113.465, respectively), as they only consider temporal dependence. T-GCN and DMVST-Net further consider spatial features via graph convolution and semantic view, therefore achieving better performance. However, they only concern with the single input of traffic distribution. ST-SSL achieves better performance because it comprehensively considers spatial and temporal heterogeneity. Earlybird achieves the best performance because it takes into account the fishing characteristics of the vessels. It introduces the concept of “fishing chronology among trawlers” and tracks early birds to make targeted predictions for the fishing effort distribution. However, these methods have not taken into account the impact of hydrological factors. In contrast, HyFish not only effectively incorporates hydrological factors into the fishing effort distribution prediction through correlation analysis, but also utilizes a sophisticated network architecture. As a result, HyFish outperforms these methods, achieving a lower   of 16.936 and a lower   of 6.0%.



Table 1 | 
The average RMSE, ER compared with different methods.








Figure 9
 further compares the week-by-week prediction on   of all the comparing methods for visual clarity. They all have the lowest   in the 21st or 22nd week due to the low average fishing effort distribution during the period of the Chinese Spring Festival. ARIMA and LSTM exhibit high variances on   across all weeks. T-GCN, DMVST-Net, ST-SSL and Earlybird have lower   and variance, compared to the ARIMA and LSTM. The   of HyFish are almost the lowest for all the weeks. Moreover, it shows that the proposed method achieves more stability in prediction compared to all the other models.





Figure 9 | 
Average prediction RMSE compared with previous methods for every week in the test period. All methods performed best in the 21st or 22nd week.  : Average prediction RMSE for a specific week τ.










3.4 Results of ablation study


The results for each network proposed in the ablation study are systematically compared in 
Table 2
. In this table, every row represents the outcomes of a specific combination of network components within HyFish. Row 1 is the least desirable, with an   of 18.311 and an   of 6.50%. But it still leads to more accurate predictions than previous methods in 
Table 1
. This improvement can be attributed to the adoption of multiple residual blocks within Encfish
, which effectively addresses both the proximity and remote challenges in fishing behavior.



Table 2 | 
Ablation studies.






By observing the results, it’s evident that Rows 2-5 in 
Table 2
 yield better accuracy than using only the fishing effort distribution as input (Row 1), and the combination of Encfish
 + Enchyd
, utilizing historical fishing effort distributions and the SST field (Row 5), yields the most favorable results, achieving an ( ) of 17.889 and an ( ) of 6.34%. This indicates the contributions of all hydrological factor fields to the prediction and highlights that the improvement from SST is the most significant. This observation not only aligns with the conclusion from Section 3.1, but also corresponds to the significant and immediate influence of SST on fishing effort distribution (Iiyama et al., 2018).


Notably, the predictions of Rows 6-11 surpass those obtained by using only one hydrological factor. Besides, Encfish
 + Enchyd
 with historical fishing effort distributions, SST, and Current fields (Row 11) performs the best with an   of 17.548 and an   of 6.23%. This illustrates the effectiveness of combining any pair of hydrological factors and underscores that the combination of SST and Current provides the most notable improvement. This observation is consistent with the findings in Section 3.1, where it was concluded that both SST and Current exhibit shorter impact lags and stronger influence on fishing effort distribution.


As presented in 
Table 2
, the performance of integrating features from all hydrological factor fields (Row 12) surpasses that of using only two hydrological factors. This indicates the utility of combining all factor fields for predicting fishing effort distribution, as well as validating the efficacy of the Enchyd
 module. Furthermore, when comparing Row 12 and Row 13, it is evident that the performance of Row 12 (  of 17.424), which incorporates impact lag, is significantly better than Row 13 (  of 17.945). Additionally, it can be observed that the performance of Row 13, which does not incorporate impact lag, suddenly drops to a level similar to using only Current (Row 4). Referring to 
Figure 5
, the impact lag for SSH and SSS is 6 to 7 days. Therefore, without using impact lag, the input historical sequences only contain half of the sequences that have impact on fishing effort distribution as demonstrated by correlation analysis. This leads to a significant decrease in the contribution of these two factors to predictions and results in a reduction in prediction accuracy. It validates the usefulness of impact lag.


Encompassing all modules of HyFish, Row 14 demonstrates the lowest error for  . We also plotted the weights of the four hydrological factors captured by the attention mechanism at different time steps of LSTM in Encoder as shown in 
Figure 10
. It is evident that the attention mechanism consistently computes the weights at different time steps effectively, and each hydrological factor has an impact on fishing effort distribution, with SST and Current exhibiting the highest influence weights, followed by SSH and SSS. This observation aligns with the findings in Section 3.1 and confirms the effectiveness of integrating the attention mechanism.





Figure 10 | 
Weight distribution of attention on four hydrological factors at different time steps of LSTM in Encoder. The larger the weight, the greater the impact of the change in the hydrological factor on the fishing effort distribution.










3.5 Results of parameters evaluation


In this section, we study how the input sequence length for Encoder, the output sequence length for Decoder and the layers for feature extraction network affect the performance of HyFish.




Figure 11A
 shows the  . with respect to the input sequence length (P) for Encoder. We can see that when the length is 14 days, our method achieves the best performance. This is because the sequence of 14 days includes the majority of complete voyage of trawlers, allowing the model to learn adequate temporal dependencies, which tends to result in a decrease in  . However, as the sequence length reaches around 20 days, there is a decline in performance. One potential reason is that when considering longer time dependencies, the model may overfit.





Figure 11 | 
Prediction   corresponding to different lengths of model input and output.  : average prediction RMSE over all weeks in the test period. (A)   with respect to input sequence length for Encoder. (B)   with respect to output sequence length for Decoder.








Figure 11B
 illustrates the impact of the output sequence length (L) on prediction. We can observe that the   fluctuates slightly when the output sequence length is 1-4 days. As the output length exceeds four days, the   slightly increases but remains at a relatively low level. However, when the output sequence length surpasses seven days, the error significantly increases and continues to rise thereafter. Since the decoder operates in an iterative prediction manner, longer output sequences lead to more accumulated errors. We set L to 7, providing sufficient forward-looking information for fishery management authorities to make dynamic adjustments.


Our intuition is that the deeper the network, the more spatial features it can capture. However, increasing the network depth also means more parameters to learn, which may lead to overfitting. In section 2.2.4, we empirically set the number of residual blocks as 3 (b=3), inspired by 
Figure 3
, which is enough to cover most of the daily voyages of fishing vessels. To validate the reasonableness of this number, we plotted the   with different combinations of the numbers of residual blocks. From 
Table 3
, we can observe that initially, as the number gradually increases, the prediction error decreases. The best   is achieved when the numbers of residual blocks for Encfish and Enchyd are both set to 3. However, further increasing the depths leads to a decline in performance due to overfitting of the prediction model.



Table 3 | 

  with respect to different number of Resbloks in Encfish
 and Enchyd
.










3.6 Potential applications


Due to its high prediction accuracy, HyFish not only excels in tracking the evolving patterns of fishing effort but also offers a range of potential applications when integrated with various types of data. For instance (Cimino et al., 2019), utilized historical fishing effort data to monitor activities within protected areas. Similarly, Russo et al. (2019) employed historical fishing effort data to study its impact on key benthic species, thereby uncovering crucial trends in yield, productivity, and the overexploitation rates of demersal stocks. When integrated with data on protected regions or benthic species, HyFish can assist fisheries management in preemptively directing fishing activities in critical areas on a detailed timescale. This can aid in ensuring the sustainable development of biological resources through dynamic adjustments in fishing quotas and other policy measures. Moreover, as shown in studies by (De la Puente et al., 2020) and (Ellis and Wang, 2006), the analysis of historical fishing effort and catch volume is crucial for assessing the economic impact of fishing activities in a specific region. Beyond analyzing historical data, HyFish can also offer forecasts of future target catches for economic evaluations, especially when integrated with data on fishery resource distributions.


Although our system concentrates on the otter trawlers in the East China Sea, the system has the potential to migrate to other regions. The migration only requires determining the parameters of spatial resolution, voyage period, and the number of grids crossed by fishing vessels in a day. By employing local hydrological factors and conducting correlation analysis, the impact lag can be calculated, followed by retraining the model to predict the fishing effort distribution for the new area.


Furthermore, the presence and abundance of biological resources like plankton and microorganisms are key factors to determine the location and timing of fishing activities. Changes in species distribution, driven by migration, breeding cycles, or environmental shifts, significantly influence fishing efforts. It is important to quantify how the distribution of biological resources impacts fishing effort distribution. However, data from marine biological resource surveys are often constrained by the methods used and typically cover a narrower spatial and temporal range compared to hydrological factor data. Additionally, the distribution of biological resources is to some extent influenced by hydrological factor fields. Consequently, our current focus is on the impact of hydrological factor fields in predicting fishing effort distribution. In future work, we aim to delve deeper into the quantitative impact of biological resources on fishing effort distribution and incorporate this understanding into our prediction model through advanced deep-learning components.







4 Conclusion


This study introduces HyFish, a predictive system designed for daily forecasting of fishing effort distributions in the upcoming week. We start with an extensive spatiotemporal analysis to quantify the relationship between hydrological factors and fishing efforts, establishing a foundation for our deep-learning model. The model employs residual networks and Long Short-Term Memory (LSTM) networks, adeptly handling the spatial and temporal dynamics of fishing activities and the influence of hydrological factors. When applied to a comprehensive dataset from the East China Sea, HyFish demonstrated remarkable precision, achieving a daily prediction error ratio of just 5.6% consistently throughout the evaluation period. Looking ahead, our future research will focus on integrating biological resource distribution into the model, aiming to further enhance its predictive capability.
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In this paper, a novel fusion network for automatic modulation classification (AMC) is proposed in underwater acoustic communication, which consists of a Transformer and depth-wise convolution (DWC) network. Transformer breaks the limitation of sequential signal input and establishes the connection between different modulations in a parallel manner. Its attention mechanism can improve the modulation recognition ability by focusing on the key information. DWC is regularly inserted in the Transformer network to constitute a spatial–temporal structure, which can enhance the classification results at lower signal-to-noise ratios (SNRs). The proposed method can obtain more deep features of underwater acoustic signals. The experiment results achieve an average of 92.1% at −4 dB ≤ SNR ≤ 0 dB, which exceed other state-of-the-art neural networks.
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1 Introduction

In wireless communication, AMC is one of the important tools for signal detection, and it plays an irreplaceable role in the civil and military field (Chithaluru et al., 2022; Liu et al., 2022; Teekaraman et al., 2023; Zhang et al., 2023). In the civil field, AMC is the basis for channel parameter estimation and spectrum monitoring. In the military field, AMC is widely used in information interception, interference selection, and radiation source classification, among others. However, the wireless environment of underwater communication is complex and changeable, and the modulation types become more and more diverse, all of which bring great challenges to the acoustic signal of modulation identification technology. Therefore, it is urgent to study efficient and intelligent AMC methods in underwater acoustic communication transport.

In underwater acoustic signal modulation recognition, the challenge arises from discerning intricate signal characteristics, which varies environmental noises and disturbances. Unlike terrestrial communication, underwater channels are subject to unique interference such as multipath propagation, varying sound speed profiles, and ambient noises from natural and anthropogenic sources. These factors not only obscure signal clarity but also introduce variability and unpredictability in signal behavior, complicating the modulation recognition process.

The dilemma intensifies with the diverse modulation schemes used in underwater communication, each characterized by distinct features that necessitate precise identification and classification Addressing these complexities necessitates the development of sophisticated AMC methods, which are adept at handling the dynamic nature of underwater signals. It is efficient in differentiating between an array of modulation types under varying channel conditions.

In a real underwater communication environment, there are many factors that affect acoustic signal transmission, such as ocean physics movement, maritime commercial activities, and marine organisms (Cai et al., 2022; Zhang Y. et al., 2022; Zhai et al., 2023; Zheng T. et al., 2023). The underwater acoustic channel is often more complex and changeable than the land air channel. There are two categories in AMC technology: likelihood-based (LB) methods and feature-based (FB) methods (Hamee and Wadi, 2015; Abu-Romoh et al., 2018; Li et al., 2019; Hreshee, 2020). In the received signal modulations, the likelihood function of unknown parameters can be maximized by LB methods, which change the identification problem into multiple hypothesis testing. There is the most likely outcome by the likelihood ratio, and it requires a lot of prior knowledge of transmission environment. The suboptimal performance is obtained by FB methods, which have huge advantages in computational complexity and robustness. Deep learning algorithms (DLAs) are one of the important branches of FB, which can automatically extract features and produce classifying results.

DLAs have made remarkable strides in image classification, natural language processing, and speech recognition (Dong S. et al., 2021; Song et al., 2022; Menghani, 2023; Xu et al., 2023; Zheng C. et al., 2023). There are a wealth of studies in underwater AMC. In Wang et al. (2019), the convolutional neural network (CNN) is the efficient extractor in spatial domain, and the discriminative information of signal features is fully obtained. The underwater channel interference mixed with oceanic noise can be effectively mitigated to improve the recognition performance. The imbalanced class of underwater acoustic modulations is studied in Dong Y. et al. (2021), and the redesigned loss function can significantly stress the recognition effects, which assume the exponential categorical cross entropy in CNN. In the few shot scene, Wang et al. (2022a) shows that the underwater dataset containing the impulse noise can achieve better results by the employed network, which adopts the attention mechanism in the network design. Wang et al. (2022b) uses the hybrid network to identify the modulation styles in multiple underwater signal receiving devices. The method can not only obtain multi-channel signal features, but also better classify these features, which can greatly emphasize the recognition effects. There is the redesigned autoencoder of extractor in Huang et al. (2022), which employs the K-nearest neighbors method to classify features. While the recognition rate is impressively improved, the recognition time is also shorter. It is due to the fact that there are acquired high-quality features and the appropriate recognizing method. In Gao et al. (2022), the underwater acoustic modulation data are collected in three different scenarios, which are applied to the comparative learning. More significant discriminative information of modulation styles are earned on supervised conditions, which can efficiently differentiate between MPSK and MFSK at low signal-to-noise ratios (SNRs). Zhang W. et al. (2022) adopt two neural network forms, which consist of a CNN and a recurrent neural network (RNN). The classification results are improved by the wider network structure. There is a shorter recognition time to employ the 1D convolution kernel and remove the pooling operation. In Fang et al. (2022), the wavelet transformation augments the acoustic signal data to weaken the underwater communication interference. The redesigned random forest (RF) enhances the recognition effect with the assistance of signal spectrum characteristics, which optimizes computational complexity.

DLA solutions have made a lot of recent progress in the modulation classification field. There are still many shortcomings in the existing methods. First of all, the structure of CNN methods is often complex to extract more deep features, which is prone to the overfitting problem resulting in poor practical outcome. The maximum number of Vapnik–Chervonenkis dimensions that the large-scale CNN model can classify training samples is too high. It leads to fitting noise and unrepresentative features in training samples, which makes the model unable to really categorize the true distribution of the whole data. Secondly, it is difficult for the neural network based on RNN, in the main form of long short-term memory (LSTM), to solve the gradient problem after superposition, which is almost impossible to further grow in the recognition effect. In the underwater modulation classification, it is important to effectively obtain the hidden signal information, and the two network forms cannot cope with the underwater acoustic interference, such as obvious multi-path effect, serious time delay of acoustic signal propagation, and marine ambient noise, which leads to serious signal attenuation and modulation constellation confusion. Aiming at the problems of CNN and RNN, an autoencoder is adopted, which is different from the two neural network architectures. Its implementation approach is the Transformer architecture (Dosovitskiy et al., 2020), which demonstrates fairly high accuracy in underwater acoustic modulation recognition. Transformer is essentially a network architecture of an encoder–decoder structure, which consists of the self-attention mechanism and the feed forward neural network of multilayer perceptron (MLP).

In this paper, the innovative approach addresses these challenges by combining advanced spatial–temporal fusion techniques with a neural network architecture, which is tailored for underwater acoustic signal modulation recognition. The proposed method leverages a unique combination of spatial domain analysis and temporal sequence modeling, enabling it to effectively handle the complex characteristics of underwater signals. By integrating these techniques, the proposed solution not only mitigates the issues of signal attenuation and modulation constellation confusion but also overcomes the limitations of traditional CNN and RNN models, including overfitting and gradient problems. Furthermore, the proposed approach combines spatial–temporal fusion techniques with a neural network architecture tailored for this purpose. It effectively handles complex signal characteristics and mitigates issues like signal attenuation and modulation constellation confusion, which overcomes the limitations of traditional models. Additionally, it is designed to filter out noise and irrelevant features, capturing the true data distribution. These capabilities lead to more accurate and robust modulation recognition, highlighting the method’s potential for significant improvements in both accuracy and practical applicability for underwater acoustic signal classification. Compared to using DWC alone (Hu et al., 2021), our method enhances classification in lower SNRs by integrating Transformer with DWC, utilizing advanced spatial–temporal fusion techniques for improved accuracy and applicability in underwater acoustic signal classification.

The contributions are summarized as follows:

	The Transformer network is introduced to handle long temporal signal series, and the high-dimensional features of temporal domain signals are dynamically acquired in the long-range sequence correlation, which enhances the recognition ability at lower SNRs.

	A novel attention mechanism is proposed that is efficient and effective at finding a small number of important differentiate information from weak underwater acoustic signals. This mechanism is able to model pairwise attention over a longer temporal signal.

	Multiple DWC blocks are creatively inserted to the stacked Transformer modules. By employing the fusion network, the model gains the ability of extracting spatial representations of underwater signal characteristics. Meanwhile, it has a lower computing burden and better classification performance.






2 The proposed method



2.1 Signal model

The AMC task is effectively a multi-classification problem, which bears a striking resemblance to other conventional work in the DLA field. The form of received signals is the complex representation in the temporal domain, which includes all modulation styles. The underwater received acoustic signals (Equation 1) can be represented as:

 

where s(t) is the received transmission signal, c(t) is the emitted complex modulation signal, ∗ is the signal convolution operation, n(t) is the additive Gaussian white noise, h(t;τ) is the underwater acoustic channel impulse response, τ is the signal time delay, and t is the signal time.




2.2 Proposed network



2.2.1 Transformer model

The proposed network architecture is shown in Figure 1. Let V be an input signal tensor of dimensions H × W × C, where H × W correspond to the temporal dimensions of the input, and C represents the number of channels. For the input V, the goal is to learn a set of K abstract features denoted as  . To elaborate further, ui = Bi(V) serves as a constructed feature function that maps the input V to a feature vector  . During this process, K feature functions Bi are learned, enabling adaptive selection of latent information from V. Consequently, the abstract features obtained in this manner do not constitute a fixed partition of the input tensor, which represent a set of adaptively changing identification selections. Each input will mine different high-level representations with high-level features. It is possible to model the long-range dependencies and interaction distinction information of signals in special underwater noise environments.




Figure 1 | The architecture of the proposed network.



To control the computational cost of the model, K is set to be less than both H and W. This can significantly reduce the computational complexity required by subsequent modules in the model, ensuring the training speed and parameter capacity of the model. In this context, the ith feature ui = Bi(V) are implemented using a temporal attention mechanism. In the learning process of the model, it is necessary to generate a computational weight map corresponding to the size of H ×W according to the input V. These weight maps are element-wise multiplied with V to create abstract data combinations with temporal features. Specifically, let µi(V) represent the function responsible for generating H × W × 1 weight maps. Each feature ui (Equation 2) is generated as follows:



where ⊙ signifies element-wise multiplication, and   is an intermediate weight tensor calculated by the function µi(V) and the broadcasting function η(·). Finally, temporal global average pooling GAP(·) is applied to reduce the dimensions to  . The resultant feature aggregations are aggregated to form the output tensor  . The entire process takes the form of element-wise temporal self-attention. The functions   are collectively implemented as a single or a series of convolutional layers with a channel size of K, followed by the sigmoid function, facilitating the generation of results.

The underwater acoustic signals are preprocessed, and each input is treated as an element, which equates a block operation. The dimension is reduced by the liner projection of flattened spots, and a liner embedding has been obtained. In this way, the original underwater acoustic signals are serialized, and there are a set of preprocessing features and position embedding. The position embedding contains the position information in the sequence, which is regarded as trainable input variables. The preprocessed signal data are transmitted to the Encoder as the input for the deep feature extraction. The proposed Encoder structure is shown in Figure 2. The process (Equations 3–5) can be expressed as:




Figure 2 | The structure of the proposed Encoder architecture.



 

 

 

MHA(·) is the multi-head attention mechanism, and LN(·) is layer normalization. yℓ–1 represents the (ℓ − 1)-th layer input, and yℓ' is the multi-head attention output in the ℓ-th layer; MLP(·) is the multilayer perceptron, and y is the final output of the Encoder.

y is then sent to the reverse mapping block where a reverse attention mechanism is employed to provide an adaptive fusion, enabling selective reconstruction of the output from the labels based on content and context. A reverse mapping function F (Equation 6) is learned to map the label tensor back to the original shape:

 

where ℝC' is typically different from the original input channel C. In other words, the proposed network initially learns a reverse attention mechanism that generates attention vectors αι,ε(y) of shape   for each position (ι,ε). These attention vectors (Equation 7) are multiplied element-wise with the reshaped labels y, and a weighted sum is performed to generate the output for each position (ι,ε),

 

where   represents the vector representation of the ith label. The above equation can be written in matrix form (Equation 8):

 

where   denotes the attention vectors for all positions (ι,ε), and   represents matrix multiplication and summation operations. The distinction in dimensions,   for attention vectors and   for label vectors, underscores the adaptive fusion capability of our reverse attention mechanism, enabling precise context-aware reconstruction from label information to the desired output shape, enhancing the model’s interpretability and effectiveness in handling complex signal characteristics.

The signal representation embedding layer is integrated by the intermediate abstract multimodal fusion layer, and the complete temporal Transformer is constructed. The input V first goes through the signal representation embedding layer module to generate markers U, which are then fed into a standard Transformer encoder, and finally restored back to the original shape via the intermediate abstract multi-modal fusion layer module. By stacking multiple layers of the temporal Transformer, a more powerful model can be built. The temporal Transformer retains the advantages of Transformer in modeling, while adapting computations to the dimensions through labeling and fusion operations. This provides an efficient and flexible method for modeling interactions in underwater signal recognition, improving the performance and deployment practicality of network models.




2.2.2 Transformer embedding CNN

The relative position information refers to the fact that the signal distribution position is used to distinguish the modulation categories in the underwater acoustic signal modulation constellation. The original underwater acoustic data do not contain the relative position information of modulations, leading to the same effect in a different position vector. The different position vector corresponds to the position information contained in the input underwater acoustic signal sequence, which is input to the Transformer network as a vector. It is difficult to distinguish the modulation types in the spatial dimension. The discrimination ability of Transformer can be effectively improved by the position information. The attention mechanism of Transformer can remember the key distinguishing information like the human visual attention mechanism.

In general, CNN gives the same weight to all the position information, which will limit the expression ability of the model. It is almost impossible to distinguish the modulation types that are seriously disturbed by the underwater environment. The Transformer attention mechanism is used for the feature aggregation, which can adaptively adjust the weight of feature aggregation according to the relationship between the underwater acoustic signal sequence and the location information. The model is improved to alleviate the signal fading, which enhances the modulation recognition ability.

If there are no strong constraints in the training of Transformer, the recognition ability of CNN is better than that of the same size model on smaller dataset. Compared to CNN, Transformer has less prior knowledge of inductive bias. Unlike CNN, Transformer can learn by itself from data. In the absence of enough data to pre-train, it is impossible to get a good transfer learning effect on downstream tasks, and the Transformer obtains similar or better results than the current best CNN. Therefore, the better way is combining Transformer and CNN in network design. Transformer has the relatively strong global modeling ability, which can acquire the key classification information at a lower SNR. CNN has an inductive bias ability that can effectively improve the feature extraction ability on a smaller-scale dataset.

CNN is regularly inserted in the Transformer architecture, and there is the spatial conversion of the underwater acoustic signal. The combination of modulation classification information can be adaptively selected. The tensors extracted by the input middle layer can simulate the modulation spatial–temporal relationship of underwater acoustic signals in the adaptive splitting form, and the recognition results can be promoted at the lower SNR. The process (Equations 9–11) can be expressed as:

 

 

 

The spatial conversion layers of the inserted CNN is the DWC form in Figure 3. DWCGelu(·) is the depth-wise convolution with the Gelu activation function. The expression H×W×C' is split into H × W × 1, which means that a tensor with dimensions of height H, width W, and depth C′ is divided into smaller tensors, each having dimensions of height H, width W, and depth 1. Following this, a convolution operation with a kernel size of M × M × 1 is applied, resulting in a tensor with dimensions H"×W"×C'. Subsequently, another convolution operation with a kernel size of 1×1×C' is applied, which yields the final output tensor of depth C" and dimensions H"×W"×C". ConvSigmoid(·) is the two-dimension convolution with the Sigmoid activation function,   is the number of layers of DWC, j is the corresponding layer, j = 1,…,J. Through an optimized spatial transformation that preserves essential feature information, Z is the weight map of the spatially transformed output, ⊙ is the element-wise multiplication, λ(·) is the global pooling. The method not only optimizes the computational efficiency, but also separately convolves the exacted features in space, which is more conducive to distinguishing the detailed features of the underwater acoustic signals to strengthen the recognition ability.




Figure 3 | DWC convolution operation process.








3 Experiment

In the underwater acoustic wireless channel (Wang et al., 2022a), the generated signals are more approximate to the realistic situation of disturbances. The dataset involves 10 types of modulation signals, which is BPSK, QPSK, 8PSK, 4PAM, 16QAM, 64QAM, FM, DSB, CPFSK, and 4FSK. Other setting experiment parameters are shown in the Table 1.


Table 1 | The experiment parameters.



A total of 2,000,000 modulation data are included in the dataset, and SNRs are in the range of −20 dB to +18 dB. The dataset is divided into a training set, a validation set, and a testing set with 60%, 20%, and 20%, respectively. There is a complex floating point I/Q value in each signal data, which has a length of 256. Otherwise, the time fading model is Rayleigh distribution. The range of SNRs is from −20 dB to 20 dB. Gaussian white noise is considered for the additive noise, which is bandlimited and has a zero mean. The random number generator seed of the noise source is set to 0x1498.

When utilizing a patch size of 16 × 16, a batch size of 64, and constructing the model with two Transformer encoders and three DWC blocks, the classification accuracy of the model achieves an optimal performance. This specific combination of hyperparameters demonstrates the model’s ability to efficiently capture complex acoustic patterns and spatial features present in the data. These results underscore the significance of our fusion model settings for achieving superior classification outcomes.

The classification results of the proposed method are shown in Figure 4. When SNR is less than −10 dB, the classification rate is lower than 49.8%. With the increase of SNRs, the recognition accuracy is obviously improved in the magnitude. The classification rate reaches nearly 93.7% at SNR = −2 dB. The proposed method can realize the effective identification of various modulation styles at the lower SNR. At SNR ≥ 0 dB, the recognition effect continues to grow, and the classification results can achieve approximately 97.9% on average. The results demonstrate the effectiveness of the proposed method in the network structure design.




Figure 4 | The classification results of the proposed method.



In Figure 5, the classification rate of DWC is higher than CNN, SeparableCNN, and TransposeCNN. Compared with three CNN forms, DWC has obvious advantages in recognition accuracy at lower SNRs. In particular, the recognition effect of DWC is nearly 16.9% stronger, on average, than that of CNN at the range from −8 dB to −4 dB in Figure 5A. At the same SNR range, the similar situation also appears in Figures 5B, C, and DWC is approximately 7.8%, 5.8% higher than SeparableCNN and TransposeCNN on average, respectively. The convolution form of DWC resists the influence of underwater transmission environment, which can achieve higher classification results.




Figure 5 | Modulation classification results for varying SNRs. (A) The classification rate of DWC is higher than that of CNN. (B) The classification rate of DWC is higher than that of SeparableCNN. (C) The classification rate of DWC is higher than that of TransposeCNN.



At a certain SNR, the classification result in varieties of modulation types is shown in Figure 6 at bit group = 256. At SNR = −6 dB, 4FSK and 8FSK are misidentified as SSB in Figure 6A. At a lower SNR, the analog signal waveforms are easily confused to lead to the bad results. Simultaneously, 16QAM and 32QAM are poorly identified, and there is a similar constellation diagram to the two modulation types to cause the bad results. When SNR is improved to −4 dB, in Figure 6B, the classification results of 4FSK and 8FSK are greatly enhanced. The classification rate for 4FSK improved significantly by 62%, with misidentifications as SSB and 8FSK reduced to 13% and 12%, respectively. Additionally, the recognition rates for 8PSK and SSB also improved by 10% and 4%. At the SNR, the network’s capability to discern between different modulation signatures was enhanced, leading to significant advancements in classification rates for these types. 16QAM and 32QAM can be correctly distinguished at the SNR. Other modulation types can achieve a favorable classification effect. As SNRs are elevated, the used network learns more hidden signal traits and accomplishes the desired classification results.




Figure 6 | Modulation classification results for varying SNRs. (A) SNR = -6 dB. (B) SNR = -4 dB.



The t-distributed stochastic neighbor embedding (t-SNE) (Van der Maaten and Hinton, 2008) is used to analyze the features of underwater modulation signals in Figure 7. A total of 400,000 testing signal data randomly selected from dataset are adopted for the experiment. The output results are extracted as the obtained recognition features in the last dense layer. Most modulation styles can be separated from each other by the proposed method, which constructs the feature map for the effective identification. The previous classification results match the testing effects. There are some overlaps between QPSK, 8PSK, 16QAM, and 64QAM for features. The main reason for the phenomenon is that they are polluted by the underwater emission attenuation, which have similar constellation distributions at low SNRs. The results illustrate that the proposed method exhibits better view of the class types in the underwater acoustic signal modulations.




Figure 7 | t-SNE visualization for testing features learned from the proposed method.



In Figure 8, the proposed network (ProposedNet) is compared with ShuffleNet (Ma et al., 2018), MobileNet (Howard et al., 2019), Xception Chollet (2017), ANResNet (Liang et al., 2021) and IAFNet (Wang et al., 2022a). ShuffleNet is characterized by its wide-structured network design. MobileNet and Xception are lightweight neural networks that utilize stacking of smaller convolutional kernels for efficiency. Meanwhile, ANResNet and IAFNet represent networks with more complex structures in the field of underwater acoustic signal recognition. ShuffleNet has better classification results than the proposed network in the range of −20 dB and −12 dB, and the method has never really worked at a low SNR. MobileNet, ANResNet, and Xception have almost the same classification result as the proposed network. There is a similar result between IAFNet and the proposed network from −20 dB to −16 dB, and the performance of IAFNet does not improve enough as SNRs strengthen. From −12 dB to −4 dB, the proposed network is substantially higher than other networks in the classification rate, which is approximately 3.2%, 7.1%, 8.0%, 4.6%, and 29.2% higher than ShuffleNet, MobileNet, Xception, IAFNet, and ANResNet on average, respectively. It shows that the proposed network has a superior structure and obtains more advanced classification information of signals. After SNR = −4 dB, there is an impressive improvement in the classification effect of all networks. The proposed network is superior to the other four networks. ShuffleNet, MobileNet, and Xception demonstrate similar trends in classification performance, particularly in key performance metrics such as accuracy and recall rate, showing comparable results when processing specific types of datasets. They are less effective than the proposed network, which is better by approximately 11.2% and 11.4% than ShuffleNet and MobileNet, respectively. Meanwhile, the proposed network outperforms Xception and ANResNet by approximately 12.4% and 8.7%, which is far superior to IAFNet. It is due to the network structure that enriches the trait extraction of signals, which performs better than the wide network structure of the lightweight network of ShuffleNet, MobileNet, and Xception, the commonly used underwater acoustic recognition network structure of ANResNet and IAFNet.




Figure 8 | Classification results between different networks.



The proposed network compares the epoch time (training time) and the parameter size with other network models in Table 2, which were obtained on ubuntu 18.04, tensorflow version 2.12, CPU i7, and GPU 2080ti.


Table 2 | The parameter size and epoch time of different network models.



Compared to the proposed network, the parameter sizes of ShuffleNet, MobileNet, and ANResNet2 are four times, five times, and six times larger, respectively. ANResNet and IAFNet have a complex structural style, and have a fairly large parameter size. They are nearly 20 times and 52 times larger than the proposed network in terms of parameter size, respectively. The proposed network has the shortest amount of epoch time, which is approximately 1/3, 1/4, 1/5, 1/9, and 1/19 the epoch time of ShuffleNet, MobileNet, Xception, ANResNet, and IAFNet, respectively. The epoch time is related not only to the parameter size but also to the complexity of the network structure. The structural design of the used network is more efficient with the signal trait exchange of the multi-routing structure, which has a smaller parameter size and a shorter training time. The proposed network is more appropriate to apply and embed in a real underwater communication system.




4 Conclusion

In an underwater acoustic environment, this algorithm proposes the novel fusion network for AMC. The proposed method consists of both Transformer and the spatial conversion CNN module, and the results show the effectiveness in underwater modulation classification. The Transformer network can input signal sequences and has the attention mechanism, which can obtain more hidden distinguishing signal information at lower SNRs. The embedded DWC can acquire deep representations in spatial domain, which improves the recognition accuracy at lower SNRs. In future work, research should center on improving the classification accuracy in the less than −15 dB SNR range.
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Modified Benney-Luke equation (mBL equation) is a three-dimensional temporal-spatial equation with complex structures, that is a high-dimensional partial differential equation (PDE), it is also a new equation of the physical ocean field, and its solution is important for studying the internal wave-wave interaction of inclined seafloor. For conventional PDE solvers such as the pseudo-spectral method, it is difficult to solve mBL equation with both accuracy and speed. Physics-informed neural network (PINN) incorporates physical prior knowledge in deep neural networks, which can solve PDE with relative accuracy and speed. However, PINN is only suitable for solving low-dimensional PDE with simple structures, and not suitable for solving high-dimensional PDE with complex structures. This is mainly because high-dimensional PDEs usually have complex structures and high-order derivatives and are likely to be high-dimensional non-convex functions, and the high-dimensional non-convex optimization problem is an NP-hard problem, resulting in the PINN easily falling into inaccurate local optimal solutions when solving high-dimensional PDEs. Therefore, we improve the PINN for the characteristics of mBL equation and propose “DF-ParPINN: parallel PINN based on velocity potential field division and single time slice focus” to solve mBL equation with large amounts of data. DF-ParPINN consists of three modules: temporal-spatial division module of overall velocity potential field, data rational selection module of multiple time slices, and parallel computation module of high-velocity fields and low-velocity fields. The experimental results show that the solution time of DF-ParPINN is no more than 0.5s, and its accuracy is much higher than that of PINN, PIRNN, cPINN, and DeepONet. Moreover, the relative error of DF-ParPINN after deep training 1000000 epochs can be reduced to less than 0.1. The validity of DF-ParPINN proves that the improved PINN also can solve high dimensional PDE with complex structures and large amounts of data quickly and accurately, which is of great significance to the deep learning of the physical ocean field.




Keywords: mBL equation, PINN, DF-ParPINN, temporal-spatial division, data rational selection, parallel computation




1 Introduction

With the rapid development of computer technology, scientific computation has become the third scientific method that can be juxtaposed with theory and experiments (Shi, 2001; Lu and Guan, 2004). Solving various partial differential equations (PDE) numerically is an important part of scientific computation (Ockendon et al., 2003), which is of great significance in promoting the development of related fields. Many physical processes, such as nuclear explosion and fluid flow, can be described by PDE. However, solving PDE through theoretical analysis is very complicated and time-consuming, and it is faced with unsolvable dilemmas (Science, 2016). It is usually faster to obtain the numerical approximate solution of PDE by scientific computation, and the solution model based on computer science and technology can be continuously optimized, which liberates human participation in the theoretical solution.

Traditional numerical methods mainly include the finite difference method, finite element method, and finite volume method (Chen et al., 2020). These methods first discretize the computational domain into independent grid elements, and then iteratively solve the partial differential equation on the subdomain of the element to obtain the numerical approximate solution of the equation. However, to ensure the accuracy of the solution, traditional numerical methods are usually time-consuming and rely heavily on manual experience: On the one hand, iterative solving of complex PDE requires expensive computational overhead. On the other hand, to avoid calculation failure, frequent human-computer interaction is usually required to identify and optimize grid quality during grid division, to meet the requirements of prediction accuracy (Katz and Sankaran, 2011; Abel et al., 2013). With the increasing complexity of the PDE solving process, the high computational cost and frequent human-computer interaction limit the efficiency of traditional numerical methods in parameter optimization, space exploration, real-time simulation, and other aspects.

Using the traditional numerical methods for PDE, grid division and iterative solution are required, which is computationally expensive and technically difficult. The method of solving PDEs based on deep learning can not only quickly move forward and inverse  (Wang et al., 2021; Xu, 2021), but also effectively solve nonlinear problems (Raissi et al., 2017a, Raissi et al., 2017b, Raissi et al., 2017c, Raissi and Karniadakis, 2018) and more complex and higher-dimensional PDE (Weinan et al., 2017; Han et al., 2018; Nabian and Meidani, 2019). Solving methods of PDE based on deep learning is overturning traditional numerical methods of PDE, leading the scientific and technological wave of “AI for science” (Le, 2022).

Different from the traditional neural networks, the physics-informed neural network (PINN) is a new method based on “meshless” calculation (Raissi et al., 2019), which fundamentally solves the differentiation problem of grid division (Shao et al., 2022). PINN uses not only the neural network’s own loss function but also the physical information loss function with the physical equation as the restriction condition (Zheng et al., 2022). Therefore, the model trained by PINN can learn both the distribution law contained in the training data set like the traditional neural network model, and the physical law described by the partial differential equation (Lu et al., 2021). Compared with pure data-driven neural networks, PINN can learn a model with more generalization ability by fewer training data samples due to the additional physical information constraints in the training process (Li and Cheng, 2022). PINN uses a deep neural network (DNN) as its basic network structure, if DNN is replaced by a recurrent neural network (RNN), a new variant of PINN is formed: Physics-Informed Recurrent Neural Network (PIRNN) (Wu et al., 2023).

One of the main limitations of PINN is the high cost of training, which can adversely affect performance, especially when solving real-world applications that require running PINN models in real time. Therefore, it is crucial to find ways to accelerate the convergence of these models without sacrificing performance. This problem is first addressed in the conservative physics-informed neural network (cPINN) algorithm (Jagtap et al., 2020), which uses the domain division method in the PINN framework by dividing the computational domain into subdomains. cPINN deploys a separate neural network in each subdomain, and efficiently tunes hyperparameters for all networks, thus providing the network with strong parallelization and representation capabilities, and the final global solution obtained consists of a series of independent subproblems solutions associated with the entire domain.

In addition to introducing physical information in neural networks, neural operators are also a class of methods for deep learning to solve PDEs. While neural networks are used to learn mappings between finite-dimensional spaces, neural operators can learn mappings between infinite-dimensional spaces by introducing kernel functions into the linear transformations of the neural network. The deep operator networks (DeepONet) can solve a family of PDEs with a series of initial and boundary conditions in one go (Lu et al., 2019). DeepONet first constructs two sub-networks to encode input functions and location variables separately, and then merge them together to compute the output functions, consequently learning neural operators accurately and efficiently from a relatively small dataset.

In the context of three-dimensional ocean internal waves, considering the topographic effect, Yuan Chunxin et al. proposed the modified Benney-Luke equation (mBL equation) (Yuan and Wang, 2022) to describe the internal wave interaction on the oblique bottom. Compared with the Benney-Luke equation (BL equation) (Benney and Luke, 1964), mBL equation has a more concise structure and the characteristics of isotropic and bidirectional propagation. The numerical solution of mBL equation fits well with those of BL equation, which proves that mBL equation is valid.

As a relatively complex new partial differential equation in the field of the physical ocean field, the mBL equation has multiple higher partial derivatives, a complex temporal-spatial boundary, and involves a large space range and time range. At present, for mBL equation, only the traditional numerical methods are used to solve it, while deep learning methods such as PINN have not been used to solve it. However, solving mBL equation directly with PINN cannot obtain high-precision solutions, mainly because PINN has the following problems:

	It is difficult to solve complex PDE with high-dimensional non-convex properties. High-dimensional PDE are usually space-time equations in three dimensions and above, have complex structures and highorder derivatives, and are likely to be high-dimensional non-convex functions, and high-dimensional non-convex optimization problems are NP-hard problems, which are difficult to solve. Therefore, due to the inaccuracies involved in solving high-dimensional nonconvex optimization problems, PINN can easily fall into local optimal solutions when solving high-dimensional PDE, which leads to difficulties in obtaining exact solutions of high-dimensional PDE.

	It is difficult to transfer the physical information of boundary points and initial points. PINN are trained from initial points and boundary points, however, as the number of training times increases, it is difficult to transfer the physical information of initial points and boundary points to longer time scales and deeper spatial interiors, and sometimes it is difficult to determine the initial or boundary conditions of PDE.

	It is difficult to train the automatic derivative network quickly at a low cost. The backbone network of PINN is a deep neural network, which introduces the physical information of PDE in the iterative training using automatic derivation, and the derivation includes finding the spatial partial derivatives and the temporal partial derivatives, but the complicated process of derivation will increase the cost and time of the training greatly.



Aiming at the above problems, this paper proposes “DF-ParPINN: parallel PINN based on velocity potential field division and single time slice focus for solving mBL equation”, with the following contributions:

	Proposed a temporal-spatial division module of overall velocity potential field. The module firstly divides the overall velocity potential field into velocity potential fields of different time slices based on the time axis, and then divides the velocity potential field of different time slices into the highvelocity field and the low-velocity field based on the shape of rules. The module provides a temporal dimensionality reduction and spatial domain division of overall velocity potential field, delineating multiple sets of velocity potential fields under different temporal-spatial conditions, and reduces the complex high-dimensional nonconvexity of overall velocity potential field.

	Proposed a data rational selection module of multiple time slices. The module selects different time slices of data to start training through the reasonable allocation of physical information: on the basis of correlatively selecting all previous time slices of data, the module focuses on selecting the data of the time slice to be solved, and combines the two parts of the selected data to start training. In the case where the initial and boundary points exist only in the initial field with the velocity potential values all zero, the module reasonably selects data from different time slices to start training, which reduces the influence of the physical information of the initial and boundary points that is difficult to be transferred.

	Proposed a parallel computation module of high-velocity fields and low-velocity fields. The module uses multiple servers to accelerate solving the high-velocity fields and the low-velocity fields, and then merges the high-velocity fields and the low-velocity fields into one velocity potential field based on the spatial coordinates. This module accelerates the solution of the high-velocity fields and the low-velocity fields on the basis of overall velocity potential field spatio-temporal division and multi-time slice data reasonable selection, which reduces the training cost and time of the network.



DF-ParPINN improves PINN and can solve mBL equation with high accuracy. DF-ParPINN is a breakthrough in solving complex PDE of the physical ocean field by using deep learning technology.




2 Related work



2.1 mBL equation

The Benney-Luke equation (BL equation) is a nonlinear partial differential equation used to observe the interaction and reflection characteristics of finite amplitude permanent waves, but the structure of the equation is somewhat complicated. The Kadomtsev-Petviashvili equation (the KP equation) (Kadomtsev and Petviashvili, 1970; Molinet et al., 2011) is a nonlinear partial differential equation used to simulate nonlinear waves, but it lacks the characteristics of isotropic and bidirectional propagation. In the context of three-dimensional ocean internal waves, taking into account the topographic effect, Yuan Chunxin et al. proposed the modified Benney-Luke equation (mBL equation) to describe the internal wave-wave interaction of the inclined seafloor, as shown below:



In Equation 1,





In Equations 2–5, ξ is the velocity potential, ξt is the first partial derivative of ξ to t, ξtt is the second partial derivative of ξ to t, h+ and h− are the upper fluid layer water depth and lower fluid layer water depth respectively, R is the ratio of the upper fluid layer density and lower fluid layer density, and g is the gravity acceleration.

Equation 1 modifies the classical Benney-Luke equation and considers the propagation of nonlinear internal waves over the variable bottom terrain. It is worth noting that mBL equation has the characteristics of isotropic and bidirectional propagation, which the widely used KP equation does not have. The structure of mBL equation is much simpler compared with BL equation, and the numerical results of mBL equation are in good agreement with those of BL equation, which verifies the validity of mBL equation.

Equation 1 admits an analytic solution for internal line solitary waves in the absence of topography, which can be explicitly expressed as:



In Equations 6, 7, r = (x,y) is a vector in any direction on the horizontal plane, k = (kx, ky) is the corresponding wave number vector with the magnitude of  , and the amplitude A(k) and non-linear wave speed v(k) as shown in of Equations 8, 9:






2.2 PINN

In 2019, the “Physical Information Neural Network” (PINN) was proposed by a research group led by Professor George Em Karniadakis of Brown University. PINN is a new scientific research paradigm that uses deep learning technology to solve PDE. Since its birth, PINN has become the commonest keyword in the field of “AI for science”. PINN is a kind of neural network used to solve supervised learning tasks, it adds physical equations as limiting conditions to the neural network so that the trained model can meet the laws of physics. In order to realize this physical limitation, in addition to using the neural network’s own loss function, PINN also uses the physical information loss function that contains the physical equation. What PINN optimizes through the physical information loss function is the difference between the solved physical equation value and the real physical equation value, and the closer the difference is to zero, the better the optimization effect is. After many rounds of iteration, the model trained by the PINN not only optimizes the neural network’s own loss function but also optimizes the physical information loss function including the physical equation, so that the final solved result can fit the real value and satisfy the physical law described by the partial differential equation. PINN uses a deep neural network to train the model, and the two-dimensional temporal-spatial structure of PINN is shown in Figure 1:




Figure 1 | Network structure of PINN.



In Figure 1, x is the spatial argument in the input data, and t is the time argument in the input data. u is the output dependent variable, and its right connected  , … are the first or multiple partial derivatives of u to t and x. MSE stands for mean square error and is formed by adding MSE{u,BC,IC} and MSEf. After each iteration, PINN will judge the size of MSE and threshold ϵ, if MSE is greater than threshold, the model training will continue, if MSE is less than threshold, the model training will 180 end. Specific definitions of MSE, MSE{u,BC,IC} and MSEf are as follows:

 

In Equation 10, MSE is the loss function of the whole, which is composed of the addition of the loss function MSE{u,BC,IC} of the initial and boundary point and the physical information loss function MSEf of the space point.



In Equations 11, MSE{u,BC,IC} is the fitting of the data set, and can learn the distribution law of the training data set just like the traditional neural networks, where u is the solution of the partial differential equation, BC is the boundary data set, and IC is the initial data set. u(xu,tu) is the velocity value (or other values) of the initial and boundary point solved by PINN, u is the velocity value (or other values) of the initial and boundary point solved by the numerical method, Nu is the number of input initial and boundary points.

 

In Equation 12, MSEf is the fitting of physical equations and can learn the physical laws described by the equation. f(xf, tf) is the size of the physical equation solved by PINN, and Nf is the number of input space points (including initial and boundary points).

If the PINN can obtain the solution of the equation well, then the velocity value (or other values) of MSEu with respect to every initial or boundary point approaches zero, and the size of the physical equation of MSEf with respect to every point approaches zero. In other words, when MSE approaches zero, it can be considered that the solved value of each point on the training data set approaches the true value. In this way, solving the equation is transformed into an optimization loss function using the backpropagation mechanism of the neural network and two optimizers L-BFGS and Adam.





3 Materials and methods



3.1 Overall architecture of DF-ParPINN

The mBL equation is a time-dependent two-dimensional equation with a complex structure and non-convex properties, contains many second-order partial derivatives, has a complicated derivation process, and has boundary conditions that are difficult to determine. Because of the problems existing in PINN, it is difficult to obtain the high-accuracy solution of mBL equation directly by PINN. Therefore, according to the characteristics of mBL equation, we proposed “DF-ParPINN: parallel PINN based on velocity potential field division and single time slice focus”.

The overall architecture of DF-ParPINN consists of three modules: temporal-spatial division module of overall velocity potential field, rational selection module of multiple time slices data, parallel computation module of high-velocity fields and low-velocity fields, each of them respectively improves the optimization of the high-dimensional non-convex equation, the deep transmission of effective physical information, the low cost and fast training of the network. The three modules are shown in Figures 2–4:




Figure 2 | Temporal-spatial division module of overall velocity potential field.






Figure 3 | Data rational selection module of multiple time slices.



In Figures 2–4, VPF is shorthand for velocity potential field, HVFs is shorthand for the high-velocity fields and HVF is the singular form of HVFs, LVFs is shorthand for the low-velocity fields and LVF is the singular form of LVFs.

In Figure 2, firstly, the whole velocity potential field with three-dimensional temporal-spatial data is temporal dimension reduced, and the velocity potential fields of different time slices are obtained. Then, the velocity potential field of different time slices is spatially divided, and the high-velocity field of different time slices (the raised part in middle marked by high) and the low-velocity field of different time slices (the smooth part in around marked by low) are obtained.

In Figure 3, firstly, the high-velocity field (low-velocity field) data of different time slices are divided into the data of the time slice to be solved and the data of the previous time slices. Then, the data of these two parts are selected reasonably, the data of the time slice to be solved are focused selected, and the data of the previous time slices are less selected, to obtain the reasonably selected data of the high-velocity field (low-velocity field).

In Figure 4, firstly, the reasonably selected data of the high-velocity field and the reasonably selected data of the low-velocity field are respectively input into parallel physics-informed neural networks (shown in Figure 5) of different servers for subdomain parallel calculation and the solved high-velocity field and the solved low-velocity field are obtained. Then, the subdomains solved by these two parts are combined in space to get the solved velocity potential field.




Figure 4 | Parallel computation module of high-velocity fields and low-velocity fields.






Figure 5 | Network structure of DF-ParPINN.






3.2 Temporal-spatial division module of overall velocity potential field



3.2.1 mBL equation normalization

mBL equation has different velocity potential fields under different equation coefficients, initial conditions, and boundary conditions. The more coefficients of the equation, the more complex the initial and boundary conditions, and the more irregular the velocity potential field shape of mBL equation. The velocity potential field of mBL equation can be spatially domain divided according to regular shapes, and reduce complex high-dimensional nonconvexity. Therefore, in order to obtain the regular velocity potential field shape, we set the equation coefficients, initial conditions, and boundary conditions of mBL equation, and mBL equation after setting is shown in follows:



By setting the coefficient b in Equation 1 to 0, we get Equation  13. After the above settings, the velocity potential field of mBL equation can take on a regular shape.




3.2.2 Time dimension reduction

For mBL equation, the velocity potential fields of different time slices may have different shapes. Therefore, before spatial domain division of the velocity potential field, time dimension reduction is needed, that is, the overall velocity potential field is divided into velocity potential fields of different time slices based on the time axis. After the time dimension reduction, the original three-dimensional space-time mBL equation becomes many groups of the two-dimensional space mBL equation, and the complex high-dimensional non-convex characteristics of the mBL equation are degraded. In this way, DF-ParPINN does not have to process the three-dimensional data selected under all time slices at once, but only to process the three-dimensional data selected under the required time slices.

mBL equation of x ∈ [−1,1], y ∈ [−2,2] and t ∈ [0,7500] is taken as an example for time dimension reduction. Among them, x contains 512 points, y contains 1024 points, and t contains 51 time slices. After time dimensionality reduction, the overall velocity potential field, which originally contained 512*1024*51 = 26738688 solutions, was divided into 51 velocity potential fields corresponding to 51 time slices, each containing 512*1024 = 524288 solutions. The velocity potential fields at partial time slice solved by the pseudo-spectral method are shown in Figure 6:




Figure 6 | Velocity potential field at partial time slice solved by pseudo-spectral method.






3.2.3 Spatial domain division

As can be seen from Figure 6, for mBL equation, except that the initial field when t = 0 is “a flat land”, the velocity potential field of other time slices has a regular shape: high in the middle and low around the sides. Therefore, the velocity potential fields of different time slices can be spatially domain divided according to the shape of this rule. 51 sets of the high-velocity fields and the low-velocity fields can be obtained from 51 time slices. After the Spatial Domain Division, the original multiple velocity potential fields become multiple high-velocity and low-velocity fields, and the non-convex characteristics of mBL equation in space are further degraded. In this way, DF-ParPINN can process high-velocity fields and low-velocity fields separately, to better learn the characteristics of high-velocity fields and low-velocity fields.

For the velocity potential field per time slice (except for the initial field), the velocity potential values of some space points have a large variation range, and these space points are all distributed in the middle of the velocity potential field; the velocity potential values of other space points are almost unchanged, and these points are all distributed around the velocity potential field. The velocity potential field at this time can be divided into high-velocity potential field (referred to as “high-velocity field”) and low-velocity potential field (referred to as “low-velocity field”) based on the velocity threshold. The velocity threshold has the following characteristics: it is smaller than the value of all points in the high-velocity field and larger than the value of all points in the low-velocity field. Therefore, the high-velocity field is a part of the velocity potential field where the velocity potential of all points is greater than the velocity threshold, while the low-velocity field is another part of the velocity potential field where the velocity potential of all points is less than the velocity threshold. Because the velocity potential value of no space point is equal to the velocity threshold value, there are no boundary points and boundary domain when the velocity potential field is divided based on the velocity threshold value, and there is no sub neural network aiming at the boundary domain.

The velocity potential field at t = 7500s (51st time slice) of mBL equation is taken as an example to divide the spatial domain. For the velocity potential field at this time, the velocity threshold is -0.7616 when taking the minimum value of the velocity potential value of all space points by MATLAB (MATLAB takes four decimal places by default). Using -0.7616 as the velocity threshold, the velocity potential field at this time is spatially domain divided. The obtained high-velocity field, as shown in the middle trapezoid (yellow, green, and light blue) in Figure 6, contains 400762 space points. The obtained low-velocity field, as shown in the surrounding plane (dark blue) of Figure 6, contains 123526 space points.





3.3 Data rational selection module of multiple time slices

For the overall velocity potential field of mBL equation, it is difficult to obtain a high-accuracy solution by directly selecting a part of data from all time slices into PINN and outputting the solved velocity potential value of all time slices. This is because without dividing the overall velocity potential field, it is impossible to reduce its high-dimensional non-convex property, and the interaction of physical information in different time slices increases the complexity and difficulty of training. Therefore, in addition to the division of overall velocity potential field, the physical information of different time slices should be reasonably allocated. By selecting the data of different time slices reasonably, the physical information of different time slices can be allocated reasonably.

Objectively, the velocity potential value of mBL equation in a certain time slice depends only on the physical information of the current time slice and all previous time slices, and mainly depends on the physical information of the current time slice. Therefore, for the velocity potential field of a certain time slice, the physical information of all previous time slices should be related and the physical information of the current time slice should be focused during training. In other words, for the velocity potential field of a certain time slice, the data entered into the network for training should contain the data of the current time slice and all previous time slices, mainly including the data of the current time slice.

mBL equation of x ∈ [−1,1], y ∈ [−2, 2], and t ∈ [0,7500] is taken as an example to carry out reasonabledata selection. After the velocity potential field division module, the initial and boundary points of mBL equation are located in the initial field, and the velocity potential value of all space points in the initial field is zero. Moreover, the overall velocity potential field of mBL equation is divided into 51 groups (corresponding to 51 time slices) of high-velocity field and low-velocity field. When the high-velocity field and the low-velocity field of a certain time slice are required to be solved, the data entered into the network for training consists of two parts, as shown below:

 

In Equation 14, data indicates all the selected data, datai+ indicates the data selected from the time slice to be solved, and datai− indicates the data selected from all previous time slices. The data contains space points and corresponding true velocity potential values, the amount of data in datai+ is greater that in datai−, and datai− contains the data of the initial field.




3.4 Parallel computation module of high-velocity fields and low-velocity fields

The mBL equation of x ∈ [−1, 1], y ∈ [−2, 2] and t ∈ [0, 7500] is taken as an example of parallel computation in a subdomain. After the temporal-spatial division module of overall velocity potential field and the data rational selection module of multiple time slices, the overall velocity potential field of mBL equation is divided into 51 groups (corresponding to 51 time slices) of high-velocity field and low-velocity field. Moreover, when the high-velocity or the low-velocity field of a time slice is required to be solved, the data entered into the network contains not only the data of the time slice to be solved but also the data of all previous time slices. Compared with using a single server to serial compute the overall velocity potential field, using multiple servers to compute the high-velocity and the low-velocity fields of different time slices in parallel can accelerate the calculation speed. Therefore, when the velocity potential field of a certain time slice is required to be solved, different servers can be used to compute the high-velocity or the low-velocity field in parallel, and then combine the high-velocity field and the low-velocity field into one velocity potential field according to the spatial coordinates, as shown below:

 



 

In Equations 15–17, ξ is the solved velocity potential value of the current velocity potential field, ξhigh is the solved velocity potential value of the current high-velocity field, and ξlow is the solved velocity potential value of the current low-velocity field. θhigh is the neural network used by the current high-velocity field, and HV Fs is the current high-velocity field and all previous high-velocity fields. θlow is the neural network used by the current low-velocity field, LV Fs is the current low-velocity field and all previous low-velocity fields, including the initial field, and the initial and boundary points are located in the initial field. ξ is obtained by the union of ξhigh and ξlow. θhigh and θlow have the same network structure is shown in Figure 5:

In the network structure of DF-ParPINN, the input is the space coordinates x, y and time coordinates t, and the output is the velocity potential value ξ and the function value f. The network first determines whether x and y belong to the high-velocity field, if yes, they are trained by deep neural network 1 in server 1, if not, they are trained by deep neural network 2 in server 2. The structure of the two deep neural networks is exactly the same, except that the inputs and outputs are different. x, y, t become ξ after deep neural network, ξ becomes multiple first and second partial derivatives after automatic derivation, and multiple partial derivatives become f when substituted into Equation 13. DF-ParPINN uses multiple deep neural networks in parallel to train the model and defines the loss function as:

 

Where, MSE is the overall loss function, which is formed by adding MSEξ, MSEξt, and MSEf.

 

Where MSEξ is the velocity potential loss function, ξ(x,y,t) is the velocity potential value solved by DF-ParPINN, ξ is the velocity potential value solved by the pseudospectral method, and N is the number of input space points in different time slices (including initial and boundary points). ξ in θhigh is ξhigh, and ξ in θlow is ξlow.

 

Where, MSEξt is the first-order partial time derivative loss function, ξt(x,y,t) is the first partial derivative of ξ to t solved by DF-ParPINN, ξt is the first partial derivative of ξ to t solved by the pseudospectral method, and N is the number of input space points in different time slices (including initial and boundary points). ξt in θhigh is ξthigh, and ξt in θlow is ξtlow.

 

Where, MSEf  is the physical information loss function, f(x,y,t) is the size of mBL equation solved by DF-ParPINN, f is the size of mBL equation solved by the pseudo-spectral method, and N is the number of input space points in different time slices (include initial and boundary points). f in θhigh is fhigh, and f in θlow is flow.

Moreover, θlow is also responsible for processing the data of the initial field, and the initial and boundary points are located in the initial field, and the loss function of the initial and boundary points also follows Equations 18-21.

If DF-ParPINN can solve mBL equation well, then the velocity potential value of MSEξ with respect to every point tends to zero, the first partial derivative of MSEξt with respect to every point tends to zero, and the physical equation value of MSEf with respect to every point tends to zero. In other words, when MSE approaches zero, it can be considered that the solved value of each point on the training data set approaches the true value. In this way, solving mBL equation is transformed into an optimization loss function using the backpropagation mechanism of the neural network and two optimizers, L-BFGS and Adam.





4 Results



4.1 Data set

We use mBL equation with the regular shape shown in Equation 13 to conduct numerical experiments, and the data set was obtained and provided by Chunxin Yuan et al. through the pseudo-spectral method. The detailed information of mBL equation dataset is shown in Table 1:


Table 1 | Detailed information of mBL equation data set.






4.2 Initial conditions and boundary conditions

For mBL equation shown in Equation 13, there are many sets of initial conditions and boundary conditions, but not every set of conditions results in a mBL equation with the regular shape. The initial conditions and boundary conditions of mBL equation with the regular shape are shown in Table 2:


Table 2 | Initial conditions and boundary conditions of mBL equation with the regular shape.






4.3 Comparative study



4.3.1 Experimental setup

In order to verify that DF-ParPINN can solve mBL equation with high accuracy, we use three physical information neural network methods PINN, PIRNN, and cPINN, and a neural computing subclass method DeepONet, as the contrast baseline. The differences between the five algorithms are shown in Table 3:


Table 3 | Differences between the five algorithms (contrast experiments).



The input and output of the five algorithms are shown in Table 4:


Table 4 | Input and output of the five algorithms (contrast experiments).



The detailed settings of the five algorithms are shown in Table 5:


Table 5 | Detailed settings of the five algorithms (contrast experiments).



Both the training set and the test set of the five algorithms belong to the same data set, both follow the principle of random selection, and the data contained in both are not repeated.

PINN or PIRNN does not perform temporal-spatial domain division of mBL equation. PINN or PIRNN selected directly 100000 datasets from 1024 × 512 × 51 datasets (containing the overall velocity potential field of all time slices) as the training set, and 10000 datasets from 1024 × 512 datasets (containing only the velocity potential field of the time slice to be solved) as the test set.

cPINN only performs temporal-spatial domain division (division only in the spatial domain), and divides the velocity potential field of all time slices into the overall high-velocity field and the overall low-velocity field. For the overall high-velocity field, cPINN selected 100000 datasets from 400762*51 datasets (containing the high-velocity field and the partial low-velocity field of all time slices) as the training set, and selected 10000 datasets from 400762 datasets (containing the high-velocity field and the partial low-velocity field of the time slices to be solved) as the test set. For the overall low-velocity field, cPINN selected 10000 datasets from 123526*51 datasets (containing another part of the low-velocity field of all time slices) as the training set, and selected 10000 datasets from 123526 datasets (containing another part of the low-velocity field of the time slice to be solved) as the test set.

DeepONet does not perform temporal-spatial domain division of mBL equation. The training set and test set selection of DeepONet are the same as that of PINN.

DF-ParPINN performs temporal-spatial domain division (division in both spatial and temporal domains) for mBL equation, and divides the velocity potential field of each time slice into two parts: the high-velocity field and the low-velocity field. For the high-velocity field (the low-velocity field) of the time slice to be solved, DF-ParPINN first selected 95000 datasets from the high-velocity field (the low-velocity field) of the time slice to be solved, then selected 5000 datasets from high-velocity fields (the low-velocity field) of all previous time slices, a total of 100000 datasets were selected as training sets, and selected 10000 datasets from the high-velocity field (the low-velocity field) of the time slice to be solved. Unlike cPINN, which only uses a single server to train and test the overall high-velocity field and the overall low-velocity field, DF-ParPINN uses multiple servers to train and test the high-velocity field and the low-velocity field separately in parallel, to improve the training and testing speed under the spatial-temporal division strategy.

For mBL equation, cPINN divides the velocity potential field of all time slices based on the velocity threshold of the last time slice, and DF-ParPINN divides the velocity potential field of each time slice based on the velocity threshold of each time slice. Because the velocity potential value of no space point is equal to the velocity threshold, there is no boundary point and boundary domain when the velocity potential field is divided based on the velocity threshold, and there is no sub-neural network for the boundary domain.

In solving equations, PINN uses relative error to measure the accuracy of the solution. Therefore, in solving mBL equation, the five algorithms continue to use relative error to measure the accuracy of the velocity potential field solved. In this paper, the relative error is the matrix of two norms between the algorithm prediction solution and the pseudo-spectral method numerical solution. The smaller the relative error is, the higher the accuracy of the prediction solution is, and the better the performance of the algorithm is. For the algorithms that use temporal-spatial domain division, the relative error of the velocity potential field of the time slice to be solved is shown as follows:

 

 

In Equations 23, 24, error is the relative error of the velocity potential field of the time slice to be solved, errorh is the relative error of the high-velocity field of the time slice to be solved, errorl is the relative error of the low-velocity field of the time slice to be solved, counth is the number of space points of the overall high-velocity field (cPINN) or the number of space points of the high-velocity field of the time slice to be solved (DF-ParPINN). countl is the number of space points in the overall low-velocity field (cPINN) or the number of space points in the low-velocity field of the time slice to be solved (DF-ParPINN), and count is the number of space points in the overall velocity potential field (cPINN) or the number of space points in the velocity potential field of the time slice to be solved (DF-ParPINN).




4.3.2 Experimental results

After the above settings, five algorithms are trained separately on the same mBL equation data set, and partial time slice data is selected for testing. The relative errors of the five algorithms are shown in Table 6:


Table 6 | Relative errors of the five algorithms (contrast experiments).



The solution time of the five algorithms is shown in Table 7:


Table 7 | Solution time of the five algorithms (contrast experiments).



Where, t=750s is the 6th time slice, t=1500s is the 11st time slice, t=2250s is the 16th time slice, t=3000s is the 21st time slice, t=3750s is the 26th time slice, t=4500s is the 31st time slice, t=5250s is the 36th time slice, t=6000s is the 41st time slice, t=6750s is the 46th time slice, t=7500s is the 51st time slice.

It can be clearly seen from Table 6 that compared with PINN, PIRNN, cPINN, and DeepONet, DFParPINN has absolute accuracy advantages in solving mBL equation, which proves that DF-ParPINN is the most effective. It also can be clearly seen from Table 7 that the average solution time of the five algorithms is no more than 0.5s, much faster than 9.4 minutes of the pseudo-spectral method, which proves that DF-ParPINN is very efficient.





4.4 Ablation study



4.4.1 Experimental setup

In addition to comparison experiments, we also conducted ablation experiments to further verify the effectiveness of DF-ParPINN. The ablation experiments adopt module ablation and include three modules. Temporal-spatial division module of overall velocity potential field is the first module, data rational selection module of multiple time slices is the second module, parallel computation module of high-velocity fields and low-velocity fields is the third module. The first module is the premise for the second and the third module, without the first module there can be no the second and the third module. The second module can be divided into the first submodule data rational selection and the second submodule data focus. The second module can be divided into the first submodule data focus and the second submodule data rational selection. The first submodule is the premise of the second submodule data, without the first submodule there is no second submodule. Therefore, five ablation algorithms can be set up. The differences between the five algorithms are shown in Table 8:


Table 8 | Differences between the five algorithms (ablation experiments).



The input and output of the five algorithms are shown in Table 9:


Table 9 | Input and output of the five algorithms (ablation experiments).



The detailed settings of five algorithms are shown in Table 10:


Table 10 | Detailed settings of five algorithms (ablation experiments).



Both the training set and the test set of the five algorithms belong to the same data set, both follow the principle of random selection, and the data contained in both are not repeated.

DF-ParPINN-1a or DF-ParPINN-1a3 do not select data from datasets of the time slice to be solved and datasets of all previous time slices according to the 95000:5000 allocation rule, but more focus on selecting data from datasets of the time slices to be solved. For the high-velocity field (the low-velocity field) of the time slice to be solved, the algorithm first selected 50000 datasets from the high-velocity field (the low-velocity field) of the time slice to be solved, then selected 50000 datasets from high-velocity fields (low-velocity fields) of all previous time slices, a total of 100000 datasets were selected as training sets, and selected 10000 datasets from the high-velocity field (the low-velocity field) of the time slice to be solved as test sets. DF-ParPINN-1a3 also uses different servers to solve high-velocity and low-velocity fields.

DF-ParPINN-1b or DF-ParPINN-1b3 do not select data from datasets of the time slice to be solved and datasets of all previous time slices according to the 95000:5000 allocation rule, and do not focus on selecting data from datasets of the time slices to be solved. For the high-velocity field (the low-velocity field) of the time slice to be solved, the algorithm selected directly 100000 datasets from all high-velocity fields (all low-velocity fields) of all time slices as training sets, and selected 10000 datasets from the high-velocity field (the low-velocity field) of the time slice to be solved as test sets.DF-ParPINN-1b3 also uses different servers to solve high-velocity and low-velocity fields.

DF-ParPINN-12 selects data from datasets of the time slice to be solved and datasets of all previous time slices according to the 95000:5000 allocation rule. For the high-velocity field (the low-velocity field) of the time slice to be solved, the algorithm first selected 5000 datasets from the high-velocity field (the low-velocity field) of the time slice to be solved, then selected 95000 datasets from high-velocity fields (low-velocity fields) of all previous time slices, a total of 100000 datasets were selected as training sets, and selected 10000 datasets from the high-velocity field (the low-velocity field) of the time slice to be solved as test sets. DF-ParPINN-1a3 does not use different servers to solve high-velocity and low-velocity fields.

In solving mBL equation, we still use relative error to measure the accuracy of the velocity potential field solved by the five algorithms. For DF-ParPINN, the relative error of the velocity potential field of the time slice to be solved is shown in Equation 22).




4.4.2 Experimental results

After the above settings, five algorithms are trained separately on the same mBL equation data set, and partial time slice data is selected for testing. With the addition of DF-ParPINN, the relative errors of the six algorithms are shown in Table 11:


Table 11 | Relative errors of the six algorithms (ablation experiments).



The solution time of the six algorithms is shown in Table 12:


Table 12 | Solution time of the six algorithms (ablation experiments).



It can be clearly seen from Table 11 that compared with DF-ParPINN-1a, DF-ParPINN-1b, DF-ParPINN1a3, and DF-ParPINN-1b3, DF-ParPINN and DF-ParPINN-12 have same absolute accuracy advantages in solving mBL equation, which proves that DF-ParPINN is the most effective. It also can be clearly seen from Table 12 that the average solution time of DF-ParPINN, DF-ParPINN-1a, DF-ParPINN-1b, DF-ParPINN-12, DF-ParPINN-1a3 and DF-ParPINN-1b3 is 0.0198s, 0.0358s, 0.0207s, 0.0350s and 0.0239s respectively, and the average solution time of DF-ParPINN is the shortest, which proves that DF-ParPINN is the most efficient.





4.5 Depth study



4.5.1 Experimental setup

Unlike PINN, PIRNN, cPINN, and DeepONet, which use only one optimizer for training, DF-ParPINN can use both LBFGS and Adam optimizers for deep training. First use LBFGS efficient training, when the epochs reach 10000, the loss no longer decreases. Then use Adam to continue training, until the loss is almost no longer decreasing.




4.5.2 Experimental results

Taking the velocity potential field at t=7500s (51st time slice) of mBL equation as an example, the depth training of DF-ParPINN was conducted. The training set is consistent with the description in 4.2.1, while the test set changes to all 400762 datasets of high-velocity field at t=7500s and all 123526 datasets of low-velocity field at t=7500s. The relative errors in different training stages are shown in Table 13:


Table 13 | Relative errors in different training stages (depth experiments).



The solution time in different training stages is shown in Table 14:


Table 14 | Solution time in different training stages (depth experiments).



Finally, after deep training 1000000 epochs, the velocity potential field t=7500s solved by DF-ParPINN is shown in the left part of Figure 7, and the velocity potential field t=7500s solved by the pseudo-spectral method is shown in the right part of Figure 7:




Figure 7 | Velocity potential field at t=7500s solved by two algorithms.



Comparing the left and right parts of Figure 7, the velocity potential field solved by DF-ParPINN after deep training 1000000 epochs almost fits the velocity potential field solved by the pseudo-spectral method, which further proves DF-ParPINN is very effective. It also can be clearly seen from Table 14 that the average solution time of DF-ParPINN after deep training is still no more than 0.5s, much faster than 9.4 minutes of the pseudo-spectral method, which proves that DF-ParPINN is very efficient.






5 Discussion



5.1 Compared with advanced deep learning PDE solvers

mBL equation is a high-dimensional non-convex function with three-dimensional spatiotemporal variables, and high-dimensional non-convex optimization problems are NP-hard problems that are difficult to solve accurately. Therefore, PINN is easy to fall into the local optimal solution when solving mBL equations, so it is difficult to obtain the exact solution, so the overall accuracy of PINN is not ideal.

Compared with PINN, PIRNN uses RNN to replace the DNN in PINN. The circular structure of RNN allows information to be passed between different time steps, captures long-term dependencies, and exploits contextual information. These make RNN better model the timing relationship of velocity potential fields in different time slices, and then improve the solving accuracy, so the overall accuracy of PIRNN is higher than that of PINN.

Compared with PINN, cPINN uses the same spatial domain partitioning strategy for velocity potential fields in different time slices, and divides the overall velocity potential field into two parts: the overall high-velocity field and the overall low-velocity field, which have different spatial characteristics. Therefore, first solving the overall high-velocity field and the overall low-velocity field, then combining them can reduce the difficulty of solving, and then improve the solving accuracy, so the overall accuracy of cPINN is higher than that of PINN.

DeepONet does not use the corresponding physical information to assist in solving mBL equations, and the complex high-dimensional characteristics of mBL equations are very challenging for DeepONet neural operators. As a result, it is difficult for DeepONet to accurately capture all the details and features of mBL equation, so the overall accuracy of DeepONet is lower than other algorithms.

DF-ParPINN uses three modules: the temporal-spatial division module of the overall velocity potential field, the data rational selection module of multiple time slices, and the parallel computation module of high-velocity and low-velocity fields. These modules improve the PINN, to a certain extent, and solve the following three problems that exist when the PINN solves PDEs: difficult to solve complex PDEs with high-dimensional non-convex properties, difficult to transfer the physical information of boundary points and initial points, and difficult to train the automatic derivative network quickly at a low cost. Therefore, DF-ParPINN greatly improves the accuracy of solving the mBL equation, so the overall accuracy of DF-ParPINN is higher than that of other algorithms.




5.2 Compared with DF-ParPINN with different modules

DF-ParPINN-1a or DF-ParPINN-1a3 uses the temporal-spatial division module of overall velocity potential field, but uses only the data focus submodule of the data rational selection module of multiple time slices. Because the amount of data selected from the velocity potential field of the time slice to be solved is the same as the velocity potential fields of all previous time slices, the physical information of the velocity potential field of the time slice to be solved is not utilized to the maximum extent, so their accuracy is not ideal.

Compared with DF-ParPINN-1a, DF-ParPINN-1a3 also uses the parallel computation module of highvelocity fields and low-velocity fields, replacing the serial computation of a single server used by the DF-ParPINN-1a with parallel computation of multiple servers, which greatly reduces the training time and significantly reduces the solution time.

DF-ParPINN-1b or DF-ParPINN-1b3 uses the temporal-spatial division module of overall velocity potential field, but does not use the data rational selection module of multiple time slices. Due to the lack of focused and reasonable distribution of training data, the physical information of velocity potential fields of all previous time slices is overused, so their accuracy is not ideal.

Compared with DF-ParPINN-1b, DF-ParPINN-1b3 also uses the parallel computation module of highvelocity fields and low-velocity fields, replacing the serial computation of a single server used by the DF-ParPINN-1b with parallel computation of multiple servers, which greatly reduces the training time and significantly reduces the solution time.

Compared with DF-ParPINN, DF-ParPINN-12 just doesn’t use the parallel computation module of high-velocity fields and low-velocity fields, instead using a single server for serial computation. Therefore, the solution accuracy of both is the same, but the training time of DF-ParPINN-12 is much larger than that of DF-ParPINN, and the solution time is significantly larger than that of DF-ParPINN.

DF-ParPINN uses all three modules, and to a certain extent solves the three problems that exist when PINN solves PDE, so the accuracy of DF-ParPINN is the highest.




5.3 Compared with DF-ParPINN after deep training

DF-ParPINN trained only 5000 epochs using the LBFGS optimizer, and the training loss only converges to a local minimum, so the accuracy of DF-ParPINN is not very low.

DF-ParPINN after deep training uses LBFGS and Adam two optimizers to train more than 10000 epochs, and when epochs reach 1000000 the training loss almost converges to the global minimum, so the accuracy of DF-ParPINN after deep training is close to ideal.




5.4 Limitations of DF-ParPINN

First, DF-ParPINN needs to perform the temporal-spatial division of the PDE. If there are too many time slices of the PDE or the space field shape of each time slice is irregular, it is difficult to perform the temporal-spatial division.

Secondly, DF-ParPINN needs to perform the data rational selection of different time slices, which depends on the temporal-spatial division of the PDE. If the time dimension reduction is unsuccessful, it is difficult to perform the data rational selection.

Finally, DF-ParPINN needs to perform the parallel computation of different types of fields, which also depends on the temporal-spatial division of the PDE, and if the spatial division is not successful, it is difficult to perform the parallel computation.

Therefore, some very complex high-dimensional PDEs in real-world applications have no regular shape, the current DF-ParPINN has difficulty solving them.





6 Conclusion

In order to solve mBL equation, a high-dimensional PDE with complex structures, quickly and accurately, and achieve a new breakthrough in solving complex PDE of the physical ocean field by using deep learning technology, we propose “DF-ParPINN: parallel PINN based on velocity potential field division and single time slice focus”. DF-ParPINN consists of three modules: temporal-spatial division module of overall velocity potential field, rational selection module of multiple time slices data, and parallel computation module of high-velocity fields and low-velocity fields, each of them respectively realizes the optimization of the high-dimensional non-convex equation, the deep transmission of effective physical information, the low cost and fast training of the network, to varying degrees. The core of DF-ParPINN is parallel physics-informed neural networks of different servers, they are used separately to solve the high-velocity field and low-velocity field. The experimental results show that the solution time of DF-ParPINN is no more than 0.5s, and its accuracy is much higher than that of PINN, PIRNN, cPINN, and DeepONet. Moreover, the relative error of DF-ParPINN after deep training 1000000 epochs can be reduced to less than 0.1. With the help of neural operators and other methods, continue to improve DF-ParPINN, so that it can solve more complex mBL equations more accurately and quickly, which will be our future research direction.
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Underwater imagery is subject to distortion, and the presence of turbulence in the fluid medium poses difficulties in accurately discerning objects. To tackle these challenges pertaining to feature extraction, this research paper presents a novel approach called the multi-scale aware turbulence network (MATNet) method for underwater object identification. More specifically, the paper introduces a module known as the multi-scale feature extraction pyramid network module, which incorporates dense linking strategies and position learning strategies to preprocess object contour features and texture features. This module facilitates the efficient extraction of multi-scale features, thereby enhancing the effectiveness of the identification process. Following that, the extracted features undergo refinement through comparison with positive and negative samples. Ultimately, the study introduces multi-scale object recognition techniques and establishes a multi-scale object recognition network for the precise identification of underwater objects, utilizing the enhanced multi-scale features. This process entails rectifying the distorted image and subsequently recognizing the rectified object. Extensive experiments conducted on an underwater distorted image enhancement dataset demonstrate that the proposed method surpasses state-of-the-art approaches in both qualitative and quantitative evaluations.
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1 Introduction

With regard to the exploration and exploitation of marine resources, underwater objective recognition serves as a crucial medium and representation method for comprehending and perceiving the underwater realm. However, underwater environments are complex and variable, and underwater objectives can suffer from image degradation, distortion, or aberrations due to turbulence. More specifically, turbulence is a common phenomenon in the underwater environment that can lead to degradation, distortion, or deformation of underwater target images, causing features to deform, be lost, or become distorted, thereby significantly increasing the difficulty of recognition. Therefore, addressing the challenges brought by turbulence in the underwater environment to enhance the accuracy and efficiency of underwater target recognition is of paramount importance for in-depth exploration of the ocean, conservation of marine ecosystems, and advancement of sustainable development and utilization of marine resources.

To address these issues, many methods for underwater image detection have been investigated. However, amphibious robots suffer from feature loss when recognizing underwater objectives. The current algorithms were usually solved using multi-scale feature extraction (Zhao et al., 2021). In addition, underwater turbulence leads to incomplete objective feature information. There are limited features available for use in the underwater detection and identification process. Meanwhile, there are large differences in the scale of objective features of various types and different distances underwater. It is impossible to accurately extract the effective features of the objective for identification. Some scholars used contextual feature learning modeling to enhance the recognition of objectives with inconspicuous appearance features (Pato et al., 2020). Other scholars used generative adversarial learning to map low-resolution objective features into features that are equivalent to high-resolution objectives (Deng et al., 2021). These strategies can improve the algorithm recognition performance to some extent, but they are less effective in objective recognition caused by underwater turbulence.

In our work, we propose a multi-scale aware turbulence network (MATNet) method to solve the aberrant object recognition problem. It consists of two main phases: multi-scale feature extraction and corrective identification of distorted objectives. First, we perform feature extraction of objective contour features and positional features for the distorted objective feature information. Subsequently, correction of distorted images is achieved by fusion processing based on the extracted features. Finally, a loss function is introduced to accurately recognize the distorted objective.

In summary, the key contributions of this article can be highlighted as follows:

	1. In this paper, we propose to construct a density linking strategy and a location learning strategy for multi-scale feature extraction using different learning strategies to extract object texture and contour features from underwater environments. Utilizing the dual strategy learning module enables our module to be more perfect for object feature extraction.

	2. This paper proposes a contrast correction module, which realizes object distortion correction by means of positive and negative samples of multi-scale features, and the module utilizes the extracted object features by using the contrast method to complete the correction of the distorted object.

	3. This paper proposes a loss function to solve the object recognition problem. This loss function effectively solves the small sample category misclassification problem by changing the sample category weights to accomplish the accurate object recognition problem.






2 Related work



2.1 Multi-scale feature extraction

The accuracy of the extracted features directly affects the results of network localization and recognition during the objective recognition process. Huang et al. (2023) introduced a new hybrid attention model (S-CA), a compact channel attention module (C-ECA), and a streamlined target feature extraction network (S-FE) to enhance the capture of positional feature information. Ye et al. (2022) introduced a fusion multi-scale attention mechanism network to address boundary ambiguity, utilizing a feature refinement compensation module to minimize inter-class disparities. Cai et al. (2022a) proposed a dynamic multi-scale feature fusion method for underwater target recognition. Zhang et al. (2022) introduced MLLE, an effective method for enhancing underwater images. In this, Zhang and Dong (2022) proposed a novel method that was introduced for enhancing underwater images by combining a color correction technique inspired by Retime with a fusion technique that maintains fine details. Zhang et al. (2024) proposed a cascaded visual attention network (CVANet) for single image superresolution, which is used for feature extraction and detail reconstruction. Zhou et al. (2022) proposed a restoration method that utilizes backscattered pixel prior and color bias removal to enhance the contrast of underwater images, effectively correcting color distortions and preserving crucial image details through a fusion process. Yu et al. (2022) proposed a dual predictive feature pyramid module and a spatial channel attention mechanism module, which can obtain multi-scale contextual information on a large scale and improve the objective recognition rate. A dual prior optimization contrast enhancement method was proposed by researchers. This method employs distinct enhancement strategies for each layer, aiming to enhance both the contrast and texture details of the underwater image (Zhang et al., 2023a). Cai et al. (2022b) proposed a multi-bit pose feature generation mapping network M-PFGMNet for visual object tracking. Zhou et al. (2023) proposed a novel multi-feature underwater image enhancement method based on the embedded fusion mechanism (MFEF), which uses its decoder and encoder to recover the underwater scene and thus complete the image enhancement. Li et al. (2019) proposed an underwater image enhancement algorithm, which constructs an underwater image enhancement benchmark and trains an underwater image enhancement network based on this benchmark. Hyun et al. (2021) proposed to introduce the correlation region suggestion network to analyze the effect of regional convolutional neural network (R-CNN) in image feature extraction applications. Zhang et al. (2023c) proposed a novel imaging algorithm for multi-receiver synthetic aperture sonar (SAS), which rephrases the range change stage and range invariant stage.




2.2 Image contrast restoration

In aberrant objective image processing research, underwater images face quality degradation challenges in complex underwater environments. Zhang et al. (2023b) proposed an underwater image enhancement method that utilizes a weighted wavelet visual perception fusion technique. Eigel et al. (2022) proposed a framework using computational homogenization to enhance the shape uncertainty to have fuzzy properties and, finally, to compute its mean displacement boundary. Wang et al. (2023c) proposed an intelligent protocol for underwater image enhancement, which carried out intelligent configuration through protocol reinforcement learning, and finally produced underwater image enhancement results. Li et al. (2022c) proposed binocular structured light to measure the geometric parameters of internal threads as a vision system. It can achieve high-precision recovery from 2D virtual image to actual image. Sun et al. (Sun et al., 2022) construct a novel bidirectional recursive VSR architecture to recover fine details by dividing the task into two subtasks and directing the attention to a motion compensation module that eliminates the effect of inter-frame misalignment. Cheng et al. (Cheng et al., 2022) propose a dual generative adversarial network patch model (DGPM) based image recovery for structural defects detection. Jiang et al. (Jiang et al., 2022b) proposed two restart nonlinear conjugate gradient method (CGM) with different restart degrees to solve the problem of unconstrained optimization and image restoration. Liu et al. (2023) proposed a multi-purpose haze removal framework for nighttime hazy images. Kim et al. (2022) propose a vehicle localization method that fuses aerial maps and LiDAR measurements in an urban canyon environment. Image restoration is accomplished by correcting the contours by correcting the scale distortion of the projections. He et al. (2022) investigate a new setup that aims to modulate the output effects across multiple degradation types and levels. Li et al. (2022e) proposed image Laplacian dark channel attenuation defogging method. which can reduce the transmission value deviation in different regions. Li et al. (2022d) introduced a novel multi-scale feature representation and interaction network for underwater object detection. While the methods mentioned above have shown promising results in their respective fields, they mainly focused on aberration correction or model optimization. However, characterizing turbulence-induced aberration images poses significant challenges due to their complex and dynamic nature.




2.3 Image object recognition

The existing body of research has made significant progress in the field of object recognition. Xu et al. (2020) introduced the SA-FPN architecture, designed to extract underwater image features and enhance the detection performance of marine objects. Chen et al. (2023) proposed an adaptive hybrid attention convolutional neural network (AHA-CNN) framework. Zhang et al. (2023) proposed a generative adversarial-driven cross-perception network (GACNet) for wheat variety identification and authentication. Wang et al. (2023b) proposed reinforcement learning with visual enhancement for object detection in underwater scenes to gradually enhance visual images to improve detection results. Guo et al. (2022) proposed a fully automated model compression framework called 3D-Pruning (3DP), which aims to achieve efficient 3D action recognition. Yang et al. (Yang, 2023) proposed a multi receiver synthetic aperture sonar (SAS) that generates high resolution by coherently stacking continuous echo signals. Lin et al. (2022b) proposed a system tailored for recognizing and tracking underwater target objects. Li et al. (Li et al., 2021) proposed an underwater image enhancement network guided by mid projection, which utilizes multi-color space embedding and physical model learning methods to effectively improve visual quality. Palomeras et al. (2022) proposed what was called ATR, which combines detectors and classifiers using a convolutional neural network model. Li et al. (2022a) investigated first-person hand movement recognition for RGB-D sequences with eight classical pre-trained networks and one pre-trained network designed to extract RGB-D features. Cai et al. (2022c) proposed an enhanced dilated convolution framework for underwater blurred target recognition. Yamada et al. (2021) proposed a novel self-supervised representation learning method. The method allows deep learning convolutional autoencoders to utilize multiple metadata sourced to normalize their learning. Wang et al. (2023d) proposed an adaptive attenuation channel compensation method for optimal channel precorrection and a guided fusion method for eliminating color deviation in RGB color space. Miao et al. (2021) proposed a method for hull modeling and identification of operational objectives based on 3D point clouds collected by a laser measurement system mounted on a ship loader. Wang et al. (2022) proposed an effective method for inertial feature recognition of conical spatial objectives based on deep learning. Xu et al. (2022) and others used YOLOv5s-improved algorithm to add a CA attention module by suppressing complex background and negative sample interference in the image. In traditional aberration recognition, direct recognition of the objective without correction can lead to reduced accuracy. Aberration correction often involves constructing correlation aberrations, but characterizing turbulence-induced aberrations with a fixed model is challenging, especially in correcting distortion in underwater images. The dynamic nature of turbulence makes establishing a static model difficult, complicating the correction process. This paper proposes a comparison correction method for distorted objectives to enhance recognition accuracy.





3 Methodology

To solve the problem of objective aberration recognition caused by turbulence, this paper proposes a multi-scale feature perception module; the model architecture is shown in Figure 1. This paper proposes a density linking module and a position learning module, which are used for objective multi-scale feature extraction and in the contrast correction module for the aberration correction of the aberration image. Our approach can be summarized into three processes: multi-scale feature extraction, distortion correction, and objective recognition.




Figure 1 | Method for underwater distortion correction and target recognition based on multi-scale feature pyramid. This paper first extracts features from input images using a dense connection strategy, then captures detailed features based on positional learning strategy, and processes features through upsampling. Subsequently, the extracted features are merged, and the feature maps are compared for disparities. An approach involving positive and negative sample comparison is used to correct images. Finally, the corrected images are utilized for target recognition using a loss function.





3.1 Multi-scale feature extraction

Due to the complex underwater environment, feature data in images may be difficult to extract. Object recognition poses a significant challenge. Therefore, this article constructs a MATNet network that integrates the DCEP module and SCA module. The former uses density linking to cluster the dataset, ensuring multi-scale feature extraction with high feature resolution, and can extract a wider range of features at different scales. The latter adopts a position learning strategy, utilizing the location information of the data to enhance the learning ability and performance of the model, which can better extract the detailed features of the object. The MATNet network uses a combination of two modules to better extract object features at different scales, which helps the network achieve higher accuracy of the object.

The paper proposes a method of utilizing pyramid feature transfer to better utilize target features, improve information transmission rate between different layers, and facilitate the correction and recognition of distorted images. The entire backbone network includes multiple encoder branches, and both encoder branches employ an identical structure for the restoration and recognition of distorted images. The transition layer, serving as a convolutional connector, is used to sample between each module. Subsequently, the extracted features are fed as inputs into the subsequent module, yielding multi-scale features of the object. The process of the multi-scale perception pyramid model is illustrated in Figure 2.




Figure 2 | Multi-scale feature pyramid network, capturing and integrating richer feature information in each convolutional module by utilizing transpose convolutions between them to better process object images.



In this paper, we utilize the DCEP module to obtain multi-scale features over a large area. Density links are utilized to extract objective features in a larger range to obtain objective contour feature information. A smaller size filter is set. Thus, the generated features are discriminative for objective detection. Since the input image is distorted and deformed due to turbulence, in the process of feature extraction, in addition to considering the positional information of the data, it is also necessary to store the relative positions between features in a computational manner.

After extracting features through convolutional neural networks, the size of the feature map often decreases, which requires upsampling of the image. Using deconvolution for image feature processing increases the receptive field of view, allowing subsequent convolution kernels to learn more global information and obtain more accurate sampling results. The feature map of the target is restored to its original resolution. The reverse convolution kernel is applied to the input feature map, and high-resolution output feature maps are generated through convolution operations. The upsampling ratio is controlled by adjusting the step size of the reverse convolution kernel. The step size is set to 1 without applying padding according to Equation (1)

 

There, s is the stream, p is the padding, i is the input, and k is the number of filters. The calculated output image size is 2 * 2. Next, the input image is set to 2 * 2 and filled to 0, and a 3 * 3 convolution kernel is used with a step size of 1 to perform upsampling to an output size of 4 * 4.

The multi-scale perception pyramid   utilizes the MATNet network framework consisting of three DCEP modules and SCA modules. By adding FSS, appropriate image features are transmitted from shallow nodes to deep nodes, thereby avoiding inconsistency in gradient calculation. The FSS is designed as Equation (2):

 

where the intersection of   and   can be computed by  ,   is the upsampling operation,   is the merged mapping of the k-th layer,   is the residual fast output of  , and the FSS serves as the scaling selection. FSS acts as a scaling option.

Based on semantic and multi-scale feature extraction, explore the loss of image features caused by turbulence, and use deep semantics to evaluate the quality of the affected images. This chapter adopts the semantic contextual approach, using semantic perception for different semantics-extracted feature parameters as image restoration parameters, to repair the distorted image more accurately. Semantic feature extraction is added to the convolutional kernel network. The feature stream is generated through the convolutional layer, and the DC feature stream reshapes the output features through the convolutional layer to get the deviation between the distorted features and the original image features. The process can be represented as Equation (3):

 

where W denotes the semantic-aware mapping function, A(i) denotes the semantic features of the image, and ρ denotes the semantic parameters.

Affected by the complex underwater environment, the image feature differentiation is low, the feature data of the objective is less, the features are not obvious, which causes the objective recognition to be difficult, and the recognition accuracy is not high. In this chapter, the original sample image is enhanced by twisting and distorting the data, and the enhancement database is constructed to store and put the sample image after data enhancement. The original image of the same type of image and the different enhanced image are set as a positive sample xi, and the image affected by turbulence and its enhanced image is set as a negative sample  . A multi-scale perception pyramid network, denoted as  , was trained using a set of samples  . The trained   can extract multi-scale salient features from images.

The effect of the mapping function   for the turbulence-induced distorted image features is verified by recoding the features of each input image. Let the relative position–distance relationship of the multi-scale features be Dn. The image multi-scale feature in-plane distance difference can be expressed by the equation Equation (4):

 

where   denotes the error of feature mapping to the plane   with respect to  . The autonomous repair of aberrations is achieved by reducing the spatial location of features in the objective samples and the objective library. To improve the repair accuracy of the features, find the way to reduce the error for optimal distortion image feature correction. The computational Equation (5) is:

 

The multi-scale perception model obtains a series of feature sub-vectors by processing the input image at different scales. These sub-vectors can be used for feature comparison and extraction in target detection tasks and for target detection and classification through contrast learning. The features of the multi-scale perceptual model of the object image can be represented by Equation (6):

 

where x is the test image that is provided as input, and   is the multi-scale feature of the output of the input test image capture target, which is obtained by training the encoder  . Additionally, during the objective feature extraction process, the relative positional relationships among various features are simultaneously preserved.




3.2 Underwater distorted image correction

During objective detection, distorted images can pose challenges to recognition by causing the loss of crucial feature information. The extracted object features are fused so that the extracted features interact with each other with information to obtain more information about the object features under the influence of turbulence, which is more conducive to the aberration repair of the object. In this chapter, the multi-scale comparison correction method is used to correct the similar feature positions by comparing the input objective image features with the clear image feature information. The distorted image is fused with the input features to get an output image with richer feature information, which is then compared with the samples, and feature encoding and decoding are used to achieve the repair of distorted images. The process of constructing a distortion correction model requires adjusting the image features of the distorted image. This can be done by using the following Equation (7):

 

where   is the feature vector of positive samples under the influence of turbulence, and   is the feature vector of image under the influence of turbulence of negative samples with similar distance.   denotes the correction calculation of the positive and negative samples, which achieves the autonomous repair of the aberration by reducing the position of the feature space between the positive and negative samples.

Positive and negative samples based on task objectives are determined: the target to be recognized as positive samples and set categories that do not belong to the target category as negative samples is set. The data was preprocessed and organized to ensure its quality and validity. Positive and negative sample data were selected for annotation of the original data, ensuring the comparability and consistency of the samples throughout the entire dataset. During data augmentation, sufficient consideration and processing of the data are carried out to ensure the accuracy and reliability of the data results.

The model learns by comparing positive and negative samples. The obtained features are gradually feature-biased toward positive samples with the expression Equation (8) as follows:

 

where Y   represents the degree of similarity between the samples, and the difference between the positive and negative samples is changed by contrast learning, and the difference between feature similar samples is gradually reduced. The contrast module is used to correct the distorted image so that the image is recovered close to the original image. The positional deviation of the feature map is calculated by comparing the multi-scale object feature distance difference between the source and object feature domain maps. Comparative learning for feature extraction and correction is shown in Figure 3:




Figure 3 | Corrected plot of features extracted by contrast learning. Correction of the positional deviation of feature points in the feature maps between the source domain and the object domain.



By introducing a combination of distance and pre-selected similarity to improve the similarity between samples, the performance and stability of the model can be improved, while also better adapting to the characteristics of different types of data. Let   denote the learned training features for a batch of samples in the source domain S and distorted image samples in the objective domain T. Construct N positive sample pairs   and N − 1 negative sample pairs  . The loss of domain contrast from the source domain to the abstract feature space is Equation (9):

 

where   denotes the corresponding cosine similarity relationship between the global feature vectors of the two views.   denotes the feature of a convolutional layer of the sample image, and τ denotes the temperature parameter.

To improve the restoration accuracy of the features, find the way to reduce the error for optimal distorted image feature correction. The computational Equation (10) is as follows:

 

After correction, the calibrated image is obtained. The corrected image features are represented as  , and the modified image is reconstructed using a decoder. The calibration process is illustrated in Figure 4.




Figure 4 | Correction process. Calculates the similarity between positive and negative sample pairs using cosine similarity and utilizes the features of positive and negative samples for image restoration.






3.3 Loss function

In this paper, we propose an underwater aberration objective identification method with multi-scale features to construct a multi-target scale monitoring network. The method solves the object aberrations caused by turbulence by training the multi-scale loss function to accomplish the accurate detection and identification of the object. In order to reduce the impact caused by redundancy on model detection, orthogonality loss is utilized to impose orthogonality in the feature space to maintain feature separation between different categories and feature aggregation in the same category and thus to the repaired aberrant object recognition.

Non-maximum suppression (NMS) for eliminating duplicate boxes is used to select the enclosing box for objective detection and suppress its neighboring boxes. Anchor points are utilized to generate bounding boxes, and redundancy is eliminated by suppression method. When establishing the bounding box, the predicted box is utilized as a reference.

In the process of network feature extraction construction, the image features of the distorted region are set as relevant semantics and their encoder counterparts, and the network classification loss function is calculated as shown in Equation (11):

 

where Wi denotes the number of relevant features, and Wd denotes the feature space corresponding to the relevant features.

During the network training process, a loss function is used to measure the error between the predicted values and the true values of the objective detection. This Equation (12) can be defined as follows:

 

where i is the anchor,   is the predicted probability of the anchor,   is the true anchor probability,   is the loss for predicting the coordinates, and   and   denote the predicted bounding box and the vector associated with the anchor, respectively.   is the loss of distinguishing between foreground background and fine-tuned anchors.   and  , the true confidence interval and the prediction confidence interval, are denoted to represent different aspects.   is the category loss. The three terms  ,  , and   are the normalization parameters. The model in this chapter sets  ,  , and  . Among   is the weight loss of the confidence interval  . The weight of the entire loss is equivalent to one unit. The objective of the loss function is to minimize the difference between the predicted and true values of the model, and the coefficient parameters determine the importance of each loss term in the overall loss. For specific loss items that require more attention and attention, their weight in the overall loss can be increased or decreased by adjusting the coefficient parameters. Different loss terms may have different measurement units and magnitudes, and their importance may also vary. A coefficient parameter of 1 in the loss function indicates that each loss term has different weights, which is useful for balancing the importance of different loss terms. Adjusting the coefficient parameters can better reflect the importance and contribution of each loss term, thereby achieving better model performance.

To ensure its robustness, an appropriate convergence interval is defined during the iterative calculation process, and a threshold is set as the convergence condition. When the parameter changes during the iteration process do not affect the objective function value, the algorithm has converged. By controlling the step size of each iteration, the stability of the algorithm is ensured and instability caused by parameter updates that are too fast or too slow is avoided. By setting an appropriate learning rate to enable the model to converge quickly, optimizing the prediction results by changing the learning rate, and gradually reducing the learning rate as training progresses, the model can converge quickly during training and update parameters more stably in the later stages of training. It also helps the model to output more stable probability values during prediction, thereby improving the accuracy and reliability of the model. The Equation (13) is as follows:

 

where   represents the initial learning rate, p is power, t represents the number of training epochs, and T is the total number of training epochs.





4 Experimental results and analysis



4.1 Experimental setup



4.1.1 Experimental environment

In this experiment, training, validation, and testing are performed on a small server with Intel(R) Core (TM) i7-1165G7 CPU, RTX 3090 GPU, and 64G RAM. In the comparison experiments, to reflect the objectivity of the proposed method, it is implemented using PyCharm deep learning tool.




4.1.2 Datasets

The main research problem addressed in this paper is the challenges posed by distorted underwater object images and the approach to address them using a multi-scale feature attention method. The datasets used in this paper are two datasets categorized by the publicly available underwater target identification datasets CADDY, NATURE Central. These datasets contain a total of 3,215 images, which are used to train the multi-scale salient feature extraction model. To ensure the effective training of the proposed objective aberration image correction recognition network under turbulence, a data augmentation technique is employed to expand the dataset by a factor of four. Consequently, the dataset is increased to 12,860 images, with 9,002 images used for training, 2,572 for testing, and 1,286 for the validation set, maintaining a ratio of 7:2:1.




4.1.3 Learning rate and training settings

In this chapter, the recognition means accuracy rate (MAP) and frame rate (FPS) are chosen as the evaluation metrics for the proposed algorithm as well as the comparative performance of the algorithms. The parameters of the proposed algorithm are set as follows: momentum is set to 0.9, weight decay is set to 0.0005, initial learning rate is set to 0.01, batch size is set to 24, and the algorithm iterates 200 epochs throughout the training process.




4.1.4 Assessment of indicators

Experimental validation was performed to evaluate the object recognition performance of the model when subjected to turbulence, the mean accuracy (MAP), distortion parameter, frames per second (FPS), and evaluation metrics for object detection under the influence of turbulence including MAP and FPS. MAP is used to evaluate the accuracy of object detection, while FPS is used to evaluate the real-time processing speed of the model. Higher MAP and FPS values represent better detection and faster processing. The calculation Equations (14)–(16) is as follows:

 

I is the image under the influence of turbulence, the K is the corrected image, and ml is the input image size.

 

µ is the mean, σ is the variance, and c is a constant.

 

K is the category, and   is the identification value of each point.





4.2 Results and analysis



4.2.1 Objective distortion correction

In this paper, six sets of experiments are conducted to verify the effectiveness and accuracy of the proposed method in repairing turbulence-induced image distortion and performing multi-scale perceptual object recognition. To showcase the effectiveness of the method proposed in this paper, several algorithms including CEEMDAN-Fast (Lin et al., 2022a), COCO (Mensink et al., 2021), yolov4 (Xu et al., 2022), and Scaled-yolov5 (Scoulding et al., 2022), Yolov7 (Wang et al., 2023a), TOOD (Feng et al., 2021), Boosting R-CNN (Song et al., 2023) as well as comparative validation with the algorithms proposed in this paper have been employed. This comprehensive approach enables a thorough evaluation and comparison of the proposed method with existing algorithms to highlight its performance and efficacy.

In the turbulence distortion image correction experiments, we focus on correcting and reconstructing input images that have turbulence-induced aberrations. Specifically, we select submarine, fish, diver, and AUV as the aberration objects. The results of these experiments are illustrated in Figure 5. The first column in Figure 5 displays the original aberration images. The subsequent four columns represent the results after different correction iterations. Each column corresponds to a specific correction iteration. Finally, the last column shows the output of the corrected image, which can be used for subsequent object detection.




Figure 5 | Correction and reconstruction results of distorted images.



This paper demonstrates the evolution of the reference frame during the distortion process. The results of the image quality evaluation of the reference frame at each iteration of the algorithm are shown in Table 1, where the gap between the estimated and real values of the parameter frames is decreasing as the number of iterations increases. The quality difference between the reference image and the parameter frame is gradually decreasing. The structural similarity between the parameter frame and the reference image gradually increases. As the number of iterations increases, the image quality of the parameter frames gradually improves. The MSE continues to decrease, and the PSNR and SSIM continue to increase, indicating that the gap between the estimated and true values of the parameter frames is decreasing, the quality difference between the reference image and the parameter frames is gradually decreasing, and the structural similarity is gradually improving. The image quality of the parameter frame is improved. By comparing the input images with the output images, it can be observed that the algorithm proposed in this paper effectively corrects underwater distorted images with specific distortion characteristics. The correction of these distorted images helps reduce the impact of environmental factors on objective recognition. In other words, the algorithm mitigates the negative effects of distortions, resulting in improved image quality and more accurate recognition of objects in underwater environments.


Table 1 | Image quality evaluation results of the parameter frames.



To evaluate the detection performance of the method proposed in this paper, several experiments were conducted. We recognize the original image and compare the recognition results with the above-cited literature. The specific recognition results are shown in Figure 6. The results show that the recognition accuracy is improved compared with the traditional recognition, and each method shows a relatively stable detection confidence.




Figure 6 | Underwater multi-scale objective image recognition results. (A) CEEMDAN-Fast, (B) Coco, (C) Yolov4, (D) Scaled-yolov5, (E) Yolov7, (F) TOOD, and (G) ours.



From Table 2, this paper’s algorithm has good recognition accuracy that is highest for frogmen and submarines, which is 0.9310 and 0.9027, respectively. CEEMDAN-Fast performs better on most of the categories, especially on the fish and frogmen categories with high detection accuracy. However, its MAP is low and the frame rate is slow. The COCO method achieved high detection accuracy on all categories and had high MAP values. Yolov4 showed high detection accuracy on most categories, especially on fish. It has a high MAP and a fast frame rate relative to the other methods. Scaled-yolov5 exhibits high detection accuracy on AUV categories but slightly decreases on other categories. It has a relatively high MAP and certain frame rate. Yolov7 achieved relatively high performance scores in the fish, diver, and AUV missions but performed slightly lower in the submarine mission. The TOOD achieved relatively high performance scores in the diver task but performed poorly in the other tasks. The method in this paper shows high detection accuracy on most of the categories, especially on the diver and submarine categories. It also shows relatively good MAP and frame rate. Overall, in terms of MAP and FPS metrics, our method performs best in submarines and frogmen, while the CEEMDAN-Fast method performs relatively poorly. The other methods have their own advantages and disadvantages, and their performance varies in different tasks.


Table 2 | Results of underwater distortion original image identification.






4.2.2 Image distortion correction recognition

Part of the effect of the algorithm proposed in this paper is shown in Figure 7, from which the effect of objective recognition under the influence of turbulence can be seen. This paper’s algorithm is for divers and submarines in several categories of recognition of high confidence. This paper’s algorithm for the recognition of the objective aberration caused by the turbulence confidence remains relatively stable, and in the recognition of the aberration of underwater objectives it is excellent.




Figure 7 | Underwater distortion uncorrected objective image recognition results. (A) CEEMDAN-Fast, (B) Coco, (C) Yolov4, (D) Scaled-yolov5, (E) Yolov7, (F) TOOD, and (G) ours.



This algorithm recognizes the objective image without distortion correction, so the average accuracy and number of frames recognized by the algorithms in this chapter and the comparison algorithms are shown in Table 3, where the entries in bold black font are the best data.


Table 3 | Results of underwater distorted images.



From Table 3, the highest recognition accuracies for submarines and divers in this chapter are 0.9201 and 0.8905. COCO shows high detection accuracy on most categories, which has high MAP values and fast frame rates, showing a strong objective detection. Yolov4 shows high detection accuracy on most categories, especially on the fish category with high accuracy. It has a high MAP and a certain frame rate. Scaled-yolov5 shows high detection accuracy on most categories, with high accuracy on the AUV category. It also shows relatively good MAP and frame rate. Our method shows high detection accuracy on most categories, especially on the submarine and frogman categories. It also performs relatively well in terms of MAP and frame rate. Yolov7 achieved high performance scores in the fish task but performed poorly in the other tasks. TOOD is more stable across task recognition. In summary, based on the MAP and FPS metrics, the methods in this paper perform relatively well in all tasks, especially in submarines and frogmen with high recognition rates. The other methods have their own strengths and weaknesses, and their performance varies from task to task.




4.2.3 Recognition result of distorted objective

Figure 8 demonstrates some of the effect diagrams of the algorithms in this chapter for aberration recognition. From Figure 8, the proposed algorithms in this chapter have the highest confidence level of 0.8523 and 0.8517 for the recognition of frogman and submarines, which is higher than other algorithms, and has a better recognition ability compared to other algorithms.




Figure 8 | Objective distortion recognition diagram. (A) CEEMDAN-Fast, (B) Coco, (C) Yolov4, (D) Scaledyolov5, (E) Yolov7, (F) TOOD, (G) Boosting R-CNN, and (H) ours.



From Table 4, it can be seen that our method demonstrates a certain level of detection accuracy in most categories, especially excelling in the submarine and diver categories, achieving accuracy values of 0.8517 and 0.8523, respectively. In comparison, CEEMDAN-Fast performs well in most categories, particularly showing high detection accuracy in the fish and diver categories. The COCO method achieves high detection accuracy in all categories and has a higher mAP value. Yolov4 shows high detection accuracy in most categories while also having higher mAP and faster frame rates compared to other methods. Scaled-yolov5 performs well in the AUV category but slightly decreases in other categories. Boosting R-CNN has high detection accuracy, especially in the fish category, but has the lowest frame rate. Our method demonstrates high detection accuracy in most categories, particularly excelling in the diver and submarine categories, while also performing relatively well in terms of mAP and frame rate.


Table 4 | Results of underwater distorted objective identification.






4.2.4 Ablation study

Ablation experiments are performed to verify the effectiveness of the feature extraction module and distortion correction module of the target image in the method proposed in this paper. The experiment was performed on a publicly available dataset. The densest network was used as the baseline for the ablation experiment. The results of the experiment are shown in Table 5, and the images are shown in Figure 9.


Table 5 | Quantitative evaluation of turbulence-induced distorted image ablation experiments.






Figure 9 | Experimental effect of turbulence-induced ablation of distorted images: (A) no module added, (B) MFM added, (C) DC added, and (D) both modules added.



The feature extraction pyramid module and the distortion correction module correct and recognize the image object by making the object features more visible, i.e., highlighting the contours and textures of the object. The image object can be made clearer and thus easier for object detection and recognition. The object feature information is extracted by multi-scale features of the object image, and the dense link and position strategy is used to compare to realize the distortion image repair. The combination of the two modules not only repairs the distorted image but also provides help in the recognition of the distorted image.

From Table 5, it can be observed that the recognition accuracies for submarine, fish, diver, and AUV in the network are 0.7199, 0.7537, 0.7741, and 0.7368, respectively. With the addition of the multi-feature extraction module to the network, the recognition accuracies for submarine, fish, diver, and AUV all improved to 0.8341, 0.7954, 0.8363, and 0.7961, respectively. Similarly, incorporating the distortion correction module into the network also resulted in improved recognition accuracies for submarine, fish, diver, and AUV, which were 0.8372, 0.7911, 0.8325, and 0.7905, respectively. When both the multi-feature extraction module and distortion correction module were added to the network simultaneously, significant improvements were observed in all categories. The recognition accuracies for submarine, fish, diver, and AUV were 0.8517, 0.8037, 0.8523, and 0.8014, respectively. Overall, the performance of the network improved when both modules were added compared to when only one of them was included.

To prove the effectiveness of each module for our MATNet for distorted object identification, we performed ablation studies on the proposed dataset, namely: our MATNet without autoencoder(w/a), our MATNet without pyramid model (w/PM), our MATNet without feature extraction (w/FE), and our MATNet without distortion correction (w/DC).

Table 6 exhibits the submarine fish frogman and AUV scores corresponding to the ablated models. Which can be shown that our MATNet (full model) has the best score compared with other modules. Additionally, it also proves that each module has a positive effect on our MATNet.


Table 6 | Results of ablation studies of different modules (optimal: red; suboptimal: blue).








5 Discussion

With the increasing research on the ocean, the complexity and variability of the marine environment make it challenging to explore the ocean. Light produces color-bias degradation during transmission and reconstruction of images to achieve image enhancement (Li et al., 2022b). This study investigates the effect of turbulence on the performance of marine object recognition, where feature extraction and recognition of objects become challenging in turbulent environments. Underwater image features are usually affected by contrast degradation, low illumination, color bias, and noise (Mishra et al., 2022). Marine deep learning methods still have high recognition accuracy and robustness in turbulent environments. Although turbulence causes distortions and warping of images and data, deep learning can better overcome these disturbances. A better understanding of the impact on object recognition under the influence of turbulence is essential to improve the performance of marine object detection and recognition systems. These findings are useful for improving object recognition in marine environments and optimization of ruthless learning algorithms to adapt to turbulence disturbances. A deeper understanding of the effects of turbulence on object recognition have important deed applications as well.

The research field of object recognition based on underwater images does face many challenges, but many scholars have actively conducted research and proposed various solutions. One of the novel imaging algorithms is the use of multi-receiver synthetic aperture sonar (MSSA) technology, which aims to provide high-resolution images of underwater objects. This algorithm utilizes coherently superimposed continuous echo signals to generate high-resolution images. The signals are fused and processed by multiple receivers, and a signal scene model is constructed. At the same time, single–multiple interactions are introduced for sampling, and ultimately multiple signals are processed to obtain high-resolution images of underwater objects. This technique can improve the resolution and clarity of object recognition in underwater images, allowing researchers to analyze and identify underwater targets more accurately. However, it should be noted that the complexity and specificity of underwater environments still pose some challenges, such as light attenuation, noise interference, and changes in the shape of objects. Therefore, researchers are still working to improve the algorithms and techniques and to explore more efficient methods for object recognition in underwater images.

Prior research on this topic has carried out some significant work in marine object recognition and deep learning, providing an appropriate context for the development of this thesis. Many previous studies have proposed a variety of object recognition in marine environments, such as traditional methods combining feature extraction and classifiers (Jiang et al., 2022a), model-based methods, and deep learning methods (Abeysinghe et al., 2022). These studies have provided a certain foundation for marine object recognition in terms of marine organisms, marine environment, and seabed targets. In the research on turbulence, turbulence is one of the important disturbances in the marine environment, but previous studies have focused on understanding the effects of turbulence on distortion and distortion of images and data. Through simulations and experimental analyses, the researchers discuss the effects of turbulence on the performance of object recognition algorithms and propose corresponding processing methods and improvement strategies. Previous studies have made some progress in the field of marine object recognition and deep learning, but relatively limited research has been conducted on object recognition in turbulent environments. Therefore, the findings in this thesis further explore the impact of turbulence on marine object recognition and propose improvement strategies for deep learning methods in turbulent environments. This research fills the research gap in the related field while providing new understanding and solutions for object recognition in turbulent environments with significant novelty. Although the research in this thesis has made important findings, there are still potential drawbacks and limitations in terms of experimental condition limitations, dataset selection, and comparison between deep learning models and real scenes. Future research should further remedy these limitations to improve the credibility and applicability of the study.

The findings of this thesis suggest that deep learning models are robust in turbulent environments and can achieve high recognition accuracy. Based on this observation, future research can further improve the deep learning model to better adapt to different types and intensities of turbulent disturbances—for example, new network structures or optimization algorithms can be explored to improve model robustness and object recognition performance. Consider the fusion of multimodal information: in addition to image data, marine object recognition may involve other sensors or data sources, such as sonar, LiDAR, etc. Future research could consider fusing multimodal information for object recognition, considering the effect of turbulence on multiple sensor data, and investigating how to optimize the fusion algorithm to improve the performance of object recognition. With regards integration with scene perception, object recognition is often affected by complex background disturbances in real marine environments, such as waves, sea spray, and so on. Future research can combine object recognition with scene perception technology to improve the performance of object recognition through the perception and understanding of environmental features. The interrelationship between turbulence and background features may become an important direction for future research to promote the application of object recognition in complex marine environments. In future research, the following hypothesis can be tested: it is assumed that the effect of turbulence on object recognition is influenced by the scale and shape of the target object. Smaller-scale and irregularly shaped objects may be more susceptible to turbulence, whereas larger-scale and regularly shaped objects may have better robustness. To test this hypothesis, experiments can be designed and collected on the recognition accuracy of objects with different scales and shapes under different turbulence intensities. By comparing the performance of different object types, the relationship between object properties and the effect of turbulence on object recognition can be further explored to provide more in-depth theoretical support for the optimization of object recognition algorithms.




6 Conclusions

This paper presents a MATNet aberration correction recognition method. The method in this paper considers the loss of objective features and the difficulty of feature extraction caused by the underwater environment in image recognition. In this paper, two learning strategies are used for multi-scale feature extraction, location learning strategy and density linking strategy, which are invoked to efficiently extract underwater objective features. Contrast correction of the distorted objective by the extracted multi-scale features restores a sharper image. The corrected image is subsequently employed to train the objective network for recognition. During the training process, a loss function is utilized to optimize the network parameters and ensure precise recognition of distorted objects. Extensive evaluation experiments on a variety of scenes show that our method is effective for image recognition due to aberrations and achieves good results in image restoration and object detection in complex scenes. Despite the superior performance of the method proposed in this paper in recognizing distorted images, it is still unsatisfactory for recognizing underwater objective images in dim and blurred environments, and we take this challenge as a problem that needs to be solved in the future.
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The rapid and accurate classification of aquatic products is crucial for ensuring food safety, production efficiency, and economic benefits. However, traditional manual methods for classifying ark shell species based on phenotype are time-consuming and inefficient, especially during peak seasons when the demand is high and labor is scarce. This study aimed to develop a deep learning model for the automated identification and classification of commercially important three ark shells (Tegillarca granosa, Anadara broughtonii, and Anadara kagoshimensis) from images. The ark shells were collected and identified using a polymerase chain reaction method developed in a previous study, and a total of 1,400 images were categorized into three species. Three convolutional neural network (CNN) models, Visual Geometry Group Network (VGGnet), Inception-Residual Network (ResNet), and SqueezeNet, were then applied to two different classification sets, Set-1 (four bivalve species) and Set-2 (three ark shell species). Our results showed that SqueezeNet demonstrated the highest accuracy during the training phase for both classification sets, whereas Inception-ResNet exhibited superior accuracy during the validation phase. Similar results were obtained after developing a third classification set (Set-3) to classify six categories by combining Set-1 and Set-2. Overall, the developed CNN-based classification model exhibited a performance comparable or superior to that presented in previous studies and can provide a theoretical basis for bivalve classification, thereby contributing to improved food safety, production efficiency, and economic benefits in the aquatic products industry.
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1 Introduction

Ark shells belong to the phylum Mollusca, class Bivalvia, order Arcida, and family Arcidae. Among the various ark shell species, granular ark (Tegillarca granosa (Linnaeus, 1758)), broughton’s ribbed ark (Anadara broughtonii (Schrenck, 1867)), and half-crenate ark (Anadara kagoshimensis (Tokunaga, 1906)) are currently commercially important for the fishery industry (Lee et al., 2022) and can be found throughout the Indo-Pacific region. These ark shell species, which live burrowed into sand or mud mainly within the intertidal zone at a depth of 1 to 2 m, play a crucial role in the community structure of coastal ecosystems and as critical economic resources for the fishery and aquaculture industries (Zhao et al., 2017). They are one of the most popular marine bivalves among consumers given their rich flavor and substantial nutritional benefits. In fact, they provide high-quality protein and vitamins, are low in fat, and contain a considerable amount of iron, which helps prevent anemia (Zha et al., 2022). The worldwide production of ark shells has been estimated to be approximately 591,000 tons per year, representing a value of nearly $600 million (Kong et al., 2020). In Korea, the production of ark shells has been to exceed 12,600 tons in 2019 (https://www.mof.go.kr/). Considering their ecological and economic importance as marine bivalves, they have been the subject of research efforts.

Globally, the aquaculture industry has continued to heavily rely on human judgment, manual labor, and environmental factors, or at most, employs partially automated or mechanized systems (Benjakul and Saetang, 2022). In response to these challenges, various strategies have been proposed to digitize the sector (Simonyan and Zisserman, 2015). Particularly in the distribution stage of aquatic resources, image recognition technology has been employed to leverage smartphones in identifying fish species or assessing their status based on image data (Yang et al., 2021; Knausgård et al., 2022; Li et al., 2023). Traditional image recognition technology has been used to perform contouring and indexing based on the unique characteristics of the object being classified (Deep and Dash, 2019). One of the popular techniques used to categorize aquatic resources is the polygon approximation algorithm, which involves selecting the start and end points of a segment and deciding whether to include a dominant point. Although this approach has allowed for the classification of aquatic resources with distinct outline characteristics, such as fish, shellfish, and starfish, it has some limitations when distinguishing detailed species within the fish or shellfish categories (Villon et al., 2018). Since 2010, the field of artificial intelligence has seen rapid advancements, particularly with regard to deep learning algorithms used in image processing (Rasheed, 2021). Considering their superior performance and broad applicability, deep learning algorithms have been ubiquitously employed across various industry sectors. Numerous examples of their applications can also be found in the fisheries industry (Yang et al., 2021; Saleh et al., 2022). Typically, the datasets used for artificial intelligence models that classify aquatic resources, particularly fish and shellfish, primarily focus on resources with characteristics distinct enough to be identified visually by humans (Zhang et al., 2023). However, for specific granular ark breeds that exhibit three similar phenotypes, a targeted model development focusing specifically on these three types could be considered more appropriate than incorporating them into the existing shellfish classification dataset. Traditionally, experts have relied on the shape and count of radial ribs to visually differentiate these species. However, this approach this method is not only challenging in achieving precise differentiation but also labor-intensive, requiring accurate classification assessment.

Therefore, the primary objective of this study was to validate whether genetic testing, in conjunction with genetic analysis, could be used for the imaging-based classification and differentiation of three distinct ark shell species. More precisely, this study employed a deep learning model, underpinned by a convolutional neural network (CNN) architecture, to classify the three species of ark shells, subsequently comparing the efficacies of the applied models to determine the most proficient one. To accomplish this, a verification group comprising three species of ark shells and four other bivalves was classified with the intent of developing an image classification model. We then determined the performance of the most efficient model and, ultimately, sought to corroborate the differentiation of the three ark shell species through polymerase chain reaction (PCR) testing. This approach aimed to not only enhance the accuracy and efficiency of ark shell classification but also contribute to the broader field of mollusk research and biodiversity conservation.




2 Materials and methods



2.1 Sample collection and image acquisition

Reference specimens of granular ark (Tegillarca granosa), broughton’s ribbed ark (Anadara broughtonii), half-crenate ark (Anadara kagoshimensis), scallop (Patinopecten yessoensis), venus mactra (Mactra veneriformis), and venus clam (Cyclina sinensis) were obtained from the National Institute of Biological Resource (Incheon, Korea). The granular ark, broughton’s ribbed ark, and half-crenate ark, scallop, venus mactra, and venus clam samples were collected by fish farms, fish auction markets, and fish markets across Korea. The bivalve species chosen for the experiment were of excellent quality, with no discernible flaws or damage. We opted to use RGB images obtained by smart phone considering their wide availability across various stages in the bivalve industry (Jayasundara et al., 2023). To ensure better generalization, two smartphones, an iPhone 11 Pro Max and a Samsung Galaxy S20+, with different camera were used. The specifications of the smartphone camera used were as follows: dimensions (iPhone, 1,440 × 1,440; Galaxy, 1,440 × 3,200), resolution (iPhone, 96 dpi; Galaxy, 525 ppi), ISO time (iPhone, 100; Galaxy, 100), f-stop (iPhone, f/1.6; Galaxy, f/1.8), and exposure time (iPhone, 1/60 s; Galaxy, 1/60 s). To ensure image consistency and prevent shadows, a background surface was used by fixing the camera at 50 cm above the bivalve samples during the image acquisition process.




2.2 Identification of three ark shells

The ark shells selected for the experiment were identified using a specific PCR method to accurately classify the samples. First, the shells of the ark shells were removed, after which the genomic DNA of the edible portion was extracted using DNeasy Blood & Tissue Kit (Qiagen, Hilden, Germany) according to the manufacturer’s instructions. Thereafter, T. granosa, A. broughtonii, and A. kagoshimensis were detected using ultrafast PCR with specific primers developed in our previous study (Lee et al., 2022). The primer sequences used for ultrafast PCR are shown in Supplementary Table 1. Based on genetic analysis, each image of ark shell was classified according to species.




2.3 Bivalves image dataset

When preparing the image dataset for the detailed species classification of ark shells, we initially gathered datasets for four bivalve species, namely scallop, venus mactra, venus clam, and ark shells that resembled ark shells in order to develop a model that could classify these species. Within this framework, we regarded the three species of ark shells as a single data group. The primary dataset used for classifying these four types of bivalves was collected from the top view of the specimens, as depicted in Figure 1. Building upon the results derived from the bivalve classification dataset, image data of specimens identified as ark shell were acquired for further classification into the three detailed ark shell species, as depicted in the following Figure 1. A distinctive physical feature of the ark shells is the presence of radial ribs, which resemble fan-shaped grooves (Figure 2). We aimed to examine the conventional method of ark shell classification based on the count of these radial ribs. To accomplish this, the number of lines in 100 samples of each detailed species was counted.




Figure 1 | The classification dataset intended for testing the deep learning model applied in this study. Representative images of the dataset for the entire bivalves (scallop, venus mactra, venus clam, and ark shells: in the case of ark clam, all three detailed species are included).






Figure 2 | Phenotype characteristics of Anadara kagoshimensis (top), Anadara broughtonii (middle), and Tegillarca granosa (bottom).






2.4 Development of deep learning models for image classification



2.4.1 CNN models: visual geometry group network

Figure 3 depicts the characteristics and inner workings of the VGG16 model. Accordingly, the model commences with an input layer that accommodates an image of a shape (224, 224, 3). The architecture then utilizes 13 convolutional layers designed to extract intricate features from the input images. Though small, the 3 × 3 filters capture localized spatial correlations present within the image data, effectively simplifying the complexity of the image. Nonlinearity, a critical aspect of deep learning networks, is introduced by applying the Rectified Linear Unit activation function after each convolution operation. This process allows the network to model and learn more complex patterns within the data. Max pooling, a downsampling operation, is performed along the spatial dimensions of the image (width and height) through five layers within the model. Not all convolutional layers are followed by max pooling, thereby preserving certain high-resolution features. After the final max pooling layer, the architecture encompasses two fully connected layers, each possessing 4,096 nodes. These layers further model nonlinear combinations of high-level features derived from the output of the convolutional layers. Essentially, these fully connected layers function as classifiers that can be utilized for definitive classification. The architecture concludes with a softmax activation layer comprising 1,000 nodes, one for each possible image class within the model. The softmax function, which represents a probability distribution over the varied possible outcomes, delivers the final class prediction for the given input image.




Figure 3 | The structure of (A) VGGnet-19, (B) Inception-Resnet, and (C) Squeezenet used to develop the image classification model.






2.4.2 CNN models: Inception-ResNet

Inception-ResNet, a distinctive architecture within the CNN framework, seamlessly integrates the salient features of two pivotal networks, namely Inception and ResNet (He et al., 2016; Szegedy et al., 2017). The Inception-ResNet architecture amalgamates the advantages of Inception (efficient processing of images at multiple scales) and ResNet (ease of training deep networks) architectures. This is achieved by introducing residual connections within the Inception architecture. The Inception-ResNet architecture can be characterized as a series of stacked Inception modules, each supplemented with a shortcut connection that links the module’s input to its output. Owing to this hybrid combination, the Inception-ResNet architecture has been considered an extraordinarily potent model for various computer vision tasks that is capable of efficiently processing images across diverse scales, courtesy of the incorporated Inception architecture, while ensuring relative ease in training, even for significantly deep networks, due to the integrated ResNet architecture (Figure 3).




2.4.3 CNN models: SqueezeNet

SqueezeNet was designed to reduce the number of parameters and amount of memory required to store the model without sacrificing accuracy (Koonce, 2021; Sayed et al., 2021), which can be achieved through several strategies.

Use of 1 × 1 filters: These filters have fewer parameters than 3 × 3 filters and can be used to reduce and increase the number of channels in the network.

Decrease in number of input channels to 3 × 3 filters: SqueezeNet decreases the number of input channels to 3 × 3 filters, which are more computationally expensive than 1 × 1 filters. This is accomplished through squeeze layers, which reduce the depth of the network using 1 × 1 filters.

Downsampling late in the network: Downsampling is a technique used to reduce the spatial dimensions of the data. In SqueezeNet, downsampling is performed late in the network to ensure that the convolutional layers have large activation maps, which can increase the classification accuracy.

The basic building block of SqueezeNet is the Fire module, which consists of a squeeze layer followed by an expand layer (Figure 3). The squeeze layer reduces the number of input channels using 1 × 1 filters, whereas the expand layer increases the number of channels using a combination of 1 × 1 and 3 × 3 filters. Overall, SqueezeNet is an efficient and compact network that is ideal for circumstances in which memory and computational resources are limited but high accuracy is still required.





2.5 Model performance evaluation method

Based on the classification objectives, the proposed models were categorized into Classification Set-1, Classification Set-2, and Classification Set-3. Set-1 was designed to classify four types of bivalves (scallop, venus mactra, venus clam, and ark shells), whereas Set-2 was specifically engineered to distinguish between three species of the ark shells (granular ark, broughton’s ribbed ark, and half-crenate ark). Finally, Set-3 was designed to amalgamate the classification capabilities of Set-1 and Set-2, thereby aiming to classify a total of six classes, encompassing the three broader bivalve categories and the three specific ark shells species. The development of these models holds the potential to significantly enhance the accuracy and efficiency of bivalve species classification tasks (Figure 1).

The evaluation of the developed models in this study is a crucial component in ensuring their performance and reliability. Classification accuracy is the most straightforward evaluation metric. Accuracy is a metric that accounts for the situation in which the model infers two classification labels and predicts true as true and false as false, which can be expressed as Equation (1):



True Positive (TP) predict the answer that is actually true as true (correct answer). False Positive (FP) predict the answer that is actually false as true (wrong answer). False Negative (FN) predict the answer that is actually true as false (wrong answer). True Negative (TN) predict the answer that is actually false as false (correct answer).

The F1 score is a statistic that defines the classification accuracy and recall rate, which are combined into a single statistic. Here, the harmonic average and not the standard average was determined. This ensures that the F1 score has a low value, comparable to precision and recall, which are close to 0. The equation for the F1 score is as Equation (2):



The models were trained using a substantial dataset of bivalve images and validated using a separate, unseen set of images to ensure an unbiased evaluation. Performance was tested on not only an individual level (Classification Set-1 and Classification Set-2) but also a comprehensive level (Classification Set-3), providing insights into specific and generalized model performance. Notably, the models are not evaluated based solely on these metrics. Qualitative analysis of the predictions, through visual inspection of correctly and incorrectly classified images, can also contribute to the overall assessment of the models’ performance. This comprehensive evaluation methodology ensures the development of reliable and robust classification models that can function effectively in real data sample.





3 Results



3.1 Classification of three ark shells by molecular technology

This study collected three ark shells (T. granosa, A. broughtonii, and A. kagoshimensis), which were identified using an ultrafast PCR method developed in our previous study to develop a deep learning model with accurate data. The ultrafast PCR method was applied to ark shells, with each primer showing an amplification plot for each sample (Figure 4). The Ct values of the amplified products from each target species were 18.51, 23.11, and 22.62 for granular ark, half-crenate ark, and broughton’s ribbed ark, respectively. The specific band was also amplified in the electrophoresis image (Supplementary Figure 1). A total of 1,400 images were categorized into three species (T. granosa, A. broughtonii, and A. kagoshimensis) and used to validate deep learning.




Figure 4 | Amplification plot for identifying (A) Tegillarca granosa, (B) Anadara broughtonii, and (C) Anadara kagoshimensis.






3.2 CNN classification performance



3.2.1 Results for classification set-1

This study initially compared the accuracy of the classification of the four bivalves (scallop, venus mactra, venus clam, and ark shells) with the learning and verification accuracy of three CNN models. The results of each deep learning model applied to Classification Set-1 are presented in Figure 5, with the left side delineating the performance metrics obtained from the training data, whereas the right side delineating the corresponding metrics obtained from the test data. This structured presentation of results facilitates a comprehensive and comparative analysis of the model’s performance across training and testing phases (Figure 5A, left), showcasing the changes in accuracy over iterations for three distinct CNN architectures: VGGnet, Inception-ResNet, and SqueezeNet. The accuracy results obtained during the training phase were as follows: VGGnet, 94.32%; Inception-ResNet, 96.55%; SqueezeNet, 97.23% (the highest reported).




Figure 5 | Results of each deep learning model for (A) Classification Set-1, (B) Classification Set-2, and (C) Classification Set-3. The left and right sides represent training data and test data, respectively.



To verify the reliability of the developed model, the test set was utilized for inference and the validation accuracy was subsequently calculated. During this validation phase, VGGnet, Inception-ResNet, and SqueezeNet achieved an accuracy of 91.12%, 95.41%, and 91.03%, respectively (Figure 5A, right). These results confirmed that all three models demonstrated promising performance, with SqueezeNet exhibiting the highest training accuracy and Inception-ResNet showing superior accuracy during the validation phase. This comprehensive performance evaluation provides valuable insights into the models’ capabilities.




3.2.2 Results for classification set-2

Classification Set-2, which was tailored to classify three detailed ark shell species, showed changes in accuracy over iterations for the three utilized CNN models, namely VGGnet, Inception-ResNet, and SqueezeNet, as demonstrated by its training performance in Figure 5B (left). The accuracy values attained by VGGnet, Inception-ResNet, and SqueezeNet during the training phase were 93.22%, 93.51%, 97.11%, respectively, with SqueezeNet outperforming the other two CNN models. Following the approach undertaken with Classification Set-1, the developed Classification Set-2 was also put through an inference process with the test set to ascertain its validation accuracy. The accuracy results for VGGnet, Inception-ResNet, and SqueezeNet obtained during this validation phase were 95.05%, 94.01%, and 97.78%, respectively. These outcomes affirm the proficiency of all three models, with SqueezeNet demonstrating the highest accuracy during the training phase, whereas Inception-ResNet being the most accurate during the validation phase. This extensive performance evaluation highlights the effectiveness of the models while also emphasizing the potential areas for enhancement in future iterations.




3.2.3 Results for classification set-3

Classification Set-3 was developed to classify six classes established by combining the classification classes in Classification Set-1 and Classification Set-2. As exhibited in Figure 5C (left), the performance of Classification Set-3 during training displayed an evolution in accuracy across iterations for the three distinct CNN models, VGGnet, Inception-ResNet, and SqueezeNet. The accuracy attained by VGGnet, Inception-ResNet, and SqueezeNet during the training phase were 89.91%, 92.48%, and 91.75%, respectively.

Similar to its predecessors, Classification Set-3 underwent an inference process with the test set to establish its validation accuracy. During the validation phase, VGGnet, Inception-ResNet, and SqueezeNet achieved an accuracy of 90.23%, 93.67%, and 89.16%, respectively. These results underscore the promising performance of all three models, with SqueezeNet demonstrating the highest training accuracy, whereas Inception-ResNet yielding superior accuracy during the validation phase.




3.2.4 F1 score value comparison result

In the evaluation of our deep learning model, accuracy and F1 scores were considered as key performance metrics. Although accuracy is a common measure for model performance, it can be misleading in cases where the dataset is imbalanced given that it does not consider the distribution of false positives and false negatives. Therefore, we also utilized the F1 score, which is a more robust measure for imbalanced datasets, given that it considers false positives and false negatives by calculating the harmonic mean of precision and recall. The SqueezeNet model performed slightly better than the VGGnet and Inception-ResNet models on Classification Set-1 and Set-2, with F1 scores of 0.91 and 0.89, respectively (Table 1). However, on Classification Set-3, the Inception-ResNet model outperformed the other two models with an F1 score of 0.91. Despite the relatively small differences in F1 scores, they can be significant depending on the specific application and the requirements for model performance.


Table 1 | F1 scores of the validation sets of deep learning models.







3.3 Classification of ark shells based on radial rib count

In traditional methods, detailed species of ark shells have been conventionally distinguished based on the count of the radial ribs. To investigate the difference in the number of radial ribs between the three species, the radial ribs in a sample size of 100 ark shells were counted. The half-crenate ark had an average radial rib count of 28.9 ± 1.92, broughton’s ribbed ark exhibited 32.01 ± 1.89 ribs on average, and the granular ark presented an average count of 17.88 ± 1.23 radial ribs. Figure 6 illustrates the distribution of radial rib count for each class. Notably, overlaps in distribution were noted between the half-crenate ark and broughton’s ribbed ark, whereas the granular ark was distinctly differentiated. Although this distinction can be somewhat discerned visually in the images, definitively distinguishing between the half-crenate ark and broughton’s ribbed ark based on visual information alone requires a high level of expertise and judgment.




Figure 6 | Distribution of radial rib count for the half-crenate ark, broughton’s ribbed ark, and granular ark species. The black dot represents outliers in the data. The median is shown by a line inside the box. The standard deviation is not visually represented in the box plot.







4 Discussion

Over the past few decades, consumer demands on the verification of the authenticity of aquatic products, detection of adulteration, and implementation of stricter controls on these issues have increased (Ren et al., 2023). Manual classification of ark shells based on phenotype cannot satisfy the demand created by shellfish production areas during peak seasons given the lack of labor (Ge et al., 2022). Moreover, this problem is compounded by the considerably limited corporate development due to rising labor costs and soaring product prices (Feng et al., 2021). With the demand for quality and efficiently produced aquatic products, more efficient and accurate approaches in sorting fish and shellfish are needed to improve the level of production automation (Feng et al., 2021). In recent years, computer and artificial intelligence technologies have developed rapidly to the point where computer vision has been widely applied in numerous fields of industrial production, including automotive, electrical machinery, food, logistics, and manufacturing industries (Jalal et al., 2020; Singh et al., 2022; Kim et al., 2023). By using computer vision to identify, locate, and subsequently sort scallops, production efficiency can be improved while ensuring the quality of the aquatic products.

This approach has been applied for the automated evaluation of aquatic products because deep learning networks have a strong capacity for learning and can extract deeper information from images acquired in the environment (He et al., 2016; Mukhiddinov et al., 2022). Jayasundara et al. (2023) presented two Neural Network architectures, to classify the quality grading of the Indian Sardinella and the Yellowfin Tuna using images (Jayasundara et al., 2023). Moreover, Vo et al. (2020) used the pre-trained Mask-RCNN model to determine the various attributes of lobsters, such as size, weight, and color, to achieve automated grading of the lobsters (Vo et al., 2020). More interestingly, given the outstanding classification performance of deep learning, researchers have applied the same to the gender classification of aquatic animals. For example, Cui et al. (2020) proposed an improved deep CNN model that can classify Chinese mitten crabs according to gender using images at an accuracy of 99% (Cui et al., 2020).

It is well established that several types of aquatic products share very close similarities among their species, making it difficult to distinguish them based on their morphological characteristics (Li et al., 2023). Although the external characteristics of aquatic products are recognizable, distinguishing them based on such is a time-consuming process. Given the high morphological similarity of fish species, Banan et al. (2020) developed a deep NN model for the identification of four carp species, common carp (Cyprinus carpio Linnaeus, 1758), grass carp (Ctenopharingodon Idella (Valenciennes, 1844)), bighead carp (Hypophthalmichthys nobilis (Richardson, 1845)), and silver carp (Hypophthalmichthys molitrix (Valenciennes, 1844)) (Banan et al., 2020).

Although deep learning technology has achieved remarkable results in the image classification of aquatic products, species classification still remains a major challenge, especially for shellfish species that are very morphologically similar (Banan et al., 2020). In general, broughton’s ribbed ark has more radial ribs than the half-crenate ark. However, smaller specimens of broughton’s ribbed ark may have a number of radial ribs similar to those of the half-crenate ark. In this context, one of the challenging aspects is that it is difficult to distinguish between the three types of ark shells based on the number of radial ribs alone. As shown in Figure 6, the average counts of radial ribs for the half-crenate ark and broughton’s ribbed ark are similar, and there is an overlap in their distributions, making visual discrimination alone challenging. Due to this morphological similarity, distinguishing between these ark shell species based solely on radial rib counts may not be definitive, and it may require a high level of expertise and judgment. Therefore, it can be concluded that a more accurate and effective method is needed to differentiate ark shell species with similar morphology.

For this reason, we developed a deep learning model for the automated identification and classification of three ark shells based on obtained images, thereby overcoming concerns regarding time consumption and inefficiency associated with traditional identification methods. Our experimental results showed that ark shells and other species of bivalves were classified at an accuracy of 95.30%, while the three types of ark shells were classified at an accuracy of 92.4%. Similar to ark shells, squid species share considerable morphological similarities. As such, Hu et al. (2020) proposed an efficient deconvolutional Neural Network to classify three squid species based on images, with the test sample archiving an accuracy of 85.7% (Hu et al., 2020). Our experimental results showed that the classification performance of the CNN model was comparable to or better than that presented in previous studies and that the developed method can be applied to other bivalves that share similar morphological characteristics among their species. Our CNN-based model that classifies images of three ark shells can provide a theoretical basis for bivalve classification and enable the tracking of the entire production process of ark shells from catching to selling with the support of big data, which is useful for improving food safety, production efficiency, and economic benefits.
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Underwater images suffer from severe color attenuation and contrast reduction due to the poor and complex lighting conditions in the water. Most mainstream methods employing deep learning typically require extensive underwater paired training data, resulting in complex network structures, long training time, and high computational cost. To address this issue, a novel ZeroReference Parameter Estimation Network (Zero-UAE) model is proposed in this paper for the adaptive enhancement of underwater images. Based on the principle of light attenuation curves, an underwater adaptive curve model is designed to eliminate uneven underwater illumination and color bias. A lightweight parameter estimation network is designed to estimate dynamic parameters of underwater adaptive curve models. A tailored set of non-reference loss functions are developed for underwater scenarios to fine-tune underwater images, enhancing the network’s generalization capabilities. These functions implicitly control the learning preferences of the network and effectively solve the problems of color bias and uneven illumination in underwater images without additional datasets. The proposed method examined on three widely used real-world underwater image enhancement datasets. Experimental results demonstrate that our method performs adaptive enhancement on underwater images. Meanwhile, the proposed method yields competitive performance compared with state-of-the-art other methods. Moreover, the Zero-UAE model requires only 17K parameters, minimizing the hardware requirements for underwater detection tasks. What’more, the adaptive enhancement capability of the Zero-UAE model offers a new solution for processing images under extreme underwater conditions, thus contributing to the advancement of underwater autonomous monitoring and ocean exploration technologies.
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1 Introduction

Since the particulate matter in the water leads to light absorption and scattering, the underwater observation tasks based on optical vision face enormous challenges. Underwater images inevitably suffer from quality degradation issues caused by wavelength and distance-dependent attenuation and scattering (Akkaynak et al., 2017). Typically, when the light propagates through water, it suffers from selective attenuation that results in various degrees of color deviations. In water, red light with a longer wavelength is absorbed more than green and blue light, so it attenuates fastest. Conversely, light with the blue-green wavelength experiences the slowest attenuation, resulting in most underwater images appearing in bluegreen tones (Kocak et al., 2008). In this environment, it is critical to identify effective solutions for improving the visual quality of underwater images and for a better understanding the underwater world.

Given the challenges faced by underwater optical imaging, Synthetic Aperture Sonar(SAS) imaging technology based on sound waves may offer some solutions (Zhang et al., 2021; Yang, 2023). Unlike optical imaging, SAS utilizes the propagation characteristics of sound waves in water to penetrate through particles and acquire high-resolution underwater images. Sound waves propagate in water without being affected by light absorption and scattering, thus overcoming the quality degradation issues encountered in optical imaging. However, the resolution of SAS imaging is typically influenced by underwater propagation media such as water temperature, salinity, and water flow velocity. SAS imaging often requires complex signal processing, data processing techniques, and corresponding hardware equipment, potentially increasing system costs and complexity (Abu and Diamant, 2023). Therefore, despite the significant advantages of SAS imaging technology in underwater observation, the focus of this study remains on the processing and analysis of underwater optical images. This aims to explore effective methods for improving the visual quality of underwater images, thereby enhancing our understanding of the underwater environment.

Furthermore, when conducting underwater observation tasks, the selection of lightweight equipment is crucial to enhance maneuverability, flexibility, reducing complexity, and cutting costs. Despite the potential for slight performance degradation associated with lightweight devices, this is a factor that needs to be balanced when effectively executing tasks. In this context, the adoption of lightweight methods for processing underwater images becomes particularly important, as they can enhance in real-time the visual quality of underwater images, contributing to a more accurate understanding of the underwater environment.

In order to obtain higher visual quality underwater images, methods based on physical models can, to some extent, address the aforementioned issues (Zhuang, 2021). In the field of underwater image enhancement, physics-based methods (Chiang and Chen, 2011; Drews et al., 2016; Li et al., 2016; Berman et al., 2017; Zhuang et al., 2021) focus on accurately estimating medium transmission. By utilizing estimated parameters such as medium transmittance, uniform background light, and other critical underwater imaging parameters, these methods invert the physical model of underwater imaging to obtain clear images. Although these methods perform well in certain scenarios, they often produce unstable and sensitive results when dealing with challenging underwater environments. These methods include histogram equalization (HE) (Frei, 1977) and contrast-limited adaptive histogram equalization (CLAHE) (Zuiderveld, 1994), aim to adjust pixel values to enhance specific qualities of the image, such as color, contrast, and brightness. Image restoration methods (UDCP) (Drews et al., 2016) view improving image quality as the inverse imaging problem. Though methods based on physical models can exhibit satisfactory performance in certain scenarios, they typically generate unstable and sensitive results when facing challenging underwater scenarios. There are two reasons for this: 1) estimating multiple underwater imaging parameters is intricate for traditional methods, and 2) the assumed underwater imaging models do not work well.

In recent years, significant progress (Cai et al., 2018; Li et al., 2020b) has been made in underwater image enhancement using deep learning technologies. (Wang et al., 2021; Huang et al., 2022; Lai et al., 2022) showed that convolutional neural network (CNN) based image enhancement algorithms perform well on underwater images, achieving enhanced images with improved contrast and color reproduction. The method in (Xiao et al., 2022) introduced a CNN-based image enhancement framework for underwater images that is able to automatically determine optimal parameters for enhancing underwater images, resulting in images with both high quality and low computational cost. This method has achieved state-of-the-art performance compared to prior work in image enhancement for underwater images. However, most of these methods rely on paired data for supervised training, and even though some unsupervised learning methods do not require paired data, they still necessitate unpaired reference data. Unfortunately, collecting paired data introduces high costs, and images generated by simulation algorithms differ from real data, leading to lower generalization capabilities of the network. Different from these papers, the proposed deep learning-based methods possess a unique advantage—zero-reference. Throughout the training process, it does not require any paired or unpaired data, in stark contrast to existing CNN and GAN-based methods that rely on such data.

Inspired by Zero-DCE (Guo et al., 2020), this paper specifically designs an underwater curve model that applies the concept of zero-reference learning to underwater scenarios. A new deep learning method called Zero-UAE is proposed, which is based on a zero-reference parameter estimation network, for adaptive enhancement of underwater images. This method does not use an end-to-end network model because such a model is much more complex than parameter estimation. Only relying on a small amount of non-reference data samples, the training effectiveness of an end-to-end network model always cannot achieve expectations. In order to achieve lightweight and zero-reference better while ensuring the robustness of the network, an adaptive recovery image parameter estimation network is needed, which as simple as possible. Unlike the training method proposed in Zero-DCE, due to the complexity of the underwater environment, which cannot use multi-sequence datasets for guidance, this method only uses a limited number of underwater image datasets for guidance. Zero-UAE can adaptively enhance the brightness and contrast of images while restoring normal colors and details to underwater images. This method demonstrates that even in zero-reference training scenarios, Zero-UAE remains competitive in comparison with state-of-the-art methods that require paired or unpaired data. The contributions of this method can be summarized as follows:

	A zero-reference underwater adaptive enhancement parameter estimation network is proposed, which does not rely on paired or unpaired data, thereby reducing the risk of overfitting. This study demonstrates robustness in various complex underwater conditions.

	A set of non-reference loss functions is designed, including the specifically crafted underwater color adaptive correction loss function proposed in this paper. Through their collaborative action, these loss functions effectively facilitate the adaptive enhancement of degraded images in complex underwater scenes while ensuring pixel consistency.

	Zero-UAE achieves state-of-the-art performance on several recent benchmarks, both in terms of visual quality and quantitative metrics.



Furthermore, the Zero-UAE method performs excellently in underwater survey tasks, including various marine life, seabed debris, corals, sand, without incurring significant computational burdens. With a small model size, real-time image processing can be achieved in just 30 minutes of training time. This offers a more convenient option for devices in underwater observation tasks.

The rest of this paper is organized as follows. Section II presents the related works of underwater image enhancement. Section III introduces the proposed method. In Section IV, the qualitative and quantitative experiments are conducted. Section V concludes this paper.




2 Related works

Underwater image enhancement is generally categorized into two major groups: traditional methods and deep learning methods. Traditional methods are further divided into non-physical model-based methods and physical model-based methods.



2.1 Traditional methods

Non-physical model-based methods focus on directly intensifying pixel values to achieve improved image quality without the constraints of physical models. (Ancuti et al., 2012) proposed a fusion-based method that applies a multiscale fusion strategy on images subjected to color correction and contrast enhancement. In (Ancuti et al., 2017; Ghani and Isa, 2015) introduced a contrast enhancement method that aligns with the Rayleigh distribution in RGB color space. Another technical method utilizes the Retinex theorem for algorithm design, where (Fu et al., 2014) converts color-corrected images into the CIELab color space and enhances the L channel using the Retinex theorem. Methods based on physical models treat underwater image enhancement as an inverse problem, introducing various priors and models of underwater image formation. Among these, the notable model is the Jaffe-McGlamery underwater image model (McGlamery, 1980; Jaffe, 1990).




2.2 Deep learning models

In recent years, deep learning methods have been widely applied in the field of underwater image processing, primarily focusing on acquiring training datasets and the generalization capability of convolutional models. These methods mainly include methods based on Convolutional Neural Networks (CNN) and Generative Adversarial Networks (GAN).

(Li et al., 2020a) introduced the Underwater Image Enhancement Convolutional Neural Network (UWCNN), reconstructing clear underwater images directly using underwater scene priors without estimating model parameters. (Qi et al., 2022) proposed a novel underwater image enhancement network (SGUIE-Net), which addresses the issues of color distortion and detail blurring in underwater images by incorporating semantic information and region-wise enhancement feature learning. (Wang et al., 2021) proposed an underwater image enhancement convolutional neural network (UICE2-Net) that utilizes two color spaces. This method is the first one based on deep learning to use the HSV color space for underwater image enhancement.

(Guo et al., 2019) proposed a Multiscale Dense Generative Adversarial Network (GAN) for underwater image enhancement, employing multiscale dense residual blocks in the generator to improve performance and retain finer details. They used spectral normalization to stabilize discriminator training and designed a non-saturating GAN loss function to constrain the training. (Cao et al., 2018) utilized two neural networks to estimate background light and scene depth separately to restore underwater images, improving the color information of underwater images (Fabbri et al., 2018), by improving the loss function of the Generative Adversarial Network, trained a paired underwater image dataset generated using CycleGAN to obtain enhanced images with better color effects. (Li et al., 2017) proposed an Unsupervised Generative Adversarial Network (WaterGAN), taking aerial images and depth pairs as input to generate synthesized underwater images. Subsequently, they introduced a color correction network, taking original unlabeled underwater images as input and outputting restored underwater images. (Wang et al., 2019) introduced an Unsupervised Generative Adversarial Network (UWGAN) based on an improved underwater imaging model for generating lifelike underwater images from aerial images and depth maps. They further utilized U-Net for color restoration and dehazing training on a synthetic underwater dataset. (Islam et al., 2020b) introduced a method for fast underwater image enhancement to enhance visual perception (FUnIEGAN). They proposed a model based on conditional generative adversarial networks for real-time underwater image enhancement. Moreover, they contributed to the EUVP dataset, which includes a collection of paired and unpaired underwater images. (Wang et al., 2023) proposed a generative adversarial network with multi-scale and attention mechanisms, which introduces multi-scale dilated convolution and directs the network’s focus towards important features, thus reducing the interference from redundant feature information.

(Huang et al., 2023) introduced a Zero-Reference Deep Network that is designed based on the classical haze image formation principle, aiming to explore zero-reference learning for underwater image enhancement. (Xie et al., 2023) proposed a zero-shot dehazing network that further improved the level adjustment method combined with automatic contrast for enhancement.

Currently, many deep learning-based underwater image enhancement methods employ a supervised learning method that relies on paired training data generated by simulation methods. However, this method faces several challenges. Firstly, supervised learning requires a substantial amount of paired data, and in the deep-sea environment, the difficulty and cost of obtaining real paired data make this method impractical. Secondly, due to the complexity of the deep-sea environment, simulated image pairs may not fully capture the diversity and details of the actual scenes, thereby affecting the network’s generalization ability. In comparison to supervised learning, there are some unsupervised learning methods that do not require paired data, but they still necessitate non-paired data for training. Despite the efforts of zero-shot underwater image enhancement to improve the quality of underwater images, the deep-sea environment presents unique challenges. Factors such as lighting conditions, water quality variations, and the diversity of underwater objects make training models challenging.

Therefore, this paper proposes a novel lightweight underwater image adaptive enhancement method based on Zero-UAE. In contrast to existing deep learning-based underwater image enhancement methods, this paper has the following unique characteristics: 1) It adopts a zero-reference learning strategy, eliminating the need for paired and unpaired data. 2) It designs an underwater adaptive curve model based on the principle of light attenuation curves to eliminate uneven underwater illumination and color distortion. 3) The paper employs a non-end-to-end network structure, acquiring low-level features through skip connections, capable of handling most underwater scenes. 4) It devises a set of underwater image non-reference loss functions, reinforcing the pixel structure of underwater images and enhancing their visual effects compared to other methods.





3 Methodology

Typically, collecting enough paired data in underwater scenes incurs high costs, and simulated underwater images differ from real ones. Consequently, supervised underwater image enhancement methods relying on paired datasets are limited due to their relatively poor generalization ability, additional artifacts, and color shifts. Although unsupervised underwater image enhancement doesn’t require paired datasets, it still necessitates carefully selected unpaired training data. Recognizing the challenges of insufficient image samples and acquiring paired/unpaired images in certain underwater scenarios, this paper proposes an underwater image adaptive enhancement framework based on Zero-UAE. Compared to other deep learning methods, the training process of the proposed method doesn’t rely on any reference images. Additionally, to adapt to the unique characteristics of the deep-sea environment, this study specifically devises a lightweight network architecture and employs non-reference loss functions tailored for underwater scenes to enhance the network’s generalization capabilities. The objective of this method is to make deep learning more practical and effective in the field of underwater image processing.

The proposed Zero-UAE framework, as shown in Figure 1, relies solely on pixel features from a limited number of non-reference underwater data samples. Image enhancement is achieved through a straightforward mapping of underwater adaptive enhancement curves. This framework comprises a crucial component known as UAE-Net (Underwater Adaptive Enhancement Parameter Estimation Network), tasked with estimating the optimal fit of the underwater adaptive enhancement curve (UAE curve) for a given input image. Subsequently, the framework iteratively applies these curves, systematically mapping all pixels within the input RGB channels, ultimately generating the enhanced image. The key components of Zero-UAE will be detailed in subsequent sections, including UAE curves, UAE-Net, and non-reference loss functions.




Figure 1 | Framework of Zero-UAE.





3.1 Underwater adaptive enhancement curve

Inspired by the curve adjustment feature in photo editing software and the Zero-DCE method proposed by (Guo et al., 2020), this study presents a curve model suitable for underwater adaptive image enhancement. We utilize the curve adjustment method to automatically map degraded underwater images to normal underwater images, where the network-estimated parameter feature mapping relies entirely on the input image. When designing a differentiable curve model for underwater parameter mapping, there are two requirements: 1) Each pixel value of the enhanced underwater image should be within the normalized range of [0,1] to avoid information loss, which can lead to severe color bias; 2) The curve should be monotonous to maintain the differences between neighboring pixels. To achieve the requirements, a design similar to the previously mentioned quadratic curve was adopted, which can be represented as:



where x represents pixel coordinates, and UAE(I(x);β) denotes the enhanced version of the given input I(x). β ∈ [−1,1] is a trainable curve parameter, learned through the underwater adaptive enhancement parameter estimation network, used to adjust the magnitude of the UAE curve and control the level of underwater image enhancement. In order to preserve color information in underwater images better, the curve is separately applied to the three RGB channels of the image. Specifically, the UAE curve defined in Equation (1) can be iteratively applied for more versatile adjustments, adapting to complex underwater conditions. This can be expressed by the following formula:



where n is the iteration number controlling the curvature. The value of n is set to 8, which can deal with most cases satisfactorily. This method takes into account more flexibility in adapting to color variations and brightness differences in underwater images. Because β is applied to all pixels, global adjustments may lead to potential local over-enhancement/under-enhancement issues in underwater images. To further enhance the capability of processing underwater images, this study formulates δ as a pixel-wise parameter, i.e., each pixel of the given input image has a corresponding curve with the best-fitting δ to adjust its dynamic range, referred to as the underwater color adaptive recovery map and denoted as δ, it has been introduced. Consequently, Equation (2) can be expressed as Equation (3):



where δ is a parameter map of the same size as the given image. Here, this paper assumes that pixels in a local region have the same intensity (also the same adjustment curves), and thus the neighboring pixels in the output result still preserve the monotonous relations. This pixel-wise higher-order curve not only adapts to underwater conditions better but also ensures the goals of normalization, monotonicity, and simplicity.

An example of the pixel-wise curve parameter maps is shown in Figure 2. The curve parameter maps for the three channels of the input image and the resulting image were respectively illustrated, showcasing the adaptability of this new feature to underwater images. This included the best-fitting parameter maps that accurately reflected changes in different regions. The effectiveness of revealing details in each region of the underwater image was demonstrated through pixel-wise curve mapping.




Figure 2 | An example of the pixel-wise curve parameter maps.






3.2 UAE-Net

To understand the relationship between input images and their most suitable underwater adaptive enhancement curves, this paper transforms the underwater image enhancement task into an estimation problem of specific curve parameters, rather than directly conducting end-to-end mapping. End-to-end models are much more complex than parameter mapping estimation. For complex end-to-end networks, training results often fall short of expectations when relying on only a small number of samples without reference data. To better achieve lightweight and zero-reference characteristics, for parameter mapping estimation tasks, the network needs to be designed as simple as possible. Therefore, this paper designs an Underwater Adaptive Enhancement Parameter Estimation Network (UAE-Net), as shown in Figure 3. This network takes underwater images as input and outputs a series of pixel-level curve parameter maps corresponding to higher-order curves. The network consists of three layers of traditional convolution and four layers of depth-wise separable convolution. The first two layers contain 32 convolutional kernels of size 3×3 with a stride of 1, using the LeakyReLU activation function; the third layer comprises 32 convolutional kernels of size 1×1 with a stride of 1, also using LeakyReLU. To capture advanced color features of a large number of underwater degraded images while maintaining the relationship between neighboring pixels, both the fourth and fifth layers of depth-wise separable convolution take parameters from the third layer and incorporate a GroupNorm layer. Some skip connections are used to introduce the features from shallow convolutional layers to obtain rich low-level information. The final convolutional layer is followed by the Tanh activation function, generating parameter maps distributed over 8 iterations (n=8), where each iteration produces three curve parameter maps for each of the three channels. It is noteworthy that UAE-Net has only 17,699 trainable parameters and 1.15 billion floating-point operations (FLOPs), making it suitable for processing input images of size 256×256×3. More detailed network resource information is provided in Table 1. Therefore, this network is extremely lightweight so it is suitable for deployment on computationally limited devices, such as underwater exploration robots.




Figure 3 | Network structure of UAE-Net.




Table 1 | Resource occupancy of UAE-Net.






3.3 Nonreference loss functions

To achieve zero-reference learning in UAE-Net, a set of differentiable non-reference loss functions was designed to train the network, aimed at adapting to the unique characteristics of underwater images for effective network training. This series of loss functions not only serves training purposes but also implicitly evaluates the quality of image enhancement. An underwater color adaptive recovery loss is employed to restore image colors, correcting potential color biases in the enhanced image and establishing relationships among the three adjustment channels. Additionally, an illumination smoothness loss is introduced to maintain a monotonic relationship between adjacent pixels, coupled with exposure control loss for effective exposure level management. Such a multi-loss strategy aids in comprehensively considering various aspects of image quality, enhancing the network’s performance in underwater environments.



3.3.1 Underwater color adaptive correction loss

Drawing inspiration from the underwater image fusion algorithm (Babu et al., 2023), which utilizes the concept of combining histogram stretching, contrast enhancement, and color balancing, we design an underwater color adaptive correction loss Luac that can be expressed as Equation (4):



in this context, τ represents the enhanced image, while R,G and B correspond to the values of the three channels in the enhanced image, respectively. The smaller the underwater color Adaptive correction loss, the closer the average values of the RGB components are to each other, and the closer the output image is to the real world.




3.3.2 Exposure control loss

To control exposure levels and mitigate underexposed or overexposed areas, this study employed an exposure control loss, Lexp, which measures the distance between the average intensity of local areas and a well-exposed reference level E. Following existing practices (Mertens et al., 2009, 2007), E was set as the gray level in the RGB color space. E was adjusted to 0.43. M determines the patch size for processing images, and based on experimental results and performance evaluations, this paper sets M to 32. The loss Lexp can be expressed as Equation (5):



where M represents the number of nonoverlapping local regions of size 32×32, Y is the average intensity value of a local region in the enhanced image.




3.3.3 Illumination smoothness loss

To maintain the monotonic relationships between adjacent pixels, an illumination smoothness loss is incorporated into each curve parameter map δ. The illumination smoothness loss LTVδ can be expressed as Equation (6):



where N is the number of iteration, ∇x and ∇y represent the horizontal and vertical gradient operations, respectively.




3.3.4 Spatial consistency loss

The spatial consistency loss Lspa encourages spatial coherence of the enhanced image through preserving the difference of neighboring regions between the input image and its enhanced version. The spatial consistency loss Lspa can be expressed as Equation (7):



where K is the number of local regions, and Ω(i) represents the four neighboring regions (top, down, left, right) centered at the region i. This study denotes Y and I as the average intensity values of the local region in the enhanced version and input image, respectively. The size of the local region is empirically set to 4×4. This loss is stable given other region sizes.




3.3.5 Total loss

The total loss can be expressed as Equation (8):



where       and   are the weights of the losses.






4 Experiments

In order to enhance the network’s generalization performance, underwater images of various degradation types are incorporated into the training set. Specifically, 1000 images from the SUIM dataset (Islam et al., 2020a) and 800 underwater images from the NUICNet dataset (Cao et al., 2020) are selected for training. The number of iterations is set to 100. The experiment is implemented using the PyTorch framework, and the training images are resized to 256 × 256 × 3. The Adam optimizer is used with default parameters and a fixed learning rate of 1e-4. The experimental environment includes an NVIDIA GeForce RTX 3080Ti GPU, 32GB RAM, and an AMD Ryzen 7-5800X CPU.

Several underwater image processing algorithms were compared, including two traditional methods, three supervised methods, and one similar unsupervised method: the underwater depth estimation and image restoration method (UDCP) by (Drews et al., 2016), the underwater image restoration method based on image blurring and light absorption (IBLA) by (Peng and Cosman, 2017), the underwater image enhancement network (UWCNN) by (Li et al., 2020a), fast underwater image enhancement to enhance visual perception (FUnIEGAN) by (Islam et al., 2020b), the medium transmission guided multi-color space embedding (Ucolor) underwater image enhancement method by (Li et al., 2021), and the unsupervised underwater image restoration method (UDNet) by (Saleh et al., 2022).



4.1 Evaluation on RUIE data sets

To evaluate the effectiveness of the proposed method across different standards, this paper selected 100 underwater photographs from the RUIE dataset (Liu et al., 2020). Several non-reference image quality assessment metrics were employed, including Underwater Image Quality Metric (UIQM) (Panetta et al., 2015), Multi-Scale Image Quality Transformer (MUSIQ) (Ke et al., 2021), and No-Reference Image Quality Evaluator (NIQE) (Mittal et al., 2012). Higher UIQM and MUSIQ values indicate better algorithm performance, while lower NIQE values signify better performance. In comparative experiments, the proposed method demonstrated the best performance with UIQM and NIQE evaluation metrics scoring 5.2196 and 3.3951, respectively, and maintained competitiveness in the MUSIQ evaluation metric as well.



4.1.1 Quantitative performance analysis

Table 2 presents the average quantitative evaluation of the RUIE dataset. Among the results, red indicates the best performance, and green signifies the second best. Moreover, an upward arrow denotes that higher values represent better algorithm performance, while a downward arrow signifies that lower values indicate better performance. It can be observed that Ucolor and UDnet exhibit suboptimal performance on UIQM and NIQE, respectively. In contrast, the proposed method achieves optimal levels across the entire dataset. It is noteworthy that, unlike other deep learning methods, the proposed method does not utilize any reference images during the training process. Overall, extensive experiments on benchmark datasets demonstrate that the proposed method outperforms current state-of-the-art methods both subjectively and objectively, showcasing the potential of zero-reference image enhancement in underwater applications.


Table 2 | Quantitative evaluation on RUIE Datasets using UIQM, NIQE, and MUSIQ metrics.






4.1.2 Performance evaluation

As shown in Figure 4, UDCP performs poorly in enhancing image brightness and color. While the IBLA method exhibits issues of blurring and color bias, it is not entirely effective. The UWCNN and FUnIE-GAN exhibit suboptimal performance on the dataset. Despite making some progress in color adjustment, they cannot completely solve the problem of color distortion. Additionally, in terms of brightness enhancement, they demonstrate certain shortcomings in their ability to improve the overall brightness of images. Despite its ability to increase brightness, Ucolor is unable to fully rectify color distortion issues. The unsupervised scheme UDNet also fails to completely eliminate color bias. In contrast, our proposed method demonstrates outstanding performance in color restoration, contrast enhancement, and brightness improvement.




Figure 4 | Comparison on RUIE data sets. (A) Original image. (B) UDCP (Drews et al., 2016). (C) IBLA (Peng and Cosman, 2017). (D) UWCNN (Li et al., 2020a). (E) FUnIEGAN (Islam et al., 2020b). (F) Ucolor (Li et al., 2021). (G) UDNet (Saleh et al., 2022). (H) Proposed.







4.2 Evaluation on UIEB data sets

To comprehensively assess the quantitative performance of the proposed method on the UIEB dataset (Li et al., 2019), 800 underwater images are selected for evaluation. Performance evaluation uses the nonreference metrics UIQM, NIQE, and MUSIQ. In comparative experiments, the proposed method performs the best in the NIQE and MUSIQ evaluation metrics, scoring 4.4538 and 49.8793, respectively.



4.2.1 Quantitative performance analysis

Table 3 presents the average evaluation results of UIQM, NIQE, and MUSIQ metrics on the UIEB dataset. The proposed algorithm achieved either optimal or suboptimal results on most images. While the similar unsupervised scheme UDNet showed acceptable results on some images, the proposed method consistently obtained optimal values across the entire dataset.


Table 3 | Quantitative evaluation on UIEB Datasets Using UIQM, NIQE, and MUSIQ metrics.






4.2.2 Performance evaluation

As observed in Figure 5, various existing methods exhibited different shortcomings. UDCP failed to effectively eliminate color cast, while IBLA introduced brightness distortion in certain images. Although UWCNN, Ucolor, and UDNet showed some capability in removing haze and blur, issues with color cast persisted in some images, and UWCNN suffered from insufficient brightness. FUnIE-GAN managed to restore color in most images but encountered difficulties with specific ones, resulting in a grayish tone. In contrast, the proposed method outperformed in color restoration and contrast enhancement, particularly excelling in target restoration and brightness improvement.




Figure 5 | Comparison on UIEB data sets. (A) Original image. (B) UDCP (Drews et al., 2016). (C) IBLA (Peng and Cosman, 2017). (D) UWCNN (Li et al., 2020a). (E) FUnIEGAN (Islam et al., 2020b). (F) Ucolor (Li et al., 2021). (G) UDNet (Saleh et al., 2022). (H) Proposed.







4.3 Evaluation on U45 data sets

To validate the performance of the proposed method across multiple benchmark tests, this paper performs experiments on the U45 dataset and assesses its performance using non-reference metrics such as UIQM, MUSIQ, and NIQE. In comparative experiments, the proposed method performs the best in the NIQE and MUSIQ evaluation metrics, scoring 4.4738 and 47.1163, respectively.



4.3.1 Quantitative performance analysis

Table 4 presents the average quantitative evaluation of the U45 dataset. The proposed method achieves the optimal level on the dataset at both NIQE and MUSIQ metrics. In contrast, traditional algorithms UDCP and Ucolor show suboptimal performance.


Table 4 | Quantitative evaluation on U45 Datasets using UIQM, NIQE, and MUSIQ metrics.






4.3.2 Performance evaluation

As shown in Figure 6, UDCP performs poorly in enhancing image brightness and color. Although the IBLA method exhibits issues of blurring and color bias, it is not entirely ineffective. UWCNN and FUnIE-GAN both exhibit problems such as excessive saturation and uneven brightness in the U45 dataset. Despite some adjustments in saturation, Ucolor and UDNet are unable to fully correct color distortion issues in underwater images. In contrast, our proposed method demonstrates good performance in color restoration, brightness enhancement, and contrast improvement.




Figure 6 | Comparison on U45 data sets. (A) Original image. (B) UDCP (Drews et al., 2016). (C) IBLA (Peng and Cosman, 2017). (D) UWCNN (Li et al., 2020a). (E) FUnIEGAN (Islam et al., 2020b). (F) Ucolor (Li et al., 2021). (G) UDNet (Saleh et al., 2022). (H) Proposed.







4.4 Ablation study

For the purpose of conducting a more detailed analysis of the proposed method, extensive ablation studies were performed to examine the impact of each stage of the proposed framework. This was done to demonstrate the effectiveness of each component in Zero-UAE, with a particular focus on the loss functions and training datasets.



4.4.1 Ablation study on loss functions

The outcomes produced by various combinations of loss functions are depicted in Figure 7, where “w/o” denotes “without.”




Figure 7 | Ablation study of the loss functions (underwater color adaptive correction loss Luac, illumination smoothness loss Ltvδ, exposure control loss Lexp, and spatial consistency loss Lspa). (A) Input. (B) Total. (C) w/o Luac. (D) w/o LTVδ. (E) w/o Lexp. (F) w/o Lspa.



For a direct visual comparison of the impact of loss functions on network training, only the network output results are presented. When the underwater color adaptive correction loss Luac is not considered, the underwater blue-green color tone cannot be completely eliminated, leading to potential color bias issues, such as over-enhancement of underwater environmental regions. The absence of illumination balance loss Ltvδ hinders correlations between adjacent regions, resulting in noticeable artifacts and imbalanced areas in the images. Without exposure control loss Lexp, underwater images may experience overexposure issues. Without spatial consistency loss Lspa, underwater images may encounter issues of insufficient contrast saturation. Therefore, these several loss functions complement each other, allowing the resulting images to achieve optimal color restoration and haze removal.

Table 5 presents the average quantitative evaluation of the ablation study on UIEB, yielding the following observations: 1) The stability of our zero-shot framework is primarily governed by the losses Ltvδ and Luac; removing either significantly diminishes restoration performance. 2) Both Lexp and Lspa losses are not indispensable for stabilizing network training. Lexp effectively controls complex underwater lighting conditions, while Lspa enhances image contrast. Visual inspection indicates favorable image results, and although the inclusion of Lspa leads to a slight decrease in evaluation metrics, this does not significantly impact overall perceptual quality. 3) Each loss contributes to restoring underwater images in its respective role, and the combination of all losses achieves optimal performance.


Table 5 | Ablation study on UIEB dataset.






4.4.2 Impact of training data

In order to test the impact of the training dataset, Zero-UAE is retrained on different datasets: 1) the original images from the UIEB dataset (Li et al., 2019) (a), 2) the original training data (b), 3) 3,700 underwater images provided by the EUVP dataset (Islam et al., 2020b) (c), and 4) 2,000 unlabeled underwater images from the HICID dataset (Han et al., 2022) (d). As shown in Figures 8C, D, after switching to different datasets, the color bias issue in underwater images cannot be completely eliminated in Zero-UAE. For instance, if the input underwater image has a bluish tint, the resulting image will maintain the bluish tint of the input. These results indicate the rationality and necessity of using the current training dataset in the training process of our network.




Figure 8 | Ablation study of the Training Data. (A) Input (Li et al., 2019). (B) The results of this method. (C) EUVP Dataset. (D) HICID Dataset.







4.5 Testing runtime

To research the efficiency of the proposed model, this paper compares the average testing runtime of different methods. These comparisons help assess the speed performance of this paper’s model in processing underwater images, comparing it with other methods to validate its superiority. This is crucial for understanding the practicality and performance of the method in real-world applications. This paper selected images from the 256×256 UIEB dataset for testing. The runtimes were measured on a computer equipped with an NVIDIA RTX 3080Ti GPU and AMD Ryzen 7-5800X CPU. The average runtimes are shown in Table 6, where “RT” represents the required runtime per image. Image quality evaluation metrics NIQE and MUSIQ are also provided for reference. The time efficiency of the proposed Zero-UAE is slightly better than that of FuniE-GAN and UDNet. Some other methods have relatively longer runtimes, requiring complex inference for each image. Additionally, our proposed method achieves the optimal metric evaluation results with the least time consumption.


Table 6 | Comparison on Testing Runtime (RT) (in seconds).







5 Conclusion

This paper presents a novel lightweight zero-reference deep network for underwater image enhancement (Zero-UAE), eliminating the requirements for paired or unpaired data. The image enhancement problem is transformed into the task of estimating parameters for a curve model mapping. A set of differentiable underwater non-reference loss functions is designed to guide the network training. The method can adaptively compensate for image color and brightness to enhance visual quality. It is noteworthy that, compared to other deep learning methods, the proposed method does not require any reference images during the training process. Under zero-reference training, Zero-UAE exhibits satisfactory visual performance in brightness, color, contrast, and underwater environments. Extensive experiments on multiple benchmarks demonstrate that the proposed method outperforms state-of-the-art methods both on qualitative and quantitative evaluations. Due to these advantages, it holds significant value in practical applications such as real-time processing tasks on underwater robots in marine exploration.

In the future, our goal is to improve the generalization performance of the zero-reference network in underwater sonar image and underwater optical image processing tasks. We plan to further refine the loss functions to enhance the underwater image color restoration and uniform contrast capabilities in challenging underwater scenes. Additionally, we intend to explore the possibility of integrating additional datasets and other models to further enhance the network’s ability to preserve low-level features, thereby increasing its applicability in real-world underwater environments and contributing to underwater autonomous detection tasks.
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Efficient and rapid deployment of maritime search and rescue(MSAR) resources is a prerequisite for maritime emergency search and rescue, in order to improve the efficiency and accuracy of MSAR. This paper proposes an integrated approach for emergency resource allocation. The approach encompasses three main steps: identifying accident black spots, assessing high-risk areas, and optimizing the outcomes through a synergistic combination of an optimization algorithm and reinforcement learning. In the initial step, the paper introduces the iterative self-organizing data analysis technology (ISODATA) for identifying accident spots at sea. A comparative analysis is conducted with other clustering algorithms, highlighting the superiority of ISODATA in effectively conducting dense clustering. This can effectively carry out dense clustering, instead of the situation where the data spots are too dispersed or obvious anomalies that affect the clustering. Furthermore, this approach incorporates entropy weighting to reassess the significance of accident spots by considering both the distance and the frequency of accidents. This integrated approach enhances the allocation of search and rescue forces, ensuring more efficient resource utilization. To address the MSAR vessel scheduling problem at sea, the paper employs the non-dominated sorting genetic algorithm II combined with reinforcement learning (NSGAII-RL). Comparative evaluations against other optimization algorithms reveal that the proposed approach can save a minimum of 7% in search and rescue time, leading to enhanced stability and improved efficiency in large-scale MSAR operations. Overall, the integrated approach presented in this paper offers a robust solution to the ship scheduling problem in maritime search and rescue operations. Its effectiveness is demonstrated through improved resource allocation, enhanced timeliness, and higher efficiency in responding to maritime accidents.
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1 Introduction

With the rapid growth of global trade, the maritime industry is flourishing. Given that over 80% of cargo transportation relies on ships, maritime activities have become increasingly intricate. Furthermore, they are susceptible to the impact of extreme weather phenomena, posing significant challenges for the industry (Rezaee and Pelot, 2016; Li et al., 2023; Zhang et al., 2023). Therefore, to better cope with maritime emergencies and to safeguard the service capability of ports, it is essential for ports to have emergency response capabilities. Effective search and rescue strategies in the aftermath of maritime accidents are essential to improving shipping safety and reducing the level of hazard from the accident (Caunhye et al., 2012; Chen et al., 2024b).In maritime search and rescue (MSAR), existing studies have focused on determining the location of accident centers and the dispatch of search and rescue forces.

The key aspect of MSAR is accurately predicting the potential location of an accident to effectively concentrate search and rescue efforts on crucial areas for swift response and rescue operations (Choi et al., 2020). Since the location of the target at sea fluctuates due to various factors, it is necessary to anticipate future changes in the marine environment throughout the process of solving the response model (Shchekinova et al., 2016; Zhang et al., 2021c). This model is reactive, meaning that it can accurately dispatch the resources required for the accident based on the needs. However, during the implementation process, it often encounters unforeseen circumstances, such as, shortage of resources, coordination of personnel, and adverse environmental conditions. Meanwhile, the design of an MSAR program is often viewed as a complex unstructured multi-criteria decision problem. Researchers focus on search planning decision support systems and intelligent algorithms to solve the resource scheduling problem during MSAR (Agbissoh Otote et al., 2019; Chen Z. et al., 2020). However, evaluating MSAR scheduling programs relies more on the experience of experts than on quantitative indicators, which makes it difficult to guarantee its efficiency and reliability (Xiong et al., 2020a).

This study presents a novel contingency resource optimization model to address the aforementioned challenges, which proposes an optimization model for allocating emergency resources in the deployment of maritime search and rescue vessels, taking into account multiple accident black spots and rescue bases. Specifically, initially, the iterative self-organizing data analysis technology algorithm (ISODATA) is initially employed to cluster historical accident locations and identify black spots, while the entropy weight method is used to evaluate and classify the significance of each accident black spot. Subsequently, the non-dominated sorting genetic algorithm II combined with reinforcement learning (NSGAII-RL) is utilized to solve the mathematical model and obtain the optimal strategy for emergency resource allocation. The remainder of the paper is organized as follows: Section 2 provides a summary of related research, while Section 3 presents a detailed description of the problem and constructs the overall framework of this study. In Section 4, the validity of the overall framework is verified using the actual case of Shanghai Port, and the experimental results are presented. The concluding section summarizes the findings and discusses future research directions.




2 Literature review

The identification of accident black spots is crucial in identifying high-risk areas deserving special attention. Historical accident data serves as a valuable resource in this endeavor. By considering variables such as the marine environment, historical accident data, and search and rescue conditions, clustering models can be established to identify locations with a high incidence of marine accidents. These accident black spots provide valuable insights for developing effective risk control measures and optimizing the allocation of emergency response resources, particularly when resources are scarce.

With the emergence of new techniques and theories, the identification of accident black spots has been extensively studied (Xu et al., 2023), such as through the Poisson-Tweedie model to identify accident black spots (Debrabant et al., 2018), kernel density estimation (Davis et al., 2011), K-Means clustering algorithm (Zhang et al., 2021b) and density-based spatial clustering of applications with noise (DBSCAN) (Szénási and Jankó, 2017), as well as the combination of advanced algorithms such as machine learning neural networks (Fan et al., 2019; Jang, 2020; Szénási et al., 2021). Among them, the K-Means method is popular in road and water traffic accident analysis due to its simplicity of implementation and significant clustering effect. It operates by minimizing the similarity within each cluster and maximizing the sum of squares of distances between different clusters (Ghadi et al., 2018). Furthermore, some researchers have optimized maritime search and rescue systems by incorporating accident black spots. For example, Ma et al. proposed an optimization model for emergency resource allocation that considers multiple accident black spot regions, various rescue bases, different accident types, and numerous emergency resource types. This model demonstrates considerable potential in enhancing resource allocation efficiency in disaster relief operations (Ma et al., 2022). Overall, the identification of accident black spots and their integration into search and rescue systems can greatly improve response capabilities and optimize resource allocation in maritime accidents.

Maritime search and rescue resource scheduling is a complex problem that requires efficient algorithms to find optimal solutions. Traditional heuristic algorithms have been widely used in resource scheduling, but researchers have begun exploring the combination of multiple algorithms to improve the scheduling process. For instance, Xiong et al. used two intelligent algorithms, Differential Evolutionary Algorithm (DE) and Non-dominated sorting genetic algorithm II (NSGAII), to find a suitable MSAR scheme and aid in resource scheduling (Xiong et al., 2020a). Cai et al. proposed a model solved using the Particle Swarm Optimization  (PSO) algorithm and Genetic Algorithm (GA) algorithm. A two-stage mixed integer programming (MIP)  model was used to determine the type and number of maritime search and rescue (MSAR) equipment to be  assigned to the activation station based on historical accidents and existing equipment information (Cai et al., 2020). In addition to these approaches, researchers have also introduced innovative algorithms for resource scheduling. Cho et al. proposed a heuristic crossover search and rescue optimization algorithm (HC-SAR) (Cho et al., 2021), and Ansari et al. proposed a new Competency-Based Maintenance Planning (CBMP) methodology (Ansari et al., 2023). Chu et al. proposed a particle swarm genetic hybrid algorithm (Chu et al., 2022). Aminzadegan et al. proposed two meta-heuristic solutions based on Adaptive Genetic Algorithm (AGA) and Tabu Search Algorithm (TS) (Aminzadegan et al., 2021). These efforts have demonstrated the significant potential of optimization algorithms in solving resource scheduling problems in MSAR operations. By combining different algorithms or developing new ones, researchers aim to improve the efficiency and effectiveness of resource allocation in emergency situations.

In recent years, with the rapid development of technology in the field of artificial intelligence, reinforcement learning has been continuously introduced into various fields. Compared to traditional optimization algorithms, Chen et al. found that optimization algorithms combined with reinforcement learning exhibit significant advantages in the field of path optimization (Chen et al., 2024a). By analyzing the internal structure of the population, these algorithms can select appropriate parameters, thereby avoiding the trap of traditional optimization algorithms converging to local optimal solutions, thereby improving search and rescue efficiency. For instance, Müller-Zhang et al. applied deep Q-learning to integrated process planning and scheduling, demonstrating that this deep reinforcement learning algorithm can rapidly identify the optimal solution in complex environments. By adjusting parameters in real-time, search and rescue algorithms can better adapt to changes in the MSAR environment, thus enhancing search and rescue effectiveness (Müller-Zhang et al., 2023). Li et al. creatively proposed genetic algorithm based on reinforcement learning (GSAA-RL), which enhances the search capability of the algorithm by transforms dynamic parameters into a Markov decision process, effectively defining the states, actions, and reward functions within GSAA-RL (Li et al., 2022a). These combined studies demonstrate the immense potential of reinforcement learning in the field of optimization scheduling. By adaptively adjusting the parameters of optimization algorithms, search and rescue processes can continuously learn and optimize algorithms to make them more suitable for practical application scenarios.

While reinforcement learning has been employed for tuning and optimizing the parameters of heuristic algorithms in various areas, such as shop floor scheduling, product manufacturing, and power systems, improving the performance of optimization algorithms and the quality of problem-solving. There is limited evidence indicating that reinforcement learning has been utilized to optimize the scheduling of ships during maritime search and rescue missions. The ability to adaptively adjust the parameters of optimization algorithms through reinforcement learning enables them to better handle the dynamic and complex nature of search and rescue missions, leading to improved efficiency and effectiveness of maritime operations (Xiao et al., 2024). Therefore, further research is needed to explore the potential of reinforcement learning in ship scheduling during maritime search and rescue missions.




3 Methods



3.1 Model overview

To take proactive and effective measures against possible future maritime accidents, the relationship between existing search and rescue bases and accident-prone locations should be fully considered in advance. To do this, it is necessary to identify the most suitable accident locations and to ensure that rapid and systematic assistance is provided at each location at the first sign of an accident. Therefore, in addressing this problem, this section is divided into the following three steps for consideration, which are identifying the location of accident black areas, to evaluate the importance of each accident-prone place to reduce the unnecessary waste of resources, and to dispatch each accident black spot accordingly through the optimization algorithm.

Figure 1 illustrates the general organizational framework of this study, which is divided into four modules. The first module is the dataset section, which contains information on recorded maritime accidents. This dataset is cleaned and organized to obtain a dataset that includes information on the latitude, longitude, and number of accidents. The second module adopts the ISODATA algorithm, which inputs historical accident data and selects appropriate algorithm parameters to cluster historical accidents and identify accident black spots. The third module evaluates the black spots generated in the second step by using the entropy weight method, which considers the location of the black spots from the MSAR base and the number of accidents in each black spot. This helps to assess each blackspot’s importance and rank them in order of importance, with priority scheduling for key areas. The last module uses NSGAII-RL for optimization to find the optimal scheduling plan for each accident black spot by building a mathematical model and setting the corresponding parameters. The mathematical model focuses on formulate a resource allocation problem, considering factors such as response time, the distance between the MSAR base and the accident black spot, resource availability, and the importance of the accident black spot. Finally, the corresponding ship dispatching plan is provided according to the dispatching arrangement of different accident black spots.




Figure 1 | Overall framework of this paper.





3.1.1 Clustering of accident data

Accident black spots are locations where accidents occur more frequently than in other areas of the water (Zhang et al., 2021a). In this study, an accident black spot is defined as a specific spot, rather than an entire area, and the location of an accident black spot serves as a proxy for surrounding accidents. Emergency Response Resources refer to the total materials, funds, and other resources required by the Emergency Management System (EMS) to effectively execute emergency response activities and ensure the efficiency of the maritime transportation system during MSAR.

The ISODATA algorithm is an improved method based on the popular unsupervised classification machine learning technique, the K-Means algorithm. It overcomes some of the limitations of the traditional K-means algorithm by automating the determination of clustering result K. The ISODATA algorithm sets a threshold parameter and iteratively merges or splits classes based on specific criteria. This dynamic adaptation of classes allows for optimal division of sample data into clusters, improving overall clustering performance. By adjusting the number of clusters K, the algorithm can adapt to different datasets and achieve better clustering results. Overall, the ISODATA algorithm provides a more flexible and accurate approach for clustering analysis compared to the traditional K-means algorithm (Shan and Zhang, 2019). In the context of this study, the ISODATA algorithm will be used alongside three other algorithms to compare their performance and verify the applicability of the ISODATA algorithm in the field of maritime accidents. This comparison will help evaluate the effectiveness of the ISODATA algorithm in clustering historical accident locations and identifying accident black spots.

ISODATA mainly consists of three parts: the main algorithm, the splitting operation, and the merging operation, and each part is briefly introduced. The main algorithm of ISODATA includes the following 3 steps:

(1) Initial value setting

a) Randomly select   samples from the data set as the initial clustering center  ; b) Based on the distance of each sample   to the center of all clusters, assign the samples to the class with the smallest distance; c) Discard the class if the elements within the class are less than  , so that  , and reassign the samples within the class according to step; d) Recalculate the cluster centers for each class as Equation (1).

 

e) Where K<  , a merge operation is performed; f) Where K< 2  , it means that the current number of categories is too small, and split operation is performed; g) Where the maximum number of iterations is reached, terminate the algorithm, otherwise go back to step b) to continue execution.

(2) Merge operation

The merge operation of ISODATA consists of the following two steps: a) Calculate the current distance between the clustering centers of each category, denoted by the matrix D, where   = 0; b) Combine the two categories with   into a new class, which has a cluster center position as Equation (2).

 

Where   and   denote the number of samples in these two categories.

(3) Splitting operation

The split operation of ISODATA consists of the following four steps: a) Calculate the variance of all samples under each category for each dimension; b) Calculate the largest variance in each category  ;c) If   >   for a class and the number of samples within the class   ≥ 2  , then proceed to step d),and exit the splitting operation if the condition is not satisfied; d) Split the class that satisfies the condition into two subcategories and make K=K+1. Which   =  ,   =  .




3.1.2 Evaluation of each black spots based

The Entropy Weight Method is a multi-indicator decision-making approach rooted in information entropy concept, which quantifies the degree of change in evaluation indices. A higher information entropy value suggests that an index provides more information, making it more crucial in the evaluation process. Conversely, a lower information entropy implies a reduced weight for the index in the final decision-making process. By leveraging information entropy, the Entropy Weight Method enables a comprehensive and nuanced assessment of multiple indicators, facilitating informed and weighted decision-making based on the significance of each index in the overall evaluation (Chen et al., 2022; Wen et al., 2022).

Given the irregular distribution of accidents at sea, the entropy weighting method lays the groundwork for ship scheduling by assessing the importance of each accident black spot. This assessment takes into account both the number of accidents occurring at the black spot and the proximity of the black spot to the MSAR base (Shu et al., 2023). By adopting the entropy weight method, the importance of each accident black spot can be assessed so that effective decisions can be made in ship scheduling This method ensures the rational allocation of resources by prioritizing areas where accidents are more concentrated and farther away from search and rescue bases.

Assume that there are m evaluation objects and n evaluation indicators, constituting a judgment matrix  . The steps for determining the weights using the weight entropy method are as follows: the entropy weight method used in this paper is divided into the following four main steps.

In this study Equation 3 Euclidean distance formula was used to calculate the distance between each clustering center and MSAR.

 

Where, p= (p1, p2) and q= (q1, q2) represent the coordinates of the accident spot.

(1) The entropy method was used to calculate the ratio of one indicator to the sum of the values of the same indicator for each program as Equation (4):

 

Where   is the weight of the   sample in the j-indicator. 

(2) As shown in Equation 5 for the   evaluation indicator, the entropy value of the evaluation indicator is calculated using the data corresponding to that evaluation indicator.



Where, only when  .

(3) This indicates that the weight coefficients of the attribute values are determined by the discrepancy between the schemes. Hence, let’s define   as the degree of consistency between the contribution of the next scheme and attribute J. With   the weight   for each attribute can be calculated as Equation (6):

 

Where   = 0, the   attribute can be eliminated with a weight equal to 0.

(4) Calculate the composite score for each accident black spot as Equation (7), where   denotes the value of the  .

 




3.1.3 Multi-objective optimization model

Ship scheduling is a continuous aspect of the maritime search and rescue process. A safe and feasible scheduling program can reduce resource consumption and ensure the safety of rescue vessels. The ship scheduling problem falls under the category of complex discrete combinatorial optimization problems. It is challenging to enumerate all possible solutions using the enumeration method, making it necessary to adopt an optimization algorithm that offers high computational efficiency for finding the optimal solution. To address this issue NSGAII is employed as the base algorithm. It retains the individuals with the highest fitness, effectively avoiding the loss or destruction of the best genes during the optimization process. The NSGAII algorithm adopts a non-dominated sorting genetic algorithm with an elite strategy, which is widely used in various fields of combinatorial optimization.

However, this algorithm has the obvious disadvantage of being extremely sensitive to parameter configurations, a property that makes many evolutionary algorithms dependent on specific problems and scenarios. When the problem or scenario changes, the parameters need to be adjusted or reset. The parameter tuning process is very time-consuming. Based on the characteristics of evolutionary algorithms and reinforcement learning methods, a non-dominated sorting genetic algorithm based on reinforcement learning is designed for the search and rescue scheduling problem, NSGAII-RL uses NSGAII as the basic algorithm for population iteration and selection and uses the Q-learning algorithm to compute the reward value of the corresponding cross variant, which guides the population to evolve in the direction of a more optimal direction. However, NSGAII has a drawback—it is highly sensitive to parameter configurations. This means that parameter adjustments or resets are necessary when the problem or scenario changes. Unfortunately, parameter tuning can be time-consuming. To address this limitation, a novel approach called NSGAII-RL, based on evolutionary algorithms and reinforcement learning, has been developed for the search and rescue scheduling problem.

NSGAII-RL combines the population iteration and selection mechanisms of NSGAII with the Q-learning algorithm. The Q-learning algorithm computes the reward value for each crossover variant, guiding the population towards more optimal solutions. By integrating reinforcement learning into NSGAII, NSGAII-RL overcomes the parameter sensitivity issue and enables the algorithm to adapt to changing problem scenarios more effectively. This approach enhances the efficiency and effectiveness of ship scheduling in maritime search and rescue operations.

(1) Chromosome representation and population initialization

The process of generating chromosomes is considered to be the initialization of chromosomes. In this paper, a two-layer chromosome coding format is used to specify a 7-bit chromosome coding format, where the first layer is binary coded to represent different vessel information, and the second layer of coding is really coded to represent vessel performance information. Figure 2 shows an example of a chromosome that randomly initializes the population according to the population size.




Figure 2 | Chromosome coding forms.



(2) Optimization of NSGAII-RL algorithm

When the initial individuals are generated, the population will continuously select the non-dominated  individuals according to the non-dominance rank and crowding distance, where the crowding distance is calculated as shown in Equation (8).

 

Where  i represents the congestion at the   spot and f represents the value of the corresponding objective function.

This selection strategy employs a stochastic universal selection method, which randomly selects a subset of parents with higher fitness values as the progeny probability. Upon completion of the selection process, the selected outstanding individuals are paired and undergo cross-mutation. For the crossover operation, we utilize the single-spot crossover technique. Reinforcement learning excels at dynamically selecting appropriate parameters, which is why it is introduced to tune crossover ( ) and mutation ( ) probabilities, in this study. after several iterations, the reinforcement learning process is activated, and   and   selection is optimized based on past and current learning experiences. This iterative process ensures that the genetic algorithm converges efficiently and generates promising new individuals, ultimately leading to improved solution quality and faster computation times. This approach enables the solution effect to better align with actual circumstances.

During each iteration, the agent dynamically selects unique actions to achieve the optimal crossover and mutation probabilities. For the crossover probability, values typically range from 0.4 to 0.9, divided into 10 intervals with an interval value of 0.05 in this study. Similarly, the mutation probability ranges from 0.01 to 0.21 and is divided into 10 intervals, each with an interval value of 0.02, as detailed in Table 1. For example, when selecting action a2 from the action set  ,   is randomly selected from the range of 0.01 to 0.21. It may also be excluded from consideration based on the optimization of the objective function, conversely, the same.


Table 1 | Crossover & Mutation probabilistic action sets.



(3) Iteration of the Q-learning algorithm

By employing reinforcement learning, the adjustment of the two main parameters in the algorithm can be divided into four steps. (a) At time step t during the iteration of the non-dominated sorting genetic algorithm, the agent acquires the state. (b) the agent executes a corresponding action according to a pre-specified action selection policy. This is followed by genetic, congestion, and non-dominated sorting operations. (c) The state of the non-dominated sorting genetic algorithm shifts to step+1, and feedback is provided to the agent. (d) The agent proceeds to the next action step +1.

During the learning process, the agent guides the iterations of the population by recording the current state and selecting appropriate crossover and mutation operators. Simultaneously, the agent updates a Q-table based on this information shown in Figure 3, where highlighted cells represent actions taken in previous iterations. In particular, the agent employs a greedy policy to select actions for the population’s evolution, leveraging past experiences to identify optimal action sequences. The outcomes of the population’s iterations are fed back into the Q-table to inform subsequent iterations. Throughout the algorithm’s iterations, the agent explores various combinations of strategies, including crossover-only, mutation-only, and combined crossover-mutation operations, to continuously enhance the population’s fitness. The agent’s exploration of the environment is assessed by a reward function, with reward values closely tied to improvements in fitness. This framework enables the agent to utilize past experiences to determine optimal action sequences, meeting the demand for fast, robust, and high-quality solutions. Over time, the agent’s performance is improved through this iterative process.




Figure 3 | Q-table data flow.



Next, it is crucial to design reward functions for the crossover and mutation probabilities to assess whether the chosen values are rational. Different reward functions under the same algorithm may lead to distinct outcomes, and the selection of the reward function determines the convergence speed and efficiency of the algorithm (Chen R. et al., 2020). The following reward functions are established to evaluate the crossover and mutation probabilities in each iteration, with each function defined separately as Equation (9) and Equation (10):

 

 

Where, the value representing the minimum fitness value during the search for the goal state, not only  <   and  <  ,but also, in this case,   ≥   and   ≥   occurring in each iteration must be considered. If   ≥   and   ≥  , the agent must reward a negative value as a penalty forcing its state to change towards a good trend.

The ε-greedy strategy from reinforcement learning is employed as the action selection method. This strategy strikes a balance between exploitation and exploration, utilizing the maximum action value function while still allowing for the possibility of searching non-optimal actions. The ε-greedy policy can be expressed using Equation (11), where ε represents the greedy rate and is a random number between 0 and 1. When ε is greater than or equal to r, the probability of selecting the crossover and mutation with the highest Q-value is chosen. However, when ε is less than r, the probability of picking the crossover and mutation is randomized. Based on the above description, the algorithm flowchart of NSGAII-RL in Figure 4 is as follows four steps: First, we need to initialize the population and obtain the current state  , of the population. Then, based on the ε-greedy strategy, we select the corresponding actions and calculate the respective objective function values. We filter the population using the NSGAII algorithm. At this spot, the state of the NSGAII algorithm transitions to st+1, and the feedback is provided to the agent. The agent takes action at  , records the learning process based on the current state, action, and received feedback, and updates the Q-table. If the reward value is positive, the action selection of NSGAII will be strengthened; if the reward is negative, the action will be weakened accordingly. The continuous process of obtaining states, taking action, receiving feedback, and adjusting the strategy constitutes the entire reinforcement learning process.




Figure 4 | Flow chart of NSGAII-RL algorithm.



 

(4) Optimization Objectives

In this paper, the mean square deviation of the minimum sailing time of the MSAR vessel, and the minimum response time of the MSAR vessel are chosen as the objective functions. To address the allocation optimization of maritime emergency resources, a multi-objective optimization model is established. The objective function and constraints are expressed in Equations (12–19).

 

 

Constraints:

 

 

 

 

 

 

Where,   is the speed of each vessel;   is the total number of rescue vessels dispatched;   is the set of all candidate rescue vessels within the response time of MSAR site i;   denotes the response time of the   MSAR vessel;   represents the distance between black spot j and candidate rescue site i;μ denotes the mean value of the response time, and. is taken as 1 when the rescue site i is selected, and 0 otherwise;

There are many complex factors affecting the scheduling of maritime MSAR vessels and the following assumptions are made for the convenience of modeling and solving:

	1) Simplify the base of call for search and rescue vessels, and the annual operational availability of each rescue vessel is 365 days;

	2) Assume that each vessel carries a corresponding sufficient of supplies and has the ability to conduct search and rescue at the corresponding accident spot;

	3) It is assumed that the probability of the existence of the search and rescue target at each location in the surrounding sea area within the accident spot to be searched is equal, i.e., the search and rescue target is uniformly distributed in the sea area to be searched;

	4) Each search and rescue vessel sails at its maximum speed when performing the search and rescue mission;

	5) At least 8 ships are assigned to each accident clustering center spot for corresponding guarding and each ship can only correspond to one accident center.



Equation (12) is the objective function 1, which indicates that the total time cost is minimized, where the total time cost is the sum of the time for each MSAR vessel to arrive at the accident center. Equation (13) represents the minimization of the root mean square error of the response time of the MSAR vessels, i.e., the MSAR vessel is able to arrive at the accident center with as little fluctuation of the arrival time as possible. The combination of objective functions 1 and 2 can ensure that the MSAR vessel arrives at each accident spot at the fastest speed possible Equations (14) ~ (19) are the constraints: Equations (14) and (15) denote that the demand of each accident spot is satisfied and there exists at least one corresponding MSAR vessel to realize the full coverage of the whole accident water; Equation (16) denotes that the set of all candidate rescue sites j within the emergency response time of the accident spot; Equations (17) and (18) denote that the distance of search and rescue and the number of search and rescue vessels are not higher than the upper limit of the vessel, respectively; Equation (19) denotes whether the ship is selected or not.





3.2 Clustering algorithm evaluation parameters

Silhouette Coefficient is used as a clustering evaluation metric which measures the tightness of the cluster in which each sample is located and its separation from other clusters. In terms of the observed values of the silhouette coefficient, higher values indicate better separation of the clustering results, indicating that the samples are more similar within the clusters to which they belong and are more differentiated from other clusters. The range of values is -1 to 1. The formula is derived as Equation (20) where a denotes the average distance of a given sample from other samples within the cluster to which it belongs and b denotes the average distance of a given sample from samples in other clusters.

 

The total profile coefficients SC for clustering are Equation (21).

 

The Calinski-Harabasz Index (CHI) assesses the quality of clustering by comparing the mean-variance within clusters with the mean-variance between clusters. Higher values of the Calinski-Harabasz Index indicate better clustering results, i.e., less variance within clusters and more variance between clusters. The formula for the index is Equation (22).

 

Where   is the covariance matrix between each class and   is the covariance matrix of the data within each class

The Davies-Bouldin Index (DBI) calculates two pieces of information: the closeness of the distance between the samples within each cluster and the separation of the distances between different clusters. A smaller Davies-Bouldin Index indicates better clustering results, i.e., higher closeness of samples within clusters and greater separation of distances between different clusters.

Si calculates the average distance from the data within a class to the center of mass of the cluster, which is calculated as in Equation (23). It represents the degree of dispersion of each time series in the cluster class i, in which   represents the   data spot in the cluster class i, Ai is the center of mass of the cluster class i, Ti is the number of data in the cluster class i, and p is taken to be 2 in the usual case, which makes it possible to compute the Euclidean distance between the independent data spots and the center of mass.

 

Where,   represents the   value of the center of the mass spot of cluster class i, and   is the distance between cluster class i and the center of mass of cluster class j, which is calculated as Equation (24):

 

DBI defines a value   that measures similarity, calculated as Equation (25):

 

For each cluster class i calculate the maximum value of  , denoted as   which is calculated as Equation (26):

 

That is, the maximum similarity value of cluster class i with other classes, that is, the worst result is taken out. Then the maximum similarity of all classes is averaged to get the DBI index, which is calculated as Equation (27):

 





4 Experiment

We collated and filtered the collected historical accident data pertaining to the target sea area. The experimental procedure in this section is as follows: Firstly, the ISODATA algorithm is used to cluster the historical data of the target sea area, find out the corresponding accident centers, and record the distance of the accident centers from the MSAR bases as well as the number of accidents contained in each accident center. Secondly, the entropy weight method is used to evaluate the importance of each accident center, taking into account the size of the accident center and its distance from the MSAR base. The accident centers are then sorted according to their importance level. Subsequently, the collection of ships from the five MSAR bases was collated. It was assumed that all ships were in their respective ports during the dispatch. The NSGAII-RL algorithm is used to dispatch according to the corresponding scheduling order, and eight vessels are assigned to each accident center without repeated use of the vessels. The changes in the objective function are recorded.



4.1 Experimental settings

The model selected for this study utilizes maritime accident data spanning four years (2019-2022) recorded at five MSAR bases within the Shanghai port, and all the MSAR vessels that can be mobilized from the five MSAR bases. The configuration of the experiment in this paper is Core I9-12900 5 GHz CPU, 16 GB memory, Windows 11 operating system desktop computer, coding is performed using Python 3.11. All algorithms are executed under the same system configuration.




4.2 Experimental description

In 2022, Shanghai Port’s container throughput will reach 47.330 million, ranking first in the world for 13 consecutive years. The substantial cargo volume and the multitude of ships navigating near port waters contribute to a high traffic density. For instance, the Shanghai Maritime Search and Rescue Center handled 2,542 various types of accidents and near-miss accidents within its responsibility area from 2018 to 2022.

To evaluate the effectiveness of the proposed model, we conducted a case study on the sea area surrounding the Shanghai port. We collected maritime accident data samples from the Shanghai Maritime Administration, and the time span ranged from January 2019 to December 2022. Five MSAR bases were selected as the starting spot for the departure of MSAR vessels in this paper. Figure 5 depicts the approximate range of waters selected for this experiment. Among them, A~E represents the five selected MSAR bases. While these bases are derived from data provided by the maritime department, their specific names are not disclosed due to data sensitivity. Therefore, they are referred to as A~E in this paper.




Figure 5 | Schematic diagram of Shanghai harbor.






4.3 Identification of black spots in maritime accidents

In traditional maritime accident clustering, the large discrepancy in the size of clusters often arises due to the uneven distribution of maritime accident data across different regions. Therefore, in this study, the ISODATA algorithm is compared with K-Means, DBSCAN, and grid clustering algorithms. The minimum and maximum number of accident spots in a cluster is set to 10 and 100, respectively. Based on experience, this range can effectively capture potential clusters in the data. Smaller clusters might not provide sufficient information about accident hot spots, while larger clusters could lead to oversimplification.

The threshold parameter in the ISODATA algorithm is crucial in determining the distance between cluster centers. To substantiate the appropriateness of the threshold parameter, a series of experiments were conducted. As depicted in Figure 6, the threshold’s common value space from 0.05 to 0.5 was divided into ten intervals, and the clustering effect was assessed under each threshold value. Three clustering quality metrics, including SC, DBI, and CHI, were employed for evaluation. The results indicated that the optimal SC and CHI, coupled with the minimized DBI, were attained at a threshold of 0.2. Consequently, 0.2 was selected as the algorithm’s parameter. Additionally, 500 iterations were set, and the number of clusters was defined as 6 as a reference value. However, the execution of the ISODATA algorithm yielded 16 clusters, contrary to the expected number. Thus, further experimentation with the K-means algorithm implementing 16 parameters for clustering was deemed necessary.




Figure 6 | Impact of ISODATA algorithm parameter changes on three indicators.



The clustering performance of four algorithms for maritime accidents in the Shanghai Port is depicted in Figure 7. It is apparent that both DBSCAN and Grid-based Clustering display suboptimal performance in effectively clustering and identifying accident locations. Grid-based clustering offers only a rudimentary categorization of accidents, with numerous accident centers mistakenly identified on land. Similarly, DBSCAN struggles to accurately depict the distribution of accident spots, a limitation attributed to the non-uniform distribution of accident data across various regions, causing certain clustering algorithms to overlook underlying data patterns. Conversely, both the ISODATA algorithm and the KMEANS algorithm demonstrate the ability to identify areas with high accident rates. However, upon closer inspection of the magnified section of the Yangtze River estuary in the figure, it becomes evident that the K-means algorithm’s clustering results exhibit significant variance and do not neatly align with a predetermined number of clusters. In contrast, the adaptive nature of the ISODATA algorithm allows it to effectively handle varying densities and irregular cluster shapes, thereby capturing the nuances and complexity inherent in the accident data more adeptly. From an algorithmic stand spot, the ISODATA algorithm’s superiority over KMEANS lies in its capability to dynamically adjust the number of clusters based on the data distribution, proficiently addressing issues such as varying density and irregular cluster shapes. This adaptability enables the ISODATA algorithm to more accurately capture the complex and non-linear structures evident in the accident data, resulting in more effective clustering outcomes.




Figure 7 | Comparison of four clustering algorithms (A–E).



This is well verified by the evaluation indicators in the following Table 2 ISODATA algorithm has a balanced performance in all aspects. ISODATA algorithm has the highest CHI value, indicating that the dissimilarity between clusters is greater than the dissimilarity within clusters, resulting in a superior clustering effect. In other words, by combining Table 2; Figure 7, it is evident that a smaller CHI value means that relatively similar data spots are assigned to the same cluster, while dissimilar data spots are allocated to different clusters. For instance, the small CHI values of the DBSCAN and Grid-based Clustering algorithms indicate their failure to identify specific outlier spots. Additionally, the higher SC and lower DBI values respectively denote a higher dissimilarity between the data within and nearest clusters, as well as a more compact distribution of data spots within the clusters. These findings collectively indicate that the ISODATA algorithm outperforms other algorithms in terms of clustering effectiveness.


Table 2 | Evaluation metrics for different algorithms.



According to the clustering results obtained by the ISODATA algorithm, illustrated in the heat map distribution in Figure 8, with the asterisk representing the location of the MSAR base and the light blue indicating the accident clustering center, it is evident that the accident clustering center is densely concentrated near the mouth of the Huangpu River in the figure. This phenomenon can be attributed to the complex hydrological conditions in and around the Huangpu River inlet. The convergence of ship traffic from the Wusongkou anchorage area results in numerous ship traffic flows with frequent interchanges. This situation is further compounded by the narrowness of the waterways and the high number of anchorages in the area, contributing to a heightened potential for accidents.




Figure 8 | Heatmap of ISODATA algorithm.






4.4 Entropy weighting method to prioritize search and rescue resource scheduling

In this experiment, the distance from each accident black spot to the MSAR base and the size of each accident black spot were chosen as inputs to comprehensively assess the priority of dispatching MSAR forces. Cluster centers with a high frequency of accidents and long distances from each maritime MSAR center should be prioritized for centralized dispatching. As shown in Figure 9, the horizontal axis represents the accident point number. The dashed line on each bar indicates the entropy weight score of the five maritime MSAR centers to the sixteen accident centers, with the blue bar representing the frequency of each accident black spot and the green bar representing the distance weight of each accident black spot. It is apparent that the twelfth accident black spot should be given priority due to its distance from the MSAR bases and the number of accidents in the cluster. Conversely, accident center No.3, which experiences a higher frequency of accidents, is placed behind accident center No.12 due to its proximity to the major MSAR bases. The subsequent Table 3 displays the scheduling order of the MSAR bases and the corresponding index scores.


Table 3 | Dispatch order of accident black spots and scoring.






Figure 9 | Degree of importance of each accident point.






4.5 NSGAII-RL resource optimization

Based on the above conclusions the NSGAII-RL algorithm developed in this paper will be compared with three well-known methods: PSO, MOEAD and NSGAII.

Using each algorithm, select ships from all available vessels based on the priority of accident black spots. The selected ships will be removed from the pool of available vessels and the other vessels used for the next black spot, and this process will continue for the comparison of sixteen accident black spots. Each algorithm cycles 10 times and is considered has a set of parameters that remain constant during the search process. The parameters associated with the NSGAII-RL algorithm are set as follows: learning rate α = 0.1, discount factor γ = 0.9, greedy rate ε = 0.5 (Li et al., 2022a), crossover and mutation probabilities, and an initial Q value of 0. Parameters associated with the MOEAD and the NSGAII algorithm are set as follows: the maximum number of iterations MAXGEN = 400, crossover probability Pc = 0.85, and mutation probability Pm = 0.21. The PSO algorithm has an acceleration constant of 2, an inertia weight of 0.5, a chromosome length of 7, and a population size of 8 (Song et al., 2023).

Figure 10 illustrates the fluctuations of parameters   and  over multiple iterations. The blue line represents the crossover probability, while the red line indicates the mutation probability. Initially,   and   exhibit substantial oscillations between their maximum and minimum values. However, as the algorithm continues to iterate,   and   gradually converge within a narrow range. Obviously,   and  , as the actions that can be selected from the Q-table, are always exploring and obtaining the execution results of the actions through the greedy strategy, and updating the Q-value according to each obtained result to achieve the optimal objective function.




Figure 10 | Variation of Pc, Pm with the number of iterations.



Figure 11 depicts the results of four optimization algorithms (NSGAII-RL, NSGAII, MOEAD, and PSO) after iterating through the 16 black spots. As seen in the figure, the optimization solution obtained by the NSGAII-RL algorithm exhibits a significantly broader population distribution, indicating that the algorithm excels in maintaining population diversity. This diversity allows for thorough exploration of all facets of the solution space, considerably increasing the likelihood of discovering the optimal solution. Furthermore, data from Table 4 reveals that the NSGAII-RL algorithm achieves an improvement of over 7% in Obj 1 optimization, suggesting that the algorithm can save at least 7% of the time spent scheduling ships in the ship scheduling problem. In Obj 2, the algorithm also makes significant improvements, effectively reducing the time gaps between ships and thereby enhancing the efficiency of ship scheduling in actual MSAR operations, thus increasing search and rescue probability to a certain extent. Compared to other algorithms, these improvements are primarily attributed to the algorithm’s adaptive iteration, which enables learning from interactions and further refining its search strategy. This results in a strong performance in population diversity and convergence, suggesting that the model can indeed assist the maritime sector in reducing MSAR scheduling time and, consequently, improving the operational efficiency of the search and rescue system.




Figure 11 | Optimal results for each of the four algorithms (A–P).




Table 4 | Optimization results and running time of the three algorithms.







5 Conclusion

The rapid development of global maritime trade has posed significant challenges for maritime regulatory authorities, particularly when considering the occurrence of maritime accidents. Maritime accidents not only cause serious harm to personnel and the environment but also result in extensive damages to vessels, cargo, and trade networks. Therefore, there is a need for more effective emergency resource allocation strategies to address this phenomenon. This study presents an integrated approach to emergency resource allocation, consisting of three main steps. Firstly, the accident blackspots within the study area are identified, and the optimal number of clusters is determined using the ISODATA algorithm, accounting for the inherent characteristics of the data. This approach removes the subjectivity and uncertainty associated with manually setting the number of clusters. Moreover, the entropy weighting method is employed to evaluate the accident blackspots, effectively identifying high-risk areas and establishing a prioritized scheduling order. Subsequently, the NSGAII-RL algorithm is employed to efficiently schedule each clustering center. To verify the effectiveness of the proposed method, an extensive comparison with various algorithms is conducted. The experimental results demonstrate that the selected method can reduce the vessel scheduling time by at least 7% and substantially reduce the volatility of the arrival time of the MSAR vessels. Furthermore, the framework proposed in this paper was integrated with actual exercises conducted by the East China Sea Rescue Bureau and underwent field verification in the vicinity of the Yangtze River estuary in Shanghai. Compared to the traditional method, the proposed framework enables faster scheduling of ship resources and reduces losses.

Here are several limitations in this study. Firstly, due to the constraints of accident data, the data used in this study is based on the initial latitude and longitude of the accident report. However, in reality, the position of the search and rescue target may change due to the effects of wind and wave currents, which is a factor not considered in this study. Secondly, the study did not classify accidents according to severity, and all accidents were considered with the same weight, potentially leading to inaccurate assessment results. Additionally, limited by data sensitivity, the consideration of search and rescue capabilities in this study was relatively narrow, focusing only on dispatching search and rescue vessels without fully considering the incorporation of other search and rescue capabilities such as helicopters, intelligent search and rescue vessels, and social search and rescue forces like passing ships.

To address the aforementioned limitations, our team’s future research in the field of MSAR will predominantly concentrate on three key areas. Firstly, the incorporation of relevant drift prediction algorithms to forecast the required time for vessels to reach the scene and subsequently estimate the location of the search and rescue targets. Secondly, the classification of accidents according to severity, and the consideration of multiple factors when scheduling the search and rescue sequence for accident black spots. Thirdly, the consideration of the involvement of additional search and rescue resources, such as helicopters and social search and rescue forces, during the search and rescue process.
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Insufficient studies in characterizing vertical structure of Chlorophyll-a (Chl-a) in the ocean critically limit better understanding about marine ecosystem based on global climate change. In this study, we developed a Gaussian-activation deep neural network (Gaussian-DNN) model to assess vertical Chl-a structure in the upper ocean at high spatial resolution. Our Gaussian-DNN model used the input variables including satellite data of sea surface Chl-a and in-situ vertical physics profiles (temperature and salinity) in the northwestern Pacific Ocean (NWPO). After validation test based on two independent datasets of BGC-Argo and ship measurement, we applied the Gaussian-DNN model to reconstruct temporal evolution of 3-D Chl-a structure in the NWPO. Our modelling results successfully explain over 80% of the Chl-a vertical profiles in the NWPO at a horizontal resolution of 1° × 1° and 1 m vertical resolution within upper 300 meters during 2004 to 2022. Moreover, according to our modelling results, the Subsurface Chlorophyll Maxima (SCMs) and total Chl-a within 0-300 m depths were extracted and presented seasonal variability overlapping longer-time trends of spatial discrepancies all over the NWPO. In addition, our sensitivity testing suggested that sea-water temperatures predominantly control 3-D structures of the Chl-a in the tropical NWPO, while salinity played a key role in the temperate gyre of the NWPO. Here, our development of the Gaussian-DNN model may also be applied to craft long term, 3-D Chl-a products in the global ocean.
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1 Introduction

Marine phytoplankton provides nearly half of the global primary production (Behrenfeld, 2001) and plays critical roles in regulating ecosystem and carbon cycle in the global ocean (Gregg et al., 2003; Anderson et al., 2021). Popularly, Chlorophyll-a concentration (Chl-a) has served as an index in estimating phytoplankton biomass, primary production, and the trophic condition in the ocean (Volpe et al., 2012; Colella et al., 2016; Hammond et al., 2020). So far, satellite remote sensing is a major source of marine Chl-a data, meanwhile these data are limited within the surface ocean that contains generally less than 20% of the euphotic depths for phytoplankton photosynthesis process (Gordon and McCluney, 1975; Matthes et al., 2023), thus unable to reveal subsurface chlorophyll maxima (SCMs) beneath the surface mixed layer. The SCMs are a ubiquitous and prominent characteristic in both coastal seas and open oceans, commonly believed to form in specific regions of the water column where opposing gradients of light and nutrients, coupled with turbulent mixing, create conditions conducive to optimal phytoplankton growth (Cullen and Eppley, 1981; Letelier et al., 2004; Beckmann and Hense, 2007; Cullen, 2015; Cornec et al., 2021). The SCMs significantly contribute to primary production, highlighting their crucial role in marine ecosystems (Fennel and Boss, 2003; Gong et al., 2015, 2017). Therefore, the mis-detection of SCMs by satellite leads to limitation and also significant errors in estimating temporal evolution of 3-D structure in the Chl-a production, with regional errors even to 120% (Piatt et al., 1989; Fernand et al., 2013; Bouman et al., 2020).

Since the 1980s, how to retrieval Chl-a vertical distributions from surface-ocean data has been a subject of considerable attention since the 1980s (Morel and Berthon, 1989). Statistical extrapolation method is employed to derive vertical profile of Chl-a, commonly by incorporating satellite-derived data (Morel and Berthon, 1989; Richardson et al., 2003; Uitz et al., 2006). This approach involves partitioning oceanic waters into trophic categories based on their surface Chl-a values, ranging mainly from 0.01 mg m-3 to over 10 mg m-3. The mean vertical Chl-a profile in each category is then computed using generalized Gaussian functions (Platt et al., 1988; Gong et al., 2015). However, this method fails adequately describing the shape of Chl-a profiles in various areas and on daily timescales. In parallel, numerical models simulating gridded vertical Chl-a profiles show large discrepancies, likely attributed to inconsistent modeling parameters strategy and various grid-mesh resolutions (Varela et al., 1992; Moeller et al., 2019; Masuda et al., 2021; Shu et al., 2022).

Recently, more and more artificial intelligence technology is employed to reconstruct vertical structure of ocean Chl-a on the basis of satellite remote sensing data. For instance, Sammartino et al. (2018) utilized an artificial neural network (ANN) model (single hidden layer) on sea surface temperature (SST) and surface Chl-a data, to infer the vertical profiles of Chl-a in the Mediterranean Sea. Similarly, also based on SST and surface-ocean Chl-a datasets, Chen et al. (2022a) and Wang et al. (2023a) analyzed SCMs in the northwestern Pacific Ocean (NWPO) using deep learning models. However, their studies commonly overlooked potential impacts of network design along ocean depths in accuracy to the results. There are some studies that utilize vertical variables as predictors. For example, Sauzède et al. (2016) utilized an ANN model to infer vertical profiles of the particulate backscattering coefficient based on surface ocean-color estimates, vertical potential densities, and mixed-layer depths. Similarly, Hu et al. (2023) employed a Random Forest (RF) method to retrieve vertical Chl-a profiles in the northern Indian Ocean, utilizing surface ocean-color estimates, vertical temperature and salinity, and mixed-layer depths as inputs. Although their studies improved the estimation accuracy of 3-D structure by incorporating vertical physical properties, they solely demonstrate the feasibility of climatology monthly vertical structure or are restricted to the time span of the input data, leaving the long-term 3-D Chl-a reconstruction problem unresolved.

The NWPO boasts one of the richest marine ecosystems (Naiman et al., 1992) with abundant and diverse fishery resources in the global ocean (Chikuni, 1986), and the atmosphere-ocean coupled system in the NWPO is closely linked to the global warming and also provides critical feedbacks (Xie et al., 2009; Kulk et al., 2020; Shi et al., 2023). A few of studies investigated the variabilities of surface Chl-a on the long-term trends in the NWPO (Hammond et al., 2020; Chen et al., 2022b; Yu et al., 2023). Significant negative trends of surface Chl-a are generally observed in the oligotrophic gyres of the NWPO during 1998–2020 (Yu et al., 2023). In the subarctic gyres of the NWPO, surface Chl-a presented an increased tendency during 1997–2020 (Chen et al., 2022b). However, given the prevailing SCMs in the NWPO (Cornec et al., 2021; Chen et al., 2022a; Wang et al., 2023a), caution is warranted when extending conclusions from surface Chl-a to water-column integrated Chl-a. Meanwhile, the lack of long-term 3-D Chl-a structure means that trends in water-column integrated Chl-a in the NWPO remain an open question.

In this study, we engaged in extrapolative prediction for long-term, gridded vertical Chl-a profiles in the NWPO using an enhanced deep neural network (DNN) model. DNN models, as a subset of deep learning, are distinguished by their multiple hidden layers compared to ANN models, which typically have a single hidden layer. They possess the capability to autonomously extract intricate features from raw data and demonstrate higher scalability in managing extensive and complex datasets (Li et al., 2020). Moreover, DNN models have been certified to exhibit superior performance in retrieving vertical bio-optical properties (e.g., Chl-a, nitrate) compared to ANN models (Chen et al., 2022a; Wang et al., 2023a, b) and RF models (Wang et al., 2023a) in the NWPO. Therefore, through the precise reconstruction of 3-D Chl-a using an enhanced DNN model, our study aims to an improved understanding of the variability of SCMs characteristics and long-term trends in depth-integrated Chl-a in the NWPO. This, in turn, aids in elucidating the regional carbon cycle and marine ecosystem dynamics, while also offering valuable insights for future projections.

This paper is organized as: Section 2 provides the detailed information on the DNN model based on a Gaussian activation function (named as Gaussian-DNN), along with the data used for model training, validation, and reconstruction, as well as the evaluation methods employed in this study. In Section 3, the trained Gaussian-DNN was validated using two independent datasets and proceeded to reconstruct long-term 3-D Chl-a structures in the NWPO. Furthermore, based on the reconstruction, Section 3 analyzed the spatiotemporal variations of SCM characteristics and long-term trends in depth-integrated Chl-a in water columns. Section 4 includes a sensitivity test for input variables and a discussion on the importance of each input in the developed DNN model for controlling the spatiotemporal distribution of Chl-a in the NWPO, along with a discussion on the uncertainties of our DNN model. In the end, a summary of our key findings are illustrated in Section 5.




2 Data and methods



2.1 Data processing



2.1.1 Training data from Biogeochemical-Argo dataset

The BGC-Argo program, a pioneering initiative utilizing profiling floats for ocean-wide and distributed ocean monitoring (Bittig et al., 2019), collects 3-D ocean variables including temperature, salinity and Chl-a (https://biogeochemical-argo.org/). Field data utilized to train the DNN model were obtained from 35 BGC-Argo profiling floats in the NWPO region of 123 - 180°E, 12 - 54°N, as shown in Figure 1A. In total, BGC-Argo floats provide 3941 vertical Chl-a profiles, spanning all seasons from July 2017 to October 2022. In the data preparation stage, we first corrected the overestimation of BGC-Argo Chl-a by implementing a factor-two adjustment, as recommended by Cornec et al. (2021). Subsequently, we identified and removed 9 vertical Chl-a profiles with sea surface values exceeding 6.5 mg m-3, following the criteria established by Venrick et al. (1987). Additionally, upon visual inspection, 173 profiles were flagged as abnormal and excluded from the dataset. Among these, 123 profiles exhibited consistent concentrations with minor fluctuations within the surface 20 m, while the remaining 50 profiles displayed anomalously high values below a depth of 250 meters, identified using the 3σ rule. Furthermore, we applied the Savitzky-Golay filtering method to refine the remaining profiles (Press and Teukolsky, 1990). Ultimately, a dataset comprising 3,759 vertical Chl-a profiles, along with paired temperature and salinity data, was retained for training the Gaussian-DNN model. Following the assumptions of Cornec et al. (2021) about phytoplankton living habitat, we applied our model for the ocean of 0–300 m.




Figure 1 | (A) Locations and measurement months of 35 BGC-Argo buoys in the Northwest Pacific Ocean. (B) Ship measured sites during cruises RF and KS from Japan Maritime Agency (JMA). Data at N-S transects of 137°E and 165°E highlighted to present the validation process.



In our analysis, based on our statistical analysis on SCMs characteristics (See Chen et al., 2022a), the 35 profiling floats of the BGC-Argo are catalogued to three boxes to represent the tropics (12–24°N), the subtropical (24–38°N) and temperate (38–54°N) gyres, respectively (Figure 1A), aiming to illustrate the variations in vertical Chl-a distribution across latitudes in the NWPO.




2.1.2 Validation data from ship measurements

To assess the robustness and generalization of the trained DNN model on datasets from different sources, the datasets of Japan Meteorological Agency (JMA) from April 2015 to March 2021 (https://www.jma.go.jp/jma/indexe.html) are obtained, as shown in Figure 1B. We retained a total of 937 profiles of Chl-a and their corresponding temperature-salinity profiles. The Chl-a data from JMA spans a range of 0 to 19.83 mg m-3. Similar to the data processing for BGC-Argo float data, after filtering out Chl-a profiles with sea surface values greater than 6.5 mg m-3, 924 profiles remained for deployment in the trained Gaussian-DNN model. The vertical resolution of the Chl-a data in the JMA dataset is at standard layers of 0, 5, 10, 25, 50, 75, 100, 150, 200, 250, and 300 m, and the predicted Chl-a values at these depths were output from the trained Gaussian-DNN model.

All retained measurement points were utilized for validating the Gaussian-DNN model. The choice of N-S transects at 137°E and 165°E was driven by their comprehensive tempo-spatial coverage across all seasons and multiple sub-regions, rendering them ideal for elucidating the validation process.




2.1.3 Reconstruction data from satellite and Argo

Satellite Chl-a data were obtained to reconstruct gridded vertical distribution of Chl-a in the NWPO by using the trained DNN model. Monthly Level-3 Chl-a data products from the MODIS Aqua satellite, with a standard resolution of 9 km, were collected from January 2004 to June 2022, sourced from the NASA Goddard Space Flight Center (http://oceancolor.gsfc.nasa.gov/, accessed on 13 April 2023). Subsequently, we conducted a comparative analysis between MODIS Chl-a values and those derived from BGC-Argo datasets. The results are comparable between them, although some discrepancies are noted within the domain of 0–0.2 mg m-3 (Supplementary Figure 1). This indicates the potential effectiveness of MODIS data in complementing our Gaussian-DNN model trained with BGC-Argo data.

Within the MODIS Chl-a dataset we acquired, there is an overall missing rate of approximately 5% in the NWPO, primarily attributable to cloud cover. Spatially, the regions with high missing data rates are temperate waters (BOX3), with an average missing data rate of about 30% (Supplementary Figure 2). Following this, the subtropical area (BOX2) exhibits an average missing data rate of about 10%. Conversely, the tropical region (BOX1) shows minimal missing data. Given our focus on reconstructing the 3-D gridded Chl-a structure using surface Chl-a, we applied the Data Interpolating Empirical Orthogonal Functions (DINEOF) method to fill in the gaps of MODIS Chl-a (see Supplementary Figure 3). DINEOF is an interpolation method suitable for handling remote sensing and oceanographic data with missing values (Beckers and Rixen, 2003; Alvera-Azcárate et al., 2005; Liu and Wang, 2018, 2023). It decomposes data into spatial and temporal components using empirical orthogonal functions (EOFs) and utilizes linear combinations of orthogonal functions to estimate missing values. By selecting the most important spatial and temporal modes and employing an iterative optimization strategy to progressively refine the estimates, DINEOF is capable of producing relatively accurate interpolation results, contributing to the restoration of data integrity and accuracy.

Additionally, temperature-salinity profiles obtained from Argo profiling buoys were utilized as gridded high-resolution data, allowing the incorporation of known deep hydrographic information into the inference of gridded Chl-a vertical profiles. These temperature and salinity profiles were obtained from the global ocean Argo grid dataset (BOA-Argo), accessible through the China Argo Real-Time Data Center website (http://www.argo.org.cn/) or the Argo Program Office website (http://www.argo.ucsd.edu/). This dataset is available from January 2004 onwards, with a spatial resolution of 1°×1°. The BOA-Argo dataset was generated through Barnes successive corrections following stringent quality recontrol of real-time global ocean Argo data (Li et al., 2017). It is also available for download from the Argo Program Office website (http://www.argo.ucsd.edu/). Extensive evaluations have confirmed its robust comparability with various other Argo gridded datasets, including WOA13, Roemmich-Argo, Jamestec-Argo, EN4-Argo, and IPRC-Argo, across multiple metrics such as climatology, independent observations, mixed-layer depth, and more (Li et al., 2017). This dataset comprises 48 vertical levels between 0 and 1975 meters in depth, with intervals as follows: 5 m, 10–200 m at 10 m intervals, 220–500 m at 20 m intervals, 600–1500 m at 100 m intervals, 1750 m, and 1950 m. To retrieve the depth-resolved Chl-a profiles, we employed linear interpolation to adjust the BOA-Argo temperature-salinity profiles to a 1-meter interval within the 0–300 m depth range.

The monthly MODIS Chl-a and BOA-Argo thermohaline data were synchronized to create the input dataset for reconstructing 3-D Chl-a structures. This synchronization began in January 2004, aligning with the earliest available thermohaline data provided by the BOA-Argo dataset. Additionally, to ensure compatibility with the BOA-Argo data, the MODIS gap-free Chl-a data underwent processing to achieve a spatial resolution of 1°×1° using a bilinear interpolation method. This yielded a surface Chl-a dataset containing a total of 400,044 data points, with 109 points surpassing 6.5 mg m-3. Given the negligible influence of relatively small percentage of high values (0.03%) on network performance and the constitution of data, we retained these 109 points. Overall, the input data used for reconstruction consisted of monthly datasets spanning from January 2004 to June 2022, characterized by a spatial resolution of 1°×1° and a vertical resolution of 1 meter.





2.2 DNN model configuration

DNN, a deep learning method characterized by multiple hidden layers in its neural network architecture, was employed in our study with 4 hidden layers (Figure 2). Compared with a conventional ANN, the use of multiple hidden layers allows DNN models to learn more efficient and compact representations of the data, leading to better scalability and performance on large-scale datasets (Li et al., 2020). Generally, operation of our DNN model involves two main steps of forward propagation and backward propagation. In the back-propagation step, our DNN model is trained with the Adam optimizer utilized gradient descent. To prevent overfitting, we additionally employed a dropout technique, strategically discarding some neurons. Through continuous iterations between these two steps, our DNN model minimizes the loss value within training procedure.




Figure 2 | The structure of the enhanced Gaussian-activation deep neural network (Gaussian-DNN). The input elements for the Gaussian-DNN include sea surface Chl-a, vertical properties such as temperature and salinity, along with corresponding geographical coordinates (longitude, latitude, and water depth) and temporal information (month). The output predictor represents the vertical distribution of Chl-a concentrations with a 1 m interval within the 0–300 m water depth range.



Our DNN model employed a Gaussian radial basis function (Equation 1) as the nonlinear activation function (Figure 2).

 

where Xj  is the value of the jth output in the hidden layer, b is the bias term. The Gaussian radial basis function exhibits a bell-shaped curve, resembling a quadratic function for the center values of input variables (Sharma et al., 2020). Compared to conventional activation functions such as sigmoid or tanh, the Gaussian activation function has been shown to offer superior performance in solving nonlinear problems (Gundogdu et al., 2015). It is notable that Chen et al. (2022a) demonstrated that the Gaussian activation function is more effective in capturing SCMs features compared to the sigmoid activation function.

In the set-up of our DNN model, we deliberately initialize the bias term b in the Gaussian radial basis function to 0. It diverges from the methodology employed by Chen et al. (2022a), who computed the bias term based on the annual mean of SCMs depth. This deliberate choice empowers our DNN model to not only replicate the SCMs phenomena, as demonstrated by Chen et al. (2022a), but also to invert vertical Chl-a profiles for other types in the NWPO (see Section 3).

As is widely acknowledged in the field, neural networks lack a singular configuration or definitive solution (Scardi, 1996; Sammartino et al., 2018). Therefore, in determining the setup of the parameters in our DNN model, we engaged in an exhaustive exploration through numerous empirical simulations, selecting configurations that showcased superior performance on the validation set. Among the numerous of tests conducted, each varying in momentum, learning rates, the number of hidden layers, and the number of units in the hidden layers, the configuration we settled upon demonstrated the most optimal performance relative to our desired output, as detailed in Table 1. For example, with setting the batch size set to 100,000, we achieved convergence of both training and validation losses, indicating that the model adeptly learns the intricate patterns embedded within the data. This batch size translates to selecting 333 profiles from the pool of 3,759 profiles for training during each iteration. Given that our dataset comprises 3,759 Chl-a profiles, each containing 300 values in depths, this configuration ensures efficient utilization of the available data.


Table 1 | Parameters of the Gaussian-DNN model.



In our Gaussian-DNN model, input variables included sea surface Chl-a and 3D-structure of sea-water temperatures and salinities, as well as their geographic (latitude, longitude and depth) and time (year and month) information (see Figure 2). Physically, the inclusion of temperature and salinity in the Gaussian-DNN model aids to capture the vertical stratification structure, and thus improves model ability in discerning vertical patterns of Chl-a (Sauzède et al., 2016; Hu et al., 2023). Thus, in the Gaussian-DNN output, vertical structure of Chl-a within 0–300 m water depths at 1 m resolution is predicted.

Before the training process, all the data employed for model training processes a normalization to ensure dimensionless and within the same magnitude, as illustrated in Supplementary Equation S1. Then, all variables at each data point were centered around 0 with a variance of 1 (Supplementary Equation S1). Our utilization of the Gaussian-DNN model used randomly selected 75% of all the available input data for training, with the rest 25% data for test. In addition, 15% of the training set was randomly chosen as a validation set to assess whether the Gaussian-DNN model is overfitting or not. It is noted that, to ensure the stability and reliability of the subsequent data analysis, we ran the trained model 10 times and analyzed the average of the results from these 10 runs.




2.3 Statistical evaluation indexes

Multiple metrics capture various aspects of model performance. Nash-Sutcliffe model efficiency (NSE) evaluates accuracy and precision, while Root Mean Squared Error (RMSE), Mean Absolute Error (MAE), and Mean Absolute Percentage Error (MAPE) specifically measure accuracy by assessing the difference between model results and observations. These accuracy metrics are less sensitive to covariance and are often used alongside a correlation metric. To ensure comprehensive model performance assessment, at least four indices are recommended (Olsen et al., 2016). Therefore, our modeling results underwent validation using five statistical metrics on the validation datasets: NSE (Equation 2), Pearson’s Correlation [ρ, (Equation 3)], RMSE (Equation 4), MAE (Equation 5), and MAPE (Equation 6).

 

 

 

 

 

where n is the number of samples, pi is the model estimated values and xi is the observed Chl-a concentration.





3 Results



3.1 Validation of Gaussian-DNN model

The effective performance of our Gaussian-DNN model was assessed against BGC-Argo in the test set of the BGC-Argo dataset all over the NWPO. Subsequently, we applied the trained Gaussian-DNN model to the three sub-regions.

As shown in Figure 3, scatter plots spanning 0–300 m water depth range were generated for the entire NWPO and also each individual sub-region. The estimated Chl-a values within 0–200 m are closely aligned with the observed data. Specifically, points within the SCMs layer, notably those surpassing 0.1 mg m-3 at 100–150 m in BOX1, 0.5 mg m-3 at 50–100 m in BOX2, and 1 mg m-3 at 0–50 m in BOX3) were brought into line with the diagonal bisector. The slightly overestimated low Chl-a concentrations (< 0.01 mg m-3) occurred below 200 m of water depth, which may be attributed to errors in the predicted Chl-a values obtained from low quality of BGC-Argo measurements due to a high noise-to-signal ratio (the background noise in the measurements is significant compared to the actual signal representing Chl-a concentrations). Similar instances of overestimation for small Chl-a values have been observed in other artificial intelligent models (Sammartino et al., 2018; Chen et al., 2022a; Hu et al., 2023).




Figure 3 | Evaluation of the model’s performance on the test set in the entire NWPO (A, E, I) and three BOXes (B-D, F-H, J-L). (A-D) Scatter plot depicting the observed Chl-a concentration (x-axis) versus the Gaussian-DNN-estimated Chl-a values (y-axis). (E-H) The mean of observed value (blue line) and the mean of DNN predicted values (orange line) in each BOX. The blue and yellow shades are the standard variance of the model results and observations, respectively, which overlap and form the gray shade. (I-L) The RMSE and MAE between observation and model estimates at different depths.



Figure 3 also provides the statistical evaluation of our Gaussian-DNN model. The NWPO and its three sub-regions consistently exhibit high NSE values, ranging from 80% to 90%. This suggests that the input variables, including sea surface Chl-a, depth-resolved water temperature and salinity, can effectively account for the majority of vertical Chl-a variability. The strong correlations (ρ>0.89) coupled with low errors (RMSE<0.21 mg m-3, MAE<0.10 mg m-3, and MAPE<37%) indicate that the Gaussian-DNN model accurately captures the vertical structure and magnitudes of Chl-a concentrations in all regions of the NWPO. Additionally, in the three sub-regions, the errors (RMSE, MAE, and MAPE) increase along with latitudes, although MAPE in BOX2 is close to that in BOX3. This trend indicates that the model performs better in low-latitude waters (BOX1) than in higher-latitude waters (BOX2 and BOX3). The observed difference in performance can be attributed, in part, to the varying change rate of Chl-a vertical shape (SCMs characteristics) with latitudes. As illustrated in Figure 4, vertical Chl-a profiles in the tropical region maintain nearly constant SCMs characteristics, while in subtropical and temperate regions, SCMs are more prominent during summer, and surface blooms occur in winter. In summary, this quantitative analysis enhances the credibility of our Gaussian-DNN model outputs in the test set at a daily time scale, demonstrating accuracy and precision.




Figure 4 | Aggregated Chl-a vertical profiles from the test set in the overall region are in terms of months. The blue and orange solid lines represent the mean of observed value and the mean of Gaussian-DNN predicted Chl-a, respectively. The blue and yellow shades are the standard variance of the model results and observations, respectively, which overlapped and formed the gray shade. (A) Overall area, (B) BOX1 (12–24°N waters), (C) BOX2 (24–38°N waters), and (D) BOX3 (38–54°N waters).



In our modeling results across various water depths, the averaged vertical Chl-a profiles for the NWPO and each sub-region closely mirror their BGC-Argo structures, respectively (Figures 3E-H). More specifically, the Gaussian-DNN results exhibited smaller fluctuations in the surface and SCM layers. The generally low RMSEs (MAEs) within the 0–300 m depth range exhibit maximal values of less than 0.2 mg m-3 (0.1 mg m-3) across the entire NWPO (Figure 3I). Within each sub-region, the highest RMSE and MAE are consistently observed within the SCM layers (Figures 3J-L). Additionally, high errors in BOX2 and BOX3 are also observed at the surface layer, with RMSE values close to 0.2 mg m-3 and MAE up to 0.1 mg m-3 in BOX3. Such discrepancy may become larger due to higher Chl-a variance within the SCM layer (e.g., the yellow shaded area in Figures 3F-H). Potentially, this will affect network’s prediction accuracy for vertical Chl-a profiles.

Furthermore, we compared monthly averaged Chl-a profiles in the Gaussian-DNN model output with the BGC-Argo (Figure 4). Across the entire NWPO, monthly mean of predicted Chl-a profiles align well with the observed values, especially during the summer and fall seasons (Figures 4A1-12). This suggests that the Gaussian-DNN method effectively captures various types of the vertical Chl-a profiles in the NWPO.

In the tropical sub-region (BOX1), our Gaussian-DNN model effectively reproduced seasonal cycle of the SCM phenomena. Though seasons, SCMs consistently occur near 100–150 m and exhibit an overall low intensity less than 0.3 mg m-3 (Figures 4B1-12). The predicted mean vertical Chl-a profiles overlapped with observed profiles, along with their corresponding standard variance ranges, demonstrating the effective performance of our model in predicting the SCMs characteristics in the tropical area. In the subtropical sub-region (BOX2), the significant SCMs occur from June to November, with smaller fluctuations in Gaussian-DNN modeling results than observed Chl-a, especially within SCM layers (Figures 4C6-11, green shades). From early winter to late spring, vertical Chl-a profiles in this region exhibit surface blooms, which are well reproduced by the Gaussian-DNN model with smaller shaded areas than observed variance (Figures 4C1-5, C12). Toward higher surface Chl-a concentrations in the temperate gyre (BOX3), the network exhibits a slight overestimation of Chl-a during summer and autumn (Figures 4D6-10), possibly influenced by the high variability of Chl-a values in the upper layer, which poses challenges for accurate predictions, particularly in the upper layers. Overall, the comparison of Gaussian-DNN model outputs with BGC-Argo profiles shows mostly overlapping shaded areas in Figures 4D1-12. This strengthens the ability of the Gaussian-DNN model to integrate, in its response, the variability of the Chl-a field in the NWPO.

Additionally, we conducted a comparative analysis on diverse vertical distributions of Chl-a, involving our Gaussian-DNN alongside MLP and RF methods. In contrast to the Gaussian-DNN model, the MLP model utilizes the Rectified Linear Unit (ReLU) as the activation function and consists of four hidden layers (also named ReLU-DNN). To assess and quantify the enhancement in the performance of Gaussian-DNN model, we employed identical datasets for training and testing across all three models.

Figure 5 presents a radar diagram depicting the relative deviation between MLP, RF, and the Gaussian-DNN model. In comparison with the RF method, MLP exhibits a reduced bias, particularly in mid-to-high latitude regions where relative deviations fall within the range of -13% to 12%. These findings underscore the superior accuracy and performance of the DNN models (Gaussian-DNN, ReLU-DNN) over RF, especially in the high-latitude areas of the NWPO.




Figure 5 | Comparing the MLP, RF and Gaussian-DNN performance in the test set by the Radar diagram of relative deviations in the NWPO (A) and three sub-regions (B-D).



When contrasting the results of our Gaussian-DNN model with that of MLP in the NWPO (Figure 5A), we observed a slight decrease (less than 5.5%) in the values of NSE and ρ. Meanwhile, RMSE, MAE, and MAPE displayed a more significant increase, reaching up to 26.8%. Specifically, in tropical waters the disparities in outcomes among these three models are negligible, except for the MAE derived from the MLP model (Figure 5B). This variation is attributed to the small MAE values observed in the tropical gyre, approximately (~0.01 mg m-3). However, as we move to higher latitudes (Figures 5B, C), particularly in subtropical waters, the disparities in outcomes among these three models become more pronounced (from -24.4% to 28.2%). These findings suggest that the utilization of the Gaussian activation function has a positive impact on the accuracy of Chl-a estimation than that of ReLU. It is noteworthy that the improvement aligns with the results obtained by Chen et al. (2022a), who reported similar enhancements when comparing the Gaussian function with the Sigmoid activation. This consistency across studies underscores the effectiveness of the Gaussian activation function in refining the accuracy of Chl-a estimation.




3.2 Robustness validation of Gaussian-DNN on independent data sets

To evaluate the generalization and robustness of our trained Gaussian-DNN model, we applied it to estimate Chl-a concentrations using ship measurements from JMA. The JMA data, including Chl-a, temperature, salinity, were input into the trained Gaussian-DNN model using JMA data, while maintaining the same training and test sets initially utilized with the BGC-Argo data. The identical statistical parameters utilized to evaluate the model’s performance with the BGC-Argo data were also applied to assess its performance with the JMA dataset. The statistical indicators in Table 2 are comparable to those obtained by the trained Gaussian-DNN for the entire NWPO (refer to Figure 3A), indicating that our Gaussian-DNN model maintains robust performance across different datasets. The slight discrepancy may be attributed to the ship survey data having fewer profile sample points and a potential limitation in capturing deep Chl-a profile features.


Table 2 | The statistical results obtained from the validation model using JMA hydrological data.



Furthermore, two transects were selected to demonstrate the model effectiveness, as indicated in Figure 1B by the two red vertical dashed lines representing the 137°E and 165°E transects. When compared to ship measurements, the Gaussian-DNN model successfully reproduced the vertical distribution of Chl-a along the 137°E section, with most differences falling within the range of -0.1 to 0.1 mg m-3 (Figures 6A-C). The predicted values for the 165°E section correspond well to the observed values (Figures 6D-F). However, relatively large deviations (0.2 to 0.3 mg m-3) are mainly observed at high latitudes above 40°N, such as 40°N, 44°N, and 48°N. These discrepancies could stem from variations in the input data sourced from JMA and BGC-Argo (Supplementary Figure 4). For example, water temperatures between 2–5°C recorded by JMA appear lower compared to those derived from BGC-Argo floats, particularly evident in areas above 40°N along 165°E (Supplementary Figure 5). Additionally, there are similar observations regarding salinity levels, where values between 32–36 from JMA are notably lower than those recorded by BGC-Argo floats, especially in regions above 40°N along 165°E (Supplementary Figure 5). Overall, the performance of the trained Gaussian-DNN model is satisfactory when tested with ship measurement data.




Figure 6 | Vertical distribution of Chl-a concentrations along the 137°E section derived from (A) observation data and (B) the model estimates. (C) The difference between (A, B). (D-F) Same as (A-C) but along the 165°E section.






3.3 Reconstruction of long-term 3-D Chl-a structure

To project the long-term 3-D Chl-a structure in the NWPO, the MODIS Chl-a and BOA-Argo global gridded thermohaline data were merged as the input dataset in the deployment phase of the trained Gaussian-DNN model. The reconstructed monthly 3-D structure of Chl-a in the NWPO has a spatial resolution of 1°×1° with fully depth-resolved vertical profiles in 0–300 m layer, covering the period from January 2004 to June 2022.

We conducted a comparative analysis to evaluate the performance of Gaussian-DNN on 3-D structures and backward time-series prediction. Figure 7A showed the DNN-estimated surface Chl-a values against MODIS observed ones. A high density of data points is concentrated around the bisector, especially in the range from 0.01 to 0.1 mg m-3. On contrary, the scatter increases in the higher domain of Chl-a concentrations, in which the data density is reduced (Figure 7A), revealing an underestimation of the Gaussian-DNN predicted values in BOX3 (see Figures 7H-J). The main factor contributing to this discrepancy is likely the potential uncertainties in gap filling for missing MODIS Chl-a data, particularly influenced by the high solar zenith angle, which tends to affect prediction accuracy in high-latitude waters (Supplementary Figure 6). In depicting the time-series patterns of surface Chl-a spanning the entire decade from 2004 to 2022, our Gaussian-DNN models effectively capture the observed seasonal and interannual variations from MODIS, despite an overall slight overestimation of 0.1 mg m-3 (Figure 7K). It is noteworthy that we trained the Gaussian-DNN models using data from the period of 2017–2022, extending backward to 2004 during the deployment phase. This outcome underscores the impressive generalization ability of our Gaussian-DNN model.




Figure 7 | (A) Density plot of DNN-reconstructed surface Chl-a values against MODIS values. Monthly vertical Chl-a from 2004 to 2022 in (B–D) BOX1, (E–G) BOX2, and (H–J) BOX3 from BGC-Argo (top panel), Gaussian-DNN model (middle panel), and the differences between them (Gaussian-DNN model outputs minus BGC-Argo, bottom pane), respectively. (K) Comparison of Gaussian-DNN reconstruction results with time-series patterns of sea surface Chl-a from MODIS and BGC-Argo observations for the period 2004–2022.



The vertical patterns of reconstructed Chl-a by the Gaussian-DNN model align closely with those observed by the BGC-Argo floats within the 0–300 m layer (Figures 7B-J). In the tropical region (BOX1), the predicted Chl-a values with a prominent SCM in all seasons closely match the measurements obtained from BGC-Argo float data (Figures 7B-D). Within the subtropical gyre of the NWPO (BOX2), a dynamic interplay between surface blooms and the SCMs characterizes the seasonal cycle. Our Gaussian-DNN model has demonstrated its capability to accurately reproduce both blooms in the surface and subsurface layer (Figures 7E-G). In the temperate region (BOX3), our Gaussian-DNN model demonstrates a high level of accuracy in capturing Chl-a patterns as observed in BGC-Argo data. However, it consistently tends to slightly underestimate the Chl-a values in the 0–50 meter depth range, particularly during the months of July to September (Figures 7H-J). This deviation is likely attributed to disparities in input data sources used for reconstruction (MODIS) and training (BGC-Argo) (see Figure 7K; Supplementary Figure 1).

Furthermore, the same statistical indicators that was used for the overall evaluation of the Gaussian-DNN performance were considered (see satellite matchup set in Table 2). The NSE (0.85) was close to those obtained on BGC-Argo (0.93) and ship measurements (0.84), indicating the effectiveness of input variables on predicting Chl-a. The others statistical parameters, ρ=0.91, RMSE = 0.08 mg m-3 and MAE = 0.04 mg m-3, were of the same order of magnitude of those obtained on test sets of BGC-Argo and ship measurements (Figures 3A–D; Table 2). Analogous results were obtained in previous and similar works as, e.g., that of Hu et al. (2023), in which the vertical profile of Chl-a in the Northern India Ocean is inferred by the combined use of 18 input variables from BGC-Argo and satellite data in the RF model, obtaining an NSE and RMSE of 0.96 and 0.01 mg m-3, respectively. The comparison of our statistical results with those of Hu et al. (2023) highlighted that, even with some uncertainties and some limits, our network, applied on 7 out of 18 input variables shows a prediction accuracy very close to other models. Overall, the validation confirms that the Gaussian-DNN model serves as an effective tool for generating long-term, 3-D Chl-a data by merging satellite Chl-a information and temperature-salinity float profiles.




3.4 Spatio-temporal patterns of SCMs characteristics

Using the reconstructed long-term 3-D Chl-a profiles in the NWPO, we calculated the depth of the Chl-a maximum in each individual profile which has the 1 m vertical resolution. Here, we designated the peak Chl-a value in each individual profile as SCMs intensity and identified its location as SCMs depth, taking advantage of the notably high vertical resolution. Subsequently, we assessed the spatio-temporal variability of SCMs characteristics (depth and intensity).

Spatially, the intensity of SCMs exhibits a distinct upward trend across latitude zones (Figure 8A), ranging from 0.21±0.03 mg m-3 in the tropical gyre to 0.36±0.16 mg m-3 in subtropical waters, and peaking at 0.79±0.50 mg m-3 in the temperate area. Concurrently, the SCMs depth decreases with higher latitude zones, measuring 121 ± 17 m, 54 ± 31 m, and 13 ± 14 m, respectively. A distinct transition band was evident between the high intensity of SCMs temperate waters and the low-intensity subtropical waters (Figures 8A, B). The geographical location of subsurface Chl-a transition bands near the Kuroshio–Oyashio convergence region exhibited seasonal migration dynamics, extending equatorward in spring and summer and shifting poleward in fall and winter. In parallel, the majority of oligotrophic subtropical and tropical waters began expanding in the late summer, reached their spatial maximum in the autumn, and then contracted in the winter and spring.




Figure 8 | Climatological monthly SCMs intensity (A) and SCMs depth (B) in the NWPO and the corresponding seasonal indices of SCMs intensity (C) and SCMs depth (D).



The seasonal indices were calculated using an additive decomposition model (Hyndman and Athanasopoulos, 2021), with the calculation formula represented by (Supplementary Equation S2). SCMs exhibit distinct patterns in both intensity and depth (Figures 8C, D), showcasing intriguing seasonal variations across different regions. Within temperate waters, SCMs intensity displays bi-modal peaks from late spring through early fall, featuring a shallow SCM during summer (Figures 8C, D). Conversely, subtropical waters experience a singular peak in SCMs intensity during spring, with the deepest SCM recorded in the fall (Figures 8C, D). In tropical oligotrophic waters, while the SCMs intensity remains stable, there are noticeable seasonal variations in SCMs depth, with the shallowest SCMs occurring in May and the deepest in December (Figure 8D).




3.5 Long-term trend of total Chl-a during 2004–2022

To broaden insights beyond surface-level observations, we conducted an assessment of the long-term trends in total Chl-a within the water column. This involved computing the monthly mean of depth-integrated Chl-a within the 0–300 m depth range, utilizing the reconstructed monthly 3-D Chl-a data in the NWPO from 2004 to 2022. Subsequently, we evaluated the trends of total Chl-a using a Locally Weighted Scatterplot Smoothing (LOWSS) method (Cleveland et al., 1990). The LOWSS smoother operates by fitting a weighted polynomial regression for a given time of observation, with weights decreasing as the distance from the nearest neighbor increases (Dagum and Luati, 2003). This approach enables us to separate the seasonal component from the trend component, providing a deseasonalized trend component (Supplementary Figure 7).

The average depth-integrated Chl-a in the NWPO for the period 2004–2022 stood at 35 ± 19 mg m-2, exhibiting noteworthy spatial distinctions across the tropical (20 ± 4 mg m-2), subtropical (36 ± 13 mg m-2), and temperate (55 ± 20 mg m-2) gyres. For the long-term time series analysis, the depth-integrated Chl-a exhibits significant interannual variability in the NWPO during the period of 2004–2022, with notable linear trends observed in tropical and subtropical gyres (Figure 9). For instance, the depth-integrated Chl-a in the tropical gyre shows a minimum in 2007 and a peak value in 2009. On average, the depth-integrated Chl-a in the tropical region exhibits an increasing trend of 0.0016 mg m-2 yr-1 (p=0.05). In the subtropical region, a more pronounced decreasing trend of 0.0033 mg m-2 yr-1 is observed (p<0.01). However, no significant linear trend is found in the temperate area (p=0.12). To provide a detailed depiction of the spatial distribution of long-term variations in the NWPO, we calculated the linear trend for each pixel (Figure 9G). Noted that all trends mentioned in the following sections are statistically significant at a significance level of p< 0.05.




Figure 9 | (A-C) Time series of depth-integrated Chl-a in three BOXes of the northwest Pacific Ocean during the period of 2004–2022. (D-F) Interannual variation of depth-integrated Chl-a in three BOXes. (G) Spatial pattern of trends (unit: mg m-2 yr-1) of depth-integrated Chl-a. Warm colors indicate positive trends, cold colors represent negative trends, and white signifies no detected trends. Note that only data that passed the confidence tests (p< 0.05) were displayed.



The locations with significant increasing (decreasing) patterns in depth-integrated Chl-a exhibit a patchy distribution (Figure 9G). Predominantly, increasing trends were observed in the tropical gyre, while negative trends were notable in the subtropical section. In the temperate gyre, originating from the marginal seas, continuous patches with increasing depth-integrated Chl-a extended toward the northeast in the NWPO, forming a nearly contiguous belt with positive interannual trends. Off the Sea of Okhotsk, patches with positive depth-integrated Chl-a trends were consistently distributed along the chain of islands, exhibiting an annual increasing rate of ~0.002 mg m−2 yr−1. Further northeast, similar patches with increasing depth-integrated Chl-a were observed off the southern region of the Bering Sea. However, in the remaining part of the temperate gyre, the depth-integrated Chl-a exhibited a decreasing trend at a rate of ~-0.002 mg m−2 yr−1. Overall, the linear trend across the entire temperate area was not found to be statistically significant.





4 Discussion



4.1 Sensitivity of input variables

As a data-driven model, the effectiveness of a DNN is notably influenced by the selection of input variables (Reichstein et al., 2019). We conducted a series of sensitivity experiments for three watersheds to examine how sea surface Chl-a and vertical physical properties (water temperature and salinity) influence the accuracy of our estimations. In each experiment, only one input variable was removed, keeping the other input variables unchanged.

As depicted in Table 3, in Exp-without T, where we removed the temperature variable, a notable reduction in model performance is observed, particularly in low-latitude seas, with the RMSE decreasing by 17.62% and the MAE decreasing by 13.71%. In mid- and high-latitude waters (BOX2 and BOX3), the influence of water temperature on the estimated Chl-a profiles appears to be less significant. In Exp-without S, the reduction in model performance after removing salinity was not as substantial as when temperature was removed. The influence of salinity was only observed to some extent in mid- and high-latitude waters (less than 5%). Nonetheless, the significance of salinity’s contribution to the model’s effectiveness should not be overlooked.


Table 3 | Relative deviation of sensitivity experiments from the trained Gaussian-DNN models with Root Mean Square Error (RMSE) and Mean Absolute Error (MAE).



When sea surface Chl-a was removed in Exp-without Chl-a, the model performance in the three sub-regions was diminished, particularly in the high-latitude gyre. The RMSE decreased by 5.24%, 11.76%, and 95.10%, respectively, and the MAE also exhibited varying degrees of reduction from 4.84% to 48.4% along latitude increasing (Table 3). This underscores the substantial contribution of sea surface Chl-a as an input variable to the Gaussian-DNN model, especially in the temperate waters with high Chl-a concentrations.

Generally, vertical distribution of water temperature plays a more important role in estimation of Chl-a in comparison with salinity in tropical and subtropical gyres of the NWPO; for the temperate areas, the latter is more essential than the former. This is consistent with the understanding from the in situ observations. For example, in the tropical area of NWPO the everlasting SCMs were found in the vicinity of the thermocline, consisting with the nitracline, hence being of an essential feature of the typical tropical structure (Herbland and Voituriez, 1979; Cullen, 1982; Radenac and Rodier, 1996; Cullen, 2015). While in the high- latitude waters, observations revealed that the vertical distribution of Chl-a that was closely related to the seasonal evolution of halocline and pycnocline (Anderson, 1969; Ishida et al., 2009).

In addition, the sensitivity results illustrate that the vertical physical properties should be deliberated in reconstructing the vertical Chl-a profiles. Analogous results have been found in northern India Ocean (Hu et al., 2023). Compared with previous studies applied on surface measurements only (SST and surface Chl-a), adding vertical physics properties (water temperature and salinity) as input variables leads the NSE increasing from ~70% to ~90% (Sammartino et al., 2018; Chen et al., 2022a; Wang et al., 2023a). Here, we emphasize that in the tropical area of the NWPO, surface Chl-a and vertical temperature profiles are two effective input variables in accurately estimating vertical Chl-a profiles. For the high-latitude waters, both vertical profiles of temperature and salinity together with surface Chl-a are non-negligible.




4.2 Variability discrepancy between subsurface Chl-a and surface Chl-a

It is well-established that the satellite record effectively captures global phytoplankton responses but is confined to present changes in the surface ocean environment. However, the presence of SCMs necessitates caution when extrapolating conclusions from the surface to water-column-integrated production or when predicting potential impacts of future ocean warming (Behrenfeld et al., 2016).

The characteristics of SCMs in the NWPO demonstrate significant spatial variability along with seasonal fluctuations during 2004–2022 (Figure 8). This spatial variability of SCMs characteristics closely resembles the observed patterns in surface Chl-a levels based on ocean color data in the NWPO (Hou et al., 2016; Chen et al., 2022b). As latitudes increase, SCMs intensity (its depth) also tends to increase (decrease), leading to the formation of a distinct transition band between the high intensity of SCMs in temperate waters and the low-intensity subtropical waters (Figures 8A, B). This transition band has also been noted in the spatial patterns of surface Chl-a (Chen et al., 2022b). During cold seasons (winter and spring), the transition band of subsurface Chl-a extends equatorward, while during warm seasons (summer and fall), it shifts poleward. This seasonal migration correlates with variations in the strength of the Kuroshio Extension surface transport and its associated southern recirculation (Qiu et al., 2014; Yang and Liang, 2018). Notably, the seasonal migration pattern of the transition band of subsurface Chl-a differs from that of surface Chl-a, with the surface transition band moving equatorward in fall and winter, and poleward in spring and summer (Chen et al., 2022b). Further exploration is needed to understand the reasons for this discrepancy in seasonal cycles between subsurface and surface Chl-a transition bands.

For the seasonality, the dual peaks of SCM intensity in the temperate waters during spring and autumn (Figure 8C) are mainly triggered by reduced vertical stability (Bailey and Werdell, 2006). Due to intensified vertical mixing in early winter, phytoplankton in the SCM layer is entrained upward to the surface mixed layer, leading to enhanced surface Chl-a during this period (Behrenfeld and Boss, 2014; Lacour et al., 2019; Xing et al., 2020). For the subtropical gyre, the initiation of high values in SCMs intensity during spring resembled that observed in temperature oceans (Figure 8C). This occurrence can be attributed to sufficient nutrients brought to the ocean upper layer by previous wintertime mixing, higher temperature, light and vertical stability conditions (Sverdrup, 1953; Siegel, 2002). During summertime, the mixed layer depths were notably shallow, and robust stratification confined nutrient supplementation within the subsurface layer, resulting in evaluations of ecological significance of SCMs (Furuya, 1990; Venrick, 1993). In the tropical NWPO, the existence of a permanent halocline and pycnocline, hinders the vertical transport of nutrient-rich deep water to the nutrient-exhausted surface mixed layer, giving rise to a persistent SCM throughout the year (Anderson, 1969; Cullen, 2015). Consequently, the SCMs intensity shows minimal seasonal variations in the tropical gyre of the NWPO.

In general, the seasonal dynamics of subsurface Chl-a resembled those observed in surface Chl-a based on ocean color data in the NWPO (Hou et al., 2016; Chen et al., 2022b). However, there is a temporal disparity in the onset of seasonal peaks between the surface layer and subsurface layer. As shown in Figures 8C, D, there is a two-month delay in the intensity of SCMs as latitude increases. In contrast, the surface bloom exhibits a one-month delay (Chen et al., 2022b). For instance, in the subtropical gyre, the maximal SCMs intensity is reached in March, extending into May in temperate waters. In comparison, the surface bloom extends from March in subtropical waters to April in the temperate gyre (Chen et al., 2022b). This temporal discrepancy is likely attributed to the response of phytoplankton to factors such as light availability and water stratification. The observed patterns underscore the intricate interplay between environmental factors and phytoplankton dynamics in shaping the seasonal variability of Chl-a in both surface and subsurface layers of the NWPO.

Furthermore, we conducted a comparative analysis of the long-term trends of Chl-a in the surface layer and depth-integrated Chl-a within the water column of the NWPO. Notably, distinct trends between depth-integrated Chl-a and surface Chl-a were observed across the NWPO. For instance, during the period from 2004 to 2022, the estimated depth-integrated Chl-a exhibited opposite trends in the tropical and subtropical regions, with a more significant decreasing tendency observed in the latter region (Figure 9). Conversely, no significant trend in surface Chl-a was observed in the subtropical water during 1997–2020 (Chen et al., 2022b), while a clear positive trend was evident in the tropical water (Chen et al., 2022b; Yu et al., 2023). Moving toward higher latitude waters (BOX3, Figure 9G), our analysis revealed increasing interannual trends for depth-integrated Chl-a in parts of the temperate section, which aligned with trends noted in remote-sensing Chl-a (Chen et al., 2022b). This disparity between the trends of depth-integrated Chl-a and surface Chl-a can be attributed to the presence of SCMs in the tropical and subtropical gyres, which contrasts with the near-surface blooms observed in the temperate gyre of the NWPO.




4.3 Uncertainties and implication in 3-D Chl-a reconstruction

In this study, vertical physical properties such as water temperature and salinity within the 0–300 m water depth were utilized as crucial predictors. These properties are essential for accurately predicting vertical Chl-a profiles in the NWPO (Table 3) as they govern the availability of nutrients for phytoplankton across different layers of the water column. The fluctuations in thermohaline observations directly influence the prediction of Chl-a concentrations. For example, significant variations were observed in the vertical distributions of temperature and salinity in three profiles from Float 2903354 in BOX3 compared to other locations (Supplementary Figure 8). This discrepancy resulted in predicted Chl-a values within the upper 100 m depth that were notably higher than the observed values, leading to several scattered points between 0.1 and 1 mg m-3 on the y-axis exhibiting considerable deviation from the 1:1 line, indicative of a nearly horizontal distribution (Figure 3D). In addition, the uncertainties associated with thermohaline profiles from BGC-Argo and BOA-Argo floats significantly influence the accuracy of our developed Gaussian-DNN model, particularly noticeable in the temperate gyre of the NWPO. For instance, in the tropical gyre, there is an evident upwelling in April presented by BGC-Argo (Supplementary Figure 9), resulting in a shoaling SCM (Figure 7), while a constantly reconstructed SCM based on stable stratification is presented by BOA-Argo (Supplementary Figure 9). In the temperate waters, salinities from BOA-Argo are higher than those from BGC-Argo in the 0–50 m depth, especially during summer and autumn seasons (Supplementary Figure 9), leading to an overestimation of Chl-a in the upper layer (Figure 7J).

To further assess the model’s sensitivity to the uncertainty of input physical variables, we conducted eight experiments in each BOX region. Specifically, we introduced temperature uncertainties of ±0.2°C within both the surface 20 meters and the depth range of 0–300 meters. For salinity, uncertainty was assumed to be ±1% of the average surface values in each BOX region, resulting in values of ±0.349, ± 0.345, and ±0.328, respectively. The results, depicted in Supplementary Figure 10, reveal that slight variations in temperature or salinity have a negligible effect on the model’s performance compared to its original state in BOX1. However, In BOX2 and BOX3, we observed a notable increase in RMSEs above a depth of 150 meters. This suggests that even minor variations in water temperature and salinity occurring within the surface layer, can have a significant impact on the performance of our DNN model in these regions. This finding underscores the significance of water temperature and salinity as critical predictors for vertical Chl-a profiles, particularly in mid- and high-latitude waters.

Furthermore, the accuracy of surface Chl-a is a crucial input variable that significantly impacts the reconstruction outcomes, particularly in temperate waters (Table 3). Two main uncertainties are associated with surface Chl-a. One arises during the preprocessing of surface Chl-a derived from different datasets (BGC-Argo and MODIS data). To address this, we conducted a retraining of the Gaussian-DNN model. This involved incorporating half of the Chl-a values from BGC-Argo in BOX3 while leaving the rest of the training data unchanged. The results showed a significant reduction in disparities between our Gaussian-DNN model and the MODIS (refer to Supplementary Figure 11), which also helps clarify the overestimation illustrated in Figure 7K.

The other significant source of uncertainty arises from the gap filling process of MODIS data, particularly pronounced in high-latitude waters where the missing rate of MODIS Chl-a data tends to be higher (refer to Supplementary Figure 2). The accuracy of this filling process may be compromised by the elevated solar zenith angle prevalent in these regions, thereby influencing prediction accuracy. To address this, we conducted a re-run of the Gaussian-DNN model by masking the missing MODIS data. The resulting density scatter plot revealed the disappearance of the severe underestimation for high Chl-a concentration in Figure 6A (see Supplementary Figure 6), highlighting the influence of interpolation uncertainty on the accuracy of Chl-a reconstruction. Therefore, integrating a diverse range of Chl-a data sources, such as individual satellites like MODIS, SeaWiFS, MERIS, and VIIRS, as well as composite satellite products like OC-CCI, and enhancing the accuracy of gap filling techniques, can help to improve the performance of our Gaussian-DNN model in reconstructing long-term 3-D Chl-a structures.

With the continuous and anticipated future availability of spatio-temporal depth-resolved physics datasets, the prospect of developing long-term 3-D global Chl-a datasets is becoming feasible. This product is positioned to comprehensively capture the multifaceted changes expected with upcoming climate change, offering a holistic understanding of phytoplankton dynamics across different dimensions of the water column.





5 Conclusion

In this study, we developed a Gaussian-DNN model to construct long-term 3-D Chl-a structures by inputting satellite Chl-a with BOA-Argo thermohaline profiles, featuring a spatial resolution of 1°×1° and a vertical resolution of 1 m within the 0–300 m water depth from 2004 to 2022 in the NWPO. The trained Gaussian-DNN model using BGC-Argo float data was successfully applied to JMA ship measurements, demonstrating its robust generalization ability. The experiments for input sensitivity demonstrated a crucial role of ocean water temperatures in estimating Chl-a in the subtropical gyre, while a switch to salinity in the temperate gyre. The estimated SCMs in the NWPO exhibited spatial divergence of significant seasonality. Opposing trends of total Chl-a in water columns were observed in the tropical and subtropical gyres during 2004–2022, insignificant trend was characterized in the temperate area, mostly attributed to spatial discrepancies in tendencies. Overall, the developed Gaussian-DNN model, alongside the growing availability of thermohaline datasets, holds significant promise for constructing long-term 3-D Chl-a in the NWPO, offering comprehensive insights into the multifaceted changes expected in future climate change scenarios.
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Underwater images commonly suffer from a variety of quality degradations, such as color casts, low contrast, blurring details, and limited visibility. Existing superpixel segmentation algorithms face challenges in achieving superior performance when directly applied to underwater images with quality degradation. In this paper, to alleviate the limitations of superpixel segmentation when applied to underwater scenes, we propose the first underwater superpixel segmentation network (USNet), specifically designed according to the intrinsic characteristics of underwater images. Considering the quality degradation, we propose a multi-scale water-net module (MWM) aimed at enhancing the quality of underwater images before superpixel segmentation. The degradation-aware attention (DA) mechanism is then created and incorporated into MWM to solve light scattering and absorption, which can decrease object visibility and cause blurred edges. By effectively directing the network to prioritize locations that exhibit a considerable decrease in quality, this method enhances the visibility of those specific areas. Additionally, we extract the deep spatial features using the coordinate attention method. Finally, these features are fused with the shallow spatial information using the dynamic spatiality embedding module to embed comprehensive spatial features. Training and testing were conducted on the SUIM dataset, the underwater change detection dataset, and UIEB dataset. Experimental results show that our method achieves the best scores in terms of achievable segmentation accuracy, undersegmentation error, and boundary recall evaluation metrics compared to other methods. Both quantitative and qualitative evaluations demonstrate that our method can handle complicated underwater scenes and outperform existing state-of-the-art segmentation methods.
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1 Introduction

Over the past decades, underwater image processing has garnered considerable attention, since it plays a vital role in all kinds of underwater practical applications (Li et al., 2019; Peng et al., 2023; Zhou et al., 2023), including marine biology and archaeology (Arnaubec et al., 2023; Calantropio and Chiabrando, 2024), marine ecology (Strachan, 1993; Catalan et al., 2023), underwater internet of things (Qiu et al., 2019), and underwater acoustic field (Yang, 2023; Zhang et al., 2024). While underwater image processing is crucial in these fields, it faces significant challenges due to the inherent quality degradation in underwater environments. These degradations, including color casts, low contrast, and blurred details, greatly hinder the performance of image processing algorithms tailored to natural, terrestrial conditions. Seeking to effectively alleviate the problem of quality degradation and develop efficient algorithms for underwater image segmentation processing is a major challenge. If it can be solved, it will greatly enhance the potential and practicality of underwater image applications. Therefore, developing robust adaptive algorithms that can cope with the adverse effects of color shift, contrast reduction, and detail loss is critical to unlocking the full spectrum of underwater image data for computer vision tasks and practical applications.

In recent years, computer vision technology has advanced rapidly. In the prediction of 3D visual saliency, the Multi-input Multi-output Generative Adversarial Network (Song et al., 2023) proposed leverages 2D image saliency and 3D object categorization to enhance the accuracy of saliency prediction, offering new insights into human visual perception in 3D environments. In the video description, the Reconstruction Network (Zhang et al., 2019b) has been proposed to enhance the natural language description of video content by employing an encoder–decoder–reconstructor architecture that leverages bidirectional flows between visual information and textual representation, significantly boosting the performance of video captioning tasks. However, superpixels are compact groups of pixels that share similar low-level visual properties such as color, texture, and contrast. They are commonly used in computer vision and image processing tasks (Kumar, 2023; Barcelos et al., 2024) as an intermediate representation of an image, which is more perceptually meaningful than individual pixels. Superpixel segmentation is a computer vision technique that involves grouping pixels with color, texture, and other low-level properties into regions or clusters that perceptually belong together while drastically lowering the number of primitives for downstream tasks, such as saliency (Cong et al., 2017a, b, 2019), object tracking (Kim et al., 2019), image enhancement (Fan et al., 2017; Subudhi et al., 2021), image reconstruction (Fan et al., 2018b; Li et al., 2020), and optical flow (Sultana et al., 2022).

For superpixel segmentation of underwater images, existing superpixel segmentation algorithms are challenging to achieve superior performance due to the quality degradation. To be more specific, distinguishing between object and background colors poses a significant challenge for algorithms due to the presence of color casts and low contrast in underwater scenes. These issues further complicate the accurate adherence of object boundaries by the algorithm. To alleviate this issue, we design a multi-scale water-net module (MWM), which is used to enhance the quality of underwater images before superpixel segmentation. Compared to the water-net (Li et al., 2019), we introduce a U-shape architecture model instead of convolutional neural networks (CNNs) to obtain both high-resolution coarse-grained features and low-resolution fine-grained features. These features can facilitate the generation of more accurate enhanced results. Moreover, one of the main challenges in underwater environments is the loss of fine details and boundaries caused by light scattering and absorption in water, resulting in low visibility and blurry edges of objects. We have also designed a novel degradation-aware attention (DA) incorporated into MWM, which effectively guides the network to prioritize regions with notable quality degradation, thereby enhancing the visibility of those areas.

As the simple comparison shown in Figure 1, we can see that our proposed USNet adheres to the object boundaries more accurately and can better distinguish between object and background than the state-of-the-art superpixel segmentation method (Wang et al., 2021).




Figure 1 | A simple comparison of the state-of-the-art superpixel segmentation methods. (A) The original image. (B) The SLIC method designed for nature images. (C) The FCN method designed for nature images. (D) The AINet method designed for nature images. (E) Our USNet method designed for underwater images.



The main contributions of the paper can be highlighted as follows:

	1. We propose an end-to-end superpixel segmentation network (i.e., USNet), which is designed based on the characteristics of underwater images. The framework can reduce the negative influence of quality degradation and generate uniform and compact superpixels by considering shallow and deep spatial features in the meantime. To the best of our current knowledge, this is the first attempt to devise a deep superpixel segmentation network for underwater images.

	2. We design a multi-scale water-net module (MWM) to enhance the quality of underwater images before superpixel segmentation.

	3. We design novel degradation-aware attention (DA) to enforce the network to pay more attention to quality-degraded regions, and the DA is embedded in MWM.

	4. Extensive experiments on different datasets demonstrate that our proposed USNet achieves state-of-the-art performance both qualitatively and quantitatively. We also perform elaborate ablation studies to validate the effectiveness of each component in our network.






2 Related work

Superpixel segmentation is a pivotal technique in the realm of computer vision and image processing, aimed at partitioning an image into a set of compact and nearly homogeneous regions known as superpixels. These regions are characterized by their similarity in terms of color, texture, and contrast, which makes them particularly useful for a variety of applications such as object recognition, image segmentation, and feature extraction. The process of superpixel segmentation can be broadly categorized into two main approaches: traditional and supervised methods, each with its own set of algorithms and characteristics.

Traditional methods rely on handcrafted features extracted to partition or measure the similarity between pixels to group them into clusters. The normalized cut (Ncut) (Shi and Malik, 2000) algorithm is a graph-based superpixel segmentation method that creates a pixel graph using color and spatial proximity to determine edge weights. However, parameter tuning can be time consuming, and it may not perform well on images with significant variations in texture or lighting. Simple linear iterative clustering (SLIC) (Achanta et al., 2012) is a superpixel segmentation method that employs a regular grid of candidate centers to group pixels based on their color similarity and spatial distance to the nearest center. Although SLIC is computationally efficient and generates high-quality superpixels, it may encounter difficulties in accurately segmenting complex structures and sharp contrast boundaries. Bayesian adaptive superpixel segmentation (BASS) (Uziel et al., 2019) is a method that uses Bayesian inference to estimate the image structure and adjust the number and shape of superpixels adaptively. Its objective is to strike a balance between over-segmentation and under-segmentation.

For a considerable duration, superpixel segmentation has not advanced toward an end-to-end trainable algorithm due to the non-differentiability of the nearest neighbor operation required for computing pixel superpixel associations. Superpixel Sampling Networks (SSNs) (Jampani et al., 2018) addressed this issue by calculating soft pixel–superpixel associations instead of hard associations. Moreover, Superpixel Segmentation with Fully Convolutional Networks (FCN) (Yang et al., 2020) integrates feature extraction and superpixel segmentation into a single step, making it faster and more readily integrable with existing Convolutional Neural Network (CNN) frameworks for downstream tasks. Furthermore, AINET (Wang et al., 2021) proposes the Association Implantation (AI) module, the AI module directly predicts the relationship between pixels and superpixels, instead of predicting the pixel–pixel relationship like FCN.




3 The proposed method

Our proposed USNet introduces several innovative features that differentiate it from traditional superpixel segmentation methods, especially in the context of underwater image processing. USNet is an end-to-end trainable framework designed to address the unique challenges of underwater imagery. Traditional superpixel segmentation techniques often fail to consider specific degradations inherent in underwater environments, such as color casts, low contrast, and blurred details, which can severely affect the performance of segmentation algorithms. In contrast, USNet introduces specialized methods to alleviate these problems, as shown in Figure 2. It adopts the MWM module and introduces a DA mechanism to adapt to degraded areas in the image, aiming to improve the quality of underwater images before the segmentation process begins. In addition, the DSFE module better captures spatial details and uses a CA mechanism to extract deep spatial features, focusing on the maintenance of spatial consistency. These features are then input into DSEM, which normalizes and fuses shallow and deep spatial features, using a dynamic fusion mechanism to adaptively adjust the weight of feature representations. This comprehensive approach ensures that the network can effectively identify and exploit spatial information to generate compact and uniform superpixels, even in complex underwater visual environments. Considering the uniqueness of image enhancement and superpixel segmentation tasks, USNet uses different loss functions for the two tasks and optimizes them separately to avoid mutual interference between the two tasks.




Figure 2 | The overview architecture of the proposed USNet. It includes the MWM module for preprocessing and enhancing underwater images, the DSFE module for extracting deep spatial features of images, and the DSEM module to fuse and optimize these features to achieve super-pixel segmentation based on underwater image characteristics.





3.1 Multi-scale water-net module

Multi-scale water-net module is the key component to enhance the quality of underwater images, which is inspired by water net (Li et al., 2019), because of its impressive performance and simple but efficient architecture. In the module, we try to alleviate the limitations of superpixel segmentation applied to underwater images, which are the negative influences of various quality degradation existing in underwater scenes. We will introduce various negative influences of quality degradation that exist in underwater images and how we reduce them through multi-scale water-net module below. The details of the multi-scale water-net module are shown in Figure 2. Through a U-shaped structure network, high-resolution coarse-grained features and low-resolution fine-grained features of the image are extracted simultaneously. This design enables the network to understand the image content more comprehensively and thus recover details and boundary information more effectively during the image enhancement process. In MWM, a DA mechanism is also incorporated, which guides the network to pay more attention to areas with significant quality degradation in the image. Note that Feature Transformation Unit is used to refine the inputs; more details can be found in Li et al. (2019).

Underwater images are often characterized by low contrast, dark regions, and color casts due to the optical properties of water. To address these issues, histogram equalization (HE) is employed to enhance the contrast by redistributing the brightness levels across the entire dynamic range. This method effectively lightens the dark areas and makes the details more distinguishable, which is crucial for tasks such as object detection and scene analysis. By increasing the contrast, HE ensures that the full range of tones from dark to bright is represented, which leads to a more visually appealing and informative image. Underwater lighting conditions can cause the camera sensor to capture images with a non-linear response, resulting in a loss of detail in the mid to dark tones. Gamma correction (GC) solves this problem by applying a non-linear transformation to the pixel values, which helps restore the perceived brightness and improves the overall visual quality of the image, making it easier to distinguish different elements in the scene. The absorption of red light by water results in a blue or green tint, which can distort the true colors of the underwater image. White-balancing (WB) algorithms estimate the color cast and adjust the color components to neutralize it, aiming to recreate the colors as they would appear under daylight conditions. By correcting the color cast, WB enhances the image’s visual fidelity, making it more suitable for further analysis and interpretation. Therefore, we preprocess underwater images through HE, GC, and WB algorithms to improve contrast and detail visibility, illuminate dark areas, and correct color casts, respectively.

Then, the generated images will be concatenated with the original image in the channel dimension as input. Taking into account the straightforward architecture of the CNN employed in water net, which restricts their perceptual capabilities to a limited region, we design a U-shape model to enlarge the receptive field for generating more accurate enhanced result. The model adopts an encoder–decoder architecture. The basic block in encoder consists of “Conv-BN-ReLU”, while the basic blocks in decoder consist of “Deconv-ReLU” and “Conv-BN-ReLU”. Moreover, we strategically channeled the extracted features through the DA mechanism, nestled between the encoder and decoder. This astute implementation effectively compels the network to allocate heightened attention toward regions afflicted by quality degradation. Furthermore, to counteract the peril of gradient vanishing (He et al., 2016), we judiciously incorporated skip connections, which seamlessly bridge information across different network layers. Finally, after the sigmoid activation function layer, the confidence map will be generated to select the most significant features of inputs to achieve the enhanced result by fusing with the output of Feature Transformation Units.




3.2 Degradation-aware attention

In view of several regions with severe quality degradation reducing the overall performance of subsequent tasks to a large extent, we devise degradation-aware attention (DA) to enforce the network to pay more attention to quality-degraded regions. Figure 3 shows the effectiveness of our degradation-aware attention. More specifically, our proposed degradation-aware attention comprises a cascade of convolutional block attention module (CBAM) (Woo et al., 2018) and pixel attention (PA) (Qin et al., 2020) in terms of the architecture.




Figure 3 | The effectiveness of the degradation-aware attention. (A) The original image. (B) The visualization of deep features after applying degradation-aware attention. We can see that the proposed degradation-aware attention can highlight the severe quality degradation regions while focusing on the main body of the image.



As shown in the schematic illustration of the proposed degradation-aware attention in Figure 4, the deep feature   extracted by “Conv-BN-ReLU” block is fed to this module. Aggregating the most crucial information in the channel and spatial dimensions using CBAM to guarantee optimal results in subsequent operations. Then, the essential deep feature   is obtained as follows:




Figure 4 | The schematic illustration of degradation-aware attention. Note that the channel number of input is the same as output.



	

	

In Equations 1 and 2, ⊗ denotes element-wise multiplication.   denotes a channel attention map, while   denotes a spatial attention map; they can be formulated as follows:

	

	

In Equations 3 and 4, σ(·) denotes the Sigmoid activation function. AP denotes average-pooling, MP denotes max-pooling, while MLP denotes multi-layer perception. Conv and Concat represent the convolution operation and concatenate operation on channel dimension, respectively.

Then, we utilize PA to enforce the network to pay more attention to regions with severe quality degradation, such as thick-hazed or blurring regions, which can be formulated as Equations 5 and 6, where δ represents the ReLU activation function.

	

	




3.3 Deep spatial feature extractor

After enhancing the quality of underwater images, we extract the deep features of images for subsequent superpixel segmentation. Considering the importance of spatial information for generating compact and uniform superpixels, the original RGB image is converted to the CIELAB color space following Jampani et al. (2018). Next, we extract shallow spatial features and concatenate them with the image on the channel dimension, resulting in a new feature map that is used for subsequent deep feature extraction. The CA mechanism (Hou et al., 2021) is utilized to extract the deep spatial features.

However, the shallow spatial features may interfere with the CA to extract the deep spatial features; CA only extracts deep spatial features for the image itself rather than its shallow spatial features. For this reason, the shallow spatial features have been removed from the input item. After that, a CNN is designed to extract the deep features of the input image; the basic block “Conv-BN-ReLU” consists of a convolution layer with 3 × 3 kernel size and batch-normalization layer and a ReLU activation function layer. Next, the deep features after two basic blocks are downsampled through the max-pooling layer.

Specifically, let   be the output of upsamping, where C, H, and W are the number of channels, height, and width of the image, respectively. We first obtain direction-aware feature maps zh and zw by aggregating features along vertical and horizontal directions as Equations 7 and 8, respectively.

	

	

Then, the spatial features in vertical and horizontal directions (X and Y) are encoded by convolution operation; the intermediate feature map   can be achieved as follows:

	

In Equation 9, σ is the Sigmoid activation function layer, and Conv1×1 is a convolutional layer with 1 × 1 kernel size. r is the reduction ratio to reduce the complexity of the model.

To ensure that the channel number of feature maps is equal to input X, we first split f into vertical feature map   and horizontal feature map  , then convert the channel number of fh and fw to input X as follows:

	

	

In Equations 10 and 11, Convh and Convw are the convolutional layer with 1 × 1 kernel size. Finally, the deep spatial features can be obtained with the guidance of coordinate attention weight, which can be formulated as Equation 12:

	

where   represents the deep spatial features; more details about coordinate attention can be seen in (Hou et al., 2021).




3.4 Dynamic spatiality embedding module

In our previous work (Li et al., 2023), we design the DSEM to achieve comprehensive spatial features to handle various complicated underwater scenes and generate compact and regular superpixels. In this paper, we continue to adopt this method. The schematic illustration of DSEM is shown in Figure 2.

More specifically, first, the shallow spatial features are normalized to prevent an over-consideration of spatial information, since the value of spatial features for a high-resolution image may be too large, which will pollute the image feature representation. Then,   and   are added to the deep spatial features and respectively fed to two convolution layers with 1×1 kernel size to fuse the shallow and deep spatial features, and embed the comprehensive spatial features to the network. After that, the features with comprehensive spatial information in vertical and horizontal directions will be concatenated on channel dimension, then the weighting of spatial features will be adaptively adjusted through the dynamic fusion (DF) mechanism to obtain a more effective representation of spatial features. The DF mechanism is based on the channel attention mechanism, the schematic illustration of which has been shown in Figure 5.




Figure 5 | The schematic illustration of Dynamic Spatiality Embedding Module.






3.5 Loss functions

Due to the low correlation between the task of underwater image enhancement and superpixel segmentation, if the loss functions of two tasks are combined for joint training, the loss function of underwater image enhancement will interfere with superpixel segmentation, resulting in erroneous segmentation results. Thus, the task of underwater image enhancement and superpixel segmentation are back-propagated separately.



3.5.1 Underwater image enhancement

Following the previous work (Li et al., 2019), a linear combination of ℓ1 loss   and the perceptual loss Lper is utilized to ensure the high quantitative scores and facilitate the model to produce visually pleasing and realistic results.

The ℓ1 loss is used to measure the global similarity between the enhanced results   and corresponding ground truth I. The calculation formula is as Equation 13, where H and W represent the height and width of the image, respectively.

	

To alleviate the artifact induced by pixel-wise loss function (e.g., ℓ1 loss) (Li et al., 2019), perceptual loss is introduced to facilitate the enhanced results more visually pleasing and realistic. In addition, perceptual loss also can constrain the consistency between the enhanced results and ground truth to prevent over-enhancement (Ni et al., 2020), which can be formulated as Equation 14:

	

where ϕj(·) represents the jth convolutional layer of a VGG-19 network pretrained on ImageNet dataset (Deng et al., 2009). The final loss of underwater image enhancement Lenhance can be obtained as Equation 15, where λ1 is set to 0.05 following the setting (Li et al., 2019).

	




3.5.2 Superpixel segmentation

To supervise the training of the network for superpixel segmentation, we combine two loss functions to make it more sufficient.

The semantic loss Lsem helps to adhere to semantic boundaries, optimize the segmentation process, and improve the accuracy of downstream tasks that rely on semantic segmentation, as follows:

	

In Equation 16, L(∙,∙) stands for cross-entropy loss, R represents the one-hot semantic label of ground truth, and R∗ represents the restructed semantic label.

The compactness loss Lcompact can ensure that the superpixels are spatially coherent, which is defined as the following ℓ2 norm:

	

In Equation 17,   denotes the spatial information of original image, and   denotes the spatial information after reconstructing. The overall loss of superpixel segmentation can be formulated as Equation 18, where λ2 is set to 0.4 according to extensive experience.

	






4 Experiments and results



4.1 Experimental setup



4.1.1 Datasets

In our experiment, we use SUIM dataset (Islam et al., 2020), underwater change detection dataset (Radolko et al., 2016), UIEB dataset (Li et al., 2019) for training and testing. SUIM is a large-scale and popular underwater image dataset with semantic annotations, which contains over 1,500 images and includes eight object categories. Underwater change detection dataset contains videos of five scenes, including caustics, fish swarm, two fishes, marine snow, and small aquaculture. Each video contains 1,100 frames and provides semantic annotations of the last 100 frames for evaluation. UIEB is a real-world underwater image enhancement dataset, which contains 950 real underwater images, of which 890 images are provided with corresponding ground truth. This dataset is very popular in the field of underwater image enhancement.

Considering that if the underwater image enhancement module is not fully trained, the network may produce unsatisfactory superpixel segmentation results. First, the Multi-scale water-net module is pretrained using 890 semantically annotated images from UIEB for 20K iterations. Next, in terms of supervised learning for both tasks, 1,040 images from the SUIM training set with size 640×480 were used for training. However, these images lack the ground truth of underwater image enhancement and cannot simultaneously provide ground truth for both superpixel segmentation and underwater image enhancement tasks. Therefore, we utilize the state-of-the-art underwater image enhancement method Ucolor (Li et al., 2021) to generate the enhancement results of the training data and carefully select 1,040 ground truth images with good enhancement effects. Finally, 110 images of size 640 × 480 from the SUIM test set and 100 images of size 1,920 × 1,080 from the caustic scene are used for testing.




4.1.2 Evaluation metrics

We employed three commonly used evaluation metrics, namely, achievable segmentation accuracy (ASA), undersegmentation error (UE), and boundary recall (BR), to assess the performance of our model in our experiments. ASA measures the similarity between the ground truth segmentation and the superpixel segmentation. It measures the percentage of pixels that are correctly assigned to the corresponding superpixel in the ground truth segmentation. BR measures the accuracy of the superpixel boundaries by calculating the fraction of correctly overlapped pixels of superpixel segments from the ground truth boundaries. UE measures the extent to which a superpixel algorithm fails to segment an image accurately. It calculates the fraction of pixels that are not assigned to a superpixel in the ground truth segmentation but are assigned to a superpixel in the superpixel segmentation. These metrics are commonly used in the field (Jampani et al., 2018; Yang et al., 2020; Wang et al., 2021; Li et al., 2023) and serve as reliable indicators of the accuracy and effectiveness of superpixel segmentation algorithms (detailed definitions in Stutz et al., 2018).




4.1.3 Implementation details

During the training stage, the original images are randomly cropped to size 200 × 200 as input and horizontal and vertical flipping is performed for data augmentation. Since underwater image enhancement and superpixel segmentation are back-propagated separately, two optimizers based on Adam with default parameters (Kingma and Ba, 2015) (β1 = 0.9 indicating that the current gradient information is slightly more significant than the past gradients in updating the parameters, β2 = 0.999 indicating that the optimizer is quite sensitive to recent changes in the gradient’s scale) are used to respectively optimize the modules of two tasks. The learning rate of the optimizer for underwater image enhancement is set to 1e−3 and decreases by 0.1 every 5K iterations, while the initial learning rate of the optimizer for superpixel segmentation is set to 2e−4 and decreases by half every 2k iterations, then the learning rate is fixed to 1e−5 after 10K iterations. A batch-mode learning method with a batch size of 8 is applied. In addition, superpixels are enforced to be spatially connected to follow (Jampani et al., 2018; Yang et al., 2020) for fair comparison. All experiments are implemented by PyTorch framework on a PC with NVIDIA RTX 2080 Ti GPU.





4.2 Comparison with state-of-the-art methods

In our evaluation, we compare our methods against other state-of-the-art methods, including SSN (Jampani et al., 2018), FCN (Yang et al., 2020), AINET (Wang et al., 2021), SLIC (Achanta et al., 2012), SNIC (Achanta and Süsstrunk, 2017), and our methods on SUIM and caustics scene in underwater change detection dataset, respectively. For a fair comparison, we adopt the parameter settings used in the original works and implement all methods using either the code provided by (Soomro and Wang, 2017) or the code from the original authors.



4.2.1 Quantitative comparison

The quantitative comparison results of our proposed method and other state-of-the-art methods test on SUIM and caustics scene in underwater change detection dataset are shown in Figures 6, 7, while other state-of-the-art methods keep their original training dataset BSDS500. In Figure 6, we can see that our method achieves the top score on all mentioned metrics of the SUIM and caustics datasets. Taking 300 superpixels in SUIM dataset for example, our method’s minimum percentage gain (computed with the highest score of the compared methods) of UE is 10.6%, while that of BR is 5.7%. Furthermore, in Figure 7, we enhance the input images of compared methods through MWM to demonstrate the effectiveness of other components in USNet. As can be seen, our method still outperforms other algorithms on the SUIM dataset. Taking 300 superpixels in SUIM dataset for example, our method’s minimum percentage gain (computed with the highest score of the compared methods) of UE is 7.7%, while that of BR is 4.8%.




Figure 6 | Quantitative comparison of the proposed method and other state-of-the-art methods using BSDS500 as the training set. Panels (A–C) are the performance on the test set of SUIM dataset. Panels (D–F) are the performance on the caustics scene in underwater change detection dataset.






Figure 7 | Quantitative comparison of the proposed method and other state-of-the-art methods using BSDS500 as the training set, the input images of compared methods are enhanced by MWM. Panels (A–C) are the performance on the test set of SUIM dataset. Panels (D–F) are the performance on the caustics scene in underwater change detection dataset.



Concerning the other state-of-the-art methods, due to the low quality of the images in the underwater image dataset, it presents a challenge to achieve satisfactory performance when trained with the SUIM dataset. Therefore, for comparative experiments, we use SUIM datasets as training datasets for other state-of-the-art methods. Similarly, Figures 8, 9 show the quantitative comparison results, but other state-of-the-art methods were trained using the underwater dataset (SUIM). We can observe that the segmentation performance of other state-of-the-art methods using SUIM as the training set suffers from varying degrees of negative impact, due to quality degradation. In contrast, our methods still continued to achieve superior segmentation performance. Taking 500 superpixels in the caustic scene for example, our method’s minimum percentage gain (computed with the highest score of the compared methods) of UE is 10.5%, while that of BR is 10.6%. The results prove that our method can handle complicated underwater scenes and outperform existing state-of-the-art segmentation methods. In addition, this observation highlights the convenience and efficiency of the MWM approach. As a result, MWM approach has the potential to be broadly applicable to other fields in the future, such as image segmentation and object detection.




Figure 8 | Quantitative comparison of the proposed method and other state-of-the-art methods using SUIM as the training set. Panels (A–C) are the performance on the test set of SUIM dataset. Panels (D–F) are the performance on the caustics scene in underwater change detection dataset.






Figure 9 | Quantitative comparison of the proposed method and other state-of-the-art methods using SUIM as the training set; the input images of compared methods are enhanced by MWM. Panels (A–C) are the performance on the test set of SUIM dataset. Panels (D–F) are the performance on the caustics scene in underwater change detection dataset.






4.2.2 Qualitative comparison

As the qualitative comparison results shown in Figures 10, 11, we present in detail the visual effects obtained through our approach and other state-of-the-art methods on the SUIM and caustics datasets, with and without the MWM augmentation for image segmentation. It is apparent that our method adheres more accurately and comprehensively to the boundaries when compared to other methods, which often fail to capture such intricate details. Regarding the SUIM dataset specifically, we can find that SNIC, FCN, and AINET are unable to fully segment the letter M, while SLIC and SSN can segment the important edges of the M but are unable to fit them together seamlessly. Only our method is capable of both fully segmenting and fitting the edges of the M clearly and completely. In addition, concerning the caustics dataset, where part of the segmentation focus appears blurred and colors are weak, our algorithm excels at distinguishing the target object from the background. It can smoothly segment fish and can even accurately capture the complete boundaries of low-contrast tail and fins of fish, which other algorithms cannot achieve.




Figure 10 | Qualitative comparison of the proposed method and other state-of-the-art methods on SUIM.






Figure 11 | Qualitative comparison of the proposed method and other state-of-the-art methods on caustics.



To summarize, as shown in the figures, while augmenting the input for other methods can enhance their visual segmentation performance, the proposed USNet still achieves superior visual performance on the SUIM and caustics datasets. Moreover, we can observe that utilizing MWM to improve other segmentation algorithms enhances the segmentation results, indicating the strong generalization performance of MWM and its potential for application in other domains in the future.





4.3 Ablation experiments

We can observe that the ablation model with MWM can largely improve the score of UE and BR, since MWM can enhance the quality of underwater images as shown in Figure 12. Note that Full Model means our methods USNet including MWM module, DSFE module with CA mechanism, DSEM module, and others. CA+DSEM refers to USNet without an MWM module, MWM+CA means USNet without a DSEM module, MWM refers to USNet without the DSFE module and DSEM module, the baseline is SSN.




Figure 12 | Results of ablation studies on SUIM. (A) UE metrics. (B) BR metrics.



Furthermore, the ablation model with CA and improved DSEM also improves the BR score, indicating that comprehensive spatial information can capture the boundaries of complicated underwater scenes. However, the improvement in the UE score of this model is only slight compared to the baseline, since there are various quality degradations in underwater scenes that introduce more superpixel segmentation errors concerning the ground truth.




4.4 Application on salient object detection

Salient object detection (SOD) has a wide range of applications in fields such as object segmentation (Wang et al., 2015), object detection (Zhang et al., 2019a; Jiao et al., 2021), visual tracking (Li et al., 2015; Wang et al., 2017), and image compression (Guo and Zhang, 2009; Fang et al., 2013). Due to the absence of high-level knowledge, several existing methods still focus on exploiting low-level cues, such as contrast (Perazzi et al., 2012; Cheng et al., 2013; Yang et al., 2013; Cheng et al., 2014) and boundary prior (Wei et al., 2012) to improve the accuracy of s object detection algorithms. However, these methods suffer from fragility and lack a principled optimization framework. To address these issues, Zhu et al. (2014) proposed a novel method for salient object detection by utilizing superpixels instead of hard segmentation. They observed that background regions are more connected to image boundaries than salient object regions and treated the problem as a saliency value optimization problem for all superpixels in an image. The method used superpixels to construct an undirected weighted graph, which represented the relationships between different regions in the image and allowed for the calculation of the saliency of each region graph. The method precisely captured the spatial layout of objects and background regions in natural images while circumventing the challenging issue of algorithm and parameter selection associated with hard segmentation, resulting in improved performance.

To demonstrate the superior performance of our method in downstream tasks, we evaluated its performance against six state-of-the-art methods, including our proposed method, SSN (Jampani et al., 2018), FCN (Yang et al., 2020), AINET (Wang et al., 2021), SNIC (Achanta and Süsstrunk, 2017), and the default SLIC (Achanta et al., 2012) used as the superpixel segmentation method (Zhu et al., 2014). In our experiments, we used the SUIM dataset for evaluation purposes and resized all images to 400 × 400 for the sake of convenience in experimentation. We evaluate our model’s performance using two metrics: Mean Absolute Error (MAE) (Perazzi et al., 2012) and Enhanced Alignment Measure (E-measure) (Fan et al., 2018a). MAE calculates the average difference between the binary ground truth and the predicted saliency map, but it only considers pixel-wise errors. On the other hand, E-measure incorporates structural cues to evaluate the model’s performance.

Table 1 presents the results of the quantitative evaluation, which demonstrate that our method outperforms other state-of-the-art methods in terms of both MAE and E-measure. Furthermore, Figure 13 provides visual evidence that our saliency map can capture more details compared to other methods. This validation confirms that our method performs well in downstream tasks, both quantitatively and qualitatively.


Table 1 | Results on SUIM.






Figure 13 | Visual comparison of SOD results obtained using various superpixel segmentation methods reveals that our method is capable of capturing more features compared to others.







5 Conclusion

In this paper, we have proposed an end-to-end superpixel segmentation network for underwater images (USNet). Considering a variety of quality degradation appears in underwater scenes, we design a multi-scale water-net module (MWM) to enhance the quality of underwater images before superpixel segmentation to alleviate such issues. Since several regions with severe quality degradation reduce the overall performance of subsequent tasks, we also design a degradation-aware attention (DA) to enforce the network to pay more attention to high-degradation regions. Moreover, we utilize the coordinate attention mechanism to extract the deep spatial features, which are fused with the shallow spatial features to embed comprehensive spatial features through the dynamic spatial embedding module.
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Aquatic biodiversity monitoring relies on species recognition from images. While deep learning (DL) streamlines the recognition process, the performance of these method is closely linked to the large-scale labeled datasets, necessitating manual processing with expert knowledge and consume substantial time, labor, and financial resources. Semi-supervised learning (SSL) offers a promising avenue to improve the performance of DL models by utilizing the extensive unlabeled samples. However, the complex collection environments and the long-tailed class imbalance of aquatic species make SSL difficult to implement effectively. To address these challenges in aquatic species recognition within the SSL scheme, we propose a Wavelet Fusion Network and the Consistency Equilibrium Loss function. The former mitigates the influence of data collection environment by fusing image information at different frequencies decomposed through wavelet transform. The latter improves the SSL scheme by refining the consistency loss function and adaptively adjusting the margin for each class. Extensive experiments are conducted on the large-scale FishNet dataset. As expected, our method improves the existing SSL scheme by up to 9.34% in overall classification accuracy. With the accumulation of image data, the improved SSL method with limited labeled data, shows the potential to advance species recognition for aquatic biodiversity monitoring and conservation.
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1 Introduction

Aquatic biodiversity plays a crucial role in maintaining the structural integrity, stability, and overall health of ecosystems (Sala et al., 2021). However, anthropogenic pressures from human activities have progressively intensified in recent decades, posing gradual challenges to the preservation of aquatic biodiversity (Visbeck, 2018; Irfan and Alatawi, 2019). A critical step in conserving aquatic biodiversity is monitoring the information regarding the abundance and distribution of aquatic animals, which relies heavily on extensive collections of underwater images and videos. Deep learning (DL) techniques have recently demonstrated significant progress in several computer vision tasks (LeCun et al., 2015), and offer a promising solution to automatic and effective species recognition from images (Rubbens et al., 2023). Due to the profound influence of dataset size and diversity on the accuracy of DL methods, many previous efforts have focused on building extensive and publicly available labeled image datasets specifically for aquatic species recognition (Zhuang et al., 2020; Katija et al., 2022; Khan et al., 2023). Unfortunately, the intricate taxonomy of species typically demands a high level of expertise in the aquatic domain, meanwhile the annotation process proves to be tedious and time-consuming (Li et al., 2023).

It is estimated that more than 300,000 hours of underwater video footage have been collected worldwide so far, with only less than 15% of the data annotated by biological and ecological experts (Bell et al., 2023). As the pace of data collection accelerates annually, the substantial backlog exacerbates. Several strategies, including transfer learning (Qiu et al., 2018), data augmentation (Saleh et al., 2020), weakly supervised learning (Laradji et al., 2021), and active learning (Moller et al., 2017), have been made to tackle this problem. For example, transfer learning necessitates fine-tuning newly labeled aquatic species datasets to maximize accuracy. Weakly-supervised learning, on the other hand, relies on a limited form of supervision, where the labels may be noisy, incomplete, or imprecise. Nonetheless, these studies still require access to large-scale labeled training sets. The significance of diversity and comprehensiveness in the training dataset undoubtedly plays a pivotal role in achieving high recognition accuracy during real-world model deployment. Given the existence of unlabeled data, the marine community has emphasized the need for a powerful approach to training DL methods on vast amounts of data without annotated labels. In contrast, semi-supervised learning (SSL) can handle scenarios with both labeled and unlabeled data, providing more flexibility and potentially better performance when limited labeled data is available (Yang et al., 2022). To date, although numerous studies explore SSL to address the high cost of annotated labels in aquatic domain (Choi et al., 2021; Cai et al., 2023; Jahanbakht et al., 2023), its application in aquatic environments for species recognition remains scarce.

Two major challenges conspire to hinder the use of SSL scheme for aquatic species recognition. The first challenge stems from the unique characteristics of collected environments, including diverse lighting, variable water turbidity, and complex visual backgrounds that can obscure visual information (Ditria et al., 2020; Saleh et al., 2022). Furthermore, the movement of objects in an uncontrolled environment can introduce distortion, deformation, occlusion, and overlapping (Li et al., 2023; Ma et al., 2023). These factors increase complexities and hinder the ability of DL models to employ effectively from labeled to unlabeled data. The need for robust feature extraction methods tailored to the above challenges becomes paramount to ensure the practical applicability of the SSL scheme. The second challenge arises from the long-tailed class imbalance of aquatic species in collected images (Rubbens et al., 2023). As shown in Figure 1A, a limited subset of species are characterized by a substantial number of samples (referred to as head classes), while others are linked to only a few samples (referred to as tail classes). The limited sample information of tail classes poses a significant hurdle for SSL scheme, as there is a risk that the model being biased toward head classes due to the abundance of samples (Zhang et al., 2023).




Figure 1 | (A) The label distribution of a long-tailed aquatic species dataset (e.g., the FishNet dataset (Khan et al., 2023) with more than 450 classes). (B) Statistics of mean classification score for each class on the FishNet dataset. The x-axis depicts the index corresponding to the corresponding class.



In this work, we propose a novel SSL scheme for aquatic species recognition, which is based on the existing SSL algorithm, FixMatch (Sohn et al., 2020). Specifically, to mitigate the complexities inherent in heterogeneous collected environments, we propose a robust wavelet fusion network (WFN) equipped with wavelet transform. The proposed network comprises two frequency-aware streams, one is dedicated to capturing subtle image details by focusing on high-frequency (HF) information, while the other aims to extract high-level semantics from low-frequency (LF) information. These streams are subsequently integrated through a FusionBlock, which facilitates attentive interactions between the LF and HF streams. Furthermore, for the problem of long-tailed nature when using unlabeled data, we design a new Consistency Equilibrium Loss (CEL) that refines the pseudo-labels and adaptively adjusts the margin for each aquatic species class. We find that replacing the unsupervised loss with CEL could ensure that the SSL algorithm achieves relative classification equilibrium, even if the collected data distribution is biased toward the head classes. Extensive experiments demonstrate the proposed method attains superior results on a large-scale aquatic species recognition dataset. In addition, the WFN and CEL are assessed to highlight their advantages over current common practices.




2 Related work



2.1 Aquatic species recognition with deep learning

In recent years, DL-based aquatic species recognition has emerged as a promising tool for assisting marine scientists and ecologists in better understanding and managing marine environments. Accurate species recognition serves as the cornerstone of aquatic biodiversity research, playing a crucial role in estimating species size and quantity. A seminal contribution in this field is the development of the filtering deep convolutional network (FDCNet) (Lu et al., 2018), which effectively classifies deep-sea objects such as sea urchins, crabs, sharks, and shrimps. Due to the complexity and dynamics of the marine environment, DL methods encounter challenges in recognizing interesting objects based on visual characteristics. To overcome this issue, the literature (Kaur and Vijay, 2023) proposes an invariant feature-based species classification method for distinguishing octopus and crabs. Similarly, the study (Liu et al., 2023) introduces an improved fish recognition network along with a novel loss function, FishFace, designs to focus more attention on fish details. More recently, automated plankton recognizing method based on DL has been developed for continuous monitoring of living plankton abundance in aquatic environments (Chen et al., 2023). A comprehensive review (Li et al., 2023) is recommended for researchers to seek an in-depth understanding of DL-based aquatic species recognition methods. However, most existing methods are constrained by their reliance on a relatively small portion of labeled data, posing a challenge to their practical application in real-world scenarios (Khan et al., 2023). Therefore, there is an urgent need to develop a new paradigm capable of effectively utilizing extensive unlabeled data with a small amount of labeled data to accurately identify a broader range of aquatic species, thereby supporting aquatic biodiversity conservation efforts.




2.2 Semi-supervised learning

SSL methods have garnered significant attention from both industry and academia for use unlabeled data during the training process, particularly when the amount of labeled data is scarce. Recent SSL research has generally been categorized into two main groups. The first category of consistency regularization methods imposes a classification invariance loss on unlabeled data following perturbation (Miyato et al., 2018; Xie et al., 2020a). In the second category, pseudo-labeling extends model training data beyond labeled samples to contain additional unlabeled data, augmented with credible pseudo-labels (Berthelot et al., 2019b; Xie et al., 2020b). Techniques like FixMatch (Sohn et al., 2020) and RemixMatch (Berthelot et al., 2019a) combine pseudo-labeling with consistency regularization, yielding superior performance compared to many other SSL algorithms in image recognition tasks. Furthermore, several studies have been conducted experiments on long-tailed SSL. For example, DARP (Kim et al., 2020) proposes eliminating biased pseudo-labels through distribution alignment, which refines the pseudo-labels based on the labeled data distribution. Additionally, an auxiliary balanced classifier learned by down-sampling the head class is used to enhance generalization capabilities (Lee et al., 2021). The above designs largely promote the overall performance of long-tailed semi-supervised methods, but the performance of natural long-tailed SSL problems in aquatic species recognition is still unsatisfactory, and no research has been found that effectively addresses this issue.




2.3 Wavelet-based deep learning

The integration of wavelet transform with deep neural networks (DNNs) has gained traction due to its robust frequency and spatial representation capabilities. Common strategies involve utilizing wavelet transform as either a pre-processing or post-processing step (Huang et al., 2017; Yin and Xu, 2021), as well as substituting specific layers in DNNs (Li et al., 2021). Previous research has also explored the application of the dual-tree complex wavelet transform to extract robust features from Synthetic Aperture Radar images (Duan et al., 2017). More recently, Wave-ViT (Yao et al., 2022) uses the wavelet transform to down-sample keys/values in a Transformer (Vaswani et al., 2017). The Multi-level Wavelet CNN (Liu et al., 2018) integrates wavelet package transform into the DNN to concatenate the LF and HF components and process them in a unified manner, despite the notable disparity between these components. In contrast, we employ wavelet transform as an effective approach to tackle image complexity. Further, none of these studies has attempted to design a fusion block specially tailored for the wavelet transform paradigm to obtain attentive feature representation.




2.4 Loss function for long-tailed learning

Re-weighting and Re-margining loss functions serve as key components in tackling long-tailed class imbalanced challenges (Zhang et al., 2023). These methods are primarily implemented by adjusting margins or loss weights based on the distribution of training data. For instance, seminal works (Cui et al., 2019; Ren et al., 2020) reweight the loss functions according to the sampling frequency of each class. Recent literature (Lai et al., 2022) enhances the robustness of SSL to long-tailed class imbalanced problems by designing weights in the unsupervised loss based on estimating the learning difficulty of each class. In contrast, several studies (Cao et al., 2019; Menon et al., 2020; Tan et al., 2020) have attempted to adjust the loss margins of each class. The Label-Distribution-Aware-Margin (Cao et al., 2019) approach motivates tail classes to have larger margins based on label frequencies. Additionally, the study (Feng et al., 2021) replaces the margin term with mean classification score for long-tailed object detection. While our CEL function is inspired by the above pioneer studies, it differs significantly in two aspects. Firstly, to the best of our knowledge, the CEL function is the first to utilize the mean classification score to extend the existing consistency loss in SSL. Secondly, our key idea involves refining pseudo-labels via the mean classification score to match the true data distribution. With the proposed CEL function, our approach demonstrates superior performance in aquatic species recognition based on the SSL scheme.





3 Method

In this section, we first revisit the formulation of the SSL scheme in Section 3.1. After that, we illustrate the process of generating LF and HF entities using wavelet transform in Section 3.2, and provide detailed insights into our FusionBlock in Section 3.3. Lastly, along with the SSL scheme, we introduce the CEL function for unlabeled samples in Section 3.4. An overview of the framework is shown in Figure 2.




Figure 2 | Illustration of the overall framework for aquatic species recognition. The proposed WFN (Wavelet Fusion Network) and CEL (Consistency Equilibrium Loss) are added into the exiting SSL scheme FixMatch (Khan et al., 2023).





3.1 Semi-supervised learning setup

The basic technique utilized in FixMatch (Sohn et al., 2020) revolves around pseudo-labeling and consistency-regularization, where unlabeled samples with high confidence are selected as training samples. Suppose we have a labeled dataset   where   is the   training sample   is the corresponding label with C classes, and L is the number of labeled samples.   represents a dataset comprising unlabeled samples, where U is the number of unlabeled samples. Both XL and XU share identical semantic labels. The loss function is composed of two terms:  , where   denotes the supervised loss applied to labeled data,   is the consistency loss for unlabeled data, and   is a scalar hyperparameter.

The supervised loss   is defined as:  , where η denotes the weak augmentation, B is the batch size, H is the cross-entropy loss, and p(·) is the output of logits in DNN. Pseudo-labels   are generated from weakly augmented unlabeled samples, guiding the prediction of model on strongly augmented samples. The consistency loss Lu can be formally expressed as:  , where   represents strong augmentation,   governs the proportion of labeled to unlabeled samples in a minibatch, and II is the indicator function; 0 if the highest probability of unlabeled samples is below the confidence threshold τ and 1 otherwise.




3.2 Wavelet transform

The wavelet transform serves as an effective frequency analysis tool, establishing extensive applications in signal processing (Mallat, 1989). A wavelet is linked with wavelet and scaling functions, which establish a relationship with the low-pass and high-pass filters to facilitate data decomposition. In practice, the images represent discrete non-stationary signals, involving various frequency intervals and spatial location information. Single-level 2D discrete wavelet transform (Equation 1) with four filters ( and  ) are often used to decompose an image x to obtain its LF component LF and three HF components  ,

 

where  ,   denote the convolution operation with the typical filter fi and downsampling operation, receptively. The components acquired through wavelet transform contain distinct information about the raw images of aquatic species (see Figures 3A, B). Our method strives to leverage wavelet transform to generate robust information as the input of DNN to extract LF and HF features. As such, a LF entity is represented solely by a LF component (Equation 2), while a HF entity is represented as a set of HF components in various directions (Equation 3) similar to those used in (Zhou et al., 2023):




Figure 3 | Taking FishNet (Khan et al., 2023) as an example, visualize LF and HF results. (A) Raw image. (B) Wavelet transform results. (C) the HF entity. (D) the LF entity.



 

 

Note that our average HF components aim to reduce computational costs by decreasing the number of subsequent encoders. Ideally, each HF component would be feature-extracted by a specific encoder, but this is computationally expensive. In contrast, our average strategy is orthogonal and complements previous practical approaches for handling HF components, such as element-wise addition (Zhou et al., 2023), concatenation (Liu et al., 2018; de Souza Brito et al., 2021; Liu et al., 2021), and maximum (Ramamonjisoa et al., 2021). We refer to Section 4.5 for further details on these.

Figures 3C, D visually illustrate the LF and HF entities as defined above. By using the LF entity as input, DNN can focus more on LF semantics due to its less noise. In contrast, the HF entity, while exhibiting more noise, offers clearer object boundaries and shapes, enabling DNN to concentrate on HF details. A similar perspective has been adopted by Zhou et al. (2023) who argues that HF information typically represents image details, while LF information often embodies abstract semantics.




3.3 FusionBlock

Given the entities processed by wavelet transform, we employ parallel encoders equipped with ResNet-50 (He et al., 2016) to respectively generate high-level LF and HF features. These features are then passed through the FusionBlock to generate attentive features from one stream to another. We argue that applying a cross-stream attention strategy to high-level features can capture the connection between conceptual entities in the LF and HF streams, helping subsequent modules in recognizing aquatic objects in images.

Taking   and   as example to illustrate the details of FusionBlock (where w, h, c and b denote width, height, channel number, and batch size), we use a cross-stream attention strategy to explore correlations between the two streams. Specifically, as shown in Figure 4, the two features are passed through four 1 × 1 convolutional layers to generate query and key matrices. We reshape the query and key matrices into 3D spatial feature maps (w × h × cb), and then concatenate them to obtain the fused key and query as (Equations 4, 5):




Figure 4 | Diagram of the proposed FusionBlock. Here, “C” signifies feature concatenation, while “+” represents element-wise addition, “×” denotes dot-product, and “M” signifies element-wise multiplication.



 

 

where R denotes the reshape operation,   and  . After that, the attention map   is computed by performing a dot-product and applying the softmax activation function (Equation 6).

 

where σ is the softmax activation function. In this way, the feature from one stream could serve to augment another stream. Additionally, to preserve the original information of each stream, a residual connection is employed to fuse the enhanced features with their original counterparts. As such, we obtain the cross-stream attentive features for the two streams as (Equation 7):

 

where Ⓜ denotes element-wise multiplication, Bconv1×1(·) represents a sequential operation combining a 1 × 1 convolutional layer and batch normalization. Once obtaining the cross-stream feature representation, we concatenate these features and apply the dropout operator to the fused feature fS. Finally, two fully connected layers are utilized to output the final logits.




3.4 Consistency equilibrium loss

In a recent study (Feng et al., 2021), it was demonstrates that the learning status of a class can be inferred through the mean classification scores. When we take a deeper look into Figure 1B, it is evident that the head classes exhibit higher mean classification scores, whereas tail classes illustrate lower mean classification scores. Based on this observation, we follow the finding of utilizing the mean classification score to adjust the learning effectiveness of each class throughout the training process. The update process of the mean classification score during training can be illustrated as (Equation 8):

 

where   denotes the mean classification score, initialized for each class using   is the mean predicted probability of the sample in a mini-batch, and m is a hyper-parameter.

Previous research (Kim et al., 2020) has revealed that the performance of SSL scheme is highly sensitive to the quality of pseudo-label, and a long-tailed data distribution leads to biased predictions favoring head classes. Utilizing these pseudo-labels in the SSL scheme can be harmful for tail classes. Instead of solely adjusting the class-dependent margin by deriving the mean classification score, the confirmation bias in pseudo-labels should be alleviated at the same time. To this end, we first refine the original pseudo-labels via mean classification score so that match the true data distribution (Equation 9):

 

where θ is a hyper-parameter. Simultaneously, we adaptively adjust the margin by encouraging the tail classes to have larger margins. According to the mean classification score, we add a tunable term to balance the classification, similar to the previous study (Feng et al., 2021). As such, the CEL can be written as (Equation 10):

 

We can control the training process through hyper-parameter θ to ensure the model remains unbiased towards the head classes and does not neglect tail classes. In particular, we increase the larger margin with lower mean classification scores for tail classes, mitigating the suppression of head classes over tail classes to balance the consistency loss.





4 Results



4.1 Dataset and evaluation metrics

Extensive experiments are conducted using the large-scale FishNet dataset (Khan et al., 2023), comprising 94,532 images encompassing 17,357 distinct species. Each species is represented by at least one associated image, which span 8 taxonomic classes, 83 orders, 463 families, and 3,826 genera. To validate the effectiveness and universality of our proposed method, we focus on the family classification task. The FishNet dataset categorizes family classes into three groups based on the class frequencies: common, medium, and rare. There are a total of 6 categories in the common group, 52 categories in the medium group, and 405 categories in the rare group. In our experiments, we report the class average accuracy for each group, as well as the overall accuracy over all categories followed as official metrics. The FishNet contains 75,631 images in the training set and 18,901 images in the test set. Unless otherwise stated, we conduct the experiments with a ratio of 20% labeled samples in the training set as labeled data, and the remaining 80% data in the training set as unlabeled data, adhering to the common semi-supervised experimental partition.




4.2 Implementation details

We implement our model using PyTorch (Paszke et al., 2019), with both training and inference procedures conducted on the NVIDIA GeForce RTX 3090 GPU. We use 200 epochs in the training process. In each training step, our batch contains 12 labeled examples and 48 unlabeled examples, maintaining a ratio µ = 4 to support the SSL scheme. To ensure a smooth start, we incorporate linear learning rate warm-up for the first 50 steps, progressively increasing the initial value to 0.004. Subsequently, we decay the learning rate at epochs 30, 60, 100, and 150 by multiplying it by 0.1. For all experiments, the two-stream encoders are initialized with weights pre-trained on the ImageNet dataset (Deng et al., 2009). We adapt a relatively larger coefficient m = 0.99 for the mean classification score update. For the unsupervised loss function CEL, the weight parameter (λ) increases linearly per epoch according to  , and the confidence threshold τ is set to 0.95. As in previous works (Sohn et al., 2020; Lai et al., 2022), we employ an exponential moving average of model parameters to generate the final performance. We keep other hyper-parameters the same as the ImageNet experiments in FixMatch, except for those mentioned above.




4.3 Comparison of aquatic species recognition performance

Several experiments are conducted to elaborate the findings: (a) the baseline utilizing only labeled images for aquatic species recognition based on ResNet-50 (He et al., 2016); (b) an improved version of (a) incorporating our proposed WFN to enhance image features with wavelet transform; (c) the baseline utilizing both labeled images and unlabeled images based on the representative SSL scheme FixMatch (Sohn et al., 2020); (d) the proposed WFN integrated into the FixMatch scheme; (e-i) evaluation of state-of-the-art methods designed for long-tailed SSL on the FishNet dataset; (j) utilization of CEL combined with FixMatch; (k) is the final version of our proposed methods incorporating both CEL and WFN into the FixMatch scheme. Table 1 presents the performance of different methods on the FishNet dataset. Based on these results, several observations emerge regarding the overall progress of the proposed method and variations among different supervised types.


Table 1 | Comparison with supervised, semi-supervised, and long-tailed semi-supervised methods on the FishNet dataset.



From a → b, it is evident that the WFN significantly improves overall performance. WFN achieves competitive performance, with average classification accuracy of 72.73%, 58.60%, 25.47%, and 29.80%, surpassing the ResNet-50 by 2.1%, 0.95%, 4.06%, and 3.68% over four metrics. The experiment demonstrates that WFN equipped with wavelet transform and FusionBlock, has better generalization than previous ResNet-50 architecture, which allows the model to tackle the challenges posed by the heterogeneous aquatic environment. From a → c, we can observe that the use of SSL yields a notable enhancement compared to the model trained solely using labeled data. The gain from unlabeled data becomes evident in the aquatic species recognition. SSL enables the DL model to leverage the abundance of unlabeled images, further refining its understanding of various species and environmental conditions.

From b → d, we can infer a similar conclusion to a → c. Furthermore, the combination of WFN and SSL yields a synergistic effect, tackling the challenges posed by the heterogeneity of aquatic environments while leveraging the benefits afforded by unlabeled data. Incorporating WFN into the SSL scheme enables the DL model to acquire robust features across diverse aquatic conditions. In other words, it is crucial to acknowledge that enhanced performance of the robust feature extraction method within SSL extends beyond the initial finding observed in a to c.

Table 1 also compares the proposed CEL function with several other methods: CReST (Wei et al., 2021), which oversample tail classes generated by pseudo-labels, ABC (Lee et al., 2021), utilizing an auxiliary balanced classifier of a single layer, DARP (Kim et al., 2020), refining pseudo-labels to match the true distribution of unlabeled data, SAW Lai et al. (2022), adjusting weights based on the estimated learning difficulty of each class in unsupervised loss, and DASO (Oh et al., 2022), employing a blending pseudo-labels strategy to mitigate the overall bias. Since these methods were originally experiment with in the long-tailed SSL domain, we evaluate their performance on the FishNet dataset. We utilize publicly available code to train each method and report the best results obtained from multiple runs, fine-tuning their hyper-parameters to ensure optimal performance. From (e, f, g, h, i) → j, we observe that our CEL achieves competitiveness with other methods on the FishNet dataset. From c → (e, f, g, h, i, j), the long-tailed extensions yield performance gains of varying degrees for all methods, such as a notable 4.36% increase in average classification accuracy for DASO, demonstrating the importance of long-tailed distribution as a general issue for the task of aquatic species recognition.

Lastly, group (k) demonstrates that integrating WFN and CEL within SSL enhances overall performance for the aquatic species recognition task. The collaborative integration of WFN and CEL could leverage the strengths of each component. WFN enhances the feature extraction capabilities of the model, enabling better handling of the complexities of the aquatic environment. Meanwhile, CEL guides the training process, ensuring that the model benefits from unlabeled data and mitigating long-tailed class imbalanced problems. Through rigorous evaluation, we demonstrate that the combined strength of WFN and CEL contributes to a more robust and accurate aquatic species recognition system, paving the way for advancements in the field of aquatic biodiversity research and conservation.




4.4 Ablation study



4.4.1 Impact of different wavelet bases in WFN

Table 2 presents an analysis of various wavelet bases trained on labeled data, including Dmey, Haar, Daubechies 2, Coiflets, Biorthogonal 1.5, and Biorthogonal 2.4. The results we obtained show that the Daubechies 2 wavelet has better classification accuracy, and the Haar wavelet presents better border accuracy. As such, we select the Daubechies 2 wavelet basis as the default for our experiments.


Table 2 | Ablation study for the wavelet bases in WFN.






4.4.2 Ablation study of different coefficient θ in CEL

We perform an ablation study on the CEL function with various values of θ to evaluate the impact of model performance. As shown in Figure 5, an improper proportion of the term, either too large or too small, impedes the attainment of optimal performance. Observing the CEL function reveals a significant variation in the impact of θ. When the value of θ is set to 0, the CEL is equivalent to the consistency loss of FixMatch. However, excessively large values of θ may hinder the ability of model to focus attention on the data, whereas too small values inadequately addresses the bias in long-tailed SSL problem. The trade-off between model performance and CEL when θ = 0.4 achieves the relatively best performance.




Figure 5 | Ablation study for the hyper-parameter θ in CEL.






4.4.3 Comparison of fusion strategies for WFN

We further examine the effectiveness of the proposed FusionBlock in Table 3. We utilize different feature fusion strategies to train the DNNs on the labeled images combined with wavelet transform. The proposed FusionBlock achieves better performance on the FishNet test set compared with element-wise add operation and concatenate features along with channel dimension. We believe that the cross-stream attention fusion strategy is more effective for learning interactive features, making it well-suited for the diverse and challenging environment in aquatic species recognition.


Table 3 | Ablation study for feature fusion strategies in WFN.







4.5 Analysis of different frequency components

Since the main semantic information is conveyed in the LF component, previous studies have often used the LF component alone in certain tasks (Li et al., 2020; Zhao et al., 2023). However, researchers have attempted to aggregate HF components with methods such as concatenation (Liu et al., 2018; de Souza Brito et al., 2021; Liu et al., 2021), maximum (Ramamonjisoa et al., 2021), or element-wise addition (Zhou et al., 2023), and incorporate them into DNNs to improve model performance. To verify the effectiveness of our WFN, we compare the performance of experiments conducted by using different components alone and the ways to connect the HF components. We report the results on FishNet’s labeled data in Table 4.


Table 4 | Analysis of different frequency components.



The results show that both HF and LF entities are important for aquatic species recognition, as both HF and LF only attain relatively good performance. From Table 4, we find that LF alone achieves better performance than that of only using raw images. One reason for this phenomenon may be the LF entity has less data noise, which enhances the noise-robustness of the DNN by neglecting HF components (Li et al., 2020). The results also demonstrate despite the noise-robustness in LF leads to quite high performance, the details information conveyed in the HF entity is critical for aquatic species recognition. Furthermore, we compare the strategy of averaging HF components with strategies such as maximum, addition, and concatenation. As illustrated, the model with an averaging connection for HF components used in WFN achieves better performance.




4.6 Sensitivity analysis of dataset partition

As shown in Table 5, we examine the impact of varying number of labeled and unlabeled data. We set the ratios of labeled data in the training set to 10%, 20%, 30%, and 100%, thereby determining the corresponding ratios of arbitrary unlabeled data. With the entire training dataset labeled (100% labeled data) in supervised learning, the WFN achieves an average classification accuracy of 49.41% across all aquatic species. Furthermore, the overall average classification accuracy of SSL increases by 8.52%, 7.31%, and 10.06% compared to supervised methods when using 10%, 20%, and 30% labeled data and the remaining unlabeled data. Moreover, our method exhibits improved performance with increasing amounts of unlabeled data. Training with 20% labeled data and 40%, 60%, and 80% unlabeled data result in overall average classification accuracy improvements of 5.97%, 6.82%, and 7.31% over the baseline. The empirical results confirm the proficiency of our method in generating pseudo-labels using arbitrary quantities of labeled data. Additionally, the robustness of the proposed method under diverse conditions has been comprehensively validated.


Table 5 | Sensitivity analysis results of dataset partition strategies.






4.7 Replacing HF entity with edge information

Wavelet transform and edge detectors such as Canny and Sobel serve similar purposes in extracting detailed information within images. To further demonstrate the effectiveness of the HF entity, we replace the HF entity with the information generated by the edge detector. As shown in Table 6, we can see using HF entity outperforms the previous edge detection algorithm by a large margin. To be specific, WFN improves the optimal classification accuracy by over 2.46% in the Canny edge detector, and 1.96% in the Sobel edge detector, respectively. The performance degradation of both experiments illustrates the HF entity extracted by wavelet transform contains rich information about fine details and textures in the image. Besides, Canny and Sobel detectors can be sensitive to noise, especially in low-quality underwater images or those with uneven illumination and complex visual backgrounds, which might lead to false edge detection or noisy information. Through the experiments, we also conclude that WFN has a stronger ability for feature extraction than using raw images with edge information, which can be beneficial for heterogeneous image-collected environments in aquatic species recognition.


Table 6 | Ablation on effectiveness of various information, including raw image, LF entity, HF entity, and information generated by edge detector.






4.8 Comparison of model size and computation cost

We showcase the performance of models trained on the labeled images along with model size and computational cost. Given that the proposed CEL function is designed for pseudo-labels, its computational complexity is negligible compared to that of fully-supervised training methods. As shown in Table 7, WFN requires two encoders for various frequency awareness, which significantly increased the computation cost as the acquired information increased. Furthermore, to illustrate that the performance enhancement stems from well-designed components, we expand ResNet-50 to match the number of parameters and computational costs of WFN. Our results indicate that while increased computational complexity yields positive effects, it still falls shorts of matching the performance of WFN.


Table 7 | Comparison of model sizes and computational cost.







5 Discussion

A previous study (Torney et al., 2019) demonstrates that recognition task typically requiring four ecologists approximately 3 to 6 weeks for manual analysis can be completed in just 24 hours using DL methods. Their research also concludes that this accelerated approach does not compromise accuracy, as abundance estimates obtained through DL were within 1% of those derived from manual analysis by experts. Computer analysis has the potential to substantially streamline the investigative analysis process. Our study concurs with this point but also underscores the significant challenges in data labeling, as evidenced by previous representative studies (Li et al., 2023; Rubbens et al., 2023). This paper introduces a novel technique based on a SSL scheme, where DNN are learned using a limited number of labeled data and extensive unlabeled data, thereby alleviating the burden of manually labeling large dataset for researchers. This is enabled by two simple-to-implement but crucial modifications (1) using a robust feature extraction method, (2) replacing original consistency loss with CEL function. These modifications enable the DL method, trained on a limited amount of labeled data, to effectively address a diverse aquatic environment, as well as the long-tailed distribution of aquatic species.

Aquatic species recognition based on DL serves as a foundation for specific application, particularly biomass estimation and species habitat monitoring (Li et al., 2023). This information is crucial for informed decision-making in conservation management, including the establishment of protected areas, restoration effort, and mitigation of anthropogenic impacts. Furthermore, our research presents promising applications for long-tailed distribution of aquatic species in the natural world, which can significantly contribute to marine biodiversity conservation efforts. Species distribution and abundance follow a highly skewed rule, with a small number of species exhibiting high abundant, while numerous species are present in relatively low numbers (Villon et al., 2022; Saleh et al., 2023). The complex image collection environment poses challenges for commonly used methods such as data augmentation or data generation to be effective, particularly when labeled data is limited. As recommendations for improvement concerning existing conservation measures, we propose integrating our method into established monitoring frameworks. We have conducted both quantitative and qualitative experiments demonstrating the utility of the our method across a variety of diverse aquatic environments using large-scale species recognition datasets. The results of the above experiments instill confidence in our ability to collaborate with existing conservation monitoring programs.

While this work represents progress in developing a robust and effective SSL scheme for real-world aquatic species recognition applications, it has also revealed some limitations that future research should address. Firstly, the CEL enhances the performance of tail-class at the expense of lower performance for head-class. Given the importance of all aquatic species in real environments, it is worthwhile to explore strategies for significantly improving the performance of tail species while maintaining or even enhancing the performance of head species. Secondly, while our study has confirmed the effectiveness of WFN combined with single-level 2D discrete wavelet transform for aquatic species recognition, it is worth developing a DNN equipped with multilevel wavelet packet transform in future research because it could benefit from the hierarchical representation. Lastly, it would be interesting to apply our algorithm to more practical task, such as aquatic species detection, behavior analysis, and trait prediction. By deploying these application in real-world aquatic environments, we can develop increasingly intelligent solutions to address some of the most pressing issues of our time.




6 Conclusion

In this work, we have introduced a robust feature extractor, WFN, and a novel loss function, CEL, based on the SSL scheme FixMatch, for aquatic species recognition. Our proposed methods have demonstrated effectiveness in addressing the challenges of high-quality recognition in complex image-collected environments and the long-tailed class imbalanced nature of aquatic species, even with a limited number of labeled data. This is achieved through dedicated components, using the output of wavelet transform of one to train the DNN, and applying the CEL function at the stage where pseudo-labels come into play. The proposed method has consistently shown performance gains in both quantitative and qualitative experiments. We thus believe that our study can serve as a valuable resource for future research efforts in aquatic species recognition.
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Variations in Marine Dissolved Oxygen Concentrations (MDOC) play a critical role in the study of marine ecosystems and global climate evolution. Although artificial intelligence methods, represented by deep learning, can enhance the precision of MDOC inversion, the uninterpretability of the operational mechanism involved in the “black-box” often make the process difficult to interpret. To address this issue, this paper proposes a high-precision interpretable framework (CDRP) for intelligent MDOC inversion, including Causal Discovery, Drift Detection, RuleFit Model, and Post Hoc Analysis. The entire process of the proposed framework is fully interpretable: (i) The causal relationships between various elements are further clarified. (ii) During the phase of concept drift analysis, the potential factors contributing to changes in marine data are extracted. (iii) The operational rules of RuleFit ensure computational transparency. (iv) Post hoc analysis provides a quantitative interpretation from both global and local perspectives. Furthermore, we have derived quantitative conclusions about the impacts of various marine elements, and our analysis maintains consistency with conclusions in marine literature on MDOC. Meanwhile, CDRP also ensures the precision of MDOC inversion: (i) PCMCI causal discovery eliminates the interference of weakly associated elements. (ii) Concept drift detection takes more representative key frames. (iii) RuleFit achieves higher precision than other models. Experiments demonstrate that CDRP has reached the optimal level in single point buoy data inversion task. Overall, CDRP can enhance the interpretability of the intelligent MDOC inversion process while ensuring high precision.
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1 Introduction

Marine Dissolved Oxygen Concentration (MDOC) serves as an essential indicator for evaluating seawater conditions and plays a significant role in the regulation of the global climate. The decrease in MDOC, also known as marine hypoxia, can significantly affect marine ecosystems, potentially leading to extensive marine biota mortality events (Karadurmus and Sari, 2022; Brock et al., 2023; Wang et al., 2023b). This phenomenon directly impacts 10% to 12% of the global population reliant on coastal ecosystems for sustenance (Breitburg et al., 2018; Li et al., 2023b). On the other hand, the production of nitrous oxide (N2O) shows obvious sensitivity to variations in MDOC. Particularly in conditions of reduced MDOC, there is a notable rise in N2O production (Suntharalingam et al., 2000; Jin and Gruber, 2003; Hutchins and Capone, 2022). Despite the importance of MDOC research within the field of marine science, the accessibility of MDOC data remains relatively constrained in comparison to data on temperature and salinity. This limitation hinders comprehensive research efforts in this area (Wang et al., 2020). Currently, widely used marine data include buoy measurements of MDOC and other marine elements from the World’s Oceans Real-time Network Plan (ARGO)1, as well as the World Ocean Database (WOD)2, which compiles datasets from various countries and organizations. However, initial deployments primarily focused on measuring temperature and salinity, meanwhile modern buoys face challenges related to calibration and drift (Johnson et al., 2017). Consequently, utilizing data such as temperature and salinity to infer MDOC holds great significance, making MDOC inversion highly meaningful.

The development of MDOC inversion methodologies has primarily undergone three stages: numerical computation, machine learning, and deep learning (Figure 1): Initially, numerical computation was employed for inversion calculations, but the associated computational costs were found to be excessively high; Nonetheless, the introduction of machine learning methodologies within the domain of artificial intelligence significantly reduced computational costs (Figure 1A); More recently, the deployment of deep learning models has further elevated computational precision, but the uninterpretable working mechanism of the “black-box” has led to the low interpretaiblity of these models (Figure 1B); After conducting research, we found that rule-based methods such as RuleFit, excelling in both precision and interpretability, have not been widely applied in oceanography, thus their adoption could effectively ensure high precision and inherent interpretability in marine intelligent inversion models (Figure 1C).




Figure 1 | Precision and interpretability in MDOC inversion tasks. (A) Machine Learning; (B) Deep Learning; (C) Rule-based.



At present, there have been multiple approaches to address the MDOC inversion. Traditionally, using climate system models and low-order marine biogeochemical models for MDOC inversion has been a common practice (Matear and Hirst, 2003), while mathematical modeling is also a prevalent method for MDOC inversion (Naik and Manjappa, 2011). However, these traditional models have some limitations, such as slow computational speed, demanding equipment requirements, and high operational costs, making it difficult to implement streamlined inversion for MDOC.

Nowadays with the rapid expansion of marine datasets, machine learning has supassed traditional methods in robustness and has shown excellent performance in uncovering the complex nonlinear relationships between variables (Jiang et al., 2017), because of its faster computational speeds and lower dependence on data assumptions. And multiple machine learning algorithms have been emplyed to investigate the association between dissolved oxygen concentration and other elements. Ji et al. (2017) utilized eleven hydrochemical variables from the Wen-Rui Tang River to assess the accuracy of dissolved oxygen concentration inversion using Support Vector Regression (SVR). Giglio et al. (2018) attempted to use Random Forest Regression (RFR) to reproduce the dissolved oxygen concentration fields from the Southern Ocean State Estimate (SOSE), and explored the precision effects in specific boundary areas. Ross and Stock (2019) applied Multilayer Perceptron (MLP) to explore the relationship between monthly marine elements and dissolved oxygen concentration in Chesapeake Bay, analyzing stratification phenomena on a sub-seasonal scale. However, the structure of machine learning is relatively simple, leaving considerable room for the further boosting of the fitting precision.

Recently, deep learning has been employed to increase the precision of MDOC inversion based on single point buoy data. Wang et al. (2020) used DJINN and its improved version, M-DJINN, to clarify the relationship between dissolved oxygen concentration and other variables such as temperature and salinity, utilizing data from the World Ocean Database. Experimental evidence shows that the precision of deep learning networks significantly outperforms traditional machine learning algorithms. However, the interpretability of deep learning networks is limited by their hidden layers, which extensively abstract and transform input data nonlinearly, and involve large number of parameter. This complexity makes it difficult to understand how the model operates. As a result, current high-precision MDOC inversion methods encounter difficulties in gaining full trust from decision-makers in marine ecology, posing substantial risks in decision-making processes. Therefore, developing a fully interpretable, high-precision intelligent inversion framework for MDOC becomes a significant challenge to overcome.

Rule-based methodologies offer a practical solution for achieving interpretable computations with high precision. Friedman and Popescu (2008) introduced RuleFit, a model consisting of a linear combination of rules and linear components, where each rule is expressed through straightforward evaluative statements about the input variables’ values. This collection of rules can achieve predictive precision comparable to the best methods, with the added benefit of being easily interpretable. In recent years, RuleFit has seen widespread use in fields that emphasize the interpretability of artificial intelligence, such as intelligent healthcare. For instance, Carrazana-Escalona et al. (2022) used RuleFit to predict the characteristics of blood pressure parameters among 8 adolescent volunteers during dynamic pressure-bearing processes, and Luo et al. (2022) applied it to diagnose nasopharyngeal carcinoma in 1706 patients. These studies illustrate that RuleFit can provide operational rules for models with high precision, thus enhancing their inherent interpretability. Although rule-based methods have the advantages of high precision and interpretability, these methods still have certain limitations. Bénard et al. (2021) introduced SIRUS, which enhances the precision and stability of rule extraction by restricting decision tree node splits to empirical quantile positions. However, the conclusions provided by this method are too specific and verbose, making it difficult to analyze the rules. Additionally, Mollas et al. (2022) proposed LionForests, which is valued for its “conclusiveness”, demonstrating improved stability and interpretability. Nonetheless, this method still has shortcomings in terms of its coverage of the decision-making process. Zhang et al. (2023) introduced OptExplain, an algorithm that utilizes particle swarm optimization for the optimization process, but it is currently applicable only to classification tasks, which does not align with the MDOC inversion task. By contrast, RuleFit, with its broad application base and superior performance, excels in rule generation and offers ease of interpretation. Therefore, RuleFit is ultimately selected as the inversion model in this work.

In this paper, we introduce a framework that offers both high precision and interpretability for the intelligent inversion of MDOC. We have named this framework CDRP because it comprises Causal Discovery, Drift Detection, RuleFit Model, and Post Hoc Analysis. To clarify the causal relationships between marine elements, we adopt the PCMCI causal discovery method, which helps to remove weakly correlated relationships and elucidate the associations between MDOC and other relevant elements, thereby enhancing the effectiveness and interpretability of model learning. In addition, the concept drift detection technique is also used to further improve the precision of the intelligent model and to help users understand the key features of the data. This technique helps users select more representative data, known as key frame data, for training the intelligent inversion model. Additionally, to realize high-precision interpretable intelligent inversion at the computational aspect of the model, we utilize the rule-based RuleFit algorithm. This algorithm not only achieves high-precision inversion of MDOC but also aids in clarifying the internal mechanisms of intelligent computation by analyzing the extracted rules. Upon completion of training, we utilize post-hoc analysis techniques like SHAP and LIME to investigate the model’s operational mechanisms. Our focus is on obtaining quantitative insights into how different marine elements influence the climatological normals of MDOC, both in terms of magnitude and direction. The analysis shows that our framework CDRP produces results that align well with conclusions in marine literature. In summary, our contributions are mainly in the following five aspects: (i) We propose an interpretable artificial intelligence framework CDRP for achieving high-precision interpretability in the MDOC intelligent inversion process; (ii) The introduction of PCMCI enhances the interpretability of CDRP by elucidating the relationships between MDOC and other elements while eliminating the interference of weakly correlated elements; (iii) By utilizing concept drift detection, this paper ensures a more representative selection of training data and model tuning, thereby effectively elevating the model’s precision and interpretability based on data reduction; (iv) This study pioneers the application of the rule-based RuleFit model to marine ecology, enhancing both the inversion precision and the interpretability of the operational mechanism; (v) The validation of CDRP through causal discovery, rule analysis, SHAP, and LIME, and its consistency with conclusions in marine literature on MDOC, effectively ensures interpretability in the inversion process.




2 Materials and methods



2.1 Study area and dataset

After reviewing extensive literature and datasets, we have preliminarily identified several marine elements related to MDOC inversion, including temperature, salinity, pH, chlorophyll concentration, turbidity, CO2 concentration, water column level, and sediment phosphorus. In further selection of these elements, we have considered the following aspects: Since both pH and CO2 concentration are key indicators of ocean acidification, which creates redundancy in their impact mechanisms on MDOC, we have abandoned the CO2 concentration in our study. Additionally, as the oceanographic data involved in the inversion task are two-dimensional, while water column level are inherently three-dimensional, we will not consider the water column level for MDOC inversion. Moreover, because turbidity already reflects certain changes in sediment phosphorus, and data on sediment phosphorus are difficult to obtain, we have decided to exclude the utilization of sediment phosphorus. Finally, we selected the following 5 marine elements for further exploration: temperature (OTMP), salinity (SAL), chlorophyll concentration (CLCON), turbidity (TURB), and pH.

The dataset used in this study was provided by the National Data Buoy Center (NDBC)3, which is part of the National Oceanic and Atmospheric Administration (NOAA). It includes data collected from about 100 moored buoys and Coastal-Marine Automated Network (C-MAN) stations. Additionally, it includes data from 55 Tropical Atmosphere Ocean (TAO) buoys that are deployed and maintained in the equatorial Pacific, covering a range from 9°N to 8°S and from 95°W to 165°E. This buoy network system automatically captures and transmits real-time meteorological and oceanographic data to the National Ocean Service (NOS), located in Maryland.




2.2 Description of the proposed framework

In this research, we introduce a high-precision interpretable framework aimed at resolving the MDOC inversion challenge. This framework (Figure 2) is principally segmented into four phases: Causal Discovery, Drift Detection, RuleFit Model, and Post Hoc Analysis. All interpretive actions are supported by validation from marine-related research literature, ensuring the professional integrity and logical consistency of the interpretive results. The details are outlined as follows:




Figure 2 | Framework of the proposed approach.



Causal Discovery: In this stage, we utilize the causal discovery algorithm PCMCI to learn the causal relationship among the marine elements. By removing elements with weakly correlated relationship, we eliminate the interference with the model learning process. Subsequently, we analyze the associations between MDOC and relevant elements, enhancing the overall interpretability of the framework.

Drift Detection: This phase involves calculating the drift degree in continuously batched stream data to identify the timing (When) and specific data distribution (Where) of concept drift occurrences. It also includes an analysis of the underlying reasons related to marine observation processes (Why). The data collected when concept drift occurs are marked as key frame data for the intelligent model’s training.

RuleFit Model: Training the RuleFit model with the dataset refined by key frame selection in the previous phase, elevates the precision of inversion and allows for the extraction of the model’s internal operational rules. Analyzing these rules offers a preliminary explanation of the model’s operational mechanism.

Post Hoc Analysis: Employing global-level SHAP analysis and local-level LIME analysis offers more detailed explanations of the RuleFit model’s operational mechanism. The insights derived from causal discovery, RuleFit’s rules, along with these analyses, demonstrate excellent consistency with conclusions in marine literature, thus greatly enhancing the interpretability of intelligent computations.




2.3 Causal discovery

To elucidate the causal relationships between each marine element and MDOC, we introduced the PCMCI algorithm for causal discovery. This method was proposed by Runge et al. (2019) and consists of two main stages:

	(i) PC Algorithm: Used for causal relationship discovery in time series data. It iteratively employs independence testing to remove unrelated causal associations, converging to a small number of key causal relationships and constructing an initial causal relationship graph.

	(ii) MCI Algorithm: Used for instantaneous conditional independence testing. It suppresses false positives for highly interdependent time series.



Given a dynamic system   of N representing marine elements considered at t time points, the following equation holds true (Equation 1):



where fj represents some potential nonlinear functional dependencies, and   denotes mutually independent dynamic noise   represents the causal parents of variable   among all N elements in the past. This causal discovery method is based on the concept of conditional independence. By estimating the strength and direction of causal relationships between highly interdependent time series of multiple marine elements, it effectively removes the interference of weakly correlated marine elements in model learning. Furthermore, by classifying each marine element based on its association with MDOC, the interpretability of the overall framework can be effectively enhanced.




2.4 Drift detection

The dissolved oxygen station data utilized in this paper is presented as a continuous data stream. As time progresses, the distribution of input data may undergo significant changes, which may adversely affect the performance of the intelligent inversion model trained on historical data. This phenomenon is known as concept drift (Lu et al., 2018). Detecting concept drift enables adjustments to the intelligent inversion model to improve its precision. It also allows for explanations of changes in data distribution, linking these changes to variations in marine elements. The methodology employed in this paper utilizes incremental Gaussian Mixture Model (GMM) clustering for each data batch. This process calculates the drift degree between the current batch and historical marine data. It selects the most representative data exceeding a predefined threshold to compile a dataset, designated as key frame data, for training the inversion task (Yang et al., 2020). The formula for drift degree is defined as follows (Equation 2):



In this context, |·| represents the number of marine data samples, and d(·) denotes the energy distance between marine data samples. Xt represents all the data of the current batch.   and   respectively represent the current batch data and the historical data for the i-th cluster. The formula for energy distance is defined as follows (Equation 3):



Here,   represents the average Euclidean distance between elements of marine features in two sets of marine data samples X and Y.   and   respectively represent the average Euclidean distance between elements within marine data samples X and Y.




2.5 Model computation

To elevate the computational precision and clarify the intrinsic operational mechanisms of the intelligent inversion model for MDOC, a rule-based ensemble method, RuleFit, has been adopted. This method constructs a model through a linear combination of rules and linear expressions, where each rule includes a concise set of statements about the individual input variables. Such collection of rules can achieve predictive precision comparable to that of the best methods. It also enables an initial understanding of the operational mechanism of the intelligent model through the analysis of principal rules (Friedman and Popescu, 2008). Specifically, given a marine data sample x = {x1,x2,…,xn}T ∈ Rn, the RuleFit model is defined as follows (Wan et al., 2023) (Equation 4):



Here,   represent the MDOC climatological normals, the coefficients for the rule terms of the intelligent inversion model, and the coefficients for the linear terms of intelligent inversion model, respectively. The rule terms are formed by combining judgment clauses for specific marine elements (rk: Rn → R), and the linear terms are comprised of functions related to specific marine elements (lj: R → R).




2.6 Post hoc analysis



2.6.1 SHAP analysis

To provide a more comprehensive and reliable explanation of the operational mechanisms of the inversion model, we utilized SHAP (Shapley Additive Explanations) analysis. This approach quantitatively assesses the impact magnitude and direction that various marine elements have on the MDOC climatological normals from a global perspective. SHAP represents a game theory-based method for interpreting artificial intelligence models (Štrumbelj and Kononenko, 2014). It facilitates assessing the negative and positive effects that marine elements have on the output of the intelligent MDOC inversion model. Given an intelligent inversion model trained with marine data samples Xi = {x1,x2,…,xn}T, an explanation model (EM) is employed by SHAP to evaluate the contribution of each marine element to the intelligent inversion model. The details can be described in the following equation (Equations 5, 6):





Where n is the number of marine elements, ti is the simplification of marine element i, ti ∈ R denotes the contribution of variable i to the artificial intelligence model, \ denotes the difference-set notation for set operations, and f indicates the interpretable artificial intelligence model.




2.6.2 LIME analysis

To better understand how intelligent inversion models work, especially at critical points like MDOC extrema, we intend to utilize the Local Interpretable Model-agnostic Explanations (LIME) analysis. This approach will allow us to examine how various marine elements influence the output of the intelligent inversion model. When a new observation is introduced, LIME creates an extended dataset consisting of perturbed samples and their corresponding model outputs. A linear explanatory model is then adjusted based on this dataset, applying weights according to the closeness of these sampled observations (Ribeiro et al., 2016). Through this approach, we can apply the interpretable model, which is tailored for local explanations (Chakraborty et al., 2021), to estimate the influence of marine elements on the MDOC extrema. Specifically, the definition of the local interpretable model g is as follows (Equation 7):



Here, πx measures how close the changed marine data instances are to each other, usually using a Gaussian kernel. L(f,g,πx) shows how much the interpretable model g differs from the model f we want to explain, especially at MDOC extrema. Ω(g) measures the complexity of the interpretable model (such as the number of non-zero weights in a linear model).





2.7 Implementation and evaluation metrics

In this study, we applied the Python programming language, widely used in data science, along with key modules such as Numpy, scikit-learn, SHAP, and LIME. The configuration of our environment comprised Python 3.7, a 12th Gen Intel(R) Core(TM) i7–12700H, and Windows 11.

To evaluate the precision of CDRP within the MDOC inversion task, this study utilizes three widely recognized statistical and regression metrics to measure its performance: Mean Square Error (MSE), Accuracy (ACC), and Explained Variance Score (EVS).

Mean Squared Error (MSE) is defined as follows (Equation 8):



In this context, n denotes the total number of observations, with yi indicating the observed value for the i-th observation, and   representing the predicted value for it. A reduction in the MSE value signifies improved accuracy in the inversions. Consequently, the accuracy of the model is derived from the MSE as defined below (Equation 9):



Explained variance score (EVS) is defined as follows (Equation 10):



Here,   denotes the predicted output, Y is the observed output in relation to  , and Var represents variance. Importantly, the highest possible score is 1, with a lower score reflecting a decrease in the prediction’s adequacy, as shown by the variance in the dependent variables.





3 Result



3.1 Inversion performance

In this study, buoy data from various locations along the U.S. West Coast were employed, with the dataset for MDOC inversion comprising the first-hour average values of temperature (OTMP), salinity (SAL), chlorophyll concentration (CLCON), and pH (According to the causal discovery graph in Section 3.2.1, we excluded turbidity, which showed weak correlation with MDOC). SVR, RFR, MLP, DJINN, M-DJINN, and RuleFit were trained and evaluated utilizing this dataset. To validate the models’ performance in this study, data from January 1, 2016, to October 18, 2019, making up the initial continuous 80%, was designated as the training set. Conversely, data ranging from October 19, 2019, to February 22, 2022, representing the subsequent continuous 20%, was selected for the test set.

By continuously conducting concept drift detection on marine element data, organized in batches corresponding to one week’s duration, variations in drift degree are depicted in Figure 3. By setting an appropriate threshold, it becomes possible to accurately identify the dates when drifts occur. Following the identification of concept drift, data from those dates are merged with the dataset previously used for model training. The model is then retrained on this updated dataset. Upon setting the drift degree threshold at 12, eight specific instances of concept drift were detected. Figure 4 shows the distinct changes in data distribution for each instance of concept drift, highlighted by red lines. Based on comparisons of data before and after each detected instance of concept drift, preliminary analysis of the causative factors is presented as follows: The first concept drift occurred on March 12, 2016 (Figure 4A), where the pH decreased from 8.6 to 8.0. In contrast, on January 24, 2019 (Figure 4G), pH showed an increase. These changes may be attributed to the influence of upwelling and possible coastal discharge (Kroeker et al., 2020; Li et al., 2023a). On June 10, 2016 (Figure 4B), October 9, 2016 (Figure 4D), and March 28, 2019 (Figure 4H), there were significant increases in chlorophyll concentration, possibly due to the extensive proliferation of phytoplankton (Conley et al., 2007). Furthermore, fluctuations in temperature and salinity influenced by local coastal climate were effectively detected and corrected (Figures 4C, E, F).




Figure 3 | The variation of drift degree over time. (The red line represents the set drift threshold, and the red solid point is the dates when the concept drift detection is occurred).






Figure 4 | (A–H) The data distribution at the date of concept drift. (The date when concept drift occurs is highlighted by a red line).



This research selected MDOC data samples from the first 30 days to pre train the inversion model, and then conducted concept drift detection in batches of 7 days. As shown in Figure 3, eight distinct instances of concept drift were detected. Together with 30 pre-trained data samples, the final key frame dataset comprised a total of 86 data samples, which shows a significant reduction compared to the overall 1080 MDOC training data samples. It is worth noting that the data reduction reduced the complexity and redundancy of training data, filtered out more informative features, and allowed the model to focus more on learning key features, effectively helping users improve their understanding of the overall features of the learning process (Atitey et al., 2024). Therefore, while improving the precision of MDOC inversion, it effectively enhanced the interpretability of the intelligent inversion process.

To assess the precision superiority of CDRP for MDOC inversion task, a comparative analysis was conducted between CDRP and several models currently used in this field, including SVR, RFR, MLP, DJINN, and M-DJINN. Despite the moderate novelty of the models compared in the experiment, they adequately represent the current accuracy level in the field of MDOC inversion. Therefore, the experimental results can convincingly demonstrate the superior precision of CDRP. Considering the diversity of hyperparameters among the models used in our experiment, we adopted the hyperparameter settings recommended in their respective studies. The hyperparameter configurations are detailed in Table 1. It can be observed that the hyperparameters for machine learning algorithms are relatively simpler, whereas those for deep learning methodologies are more complex. This preliminary observation reflects that deep learning needs a large amount of data and parameters, leading to higher precision but lower interpretability (Li et al., 2024b).


Table 1 | Hyperparameter configurations of the employed models.



To explore the effect of different training strategies on the precision of MDOC inversion, we trained selected models using four distinct strategies: direct training, training with causal discovery, training with concept drift detection, and training with a combination of causal discovery and concept drift detection. The experimental results are presented in Table 2. Our analysis reveals that integrating causal discovery significantly improved the inversion precision across all participating models, achieving optimal performance in most cases. This highlights the effect of removing weak-correlation factors on enhancing precision, with implementation of causal discovery described in Section 3.2.1. It is speculated that this is due to the weak correlation between turbidity and MDOC, as well as its characteristics of large variability and unstable changes, which may cause negative interference to the inversion model (Schmitt et al., 2008). Besides, introducing concept drift detection notably benefited the precision of tree-based algorithms (RuleFit, DJINN, and RFR). Especially in the training of the RFR model, incorporating concept drift detection achieved optimal accuracy. This occurred because when the training and test sets cover different time periods, tree-based algorithms can better learn generalizable mappings from more representative training data, which improves their performance on future tasks. Finally, we attempted to train the model using the strategy of concept drift detection update after removing the weakly associated turbidity. After analyzing the experimental results, it was found that not all models experienced further improvements in precision. This may be because the combination of causal discovery and concept drift detection update training strategies does not work well for all algorithms. Ultimately, it can be found that CDRP, which integrates causal discovery and concept drift detection within the RuleFit model, achieved the highest precision among the implemented methods.


Table 2 | Performance of the selected models with different training strategies.



To validate the effectiveness of removing interference from weakly associated elements and concept drift detection on the improvement of RuleFit’s precision in the MDOC inversion tasks, RuleFit was trained using both direct training and training with a combination of causal discovery and concept drift detection. Figure 5 shows the variation curves of MSE, ACC, and EVS. It’s evident that the utilization of causal discovery and concept drift detection notably reduced MSE, while at the same time increasing ACC and EVS. Models enhanced with causal discovery and concept drift detection demonstrated significant early-stage optimization in MSE and ACC around 15 to 18 weeks, compared to the RuleFit model that underwent direct training. The EVS also showed an increase after the final training session was completed. This convincingly confirms the superiority of CDRP in elevating the precision for MDOC inversion task.




Figure 5 | Performance of CDRP and directly trained RuleFit. (A)MSE; (B)ACC; (C)EVS. (The blue line represents the metric change of CDRP, while the solid red line represents the metric of directly trained RuleFit.).



For an intuitive analysis of CDRP’s fitting effect, the RuleFit model, trained with a combination of causal discovery and concept drift detection, was used to process the entire dataset. The comparison between predicted and observed MDOC values is presented through overlay plot and scatter plot (Figure 6). Figure 6A displays a notable consistency between predicted and observed MDOC values. Meanwhile, Figure 6B reveals that the predictions for a significant portion of data points lie within the orange area, which signifies the range of Root Mean Square Error (RMSE). From the analysis, it can be concluded that CDRP demonstrates commendable fitting efficacy, rendering it applicable for real-world MDOC inversion task.




Figure 6 | Comparison of the predicted and observed MDOC, using overlay plot (A) and scatter plot (B). (Orange line in scatter plot is the fitted linear between observed and predicted values).






3.2 Interpretation of inversion results



3.2.1 Causal discovery

To analyze the correlation between marine elements from the causal perspective, we employ the PCMCI causal discovery algorithm to conduct causal analysis on the initially selected five elements (OTMP, SAL, CLCON, PH, and TURB) with the target element MDOC. Figure 7A shows the causal relationship graph between marine elements, while Figure 7B displays the causal relationship graph from the perspective of time series, highlighting the two-day delay between temperature (OTMP) and MDOC. In addition to the direct causal influence from pH to MDOC, chlorophyll concentration (CLCON) indirectly affects MDOC through OTMP. All of them indicate that pH, OTMP and CLCON are key elements in MDOC inversion. Additionally, a notable causal link exists from MDOC to salinity (SAL), which is supported by the subsequent SHAP analysis. Finally, we can conclude that turbidity (TURB) has almost no causal relationship with MDOC. This conclusion is reinforced by the experiments described in Section 3.1, which shows that removing weakly associated turbidity effectively reduces interference in the MDOC inversion task.




Figure 7 | Causal relationships between marine elements. (A) Causal relationship graph; (B) Time series graph.






3.2.2 Rulefit rule extraction

RuleFit, composed of a series of readily interpretable IF-THEN rules and linear adjustments, not only demonstrates significant precision in inversion tasks but also enables initial insights into the operational mechanisms of the intelligent inversion. This is achieved through the extraction and subsequent analysis of critically significant rules. The primary rules extracted by RuleFit are detailed in Table 3. By analyzing the judgments on specific elements within the primary rules, we conclude the following insights: (i) An increase in temperature is inversely related to MDOC, as shown by rules 3 and 4; (ii) Salinity mostly has a negative impact on MDOC, as depicted by rules 1, 2 and 3; (iii) A decrease in pH is related with a reduction in MDOC, as specified by rule 1 and 4; (iv) An elevation in chlorophyll concentration is positively linked to MDOC, as illustrated by rules 2.


Table 3 | The main rules extracted through RuleFit.






3.2.3 SHAP analysis

To understand the operational mechanisms of the intelligent inversion model from a global perspective, SHAP analysis was utilized to quantify the impact magnitude and direction of the marine elements on the climatological normals of MDOC. We present a summary plot of the SHAP analysis for selected marine elements (Figure 8). In this plot, the vertical axis orders the marine elements by their impact magnitude, and the horizontal axis shows the change (Shapley value) to the MDOC climatological normals (7.98 mg/L) based on the values of these marine elements. The color of the dots is detailed in the legend to the right of the plot, while the vertical stacking of dots illustrates the frequency of sample points with specific values. Figure 8 shows that salinity has the largest impact on MDOC climatological normals, with a trend suggesting that lower salinity leads to a higher positive impact on MDOC climatological normals. This is consistent with the results of RuleFit rule extraction analysis. The influence of pH on MDOC climatological normals is secondary, primarily indicating a positive impact at higher pH levels. Lower temperatures are associated with a greater positive impact on the MDOC climatological normals. The impact of chlorophyll concentration on MDOC climatological normals is the smallest, primarily manifested as a negative effect.




Figure 8 | Summary plot for marine elements.



To investigate the interaction between salinity, which contributes most significantly to the impact on MDOC climatological normals, and other elements, we conducted SHAP analysis and produced dependence plots (Figure 9). Preliminary analysis of Figure 9 allows us to deduce that salinity exerts a positive impact on the MDOC climatological normals when below approximately 25 psu, and manifests a negative impact when exceeding this threshold. The increase in temperature reduces the positive impact of salinity (Figure 9A), while an increase in pH elevates the positive impact of salinity (Figure 9B). Conversely, chlorophyll concentration does not exhibit a significant effect on the impact of salinity (Figures 9C).




Figure 9 | Dependence plot of the interaction between SAL and other marine elements. (A) OTMP; (B) pH; (C) CLCON.






3.2.4 LIME analysis

Contrary to the SHAP analysis method, which focuses on assessing the global contributions of marine elements, LIME analysis can provide local interpretation for the influencing factors of various marine elements at key climate nodes, and the critical value range can guide the quantitative judgment of the impact direction of input elements on the output target element — MDOC, thereby providing local interpretation schemes and enhancing the interpretability of the overall framework. We selected three consecutive dates of MDOC minima (Figures 10A-C) and three consecutive dates of MDOC maxima (Figures 10D-F) to analyze the impact direction and magnitude of each marine elements within their respective value ranges at these critical climate nodes. We referenced the research by El Bilali et al. (2023) in our analysis, identifying the critical value ranges at which the direction of the influence of marine elements on the MDOC climatological normals changes. The analysis provides the following insights: (i) Salinity has the most significant impact on MDOC climatological normals, followed by pH in typical cases, with temperature being less significant, and chlorophyll concentration having the least impact; (ii) Salinity below 23.81 psu has a positive impact on the MDOC climatological normals, while levels above 29.70 psu have a negative impact; (iii) Temperatures below 12.64°C have a positive effect on the MDOC climatological normals, whereas temperatures above it have a negative effect; (iv) pH above 7.80 positively impacts the MDOC climatological normals, while pH below it has a negative impact; (v) Chlorophyll concentrations above 5.50 µg/L positively affect the MDOC climatological normals, whereas in other circumstances a negative impact occurs.




Figure 10 | (A–F) The impact of marine elements at the extrema of MDOC. Negative LIME values indicate MDOC below historical median while positive LIME values indicate MDOC above historical median.








4 Discussion

MDOC is one of the primary indicators in the domain of marine ecology. In this study, we applied a series of artificial intelligence models to the MDOC inversion task, where our proposed framework CDRP demonstrated optimal precision. SVR is sensitive to the characteristics of input data, while RFR is susceptible to overfitting. Moreover, complex models such as MLP, DJINN, and its modified version M-DJINN require large volumes of data for effective training. Conversely, the RuleFit model creates a broad set of predictive rules tailored for the inversion task. This method offers deep insights into the computational mechanisms of inversion and exhibits strong generalization abilities, as evidenced in (Luo et al., 2022). Overall, CDRP which utilizes the RuleFit model achieves superior precision in inversion task.



4.1 Precision influenced by causal discovery and concept drift

We introduced causal discovery and concept drift detection during the training process. By analyzing the experimental results (Table 2), it can be found that causal discovery significantly improves the inversion performance of all models. It follows that causal discovery can keenly identify uncorrelated elements, which can guide the improvement of model training strategies. However, concept drift detection only achieves a boost in effectiveness in tree-based algorithms, which demonstrates a kind of compatibility between them. By expanding to other tree-based algorithms, it is still possible to improve model performance while extracting key features of the dataset. Finally, CDRP achieves optimal performance by simultaneously introducing causal discovery and concept drift detection in training process. However it may be not the optimal training strategy for all models. Causal discovery involves input feature-level reduction from the perspective of causal inference, while concept drift detection involves time series-level reduction from the perspective of data distribution changes. This could potentially lead to excessive reduction and result in model underfitting.




4.2 Interpretability

In the literature on applying AI models to MDOC inversion task, there is a lack of exploration on interpretability. This can lead to risks associated with unknown computational logic. Therefore, enhancing the interpretability of the MDOC inversion task is of significant importance. To solve this problem, we constructed an interpretive process of “causal discovery + rules analysis + post hoc analysis + literature validation of consistency” to comprehensively improve the interpretability of the MDOC inversion process.



4.2.1 Causal discovery

To investigate the causal relationships between each marine element and MDOC, we introduced PCMCI to conduct causal discovery on temperature, salinity, pH, chlorophyll concentration, turbidity, and MDOC. By estimating the strength and directionality of causal relationships among highly interdependent time series of multiple marine elements, we found that PCMCI can effectively eliminate the interference of weakly correlated marine elements on model learning. After causal analysis, the causal graph and time series causal graph are shown in Figure 7. By analyzing the correlation with MDOC, we can classify the marine elements into four categories: direct causal association (temperature, pH), indirect causal association (chlorophyll concentration), correlated association (salinity), and weakly correlated association (turbidity). Among these, temperature belongs to the category of time lagged causal correlation. Specifically, the temperature from two days ago has a direct causal effect on the current MDOC. The global warming and ocean acidification are direct factors leading to the occurrence of marine hypoxia, which is consistent with the results of causal graph analysis (Breitburg et al., 2018; George et al., 2024). The promoting effect of chlorophyll on MDOC is essentially achieved through biomass influencing temperature, thus resulting in a positive correlation effect on MDOC (MacPherson et al., 2007; Li et al., 2024a). Although salinity is not a causal parent of MDOC, the causal relationship between MDOC and salinity makes this correlation relationship indispensable in the MDOC inversion task. Furthermore, the subsequent SHAP analysis further confirms the importance of salinity. Ultimately, turbidity does not exhibit significant causal relationship with other marine elements. Therefore, the presence of this element would bring negative interference to the MDOC inversion task. The quantitative experiments conducted earlier demonstrate that removing the interference from the turbidity significantly contributes to improving the accuracy level of MDOC inversion. This further elucidates the importance and necessity of introducing causal discovery method for enhancing interpretability.




4.2.2 Rules analysis

To analyze the influence of marine elements on the MDOC climatological normals from the model inference perspective, the RuleFit model was introduced. By establishing a large initial set of predictive rules and then refining these rules to improve inversion precision, this method achieves high-precision and also helps understand how the model works. This understanding comes from utilizing and interpreting the set of rules. The decrease in MDOC with higher temperature is due to increased oxygen demand and reduced oxygen solubility as temperature rise (Breitburg et al., 2018; Ye et al., 2021, 2023; Bandara et al., 2024). Silva et al. (2009) described Equatorial Subsurface Water (ESSW) characteristics, noting that the highest underwater salinity values are associated with the lowest MDOC and high nitrate and phosphate levels. This supports the idea that colder, less saline water can dissolve more (Kouketsu et al., 2022; Sun et al., 2023), which matches the RuleFit rule showing an inverse relationship between salinity and MDOC. The research by Schmitt et al. (2008) shows long-range correlations between pH and MDOC in their power-law spectrum, particularly noting that ocean acidification goes along with marine hypoxia (Gao et al., 2020; George et al., 2024). This supports the RuleFit finding that a lower pH results in decreased MDOC. The rule that an increase in chlorophyll concentration leads to higher MDOC is supported by (MacPherson et al., 2007; Li et al., 2024a), indicating that higher chlorophyll concentration produce more oxygen indirectly, thereby increasing MDOC. Therefore, it can be concluded that the RuleFit model utilized in CDRP extracts rules that are easily interpretable with high precision, and this approach is well-supported by a wealth of marine scientific literature.




4.2.3 Post-hoc analysis

SHAP analysis is employed to enhance the understanding of the MDOC inversion process by examining its results. This analysis, conducted from a global perspective, explores how marine elements contribute to the MDOC inversion task. Additionally, a local interpretability analysis through LIME is utilized to analyze the model’s computational basis at MDOC extrema. SHAP and LIME analyses show that marine elements can affect MDOC climatological normals positively or negatively at different times. Seasonal changes in MDOC are influenced by sunlight, ice cover, air temperature, winds, and currents (Kroeker et al., 2020; Xu et al., 2022). Events like upwelling, which brings colder deep seawater with lower MDOC content to the surface, also cause short-term MDOC variations (Booth et al., 2012; Chen et al., 2022; Castrillón-Cifuentes et al., 2023; Wang et al., 2023a). The conclusion drawn from the SHAP analysis that salinity is negatively correlated with MDOC is consistent with RuleFit analysis. Furthermore, the findings about temperature’s negative impact and pH’s positive impact on salinity contributions agree with previous analysis based on RuleFit rules. Moreover, LIME analysis identifies the critical value range for salinity’s impacts as 23.81–29.70 psu. This range includes zero Shapley value of salinity from SHAP analysis (around 25 psu, as shown in Figure 9), confirming the consistency between SHAP and LIME analysis on salinity. Similarly, LIME provides the direction of impact (positive, negative, positive) and critical value ranges for pH, temperature and chlorophyll concentration on the MDOC climatological normals (7.80, 12.64°C, 5.50 µg/L), respectively.




4.2.4 Insight from interpretability analysis

Post-hoc analysis has led to findings that align with causal discovery and RuleFit rules, and they also offer specific critical value ranges. These findings provide marine scientists with quantitative insights into how various marine elements influence the magnitude and direction of changes in MDOC climatological normals. Based on insights from interpretability analysis, we can propose several strategies to reduce marine hypoxia. The finding that salinity negatively impacts MDOC indicates that reducing sewage discharge could help prevent deoxygenation in the ocean, especially near coastlines. Similarly, limiting greenhouse gas emissions to slow down global warming and ocean acidification is also an effective strategy. Moreover, maintaining marine ecological indicators within reasonable ranges is crucial for controlling dissolved oxygen levels.






5 Conclusion

This paper introduces an interpretable artificial intelligence framework CDRP designed for high-precision MDOC inversion. Initially, PCMCI is utilized for causal discovery of marine elements and to eliminate the interference of weakly associated elements. Following that, key frame data is selected through concept drift detection, resulting in the formation of the training dataset. Subsequently, the dataset is fed into the rule-based RuleFit model for training. This step is followed by extracting operational rules, which enables the establishment of an initial interpretation. Afterwards, an advanced analysis is conducted utilizing post-hoc analysis techniques, specifically SHAP and LIME. This comprehensive approach offers insights that are consistent with actual marine observation, especially in terms of their influence on the MDOC climatological normals. In comparative tests with SVR, RFR, MLP, DJINN, and M-DJINN, our framework showed the best performance in precision and interpretability. The principal findings from the analysis of research results are as follows: (i) Conducting causal discovery of marine elements through PCMCI, along with removing weakly associated elements and analyzing causal relationships, can effectively enhance the effectiveness and interpretability of model learning. (ii) Using concept drift detection to capture changes in marine elements effectively enhances the precision and interpretability based on data reduction of CDRP. (iii) Considering RuleFit, SHAP, and LIME analysis results together, the ranking of the influence of marine elements on MDOC climatological normals is: salinity > pH > temperature > chlorophyll concentration. (iv) The critical value ranges for the impact on climatological normals are salinity (23.81-29.70 psu), pH (7.80), temperature (12.64°C) and chlorophyll concentration (5.50 µg/L). In summary, CDRP demonstrates high precision and interpretability in single-point measured MDOC inversion tasks, displaying commendable consistency with conclusions in marine literature on MDOC.

Currently, considering the expansion of remote sensing data sources, exploring computational techniques that improve both precision and interpretability with this data is seen as a promising field for academic research. Furthermore, a more valuable interpretation of concept drift phenomena can be achieved through deep involvement in causal analysis. Therefore, conducting further analysis at the moment when concept drift occurs through methods such as causal discovery and causal effect analysis represents a highly prospective research direction.
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Accurate prediction of significant wave height is crucial for ocean engineering. Traditional time series prediction models fail to achieve satisfactory results due to the non-stationarity of significant wave height. Decomposition algorithms are adopted to address the problem of non-stationarity, but the traditional direct decomposition method exists information leakage. In this study, a hybrid VMD-LSTM-rolling model is proposed for non-stationary wave height prediction. In this model, time series are generated by a rolling method, after which each time series is decomposed, trained and predicted, then the predictions of each time series are combined to generate the final prediction of significant wave height. The performance of the LSTM model, the VMD-LSTM-direct model and the VMD-LSTM-rolling model are compared in terms of multi-step prediction. It is found that the error of the VMD-LSTM-direct model and the VMD-LSTM-rolling model is lower than that of the LSTM model. Due to the decomposition of the testing set, the VMD-LSTM-direct model has a slightly higher accuracy than the VMD-LSTM-rolling model. However, given the issue of information leakage, the accuracy of the VMD-LSTM-direct model is considered false. Thus, it has been proved that the VMD-LSTM-rolling model exhibits superiority in predicting significant wave height and can be applied in practice.




Keywords: wave height prediction, LSTM, VMD, VMD-LSTM-direct, VMD-LSTM-rolling




1 Introduction

The complex marine environment has a significant impact on the navigation of ships and the implementation of construction operations (Ahn et al., 2021). Therefore, it is crucial to accurately describe the characteristics of random waves (Janssen, 2008). One crucial statistical metric of random waves is significant wave height. In ocean engineering, it is essential to accurately predict significant wave height.

So far, specialists and researchers from different nations have endeavored to develop numerical models to simulate significant wave height (Reikard et al., 2017). Booij et al. (1999) introduced SWAN to compute random, short-crested waves in coastal regions with shallow water and ambient currents. Sarker (2018) used MIKE21 SW to simulate the impact of Cyclone Chapala on significant wave height in the Arabian Sea. Amunugama et al. (2020) successfully reproduced typhoon phenomena, storm surges, and wave height by employing the COAWST model to simulate several violent typhoons in Japan. Hurricane Michael was simulated by Vijayan et al. (2023) using the dynamic coupling of SWAN and ADCIRC. They observed that the dynamic coupling model of SWAN and ADCIRC significantly improved the accuracy of the simulation.

However, numerical simulations impose high demands on the performance of computing devices and also require a significant amount of time and cost. To tackle the challenge of predicting significant wave height, a growing number of specialists and academics have started to explore the use of artificial intelligence-based models. Makarynskyy et al. (2005) developed an artificial neural network (ANN) model by using buoy data from Portuguese west coast to predict significant wave height and zero-up-crossing wave period. The results demonstrated the suitability of the ANN model. Mahjoobi and Mosabbeb (2009) applied support vector machine (SVM) to predict the significant wave height of Lake Michigan and found that as the lag of wind speed increased, the error statistics decreased. Long short-term memory (LSTM) network has the capability to grasp the characteristics of time series and utilize historical data for prediction, which has gained attention. The LSTM network was used by Pirhooshyaran and Snyder (2020) in order to forecast and rebuild significant wave height across both the short-term and long-term time periods. Zhou et al. (2021) established a significant wave height prediction model using convolutional LSTM (ConvLSTM) and found that during typhoons, the correlation coefficient for a 12-hour forecast still reached 0.94. Bethel et al. (2022) utilized LSTM to predict the significant wave height during hurricanes Dorian, Sandy, and Igor. The application of these deep learning techniques has resulted in enhanced precision in the prediction of significant wave height.

An efficient method for dealing with non-linearity and non-stationarity is data preprocessing. Empirical mode decomposition (EMD) has demonstrated excellent performance in handling non-linear and non-stationary data (Huang et al., 1998). Duan et al. (2016) developed an EMD-AR model and proved the effectiveness of EMD in handling non-linear and non-stationary significant wave height. Hao et al. (2022) used EMD to decompose significant wave height and then performed LSTM prediction on the decomposed components, which confirmed that this approach substantially enhanced the prediction accuracy. Compared to EMD, variational mode decomposition (VMD) exhibits greater robustness in terms of sampling and noise (Dragomiretskiy and Zosso, 2013). Zhang et al. (2023) compared the prediction results by VMD-CNN and 1D-CNN, concluding that decomposing significant wave height using VMD significantly enhances prediction accuracy. Zhao et al. (2023) established a VMD-LSTM/GRU hybrid model to predict significant wave height in the East China Sea accurately. These findings collectively demonstrate that VMD can effectively handle non-linear and non-stationary significant wave height. Ding et al. (2024) proposed a two-layer decomposition model called CEEMDAN-VMD-TimesNet to predict significant wave height in the South Sea of China. They discovered that the errors in prediction results mainly originated from the high and medium complexity components. Decomposing these components could substantially enhance prediction accuracy, thereby leading to a notable superiority in the performance of the two-layer decomposition model over the single-layer decomposition model.

Data preprocessing makes a considerable contribution to the improvement of prediction accuracy. However, the previous studies usually decomposed all data directly (Duan et al., 2016; Hao et al., 2022; Song et al., 2023; Zhang et al., 2023; Zhao et al., 2023; Ding et al., 2024), which is not reasonable (Yu et al., 2021; Jiang et al., 2024). The training set and the testing set are decomposed together during the decomposition process when using the method of direct decomposition. The term “information leakage” describes the phenomenon that future data sets have an impact on the decomposition outcome of current data (Yu et al., 2021; Gao et al., 2022). Considering that the testing set is unknown, decomposing the training set together with the testing set is equivalent to information leakage, which ultimately makes this decomposition method impossible to apply in practice.

The issue of information leakage has received attention (Li et al., 2023; Cai and Li, 2024). Bouke and Abdullah (2023) conducted comparative experiments on three datasets, one with information leakage and the other without information leakage. Their findings demonstrated that the model with information leakage had higher accuracy. They also discovered that the impact of information leakage varied for different algorithms and models, with some algorithms and models displaying a pronounced sensitivity to information leakage. Kapoor and Narayanan (2023) systematically studied the issue of data leakage in machine learning-based research. Their investigation revealed the presence of data leakage in 17 fields, affecting 294 papers. In some instances, data leakage has led to overoptimistic conclusions. Furthermore, they observed that upon correcting data leakage issues, the performance of complex machine learning models did not exhibit substantial improvement compared to that of simple logistic regression (LR) models. Rosenblatt et al. (2024) investigated the impact of five forms of leakage on machine learning models. It was found that leakage via feature selection and repeated subjects significantly enhanced predictive performance, while other forms of leakage had minor effects. Moreover, small datasets exacerbated the impact of leakage.

To retain the advantages of data preprocessing and address the issue of information leakage, some scholars began to try to use rolling decomposition instead of direct decomposition. Yan et al. (2023) decomposed the NH3-H sequence into subsequences using VMD under the rolling method, which added data successively and excluded future data. Then the new sequences generated were predicted by gated recurrent units (GRU) to obtain the results. Hu et al. (2023) used the rolling method to generate multiple sequences for wind speed prediction, and then each sequence was decomposed by VMD and predicted using echo state network (ESN) to generate multiple predictions. The multiple predictions were combined to get the final outcome. Nonetheless, in general, there is still little research on rolling decomposition, and scholars do not use rolling decomposition in the same way.

This article aims to construct a VMD-LSTM-rolling model for predicting the significant wave height in the South Sea of China using the rolling VMD decomposition and LSTM neural network. The body of this article is organized as follows. Section 2 provides the basic ideas behind the LSTM neural network, the VMD method, the VMD-LSTM-direct model and the VMD-LSTM-rolling model. In Section 3, the dataset employed in the study and the data processing procedure utilizing the VMD method are delineated. Section 4 of this article shows the prediction results obtained by the proposed methods, and a detailed analysis of these results follows. Section 5 ultimately presents a conclusion to this article.




2 Methodology



2.1 Long short-term memory (LSTM)

Vanishing gradients refers to the fact that in a deeper network, the calculation of the gradient will approach 0 as the number of layers increases, resulting in the network parameters not being updated. Gradient explosion refers to the fact that the result of multiplying the gradients is too large and the final calculation yields a NaN value. Traditional recurrent neural networks (RNN) are affected by gradient explosion and vanishing gradients, which impose various limitations on their usage.

In order to address these shortcomings, LSTM was introduced (Hochreiter and Schmidhuber, 1997). As an improved version of RNN, LSTM effectively suppresses the problems of gradient explosion and vanishing gradients by employing input gates, output gates, and forget gates. LSTM is able to capture long-term dependencies in sequential data. At the same time, LSTM is sensitive to time and can learn patterns and features in time-series data, which gives LSTM an advantage in tasks such as time series prediction and signal processing.

Forget gate, input gate and output gate are structures in LSTM. They are named according to their role in LSTM. Forget gate is used to control what data is retained in the cell state and what data is to be deleted. Input gate is used to deal with new memory from the current input and determines which part of the information goes to the current time. Output gate determines the output at the current moment. Figure 1 displays the structure of LSTM.




Figure 1 | Structure of the LSTM model.



The variable Ct-1 represents the cell state in the LSTM. LSTM uses a forget gate to forget useless information. The expression is as shown in Equation (1):

	

where ft represents the forget gate, Wf represents the weight matrix, bf represents the bias vector, ht-1 represents the output at the previous time step, xt represents the input at the current time step,   represents a commonly used function in neural networks.

Next, information will be selectively processed using the input gate. It is expressed as shown in Equations (2) and (3):

	

	

where   represents the input gate,   and   represent the weight matrix of the input gate,   and   represent the bias vector of the input gate, while   denotes the current input unit’s state.

Subsequently, the cell state is updated as shown in Equation (4):

	

Finally, the information is selected to be carried to the next neuron through the output gate, as shown in Equations (5) and (6):

	

	

where ot represents the output gate,   represents the weight matrix of the output gate, bo represents the bias vector of the output gate.

It is through the combination of these gates that important information in LSTM is preserved while irrelevant information is discarded. However, there are limitations to this approach. The performance of LSTM is poor when dealing with non-stationary time series data (Hao et al., 2022; Zhao et al., 2023).




2.2 Variational mode decomposition (VMD)

VMD is a decomposition method for complex signals. Significant wave height as a non-stationary time series is suitable for decomposition by VMD. VMD effectively converts the process of decomposition into an optimization process, which involves solving a variational problem. Building the variational problem and solving it are the two main parts of VMD. Variational mode refers to the mode obtained by solving the variational problem. VMD iteratively searches for the optimal solution of the variational mode and is capable of adaptively updating the optimal center frequency and bandwidth of each Intrinsic Mode Function (IMF) (Dragomiretskiy and Zosso, 2013).

VMD has redefined the intrinsic mode functions as given in Equation (7):

	

where k is the mode number,   is the amplitude of the k mode,   is the phase of the k mode,   is the k mode function.

The constrained variational problem that has been framed is as shown in Equation (8):

	

where   represents the respective mode functions, while   represents the respective mode center frequencies.

A transformation of the constrained variational problem into an unconstrained variational problem is performed in order to solve the constrained optimization issue that was referenced before. The introduction of an enhanced Lagrangian function is accomplished by using the advantages of quadratic penalty terms and the Lagrange multiplier approach, as shown in Equation (9) (Bertsekas, 1976).

	

where α represents the variance regularization parameter, while λ represents the Lagrangian multiplier.

To address the aforementioned variational problem, alternating direction method of multipliers (ADMM) is employed (Hestenes, 1969). The procedure is outlined as follows:

	Initialize   and n.

	The value of the variable n is increased by one, and then the program moves on to the loop.

	Based on Equation (10), it is seen that the variables   and   undergo modifications. At the point when the number of iterations exceeds k, the process of updating comes to an end.



	

	4. According to Equation (11), the variable λ is updated.



	

	5. In the event that the user-defined variable ϵ fulfills the stopping requirement as shown in Equation (12), the loop is ended. If it does not satisfy the condition, the loop carries on to step 2 and continues the iteration.



	

By constructing and solving the variational problem, VMD can effectively decompose non-stationary data. However, the mode number k after the decomposition by VMD needs to be chosen artificially. In order to find the most suitable mode number k, many tests are required.




2.3 VMD-LSTM-direct

The traditional direct decomposition is to generate the subsequences by directly decomposing all the data using VMD. Suppose there are m data in total. The first k data are classified as a training set, and the last m-k data are classified as a testing set. The process of direct decomposition is shown in Figure 2. It should be emphasized that this prediction uses an ensemble prediction architecture, where the input to the LSTM model is the decomposed subsequences, and the output of the LSTM model is significant wave height. The prediction architecture is applied to fully reflect the relationship between the subsequences. The final prediction is obtained from the trained LSTM model. The whole process is illustrated in Figure 3. It should be noted that the direct decomposition contains the data of the unknown testing set. In other words, information leakage occurs when the original data is decomposed using knowledge about future values that is not known. Due to the leakage of future information, the high model accuracy is unreliable, and the laws of time series prediction are deviated (Wang and Wu, 2016).




Figure 2 | Traditional decomposition process.






Figure 3 | Flow chart of the hybrid VMD-LSTM-direct significant wave height prediction model.






2.4 VMD-LSTM-rolling

Rolling decomposition is a method that differs from traditional direct decomposition. Suppose there are m data in total. The first k data are classified as a training set, and the last m-k data are classified as a testing set. The process of rolling decomposition is presented in Figure 4. Time series are generated by a rolling method, after which each time series is decomposed. Rolling decomposition and the VMD-LSTM-rolling model are described below:

	First, the first k data are considered as time series 1, which are decomposed using VMD to get the subsequences. It should be emphasized that this prediction uses an ensemble prediction architecture, where the input to the LSTM model is the decomposed subsequences, and the output of the LSTM model is significant wave height. Using the trained LSTM model, the prediction at the moment k+1 is obtained, denoted as prediction1.

	Next, consider the actual data at the moment k+1 as known data. At this point, the first data to the k+1th data are regarded as time series 2. Just like step 1, the time series 2 is decomposed using VMD to get the subsequences, and then the subsequences are used as the input to the LSTM model, and significant wave height is used as the output of the LSTM model. The trained LSTM model is used to get the prediction at the moment k+2, denoted as prediction2.

	Continue executing the aforementioned procedures until the rolling decomposition and the prediction processes have been finished. The prediction1, prediction2,…, and predictionn are the prediction results corresponding to the testing set. Then all the predictions are combined together to form the final results. It should be noted that all the predictions are combined together rather than being added up. The complete procedure is depicted in Figure 5.






Figure 4 | The proposed rolling decomposition process.






Figure 5 | Flow chart of the hybrid VMD-LSTM-rolling significant wave height prediction model.



With the designed rolling decomposition and ensemble prediction architecture, predictions are made for only one testing set data at a time. When predicting the next testing set data, the current testing set data is considered known. This design maximizes the use of all available data for the purpose of learning. It is crucial to emphasize that the actual value of the first testing set data, rather than the predicted value, is added. This is because the actual value of the first testing set data is considered known after prediction, and the model becomes more stable by adding the actual value.

We need to emphasize that for multi-step prediction we use a static prediction approach (Fu et al., 2023). For example, in the four-step-ahead prediction, we predict significant wave height at hour 11 using 1–7 h of data.




2.5 Persistence forecast (PF)

PF is a very simple prediction method, which uses significant wave height of the previous hours as the prediction for this hour (Rasp et al., 2020). It can be expressed by Equation (13):

	

where Hs(t) represents significant wave height of the previous hours, and Hs(t + k) represents prediction for this hour.

If the model’s prediction is worse than the PF, the model’s performance is not satisfactory.




2.6 Evaluation metrics

For the purpose of evaluating the model’s performance, this study uses four metrics to quantify the discrepancies between the actual and predicted values, namely R2, MAE, RMSE and MAPE. R2 is used to quantify the degree of agreement. MAE is the mean of the absolute errors. RMSE is used to quantify the average difference. MAPE is the percentage version of relative errors. The formulas are as stated in Equations (14)–(17):

	

	

	

	

where   represents the predicted value,   represents the actual value,   represents the mean of the actual values, and n represents the number of data samples.

In addition, this study employs Taylor diagrams to assess the accuracy of the model (Taylor, 2001). The common Taylor diagram accuracy indicators used in this study are correlation coefficient R, The standard deviation STD, and the centered root-mean-square difference E′. The formulas are as stated in Equations (18)–(20):

	

	

	

where  ,  ,   and n have explained above.   represents the mean of the predicted values.   and   represents the value and the mean value of the sequence which is used to calculate STD.




2.7 Neural network design

First, the dataset partitioning should be emphasized. The dataset was partitioned into two subsets: a training set including the initial 90% of the data, consisting of 4008 samples, and a testing set comprising the last 10%, consisting of 408 samples.

The accuracy of neural networks can be achieved by increasing the layers, but deepening the layers will significantly increase the computation time (Pfeiffenberger and Bates, 2018). The experiment was conducted in a Python 3.7 environment and used the Keras module of TensorFlow 2.10.0 to build the LSTM model. Based on previous experience and multiple experiments, the LSTM model was divided into 5 layers: an input layer, three hidden layers, and an output layer. The first hidden layer, the second hidden layer and the third hidden layer consisted of 128, 64 and 32 neurons, respectively. Dropout was set to 0.2. The MSE was chosen as the loss function, and the Adam optimizer was used. A total of 100 epochs were set up, with a batch size of 32. Early stopping was implemented with a patience of 10 to avoid overfitting. The timestep was set to 7, which meant that the significant wave height of the current hour was considered to be related to the previous seven hours.





3 Wave datasets preprocessing



3.1 Research area

This study was conducted in the South Sea of China. Two positions were selected. The coordinates of position 1 were (21.50°N,113.00°E), and the coordinates of position 2 were (23.00°N,117.00°E). Figure 6 illustrates the location of the position that was chosen for this study. The data used for prediction were obtained from ERA5 of the European Centre for Medium-Range Weather Forecasts (ECMWF) and covered the period from July 1, 2018, 0:00 UTC to December 31, 2018, 23:00 UTC. A total of 4416 valid data were included in the analysis. The dataset1 and the dataset2 used in this paper are presented in Figures 7, 8, respectively.




Figure 6 | Distribution of the selected position in the South Sea of China.






Figure 7 | Significant wave height and decomposition results of time series 1 for dataset1 (A) significant wave height, (B) decomposition results of time series 1.






Figure 8 | Significant wave height and decomposition results of time series 1 for dataset2 (A) significant wave height, (B) decomposition results of time series 1.



We need to emphasize the reason why we did not select longer significant wave height data. The rolling decomposition method, which is equivalent to constructing multiple LSTM models for training, greatly increases the training time compared to direct decomposition. If the data length is too long, the training time will be too large. Therefore, we used this time period to conduct our study.




3.2 Data processing

The value of k has a substantial influence on the VMD decomposition, which was determined to be 10 in this study based on previous experience and multiple experiments (Zhou et al., 2022; Zhao et al., 2023). Due to space constraints, only the decomposition results of time series 1 for dataset1 and dataset2 are exhibited here. As shown in Figures 7, 8, the time series 1 is decomposed into 10 IMF components. After being decomposed by VMD, the dataset becomes stationary.





4 Results and discussion



4.1 Multi-step prediction results by different models

Tables 1, 2 record the error statistics of multi-step predictions by different models. Figure 9 shows comparison of the statistical results of twelve-step-ahead prediction using Taylor diagrams. Figures 10, 11 present the multi-step prediction results by different models. “1h” in Figures 10, 11 represents December 15, 2018, at 00:00 UTC. Figures 12, 13 depict scatter plots of measurements and predictions by the LSTM model and the VMD-LSTM-rolling model. The closer the best-fit slope is to 1, the better the fitting effect.


Table 1 | Error measures of multi-step predictions of dataset1 by different models.




Table 2 | Error measures of multi-step predictions of dataset2 by different models.






Figure 9 | Comparison of the statistical results using Taylor diagrams (A) dataset1, (B) dataset2.






Figure 10 | Predictions of significant wave height of dataset1 by different models for several future hours (A) 2 hours, (B) 4 hours, (C) 6 hours, (D) 8 hours, (E) 10 hours and (F) 12 hours.






Figure 11 | Predictions of significant wave height of dataset2 by different models for several future hours (A) 2 hours, (B) 4 hours, (C) 6 hours, (D) 8 hours, (E) 10 hours and (F) 12 hours.






Figure 12 | Scatter diagram of the measurements and predictions of dataset1 by different models for several future hours (A) 2 hours, (B) 4 hours, (C) 6 hours, (D) 8 hours, (E) 10 hours and (F) 12 hours.






Figure 13 | Scatter diagram of the measurements and predictions of dataset2 by different models for several future hours (A) 2 hours, (B) 4 hours, (C) 6 hours, (D) 8 hours, (E) 10 hours and (F) 12 hours.






4.2 Discussion of the prediction results

From Tables 1, 2, it can be seen that the prediction results by the LSTM model are in good agreement with the actual values for the small step-ahead prediction. When the number of prediction steps is two, R2, MAE, RMSE and MAPE of prediction results by the LSTM model are 0.981, 0.054, 0.076 and 3.266% respectively for dataset1, which indicates that there is only a minor discrepancy between the predicted results and the actual results. All evaluation metrics of the LSTM model exceed PF for dataset2, while the evaluation metrics of the LSTM model has its own advantages and disadvantages compared to PF for dataset1. Overall, the performance of the LSTM model is satisfactory. Observing Figures 10, 11, it is noticeable that the LSTM model can accurately capture the trend of the original significant wave height, and the prediction results at the peaks and troughs align closely with actual values. The phase shift of the LSTM model is very small and close to PF. The high prediction accuracy demonstrates that the LSTM model has a strong ability to deal with non-linear problems and is suitable for the small step-ahead prediction.

However, as the prediction duration increases, the error of the LSTM model grows rapidly. As can be seen from Tables 1, 2, for the twelve-step-ahead prediction, R2 of prediction results by the LSTM model is only 0.726, while MAE, RMSE and MAPE surge to 0.222, 0.285 and 13.705% respectively for dataset1, which means that the prediction results are inaccurate. The accuracy of the LSTM model is still higher than PF for dataset2. However, the performance of the LSTM model is worse compared to PF for dataset1, which demonstrates that the prediction results of the LSTM model are poor. As shown in Figures 10, 11, the phase shifts of the LSTM model are quite similar to PF. As the prediction duration increases, the prediction results exhibit noticeable phase shifts from the measured curve. The larger the number of prediction steps, the more noticeable the phase shift becomes. The occurrence of this phenomenon may be attributed to the non-stationarity of significant wave height. The effect of non-stationarity is not apparent when the number of prediction steps is not large but becomes more pronounced as the number of prediction steps grows. Hao et al. (2022) observed the phase shift when using the LSTM model to predict significant wave height, which aligns with the findings of this study. It is evident that when the number of prediction steps is large, the LSTM model fails to fulfill the requirements of significant wave height prediction.

The VMD-LSTM-direct model and the VMD-LSTM-rolling model overcome this drawback by decomposing the original data into 10 IMFs through the VMD algorithm, improving the stationarity of the data. As can be seen from Tables 1, 2, even with a small number of prediction steps, both the VMD-LSTM-direct model and the VMD-LSTM-rolling model already outperform the LSTM model in terms of prediction accuracy. As the prediction duration increases, this improvement becomes more greater. For twelve-step-ahead prediction, R2 of the prediction results by the VMD-LSTM-direct model for dataset1 is improved by 35.09% compared to the LSTM model, while MAE, RMSE and MAPE are decreased by 73.55%, 73.37% and 74.40%, respectively. R2 of the prediction results by the VMD-LSTM-rolling model for dataset1 is improved by 33.82% compared to the LSTM model, while MAE, RMSE and MAPE are decreased by 67.97%, 67.67% and 67.14%, respectively. All evaluation metrics of the VMD-LSTM-direct model and the VMD-LSTM-rolling model are substantially ahead of PF. It can be seen very clearly that both the VMD-LSTM-direct model and the VMD-LSTM-rolling model achieve more accurate results. Even with a large number of prediction steps, the prediction results still maintain a high accuracy.

We visualize statistical results through Taylor diagrams. Twelve-step statistical results are plotted in Figure 9. The colored scatter in the Taylor diagrams represents the model. The blue line, the black line and the brown line represent the correlation coefficient R, the standard deviation STD and the centered root-mean-square difference E′, respectively. It can be clearly seen that the LSTM model and PF are far away from the measured value, which means that the LSTM model and PF have the poor prediction performance. In comparison, the VMD-LSTM-direct model and the VMD-LSTM-rolling model are quite close to the measured value, which indicates that the accuracy of the VMD-LSTM-direct model and the VMD-LSTM-rolling model are substantially improved compared to the LSTM model and PF.

From Figures 10, 11, it can be seen that both the VMD-LSTM-direct model and the VMD-LSTM-rolling model are able to capture the characteristics and the general trend of the original significant wave height. At the same time, the phase shifts of the VMD-LSTM-direct model and the VMD-LSTM-rolling model are much smaller than the LSTM model and PF. The reduction of the phase shift is an important reason why the prediction error can be decreased. Both the VMD-LSTM-direct model and the VMD-LSTM-rolling model retain the ability to deal with non-linear problems, therefore they achieve excellent performance in short-term prediction. In addition, the impact of non-stationarity caused by significant wave height is effectively suppressed due to VMD decomposition, which plays a vital role in the improvement of long-term prediction accuracy. It is obvious that both the VMD-LSTM-direct model and the VMD-LSTM-rolling model exhibit an obvious superiority in the domain of prediction compared to the LSTM model and PF, especially for large step-ahead prediction.

As shown in Tables 1, 2, the accuracy of direct decomposition is higher than rolling decomposition. Additionally, the VMD-LSTM-direct model is closer to the measured value than the VMD-LSTM-rolling model in Figure 9.The reason for this phenomenon is that when decomposing the data for the VMD-LSTM-direct model, the training set together with the testing set is decomposed, which is not reasonable. The testing set is unknown, so this decomposition approach leaks the future data and gets the features of the future data, which improves the accuracy of prediction. However, direct decomposition is impossible to be applied in real life and can lead to false accuracy. Rolling decomposition is different because it ensures that no future data is leaked by only decomposing known data. Although the accuracy of rolling decomposition is lower than direct decomposition, rolling decomposition ensures the veracity of the prediction results and the feasibility of the method in real life, which is more correct.

Considering that the direct decomposition method cannot be applied in real life, the VMD-LSTM-direct model will not be included in the following discussion. Observing Figures 12, 13, it is clear that there is a severe divergence between the prediction results by the LSTM model and the actual values as the prediction duration increases. For the twelve-step-ahead prediction, the best-fit slopes of the LSTM model are only 0.701 for dataset1 and 0.891 for dataset2. This situation is substantially improved after using the rolling decomposition, which suppresses the error caused by the non-stationarity of the original significant wave height. Although the increase in prediction steps leads to a slight decrease in the best-fit slopes, the decrease is minimal. It can be clearly seen that when the number of prediction steps is twelve, the best-fit slopes of the VMD-LSTM-rolling model are 0.931 for dataset1 and 0.972 for dataset2, which implies that the prediction results are very close to the actual values. The analysis leads to the conclusion that the VMD-LSTM-rolling model has obvious advantages in prediction, especially when the number of prediction steps is large because using rolling decomposition improves the stationarity of significant wave height. Meanwhile, the rolling decomposition can also take into account the realistic use without the problem of future leakage.





5 Conclusion

The non-stationarity is a critical factor that strongly influences the accurate prediction of significant wave height. The impact of non-stationarity is amplified as the prediction duration increases. For the small step-ahead prediction, the LSTM model can still obtain accurate results. However, as the prediction duration increases, the accuracy of the LSTM model significantly decreases, and phase shift starts to occur. Data decomposition methods are applied in order to improve the prediction accuracy. However, improper decomposition model will lead to information leakage. To address this issue, we propose a model called rolling decomposition.

In this paper, the significant wave height data in the South China Sea were obtained from ERA5 of the ECMWF. The LSTM model, the VMD-LSTM-direct model and the VMD-LSTM-rolling model were built to predict significant wave height. Then the performance of these models were compared. After comparison, the following findings were made:

In multi-step prediction, the LSTM model exhibits phase shift due to the non-stationarity of significant wave height. The magnitude of the shift increases with the number of prediction steps. To address this issue, the VMD-LSTM-direct model and the VMD-LSTM-rolling model decompose the significant wave height by the VMD algorithm and obtain stationary IMFs, which drastically mitigates the phase shift problem. Meanwhile, the VMD-LSTM-direct model and the VMD-LSTM-rolling model significantly reduce the prediction errors and achieve excellent performance in both short-term and long-term prediction. These phenomena indicate that the VMD-LSTM-direct model and the VMD-LSTM-rolling model possess the capability to handle non-stationary data.

The VMD-LSTM-direct model decomposes all data, obtaining the features of the future data, so the accuracy exceeds that of the VMD-LSTM-rolling model. However, the VMD-LSTM-direct model leaks the information of the testing set, which makes it impossible to be applied in practice. Rolling decomposition ensures no leakage of future data by only decomposing known data. Therefore, rolling decomposition is more correct and can be used in real life.

In summary, the proposed rolling decomposition model not only significantly improves the prediction accuracy of the LSTM model but also successfully avoids the issue of information leakage. The rolling decomposition model can accurately predict significant wave height, demonstrating strong practical significance and application value.

Although the proposed rolling decomposition model achieves good accuracy, it still leaves questions for us to ponder. We only use significant wave height to build the model while other parameters are not incorporated into our prediction model. Whether or not adding other parameters would improve the model is a topic we will experiment with in the future. Besides, only one data decomposition method VMD is used in the model. In future research, rolling decomposition based on other data decomposition methods will be explored.
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The mesoscale eddies are prevalent oceanic circulation phenomena, exerting significant influence on various aspects of the marine environment including energy transfer, material transport and ecosystem dynamics in the Northwest Pacific Ocean. However, due to sparse vertical observational data, the understanding of the three-dimensional temperature structure of individual cases of mesoscale eddies remains limited. In recent years, utilizing surface remote sensing observations to estimate subsurface temperature anomaly has been crucial for comprehending the intricate multi-dimensional dynamic processes in the ocean. Consequently, this paper proposes an eddy residual multi-channel attention convolution network (ERCACN) with the adaptive threshold and designs the combination of various surface features to estimate the eddy subsurface temperature anomaly (ESTA). By integrating results with climatic temperature, thermal structures containing 46 levels at depths up to 1000 m could be obtained, achieving excellent daily temporal resolution and 0.25° spatial resolution. Validation using independent Argo profiles from 2016 to 2017 reveals that the combination of multiple surface variables outperforms univariate methods, and the ERCACN model demonstrates superior performance compared to other approaches. Overall, with an 8% error deemed acceptable, the ERCACN model achieves a precision of 88.08% in estimating ESTA. This method provides a novel perspective for other essential oceanic variables, contributing to a better perception of the global climate system.
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1 Introduction

Mesoscale eddies are widely distributed in the global oceans, with the horizontal radius primarily ranging from 50 km to 300 km and vertical depths exceeding 1000 m (Chelton et al., 2011a; Dong et al., 2014; Zhang et al., 2014b; Li et al., 2024). They play crucial roles in the mid- to long-distance water mass exchange, material and energy transport, and vertical dynamic enhancement (Liu and Tang, 2018; Chen et al., 2023b). As one of the most complex regions in the ocean circulation system, the Northwest Pacific Ocean has a significant number of mesoscale eddies, exerting profound impacts on the distribution of temperature, salinity, and chlorophyll (Xu et al., 2016; Dong et al., 2017; Sun et al., 2022; Yuan and Hu, 2023). For instance, mesoscale eddies induce heat flux anomalies at the sea surface, weakening the upper ocean thermal structure in the Kuroshio Extension region, resulting in a notable decrease in the sea surface temperature (SST) and corresponding reductions in vertical heat transfer (Yang et al., 2018; Shan et al., 2020). In addition, mesoscale eddies alter the reproductive patterns and migration behaviors of marine organisms by influencing nutrient redistribution (Bibby et al., 2008; Dobashi et al., 2022; Ueno et al., 2023; An et al., 2024). Previous studies have investigated the horizontal structure, lifetime, and trajectories of mesoscale eddies through the comprehensive integration of multi-source data, aiming to elucidate their complex impacts on various physical dynamic processes in the marine environment (Chelton et al., 2011b; Yang et al., 2013; Dong et al., 2022).

During the development of satellite sensors, ocean surface data with high spatiotemporal resolution can be continuously obtained, providing abundant information for researching mesoscale eddy surface features (Zhao et al., 2021; Huo et al., 2024). However, due to the lack of high-resolution in-situ observational data, our understanding of the generation and dissipation mechanisms of the vertical three-dimensional temperature structure of specific mesoscale eddies remains limited (Zhang et al., 2016; Chen et al., 2023b). Zhang et al. (2013) utilized satellite sea surface information and Argo float-measured data to obtain the universal structure of mesoscale eddies by normalization method and composite analyses. Zhang et al. (2014a) combined high-resolution satellite altimeter data with temperature-salinity data observed by Argo to reconstruct the potential density field of mesoscale eddies and estimated the volume transport of water masses through comprehensive analysis methods. Nencioli et al. (2018) reconstructed the specific three-dimensional structure of mesoscale eddies using similar methods and studied the transport and exchange of water masses. Yang et al. (2019) analyzed the horizontal and vertical heat and salinity transport caused by mesoscale eddies by combining observation data, satellite data, and ocean model data. Considering the influence of eddy currents and background flows, He et al. (2021) enhanced the universal three-dimensional reconstruction of mesoscale eddies and explored their role in the redistribution of water masses and heat transfer. Despite the increase in various in-situ observational data over time, the impact of uneven spatial distribution and long data collection period still exists. Previous studies have mainly focused on the mean three-dimensional structure of eddies or conducted composite analyses of individual eddies. However, it remains challenging to acquire continuous and high-resolution three-dimensional temperature structures of different specific mesoscale eddies in the Northwest Pacific Ocean. In addition, the temperature structure of mesoscale eddies exerts profound ecological impacts, influencing the distribution of heat and nutrients within oceanic regions (Shan et al., 2020). The magnitude and direction of heat fluxes can be quantified more effectively with the accurate temperature structure of mesoscale eddies, thereby refining global climate models and predictions. Moreover, understanding how temperature gradients impact particle advection and diffusion can aid in predicting pollutant dispersal, tracking the migration patterns of marine species, and assessing ecosystem resilience to environmental changes (Ueno et al., 2023). Next, variations in temperature structure can alter marine organism metabolic rates, reproductive cycles, and habitat preferences, ultimately influencing marine ecosystem composition and function (An et al., 2024). Clarifying the thermal characteristics of mesoscale eddies can contribute to predicting species distributions, evaluating habitat suitability, and informing marine conservation strategies. Therefore, estimating the continuous and high-resolution temperature structure of mesoscale eddies holds significant scientific and practical implications.

Currently, the combination of various satellite ocean surface data and Argo profiles constitutes an effective method for accurately estimating the subsurface three-dimensional temperature structure (Chen et al., 2023d; Chen et al., 2024). Firstly, relatively straightforward univariate or multivariate linear regression (MLR) is one of the most common approaches. For instance, Guinehut et al. (2012) described the temperature field at a spatial resolution of 1° for the period from 1993 to 2009 by combining satellite observations of sea level anomaly (SLA) and SST data with Argo profiles using the MLR method. Jeong et al. (2019) also utilized the MLR approach to estimate the subsurface temperature structure by incorporating SLA, SST anomaly (SSTA), wind stress anomaly and Argo observational data. In addition, a combination of dynamic and statistical methods has been applied to reconstruct the three-dimensional temperature structure. Yan et al. (2020) estimated the subsurface density field using an improved surface quasi-geostrophic method with sea surface height (SSH) and sea surface density (SSD) data, and the ocean temperature field can be achieved by applying the least squares multivariate algorithm combined with SST and sea surface salinity (SSS) data. In recent years, significant advancements have been made in the inversion of the three-dimensional temperature structure using artificial intelligence methods. Ali et al. (2004) employed artificial neural networks, integrating various sea surface information including SST, SSH, and sea surface wind (SSW) to estimate the temperature structure in the Arabian Sea. Wu et al. (2012) reconstructed the temperature anomaly of the North Atlantic at a spatial resolution of 1° using a self-organizing map neural network approach with SSH anomaly (SSHA), SSTA and SSS anomaly (SSSA). Lu et al. (2019) partitioned and predicted temperature fields in different regions of the global ocean by combining pre-clustering and neural networks, demonstrating better performance compared to methods without pre-clustering. Xie et al. (2022) estimated the ocean temperature field at a spatial resolution of 0.5° by applying an improved U-net network with satellite data including SLA, SSW, SST, wind stress curl and Argo profiles. Chen et al. (2023a) proposed an algorithm combining deep evidence regression networks with empirical orthogonal functions to reconstruct global ocean temperature profiles using sea surface information and Argo observational data. Various machine learning methods have also been applied to estimate the subsurface temperature structure, including the random forest regression (RFR) (Su et al., 2018), support vector machine (Su et al., 2015), multilayer perceptron network (Sammartino et al., 2020), extreme gradient boosting (Su et al., 2019) and convolutional neural network (CNN) (Su et al., 2021). These demonstrate the feasibility of utilizing multiple sea surface information and observational data to estimate subsurface three-dimensional temperature fields.

However, compared to the estimation of temperature profiles in the global ocean, mesoscale eddies exhibit more intricate three-dimensional structures, diverse shapes and pronounced nonlinearity (McGillicuddy, 2016). Yu et al. (2021) devised a method applying the Eddy CNN method for ESTA with SLA and Argo observational profiles. But this network relies on SLA alone, which contains limited surface feature information, and the relatively simplistic structure of Eddy CNN poses challenges in dynamically adjusting attention weights and reducing noise to capture mesoscale eddy features. In addition, SST and SSW play pivotal roles in the lifecycle of mesoscale eddies. Hence, this study proposes an effective combination of various remote sensing features, including SLA, SSTA, SSW speed anomaly (SSWSA), and its u and v components (referred to as UWA and VWA, respectively), and designs the ERCACN method with the adaptive threshold for residual multi-channel attention module. Integrating Argo observational data, this algorithm adopts a data-driven approach to bypass complex physical modeling, aiming to efficiently estimate the three-dimensional temperature structure of mesoscale eddies in the Northwest Pacific Ocean with a spatial resolution of 0.25° and a temporal resolution of 1 day, reaching depths of up to 1000 m across 46 levels vertically. Section 2 introduces the used satellite observational data, mesoscale eddy data, Argo observational data and climatological data in the study area. Section 3 elaborates on the architecture and configuration of the ERCACN algorithm model. Section 4 discusses the comparative performance of the ERCACN algorithm with other methods in estimating ESTA in the Northwest Pacific Ocean, which demonstrates the effectiveness in temperature estimation for anticyclonic and cyclonic eddies at various depths and different time. Finally, section 5 presents the conclusions.




2 Materials



2.1 Satellite data

Various satellite data products, containing SLA, SSTA, SSWSA, UWA and VWA, are applied for a more effective estimation of ESTA. A gridded SLA with a spatial resolution of 0.25°, named SEALEVEL_GLO_PHY_L4_MY_008_047 and produced by Ssalto/Duacs, is available for free download from the Copernicus Marine and Environmental Monitoring Service (Capet et al., 2014). Subsequently, the 0.25° resolution SSTA data used is derived from the Optimum Interpolation SST (OISST) product, developed by the National Oceanic and Atmospheric Administration (NOAA). OISST v2.1 integrates data from ships, buoys, satellites, and Argo floats using optimal interpolation methods (Huang et al., 2021). The surface wind field is obtained from gridded data provided by the Cross-Calibrated Multi-Platform (CCMP) product, which utilizes a variational analysis method to merge data from multiple microwave radiometers and scatterometers (Mears et al., 2019). SSWSA is computed by subtracting the monthly average wind speed magnitude from the current-day wind field velocity. Similarly, UWA and VWA are also acquired.




2.2 Mesoscale eddy trajectory dataset

The dataset of mesoscale eddy trajectories is extracted from daily gridded sea-surface height anomaly data produced by two satellites, initially provided by the Archiving, Validation, and Interpretation of Satellite Oceanographic (AVISO+) (Chen et al., 2023c). The dataset contains information about the position, amplitude, radius, and temporal evolution of mesoscale eddies. The algorithm identifies mesoscale eddies characterized by connected pixels, with a diameter ranging from 100 to 300 km, an amplitude exceeding 1 cm and a lifespan exceeding 4 weeks (Chelton et al., 2011b). The selected data ranges from 2001 to 2017, with a temporal resolution of 1 day and a spatial resolution of 0.25°.




2.3 Argo data

This article utilizes Argo data obtained from French Research Institute for the Exploitation of the Seas (IFREMER), a well-established global dataset (Wang and Liu, 2024). Figures 1A, B illustrate all the selected Argo profiles that have undergone quality control. The study area is defined as the region between 0° ~ 60° N and 105° ~ 165° E. The downloaded dataset spans 17 years from 2001 to 2017. Before utilizing the Argo data, a comprehensive quality control process was conducted to ensure data reliability (Pun et al., 2014). The Argo data encompass a wide range of parameters, including the initial temperature data points recorded in the Argo profiles, minimum depths observed, minimum number of effective observations, and maximum depth and minimum temperature differences. The detailed quality assurance process for Argo profiles is outlined in Table 1. Initially, the eddy center, size, time and location for mesoscale eddies within the study region are obtained from the eddy dataset. Subsequently, Argo profile locations must fall within the eddy center and radius regions of any identified eddy to filter the appropriate Argo profiles. Then, Argo profiles from 2001 to 2015 are utilized for training ERCACN. Subsequently, the accuracy of the ERCACN method is verified by using Argo profile data from 2016 and 2017.




Figure 1 | The distribution of selected and quality-controlled Argo locations from 2001 to 2017. (A) Argo observations of anticyclonic eddies; (B) Argo observations of cyclonic eddies. The blue area indicates water depth, the red points denote the locations of Argo used from 2001 to 2015 for the training dataset, and the yellow points represent the locations of Argo selected from 2016 to 2017 for the testing dataset.




Table 1 | The detailed quality assurance process for Argo profiles.






2.4 Climate state data

This study utilizes historical temperature and salinity data from the World Ocean Atlas 2018 (WOA18). The WOA18 calculates the 10-year average climate fields from 1955 to 2017, which serves as a standard for objective analysis (Purkiani et al., 2022). Each average field includes a large amount of observation data, with a high spatial resolution of 0.25°and vertical resolution of 0–5500 m with 102 levels, including 47 levels above 1000 m. The data has been smoothed and mesoscale signals are significantly suppressed, making it suitable for testing the anomalous temperature and salinity structures caused by mesoscale processes as a background field. In this paper, WOA18 temperature data from 5 to 1000 m, comprising 46 levels, are utilized for model training. Meanwhile, to ensure the accuracy of observations in ocean temperature and salinity profiles, CTD sensors equipped on Argo cease operation when ascending to a depth of approximately 5 m from the ocean surface to avoid interference caused by floating debris. This limitation results in Argo’s ability to observe depths ranging from roughly 5 to 10 m from the ocean surface. Therefore, daily SST with a spatial resolution of 0.25°from the OISST data product is used as a substitute to complete the analysis of the thermal structure of eddies.

The temperature anomaly   is calculated by subtracting the climatological temperature of WOA18 from the temperature measured by the Argo profiles near the eddy, which indicates the deviation of the point’s temperature from the inter-annual average temperature. Subsequently, this temperature anomaly value at the given location is used as the label variable for training. The Equation 1 is presented below:



where   represents the temperature measurements of various levels at the longitudinal and latitudinal positions of eddies from Argo observations, and   denotes the temperature data at corresponding positions from the WOA18.





3 Methods



3.1 Eddy residual muti-channel attention convolution network



3.1.1 The residual module

The CNN model is particularly applied to handle data with grid-like structures, such as images and videos. Features are extracted by using convolutional kernels to local regions of input data, and the spatial dimensions and quantity of feature maps are gradually refined through stacked layers of convolutional and pooling operations. The residual network is introduced to maintain smooth gradient flow and enhance generalization capabilities by incorporating skip connections between network layers (Shankar Manche et al., 2024). This structure effectively mitigates gradient dispersion and explosion during backpropagation optimization. The residual connections enhance the smooth propagation of feature information, ensuring the expressive capability of output feature maps and improving the network’s receptive field without altering the output feature maps. The residual connection method has found broad applications in diverse domains such as ocean temperature reconstruction and image recognition, achieving satisfactory results (Ping et al., 2021; Mahaur et al., 2023). To effectively utilize information from multiple satellite signals and achieve a real-time, stable and efficient estimation of ESTA, we have designed and improved this structure by incorporating various activation functions and modifying the network structure at different layers.




3.1.2 The residual multi-channel attention module with the adaptive threshold

The attention mechanism (Shi et al., 2022; Zhao et al., 2022) has been a hot topic of research in recent years, with the squeeze-and-excitation network (SENet) being recognized as a classic attention algorithm (Zhao et al., 2023). Figure 2 illustrates the architecture of the traditional SENet. Initially, the input feature map h×w×c is processed by the convolution layer and global average pooling (GAP)   operations to derive a global information feature vector for each channel, resulting in the feature map with a size of 1×1×c as shown in Equation 2. Subsequently, the features map is performed by connecting two fully connected (FC) layers to establish the correlation between different channels. The output is normalized to a value between 0 and 1 using a sigmoid layer, as depicted in Equation 3, to obtain the weight of each channel as 1×1×c. The initial input features are multiplied completely with these weights, resulting in a feature layer with different channel weight percentages. It utilizes a small network to learn a set of weight coefficients by assessing the importance of each feature channel and assigns suitable weights to each feature channel based on its significance.




Figure 2 | The attention mechanism of the traditional SENet.







where   represents the cth element in the squeeze operation to generate channel statistics through GAP, while h and w denote the height and width of the feature map, and   indicate the feature channel after undergoing the squeeze and excitation operations.

However, SENet for channel attention suffers from complexity, and fully connected layers resulting in excessive computational load. In addition, marine data often contain noise and redundant information, impacting the inversion of mesoscale eddy temperature structure. Not all information from each channel data is usable, leading to adopt an adaptive thresholding strategy for each channel. This approach has been widely employed in the signal and image recognition fields (Zhao et al., 2020), and shrinks input data towards zero. Figure 3 illustrates the structural diagram of the residual multi-channel attention module proposed in this paper. The threshold generated by the sigmoid function is not only positive but also appropriately scaled, ensuring normal gradient iteration. Below are the computational method and derivative of adaptive thresholding in Equations 4 and 5:




Figure 3 | The structure of the residual multi-channel attention module with the adaptive threshold.







where the features of the input and output are respectively denoted by x and y, and the adaptive threshold τ is determined based on the pre-extracted feature map.

The attention mechanism module can be integrated with an end-to-end training method and various deep neural networks. In this paper, we implement the fusion of mixed attention and multi-channel attention with the residual module of the network. Due to the smaller input data, the convolution kernel size of 2 × 2 with a stride of 1 is applied to extract spatial and multi-channel features. Edge padding is used to fill the missing areas of the matrix, and the size of the output feature map generated is the same as the input feature map. The residual channel attention module consists of two main steps: the first step involves processing the input feature map through the residual connection, while the second step is to obtain multi-channel adaptive weights. Firstly, the input feature map through two convolution layers to extract features. Next, the multi-channel channel weights are determined using the adaptive threshold method based on two fully connected layers with the sigmoid activation function and multiplied by the GAP matrix to obtain channel weights. Batch Normalization (BN) is a commonly employed feature normalization strategy in various deep-learning models to reduce the internal covariate shift.




3.1.3 ELU activation function

The exponential linear unit (ELU) activation function has the same positive axis as the rectified linear unit (ReLU) activation function but introduces soft saturation for the negative axis instead of zero output (Kim et al., 2020). Equations (6, 7) provide the mathematical expressions for the ELU function and its derivative. ELU offers the same advantages as ReLU for the positive axis, but it also defines the negative axis, resulting in an overall output close to zero. In comparison to LeakyReLU, which also activates the negative axis, ELU has a soft saturation region with a decaying slope, providing certain robustness to models. Additionally, the parameter α controls the slope change of the function, with gradients closer to natural gradients, further accelerating the learning process.





where x represents input features, while α is a hyperparameter that is adjusted in the same way as other hyperparameters, typically set to 1.

Figure 4 illustrates the comprehensive architecture of ERCACN, which is a variant of the residual network and includes residual multi-channel attention modules (RCAM), canonical processing modules (BN), active modules (ELU), GAP and FC. Initially, the input data undergoes the convolution layer with 10 filters of the size 2 × 2, followed by the BN and activation function layer, resulting in a 5 × 5 × 10 feature map. The feature map is subsequently processed sequentially through three blocks of residual multi-channel attention modules with the adaptive threshold. By using both channel and spatial attention mechanisms, it concentrates on the “what” (channels) and “where” (spatial) aspects of the input data, which optimizes the feature extraction by dynamically adjusting the contribution of each channel according to its relative significance. Consequently, the feature map dimensions change to 16, 24 and 32. The extracted high-dimensional features are processed by a final fully connected layer with 800 neurons, leading to the prediction of ESTA. The Mean Square Error (MSE) loss function is selected for training due to its smooth, continuous curve, making it conducive to rapid convergence with gradient descent algorithms. The Equation 8 is as follows:




Figure 4 | The structure of ERCACN.





where   indicates the temperature anomaly observed by Argo, and   represents the temperature anomaly predicted by the model at the corresponding location. Table 2 presents the hyperparameters and the optimal value determined through experimental trials conducted during the model training process. In order to prevent overfitting, the ERCACN model incorporates several techniques, including L2 regularization, dropout, and early stopping. The tanh function is applied for initial low-dimensional feature extraction, while the ELU function is used as the activation function for subsequent layers. Adaptive Moment Estimation (Adam) is chosen as the optimizer for model training, enabling automatic adjustment of the learning rate without being impacted by gradient scaling transformations (Liu et al., 2023; Pasta et al., 2023).


Table 2 | Hyperparameter settings during the model training.



Figure 5 illustrates the comprehensive process of estimating ESTA utilizing the ERCACN model. Firstly, the temperature profiles of mesoscale eddies are extracted by combining the mesoscale eddy trajectory dataset from 2001 to 2017 with Argo profile data. Next, ESTA from Argo observations is generated by subtracting the temperature background field from WOA18 as the label data for the ERCACN model. The SLA and SSTA data are closely linked to the temperature structure of the water column caused by mesoscale eddies and wind stress can impact the mesoscale eddy motion and mixing processes (Wang et al., 2023; Yao et al., 2023). Therefore, multiple scales and variables of satellite remote sensing data, including SLA, SSTA, SSWSA, UWA and VWA, are selected based on the location information of mesoscale eddies and Argo profiles, and applied as the input of training and testing datasets for the ERCACN model. The datasets of mesoscale eddies, Argo and satellite data are matched in both temporal and spatial aspects. The data from 2001 to 2015 are classified into 13,161 anticyclonic eddies and 13,971 cyclonic eddies based on the properties of mesoscale eddies as training datasets. Since mesoscale eddies typically have a range of hundreds of kilometers and the satellite data has a spatial resolution of 0.25°, approximately five pixels matching mesoscale eddies, the 5 × 5 satellite data matrix centered around Argo profiles is meticulously chosen, containing abundant spatial information features. In the training dataset, diverse satellite variable data are individually subjected to data processing and normalization procedures. The resulting input data are subsequently arranged into the 5 × 5 × 5 matrix, which contains multivariate satellite data obtained from both the observation points and their surrounding areas.




Figure 5 | The overall flowchart of estimating ESTA based on ERCACN models.



Next, the ERCACN models are trained on the training set to acquire appropriate weights for ESTA estimations. Multivariate satellite remote sensing data and observed temperature anomaly data are used as the input and target output, respectively. Based on the different levels of WOA18 data, models are divided into 46 levels spanning depths from 5 m to 1000 m. Eventually, distinct models are individually trained for the anticyclonic and cyclonic mesoscale eddies, leading to the generation of 92 models.

Multivariate surface data at the locations of eddies with Argo profiles from 2016 to 2017, consisting of 2772 anticyclonic mesoscale eddy and 2706 cyclonic mesoscale eddy samples, are inputted into the 92 trained ERCACN models to estimate temperature anomalies at corresponding depths during model testing. The predictions are combined with WOA18 background temperature data to derive inversion results for the mesoscale eddy structures. Subsequently, the temperature values at the 0m level of SST data are utilized to fill the temperature structures, producing temperature structures for both anticyclonic and cyclonic mesoscale eddies from 0 to 1000 m.





3.2 Compared models

Various machine learning and deep learning methods commonly used in ocean temperature estimation are compared with the proposed the ERCACN model to evaluate its effectiveness. Among them, machine learning models such as MLR and RFR, have been previously employed in ocean temperature estimation (Guinehut et al., 2012; Su et al., 2018; Jeong et al., 2019). In addition, significant progress has been achieved in deep learning methodologies like the CNN architecture in this field (Su et al., 2021; Yu et al., 2021). These models are selected for comparison in estimating ESTA, with parameters and variables adjusted accordingly.

MLR: Based on ordinary least squares, this algorithm fits a linear model to predict the relationship between the dependent variable and multiple independent variables. Since the MLR model assumes a linear relationship, its effectiveness is usually limited when dealing with multivariate nonlinear relationships.

RFR: It is an ensemble learning algorithm based on decision trees, which constructs multiple decision trees and combines them into a powerful regression model for estimating ESTA. It has the capability to capture nonlinear relationships between different variables. However, the model structure is relatively simple, and it may encounter performance bottlenecks when dealing with high-order features in complex nonlinear data relationships.

CNNs: The sequential CNN model is designed, including CNN, batch normalization, the ELU activation function and fully connected layers. Through a data pipeline, the output of the previous layer serves as the input to the next layer. To validate the performance, the identical convolutional layer parameters and fully connected layer parameters are selected for comparison with the ERCACN model, along with the same parameter settings and loss functions. Finally, the extracted high-dimensional features are also inputted into a fully connected layer with 800 nodes to predict ESTA.





4 Results and discussion

In this section, the ESTA values estimated by the ERCACN model are compared and evaluated with Argo profiles including anticyclonic and cyclonic eddies in the observation region. Furthermore, the estimation performances of other methods using different combinations of sea surface features are compared under the same regional and training dataset conditions. In addition, the selected test dataset spans from 2016 to 2017.

To effectively evaluate the performance of various models, commonly used evaluation metrics were selected to analyze the accuracy of results in estimating ESTA.

(1) The Root Mean Square Error (RMSE), an important statistical metric utilized across various domains including meteorology, geographic information systems and machine learning, serves as a crucial tool for assessing the accuracy of the models. It quantifies the disparity between actual observed values.   and model predictions  , enabling the evaluation of predictive capability and accuracy. The Equation 9 is as follows



(2) The correlation coefficient (R), a statistical metric, is employed to measure the relationship between two variables. It evaluates the strength and direction of the association between   and  , which holds significant importance in data analysis and decision. The Equation 10 is presented below:



(3) Error indicates that the RMSE of temperature anomalies estimated by models at each depth layer occupies the ratio of the average temperature measured by Argos. The Equation 11 is as follows:




4.1 Comparison of different methods



4.1.1 Feature combinations and evaluations

Table 3A summarizes the performance of the anticyclonic estimations on the test dataset from 2016 to 2017 for all methods. Consistent conclusions are found for all other methods. With the gradual increase in the number of surface variables in the training model, there is a corresponding enhancement in the optimization of the regression model performance. In Case 1, utilizing only the SLA data for training the ERCACN model without additional parameters, the overall RMSE on the test set is 0.8571°C and the R value is 0.7507. Among them, Case 4, incorporating all training variables included in the model training process, demonstrates the best performance with an RMSE value of 0.8328°C and an R value of 0.7758. The comparison of Cases 1 to 4 indicates that these surface values play a positive role in the ESTA prediction of the anticyclonic eddy during the estimation process. Furthermore, despite utilizing the ERCACN method with different variable combinations, the RMSE and R values consistently remain below 0.8767°C and above 0.7342, providing the stability and robustness of our proposed method.


Table 3 | Performance of ESTA vertical profiles fitted on the test data.



Similarly, compared to the linear Case 5 MLR, Case 4 exhibits remarkably better performance, which can be attributed to the method utilized to capture the nonlinear relationship between inputs and outputs. While MLR can fit the smooth characteristics of large-scale ocean temperature anomalies, the inherently nonlinear dynamics of mesoscale eddies impede the application of linear regressors such as MLR, leading to incapable of effectively capturing the nonlinear characteristics (Chelton et al., 2011b). In addition, compared to the RFR method applied in Case 6 (Su et al., 2018) and the CNNs method used in Case 7 (Yu et al., 2021), the performance of Cases 1 to 5 demonstrates lower RMSE and higher R values. As mentioned above, our approach, which employs the foundational architecture of convolutional neural networks, shares some similarities with the method used in Case 7. However, the key difference lies in the residual multi-channel attention module with the adaptive threshold in our proposed ERCACN model, enabling adaptive weight adjustments by considering the mutual interdependence between different features. Therefore, it shows that ERCACN outperforms other methods.

Table 3B presents the outcomes of the cyclonic eddy estimation under various parameters and methods, indicating similar performances with anticyclonic eddies. In Case 4, the RMSE is 0.8404°C, and the R value is 0.7540, which are the best results among all Cases. This highlights the superiority of our proposed ERCACN method over other approaches, whether applied to cyclonic or anticyclonic eddies. In addition, despite Case 1 only utilizing SLA as training input, it achieves an RMSE of 0.8604°C and an R value of 0.7343. In Case 5, although multivariable parameters are employed as input data, the utilization of MLR makes it challenging to capture the nonlinear information of mesoscale eddies, resulting in an RMSE of 1.2018°C and an R value of 0.5353. This significantly lower performance of Case 5 compared to other methods indirectly confirms the dominance of nonlinear characteristics in mesoscale eddies. Furthermore, Case 1, where only SLA parameters are used as input to train the ERCACN model, outperforms the RFR method in Case 6 and the CNNs method in Case 7, both of which utilize multiple parameters. These show the better performance of our proposed ERCACN model’s residual multi-channel attention module with the adaptive threshold.

Figure 6 illustrates the RMSE and R values of ESTA estimated for anticyclonic (A and C) and cyclonic (B and D) eddies. These are derived by using the combination of various surface features (SLA, SSTA, SSWAS, UWA and VWA) with MLR, RFR, CNNs and ERCACN methods on the test dataset at depths of 46 levels, corresponding to Cases 5, 6, 7 and 4 in Table 3. It can be observed that the vertical distribution of R and RMSE values obtained by various methods on the test dataset exhibits a similar pattern in terms of vertical structure. In Figure 6A, the RMSE values of diverse methods on the test dataset for anticyclonic eddies are depicted, highlighting the better performance of our proposed ERCACN model across all methods. Most RMSE values are below 1°C at most levels, demonstrating the superiority of our proposed method. Additionally, even near the surface, most RMSE values are within an acceptable range of below 1.2°C. CNNs also show a commendable performance, with a relatively smooth overall trend. Despite the reasonable performance of the RFR method, it exhibits fluctuations across different levels, indicating potential instability. MLR performs the worst among all methods, with a noticeable gap compared to other methods, primarily due to the dominance of nonlinear features of mesoscale eddies. Subsequently, Figure 6B illustrates the RMSE values of different methods for cyclonic eddies on the test dataset. Similarly, our proposed ERCACN model consistently exhibits the best performance and the RMSE values are below 1.2°C overall. The CNNs model achieves the second-best performance, followed by the RFR method with satisfactory results, while the MLR method exhibits the poorest performance. Additionally, regardless of anticyclonic or cyclonic eddies, our proposed ERCACN model achieves the best performance. For all cases, RMSE values above 200 m are relatively large, with a noticeable “bump” phenomenon observed in the depth range of 50 to 200 m, which may be associated with the depth of the mixed layer and the thermocline (de Boyer Montégut et al., 2004). The typical mixed layer depth in the Northwestern Pacific Ocean ranges from 50–100 m and remains relatively stable, leading to low RMSE values. In contrast, the water temperature in the thermocline experiences significant variations, while mesoscale eddies induce vertical and horizontal displacements of water masses, disrupting the vertical stratification of the temperature and promoting mixing between the oceanic mixed layer and the underlying thermocline. Consequently, this mixing process alters the thermal structure of the water column, leading to significant temperature fluctuations in the affected region, which complicates the estimation of ESTA values.




Figure 6 | RMSE (°C) and R of ESTA which are estimated from different models by using all variable combinations for anticyclonic eddies (A, C) and cyclonic eddies (B, D) at depths of 5–1000 meters (comprising a total of 46 levels) on the test dataset. The distinct colors correspond to different methods, including MLR, RFR, CNNs and ERCACN.



Figure 6C presents the R values of ESTA estimates from 5–1000 m on the anticyclonic eddy test dataset obtained by applying different methods. These results indicate the correlation between the predicted values of various methods and the actual observed values. Overall, our proposed ERCACN model exhibits better performance compared to the CNNs model which shares a similar architecture but lacks our designed residual multi-channel attention module with the adaptive threshold, including most R values exceeding 0.7, particularly at deeper levels compared to other methods. This may be attributed to our designed residual multi-channel attention module with the adaptive threshold, which can capture the nonlinear features of anticyclonic eddies even under deep-sea conditions, leading to improved fitting results. Similar to the performance based on RMSE values, the CNNs method ranks second, the RFR method holds the third position and the MLR method performs the worst. Likewise, for cyclonic eddies, the performance rankings of these methods are similar in Figure 6D, with our proposed ERCACN model maintaining its superiority. Therefore, whether considering RMSE values or R values, our proposed ERCACN model can effectively extract features of mesoscale eddies from various remote sensing data to achieve the accurate estimation of ESTA from 5–1000 m.




4.1.2 Profile analysis

Figure 7 illustrates the comparison between the temperature profiles of eddies at depths ranging from 5 to 1000m obtained by various methods, including MLR, RFR, CNNs, ERCACN and the observed temperature from Argo profiles. Estimated temperature results for eddies can be derived by summing the temperature anomalies estimated by different models with the WOA18 temperature corresponding to the current location and time. Profiles of anticyclonic and cyclonic eddies are randomly selected based on the season and location. It is evident that the temperature profiles estimated by different methods closely resemble the observed profiles from Argo floats, indicating the feasibility of estimating subsurface temperature structures of eddies from satellite-derived sea surface data. Figure 7A specifically displays the estimated temperature profiles of anticyclonic eddies at different locations and seasons. The performance of MLR in estimating profiles is comparatively poor, with significant deviations from Argo profiles at some depths. While RFR performs relatively better than MLR, it still falls short compared to the results obtained by using deep learning methods such as CNNs and proposed ERCACN. Consequently, the temperature profiles of anticyclonic eddies estimated by deep learning methods exhibit greater proximity to the measured profiles. The CNNs method closely approximates the observed temperature profiles from Argo floats but shows slight deviations at certain depths. In addition, our proposed ERCACN method demonstrates a closer alignment with the measured temperature profiles, attributed to the design of our residual multi-channel attention module with the adaptive threshold, which assigns different weights to sea surface information channels and suppress noise signals to obtain accurate estimations of subsurface temperature profiles of anticyclonic mesoscale eddies.




Figure 7 | Different methods, including MLR, RFR, CNNs and ERCACN, are compared in terms of their estimation of eddy temperature profiles at depths ranging from 5 to 1000 meters with the temperature profiles obtained from Argo floats: (A) anticyclonic eddies, and (B) cyclonic eddies. The selection of profiles is made at random, considering the season and location.



Similarly, Figure 7B presents the estimated temperature profiles of cyclonic eddies across various locations and seasons. It is clear from the figure that different methods can estimate the temperature profiles of cyclonic eddies within acceptable ranges, demonstrating the correlation between various satellite-derived sea surface data and temperature structures at different depths. Similar to the results of anticyclonic eddies, the MLR method exhibits the poorest estimation performance, while the RFR method is comparable to the CNNs method, and the ERCACN method shows the best performance. Therefore, whether for anticyclonic or cyclonic eddies, nonlinear characteristics play a dominant role, which is the primary reason for the inferior performance of MLR. Conversely, our proposed ERCACN method consistently outperforms other methods in estimating temperature profiles across different mesoscale eddies with diverse locations and seasons, demonstrating the superiority and robustness of the ERCACN method, which can be applied to various regions in the Northwestern Pacific Ocean.





4.2 Result evaluations



4.2.1 The distribution of estimations for anticyclonic eddies

Figure 8 presents the accuracy distribution of temperature estimations for anticyclonic eddies using the ERCACN model and Argo observations. The temperature unit for the plotted points is °C, and the depths range are respectively (A) 40 m, (B) 85 m, (C) 125 m, (D) 200 m, (E) 400 m and (F) 700 m. The x-axis represents the temperature values of anticyclonic eddies measured by Argo at the current depth, while the y-axis displays the temperature values of anticyclonic eddies estimated by the ERCACN model at the current depth. RMSE and R values are also provided in figures for different depths. The y=x line is plotted to indicate that points closer to this line represent more accurate temperatures estimated by the ERCACN model. Additionally, due to the abundance of observational points in each layer, a Gaussian kernel is applied to perform kernel density estimation for the points in each layer, which is a non-parametric method for estimating the probability density function of a random variable (Viver et al., 2024). Points are shaded red to indicate higher concentration areas. In Figure 8, most red points in all subplots are concentrated around or near the y=x line, suggesting closer agreement between temperature estimations of anticyclonic eddies by the ERCACN model and Argo observations at different depths, demonstrating the accuracy and robustness of our proposed ERCACN model. Furthermore, the deviations between the temperature estimations of anticyclonic eddies by the ERCACN model and the data obtained by Argos are within reasonable ranges across different depths.




Figure 8 | The accuracy analysis of the anticyclonic mesoscale eddy temperatures estimated by the ERCACN model and those observed by Argos at different depths. Depths of (A) 40m, (B) 85m, (C) 125m, (D) 200m, (E) 400m and (F) 700m.



Figure 8A depicts the distribution of temperatures for anticyclonic eddy at a depth of 40 m, with corresponding RMSE and R values of 1.0363°C and 0.6767. The data points cluster closely around or near the y=x line, with temperature estimations typically exceeding 23°C due to the shallow depth. Figure 8F exhibits the distribution of temperatures for anticyclonic eddy at a depth of 700 m, with corresponding RMSE and R values of 0.4017°C and 0.8276, and temperatures of most points cluster around 5°C. Figures 8B-E represent the temperature distributions of anticyclonic eddies at depths of 85 m, 125 m, 200 m and 400 m respectively. The clustering of temperature points for anticyclonic eddies gradually shifts downward with increasing depths. In addition, the proximity of temperature points to the y=x line across different depths demonstrates the accuracy and robustness of our proposed ERCACN model in this study. Furthermore, Figures 8A-C show the temperature estimations of anticyclonic eddies by the ERCACN model in the mixed and thermocline layers. Despite encountering the broad spectrum of temperatures, the temperature points largely converge with the y=x line, underscoring the model’s effectiveness in accurately estimating ESTA even in deep levels with complex thermal structures such as the mixed and thermocline layers.




4.2.2 The distribution of estimations for cyclonic eddies

Similar to the temperature estimations for anticyclonic mesoscale eddies, Figure 9 shows the accuracy distribution of temperature estimations for cyclonic eddies predicted by the ERCACN model compared to Argo observations. The selected depths for visualization remain consistent at (A) 40 m, (B) 85 m, (C) 125 m, (D) 200 m, (E) 400 m and (F) 700 m, enabling direct comparisons with temperature estimations for anticyclonic mesoscale eddies at corresponding depths. Additionally, the precision of temperature estimations by the ERCACN model at different depths exhibits a similar pattern to that of anticyclonic eddies, indicating a depth-dependent influence on accuracy. Furthermore, the distribution of temperature estimations for cyclonic mesoscale eddies at different depths falls within the reasonable margin of error.




Figure 9 | The accuracy analysis of the cyclonic mesoscale eddy temperatures estimated by the ERCACN model and those observed by Argos at different depths. Depths of (A) 40m, (B) 85m, (C) 125m, (D) 200m, (E) 400m and (F) 700m.



In Figure 9A, the ERCACN model predicts the temperature distribution of cyclonic eddies at a depth of 40 m, generating RMSE and R values of 1.0705°C and 0.6763 respectively, which align with the values obtained for anticyclonic mesoscale eddies. In addition, there is a noticeable trend of reduced temperature clustering compared to the results for anticyclonic eddies. Figure 9B shows the temperature distribution of cyclonic eddies at a depth of 85 m, presenting RMSE and R values of 1.1446°C and 0.7488 respectively. Most points cluster around 20°C, indicating a lower temperature relative to the temperature observations for anticyclonic eddies. This disparity could be attributed to cyclonic eddies displacing colder deep-ocean water towards the surface, thus replacing the original water and causing a decline in temperature. Figure 9C depicts the temperature distribution of cyclonic eddies at a depth of 125 m, exhibiting a similar pattern. As the depth increases, most points in Figures 9D-F converge near the y=x line, confirming the capability of the ERCACN model to accurately estimate cyclonic eddy temperatures at various depths. Moreover, although the occurrence of outliers may slightly affect the overall precision of the estimations of the ERCACN model, their frequency remains within acceptable limits, as depicted in Figure 9. In summary, the temperature estimates derived from the ERCACN model for both anticyclonic and cyclonic eddies at various depths closely correspond to temperature observations from Argo profiles, which could validate the accuracy and robustness of our proposed ERCACN model.




4.2.3 Error evaluation

Figure 10 illustrates that RMSE values occupy the percentage of the mean temperature observed by Argo for estimating ESTA at different depths, denoting the error through the MLR, RFR, CNNs and ERCACN methods. Figure 10A shows the error performance of various models concerning anticyclonic eddies. The error exhibits an increasing trend with depth, followed by a subsequent decrease. Initially, the MLR method demonstrates the worst performance, with errors exceeding 10% at most depths. It indicates linear methods have inadequate predictive capabilities for forecasting temperature results for anticyclonic mesoscale eddies, which are characterized by significant nonlinear features. Subsequently, the performance of the RFR method fluctuates considerably at different depths, with the majority of errors remaining below 10%, representing a significant improvement compared to the MLR method. Moreover, the CNNs method shows additional enhancement compared to the RFR method, closely approaching our proposed ERCACN method at shallower depths. However, as depth increases, the ERCACN method achieves smaller prediction errors, with most errors falling below 8% at various depths. In addition, the error peaks around 200m, possibly due to spatial variations induced by anticyclonic eddies at the thermocline, which may influence the ability of the ERCACN model to estimate ESTA.




Figure 10 | The Error values in estimating ESTA at various depths across different models, including (A) anticyclonic eddies and (B) cyclonic eddies.



Figure 10B shows the error of various models concerning cyclonic mesoscale eddies, exhibiting a trend of initial increase followed by a subsequent decline at deeper levels. However, unlike anticyclonic eddies, the errors for cyclonic eddies peak around 600 m due to the vertical impact, which typically extends to the deeper depths. Cyclonic mesoscale eddies induce the upward movement of deeper water masses, thereby affecting deeper layers. In contrast, anticyclonic eddies generally influence shallower depths, resulting in the downward movement of warm surface water masses. Similarly, the MLR method consistently exhibits the worst performance in error analysis, with values mostly below 12%. Errors for the RFR method largely remain below 10%, which closely compares to the result produced by the CNNs method. The ERCACN method demonstrates the optimal performance, with errors usually below 8% at different depths, which are within acceptable thresholds.

In summary, the ERCACN method demonstrates the accuracy and robustness in temperature estimations for both anticyclonic and cyclonic mesoscale eddies at various depths, highlighting its effectiveness in predicting mesoscale eddy temperatures using surface remote sensing information. Moreover, the ERCACN method exhibits superior performance including 46 different layers at various depths, meeting the requirements for high-precision resolution in estimating ESTA. Furthermore, the inherent limitations of MLR and RFR models necessitate the transformation of two-dimensional sea surface features into a one-dimensional format. This process restricts the utilization of spatial information, thereby hindering their performance compared to deep learning methods. Notably, the better performance exhibited by RFR relative to MLR indicates the importance of using algorithms capable of effectively handling complex nonlinear relationships between input features and target variables, particularly when estimating ESTA. In comparison to the CNNs model, our proposed ERCACN model demonstrates more remarkable performance. Unlike traditional CNN which processes all features uniformly, the ERCACN model incorporates an attention mechanism, enabling the network to prioritize the most influential features, thereby enhancing the identification of key features. Moreover, the integration of a residual CNN with the attention mechanism facilitates the dynamic adjustment of attention weights across different regions, effectively capturing long-range dependencies and optimizing model performance. An adaptive thresholding strategy is implemented to mitigate the impact of noise interference and redundant features in order to enhance the robustness and accuracy of the model.





4.3 Metrics analysis of the monthly results

Figure 11 illustrates the temporal variations in estimating the RMSE and R values for the temperature anomaly of anticyclonic eddies using the test dataset at depths of 50 m, 100 m, 150 m and 300 m by the ERCACN model. The results at various depths fall within an acceptable range. The RMSE value peaked at a depth of 100 m in October 2016, while the R value hit its nadir at 50m depth in November 2017. RMSE values generally increase during autumn at different depths, while corresponding R values decrease. This trend may be attributed to the decreased frequency of anticyclonic eddies during autumn, along with the limited profiles collected by Argos, thereby affecting the capability of the ERCACN model to estimate ESTA. In addition, compared to other depth levels, the RMSE value is generally lower at 300 m depth, with a correspondingly higher R value, indicating a relatively consistent capability of the ERCACN model to estimate ESTA on a time scale. This observation may be associated with the generally lower temperature at 300 m depth compared to other depths. The RMSE and R values at depths of 50 m, 100 m, and 150 m display consistent temporal variations, potentially owing to the subsidence of surface seawater induced by anticyclonic mesoscale eddies affecting shallower depths, deviating from the pattern at 300 m depth. Furthermore, the RMSE and R values at depths of 100 m and 150 m remain consistently similar throughout the observation period, due to their location at the thermocline layer within analogous oceanic structure.




Figure 11 | The (A) RMSE and (B) R values of anticyclonic eddies at depths of 50m, 100m, 150m and 300m obtained from the ERCACN model across various time points on the testing dataset spanning from 2016 to 2017.



Similarly, The ERCACN model depicts the temporal changes in predicting the RMSE and R values for eddy temperature anomalies of cyclonic mesoscale at depths of 50 m, 100 m, 150 m, and 300 m in Figure 12. It is evident that the results at different depths fall within a reasonable range. The RMSE value for the estimated temperature of cyclonic eddies peaked at a depth of 100 m in October 2016, while the R value reached its minimum at a depth of 50 m in May 2017. Analogous to anticyclonic eddies, RMSE values during autumn show a general upward trend across various depths, while the corresponding R values exhibit a downward trend. The overall trends of RMSE values at depths of 50 m, 100 m, 150 m and 300 m, as well as corresponding R values, are similar, indicating the consistent capability of the ERCACN model to estimate the temperature anomaly of cyclonic eddies at these depth levels. This phenomenon may be attributed to the upward movement of deeper seawater induced by cyclonic eddies, affecting deeper depths and resulting in similar trends of seawater across these depth levels. Significant variations in R values across different depth levels over time suggest discrepancies in the ERCACN model’s estimation of cyclonic eddy temperature anomalies in different months, which deserves further exploration in future studies.




Figure 12 | The (A) RMSE and (B) R values of cyclonic eddies at depths of 50m, 100m, 150m and 300m obtained from the ERCACN model across various time points on the testing dataset spanning from 2016 to 2017.



To quantify discrepancies in estimating ESTA at various depths and in different months by using the ERCACN model, this study applied the Error as a judgment threshold. The evaluation threshold of 8% was adopted to assess accuracy monthly at different depths. In the shallow ocean, the ERCACN model’s estimations of error range for temperature anomalies are generally consistent across all months. However, in deeper waters, the error in ESTA slightly exceeds the threshold. This discrepancy may arise from the decrease in average temperature observed by Argos with increasing depth, resulting in a higher percentage of RMSE in the observed temperature average. Among the ERCACN model’s estimation, 87.71% meet the accuracy threshold for anticyclonic mesoscale eddies, and the percentage is 88.45% for cyclonic mesoscale eddies. Overall, the ERCACN model’s estimation of ESTA on the test data achieves an 88.08% compliance rate with the 8% error as a threshold.





5 Conclusions

The Northwestern Pacific Ocean, owing to its distinctive regional oceanic features, is recognized as one of the global hotspots for mesoscale eddies. In this study, the combination of diverse surface remote sensing data including SLA, SST, SSWSA, UWA and VWA is designed and the ERCACN model is proposed, which successfully estimates ESTA at depths ranging up to 1000 m across 46 levels in the Northwestern Pacific Ocean. The model makes up for the lack of the observed temperature data of mesoscale eddies, providing data with a temporal resolution of one day and a spatial resolution of 0.25°. Through validation using independent Argo profiles, the ERCACN model demonstrates more accurate estimations of three-dimensional structures of ESTA compared to other methods. In summary, the results indicate an 88.08% conformity rate with the 8% error threshold, affirming the effectiveness and robustness of this combination approach and the proposed ERCACN model for temperature field estimations.

However, there is a systematic bias in the temporal and spatial alignment between Argo data and mesoscale eddies. With the continuous deployment of Argo profiles, the phenomenon could be further improved. In addition, the gridded data from satellite remote sensing observations leads to spatial resolution loss and interpolation errors, hindering accurate estimations of the three-dimensional temperature structure of mesoscale eddies. Furthermore, the spatial resolution of input satellite images at different levels may impact the accuracy and precision of the model, and future plans involve exploring and evaluating its influence on predictive performance and computational efficiency. Finally, the estimation of ESTA represents only the initial step in applying deep learning methods to obtain subsurface oceanic variables from surface information. Future research will focus on deriving salinity fields, velocity fields, and other variables of mesoscale eddies while concurrently enhancing temperature estimation precision.
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In general, CNN gives the same weight to all position information, which will limit the expression ability of the model. Distinguishing modulation types that are significantly affected by the underwater environment becomes nearly impossible. The transformer attention mechanism is used for the feature aggregation, which can adaptively adjust the weight of feature aggregation according to the relationship between the underwater acoustic signal sequence and the location information. In this paper, a novel aggregation network is designed for the task of automatic modulation identification (AMI) in underwater acoustic communication. It is feasible to integrate the advantages of both CNN and transformer into a single streamlined network, which is productive and fast for signal feature extraction. The transformer overcomes the constraints of sequential signal input, establishing parallel connections between different modulations. Its attention mechanism enhances the modulation recognition by prioritizing the key information. Within the transformer network, the proposed network is strategically incorporated to form a spatial–temporal structure. This structure contributes to improved classification results, and it can obtain more deep features of underwater acoustic signals, particularly at lower signal-to-noise ratios (SNRs). The experiment results achieve an average of 89.4% at −4 dB ≤ SNR ≤ 0 dB, which exceeds other state-of-the-art neural networks.
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1 Introduction

With the development of wireless communication, certain emission parameters identified at the employed transmitter have been a hot topic in the field of telecommunication. Normally, the time–frequency information of signals is derived from unknown or partially known sources. Signal classification plays a crucial role in both military and civilian wireless communication systems, serving as an integral component of intelligent radios (Demirors et al., 2015). One of the key challenges in signal classification is to automatically identify the modulation scheme of an unknown signal, which is known as automatic modulation identification (AMI). AMI is essential for intelligent radios to be able to adaptively select the best modulation scheme for the current environment, and to detect and mitigate interference from other signals.

AMI plays an important role in the military (Eldemerdash et al., 2016). Modern electronic warfare (EW) comprises three major aspects: electronic support (ES), electronic attack (EA), and electronic protect (EP) (Poisel, 2008). The ES goal is to obtain information from radio signal emissions. The successful signal detection is determined by AMI. The modulation classification results could provide EA with the valuable support, which can extend into all modules in EW. With the crowded communication resources and the emerging number of consumers, the problem of the spectrum scarcity becomes more severe in civilian wireless settings (Miao et al., 2010). Nevertheless, the actual requirements for the largest capacity and the best quality of service face a substantial difficulty of multiple interferences in the communication process. With the advent of cognitive radio (CR), the signal classification system in the civilian sector is garnering increasing attention as it leverages the flexible capabilities of transceivers to reconstruct transmission parameters. What sets the CR transceiver apart from a traditional transceiver is its ability to perceive and adapt to the transmission source’s environment (Gorcin and Arslan, 2014). Therefore, CR has been interpreted as the essential part and the most attractive research field of the signal classification system in the civilian area. In the two areas mentioned above, AMI serves as the basis for the intelligent radio implementation.

One of the most challenging communication conduits is the underwater acoustic channel. In view of the low signal attenuation, sound is the most universal transmission method in underwater communications, which is regarded as a broadband system at a very low frequency, such as a few kHz (Singer et al., 2009). With this method, the center frequency is significant in the case of the bandwidth. The multipath interference has a significant impact on acoustic propagation, and it is worth noting that sound travels at a relatively slow speed, approximately 1,500 m/s. Excessive Doppler effects are induced by the movement of underwater equipment, resulting in delay extensions of tens or even hundreds of milliseconds, which lead to signal frequency-selective fading. It is a prominent restriction for underwater wireless communication, particularly when compared to the properties of light waves and electromagnetic waves (Stojanovic and Preisig, 2009).

The modulation classification algorithm is primarily composed of both likelihood-based (LB) methods (Panagiotou et al., 2000; Abdi et al., 2004; Chavali and Da Silva, 2011; Shi and Karasawa, 2011) and feature-based (FB) methods (Boudreau et al., 2000; Dobre et al., 2012; Mihandoost and Amirani, 2016). When classifiers require knowledge of the perfect channel parameters, LB achieves the highest performance in terms of classification accuracy. LB methods mainly include two steps. First, each modulation hypothesis appraises the likelihood with the received signals. The chosen channel model originates from the probability functions that can accommodate to satisfy the low-complexity requirements or be adaptable to suit the non-cooperative environment. Then, the probabilities associated with different modulation assumptions are compared with the determined classification result.

In reality, the most critical objective is to achieve multifunctionality in non-cooperative strategies and make advancements in computational complexity. It is largely constitutive of average likelihood ratio test (ALRT), generalized likelihood ratio test (GLRT), and hybrid likelihood ratio test (HLRT). The ALRT, GLRT, and HLRT classifiers hypothetically possess perfect channel information, or there may be one or two unknown channel parameters under certain circumstances. Among these classifiers, the most complex is the likelihood function of ALRT, which involves exponential operations and multi-integral calculations. The GLRT likelihood function, while simpler in expression, may result in classification deviations. The HLRT combines the advantages of both ALRT and GLRT, striking a balance between complexity and classification performance. These methods aim to reduce the complexity of the maximum likelihood classifier, which remains a key challenge. LB offers excellent classification accuracy, grounded in decision theory. The high complexity of the LB algorithm presents an opportunity for FB classifiers. While FB demonstrates suboptimal performance, it comes with lower computational demands compared to LB. FB investigates the spectral characteristics of signals and utilizes various spectral properties as factors for modulation classification. The usual structure of FB classifiers involves the wavelet-based traits captured by the wavelet functions, the high-order statistic traits examining the types and orders of signals, and the cyclic traits based on the cyclostationary analysis.

Machine learning algorithms (MLAs), as part of the FB methods, are widely used for AMI. Some of the reaching classification judgments specify an underlying type for the multi-stage decision trees, where each stage trades on the distinguished signal traits. However, there are some inconveniences for the optimization of various judgment thresholds and the design of the decision tree. To strengthen the algorithms on the basis of MLA, all types of methods have been adopted to complete two principal propositions in the modulation classification. First, MLAs make the classification decision thresholds more convenient to achieve. Second, MLA can be a tool to alter the data dimension on the signal pattern, which is accomplished by the auto-generated and auto-chosen traits. There are varying traits to be found for satisfying the computational demand of the classifier. The MLA classifier, such as a support vector machine, is generally in association with signal traits to advance to a higher dimension. Moreover, MLA implements the reduced-order dimension in the signal trait space, which selects k-nearest neighbor, genetic algorithm, and linear regression.

Deep learning methods have achieved great success in computer vision, natural language processing, and speech recognition. However, in underwater environments, deep learning methods face a number of challenges, including large attenuation, noise interference, and data scarcity. To address these challenges, researchers have proposed a variety of methods. In Liu et al. (2017), the redesigned ResNet in the lightweight state has better classification results, which embraces the shallower layer without the larger receptive field in the network structure. In Yang (2017), the network possesses an expansive structure with multiple layers, enabling it to effectively capture a broader range of signal characteristics, thereby enhancing the effects of AMC. In Lee et al. (2017), the fading communication environment is analyzed, and the AMI obstacle is properly dealt with the whole conjunction neural network. In Zhang et al. (2018), a long short-term memory (LSTM) network is combined with a CNN to create a new network with two streams. This design accommodates a wide range of distinctive signal features, contributing to improved identification performance. In Yu et al. (2019), by contrasting the conventional network structure, a remarkable improvement in AMI is produced by the structural adjustment of CNN. In Yang et al. (2016), with reference to the stochastic interference of the underwater signals, the eligible results can be carried out by the exiguous deep encoder running in the automatic mode. In Li et al. (2017), the innovative DLA is compared with the traditional statistical technique, which has the evident asset in the AMI task. In Li-Da et al. (2018), a similar network structure with the alliance of LSTM and CNN is forwarded in the underwater AMI, and gives the method versatility to a certain degree in the underwater and terrestrial communication system. In Li et al. (2020), a fusion neural network, comprising an attention-enhanced CNN and a sparse autoencoder, is introduced for the AMI of short burst underwater acoustic signals. This approach demonstrates robustness against channel conditions and noise In Wang et al. (2022), IAFNet integrating impulsive noise preprocessing, attention network, and few-shot learning is proposed for underwater acoustic modulation recognition with few labeled samples under impulsive noise, improving classification accuracy by 7% compared to other methods by effectively extracting features through denoising and task-driven attention. In Zhang et al. (2022), a recurrent and convolutional neural network is proposed for underwater acoustic modulation recognition, combining RNN and CNN for automatic feature extraction. It achieves a higher accuracy of 98.21% on Trestle and 99.38% on South China Sea datasets, which has a faster recognition time of 7.164 ms compared to conventional deep learning methods. In Yao et al. (2023), deep complex networks with proposed deep complex matched filter and deep complex channel equalizer layers are explored for underwater acoustic modulation classification, which shows improved performance over real-valued DNNs (deep neural networks) by reducing multipath fading and noise influences.

In the field of underwater acoustic communications, various deep learning networks commonly exhibit direct stacking or simple combination without considering the architecture design of task-specific optimizations. Compared to terrestrial wired communications, underwater acoustic communications face more severe multipath effects, Doppler shifts, and ocean ambient noise interference. This requires a perspective tailored for underwater acoustics to comprehensively consider the characteristics of underwater sound propagation and design more optimized, dedicated deep neural networks. More precisely, the chosen techniques should be integrated to model the multidimensional characteristics of underwater acoustic signals. Diversity-aware signal selection modules, enhanced attention mechanisms, and hierarchical feature extraction structures serve as the primary implementation methods. Meanwhile, adaptively designed regularization terms and well-configured loss functions are also necessary to adapt to the highly dynamic and stochastic underwater environment during network training. These methods can genuinely unlock robust feature extraction and modeling capabilities, enhancing the interpretability of AMI and communications. The contributions of this paper are mainly as follows:

	(1) The network unit is structured with distinct branches. While the primary branch remains consistent, the auxiliary branch can assume one of three optional orientations. This enhances the classification capability of the network by facilitating the exchange of learned advanced signal features between different branches. It broadens the range of extracted signal characteristics while maintaining a lower number of parameters.

	(2) The hybrid routing network structure invests a simplistic format for the complex routing logic network. After several network units are overlaid structurally, the used network can generate the multiple routing modes, which enhances the performance of the extracted signal traits and has the faster training speed.

	(3) The transformer network is introduced to handle long temporal signal series, and the high-dimensional features of temporal domain signals are dynamically acquired in the multi-head attention mechanism, which enhances the recognition ability at lower SNRs.






2 Signal model

The AMI task effectively constitutes a multi-classification problem, exhibiting a strong resemblance to other conventional tasks within the field of deep learning. The received signals take on a complex representation in the temporal domain, encompassing various modulation styles. The channel can be expressed as Figure 1, and the underwater received acoustic signals can be represented as in Equation (1):




Figure 1 | The underwater acoustic channel model.





where s(t) is the sending signal; h(t, δ) is the channel impulse response with multipath, Doppler effect, and time delay; n(t) is AWGN; ei(t) is the attenuation at the ith path; and ⊗ denotes the signal convolution. δi(t) is the ith path time delay, I is the total number of multipath signals, and a similar Doppler scaling factor β is set in all paths, δi(t) ≈ δi − βt (Li et al., 2008). The sending signals can be analog (e.g., single-sideband modulation) or digital (e.g., phase-shift keying).




3 The proposed method



3.1 Signal preprocessing

The input signal count is determined by a constant value in the standard DLA, but this approach may not yield optimal results in AMI. To capture the underlying signal characteristics and improve AMI accuracy, the signal constellation pixels can be grouped in various ways. The proposed network takes variable-sized pixel groups as input. This approach enables the extraction of diverse signal modulation traits, thereby significantly enhancing classification accuracy.

The various numbers of the signal pixel groups are shown as in Equation (2):

 

where M is the grouped total number, m is the group number. ϕ(·) is the signal pixel sequence corresponding to the group number, and Φ is the total number of signals. The signal pixel c(·) is the current retrieval group, and h is the signal pixel number obtained. Rϕ′(·) is served as the input sequence of the modulation signals in the used network, and ϕ′ is the current pixel sequence. The proposed network produces the classification results using the various input pixel groups.




3.2 Proposed network structure

The aggregated multipath network achieves a similar effect to the low-density scattered network in extracting diverse signal features, but it does not increase the number of model parameters. Moreover, it avoids the intricate structure of the low-density scattered network, which employs numerous small convolutions and pooling operations within its layer structure. The high complexity, apart from affecting model efficiency and training speed, can also diminish the network’s ability to extract features from weak signals in varying underwater conditions, potentially resulting in reduced recognition performance.

To address this limitation, a new network, called the aggregation multipath network, is proposed in Figure 2. This approach significantly improves the network’s capacity to capture in-depth contextual information from signals and provides an effective solution for creating a compact neural network model capable of handling diverse input signal data. The aggregation multipath network solves these problems by keeping the unchanged structure in routes. The key to realizing the ideal model capacity and efficiency is to maintain a large number of routes with the same width. In this way, there are neither dense convolutions nor too many Add operations.




Figure 2 | The aggregation multipath network structure.



The aggregation multipath network is composed of the following main components. The preprocessed underwater acoustic signal (preprocessed signals) is passed to the input module, which contains the 2D convolution and MaxPooling layer, with the 3 × 3 convolution kernel. To complete these operations, these attributes are connected into the next main network structure unit (cyan dashed border), which is constructed by superimposing a multipath unit (MulPU), an attribute rearrangement unit (AttRU), and a panoramic feature reification unit (PanFRU), and transmitted to a deep and wide network for further learning. The multipath unit and PanFRU can be iterated multiple times, effectively extracting distinctive features from weak underwater acoustic signals. When the above stage is completed, the global average pooling (GAP) is intended to reduce the attribute map size to 1×1, and finally the fully connected layer (dense) outputs the modulation prediction value.

This architecture is carefully structured to ensure that the features utilized after the AttRU are not only valid but also relevant and representative of the underlying signal characteristics. By iteratively refining and focusing on key attributes, the network minimizes the risk of incorporating irrelevant or misleading features. Moreover, the GAP and dense layers at the end of the network serve to further validate and consolidate these features before the final modulation classification.

Regarding potential performance degradation across different modulation classes, the network is designed to be robust and adaptive to various signal types. The iterative feature extraction process, coupled with the network’s ability to handle multiple signal paths and attributes, ensures that the system remains effective across a range of modulation classes. This design approach helps mitigate the risk of significant performance drops for certain modulation types, thereby maintaining consistent and reliable identification accuracy across different scenarios.

At the beginning of each unit, the proposed network is divided into different routes. The corresponding formula is as follows in Equation (3):

 

where p represents the superimposed units, p = 1,2,···,P, and P represents the maximum number of superimposed units. m0 represents the main route, ψ(m(·)) represents a selection function to the supplementary routes, v represents the alternative mode of different supplementary routes, v = 1,···,V, and V represents the total number of supplementary routes. mP represents the panoramic feature reification unit in Figure 3. The ith layer can choose any optional supplementary route required from 1 to V, and   represents the final network structure.




Figure 3 | Panoramic feature reification unit.



The main route m0 consists of four basic modules: group convolution (GrCon) with a 1 × 1 convolution kernel; the batch normalization (BaNor) module, the ReLU activation function (ReLU) module, and 2D convolution (Con) with a 2 × 2 convolution kernel. The three routes that can be selected on the supplementary path correspond to m1, m2, and m3, respectively. The supplementary route m1 is a directly connected link. The supplementary route m2 includes average pooling (AveragePooling). The supplementary route m3 consists of three basic modules: Depthwise convolution (DeCon) with a 2 × 2 convolution kernel, BaNor, and ReLU. DeCon is a special convolution that operates on each input attribute map independently, which reduces the computational amount by removing unnecessary data.

AttRU is the attribute exchange operation between the different routes in Figure 4. The boxes serve as representations of signal attributes. The process of box reconstruction is a specialized technique employed to overcome the inherent limitations of diverse pathways and to harness the full potential of the abundant signal attributes. This method entails the rotation and exchange of a specific proportion of attributes among different pathways, culminating in the provision of results to the subsequent unit for enhanced learning. The general convolution operates comprehensively across all input attribute maps, a technique referred to as full-attribute convolution, emphasizing an attribute-dense connection where convolution is applied to all attributes. Notably, information within distinct routes may exhibit similarities within the same box. Without attribute exchange, the learned attributes are inherently limited. Conversely, when attributes are exchanged between different routes, information learned can also be exchanged. This exchange augments the information within each box, enabling the extraction of more features. This approach ultimately fosters the acquisition of attributes from all other boxes within each route, contributing to more favorable outcomes.




Figure 4 | Attribute rearrangement operation (λ = 10%).



The 2D attribute matrix corresponding to each route vector is x1, x2,···,xθ, and the selected attribute range percentage is λ. The attributes involved in the exchange in Equation (4) are:

 

where   represents selecting λ percentage of the route features for rotation exchange. The symbol   represents the vector representation after alteration based on the λ ratio, equivalent to the output of  . After the first network unit learns, the proportionally selected initial matrix in Equation (5) is:

 

the rotating and changing operation starts at 1 and ends at θ. At λ = 10%, the corresponding matrix transformation becomes in Equation (6):

 

Attribute exchange is a key technique used in the aggregation multipath network to overcome the limitations of the sparse fragmented network and achieve better classification results. It involves rotating and changing a certain proportion of attributes between different routes, which allows the network to learn more diverse features.

PanFRU consists of a scale-invariant feature convert, transformer comprehensive depiction as convolution (TransCDC), and the reverse process, shown in Figure 3. The upper layer input A ∈AH × W × P, and H, W, and P represent the height, width, and passages of the input tensor, respectively. PanFRU utilizes a convolutional layer with an n × n kernel size, followed by another convolutional layer with a 1 × 1 kernel to generate a feature map AD of size H ×W × ℓ. The n × n convolution captures local spatial information in the input. The 1 × 1 convolution then projects each spatial location to an ℓ-dimensional space, where ℓ is twice than the number of input passages P. This allows the 1 × 1 convolution to learn new representations by taking linear combinations of the input high-level abstract underwater signal data.

TransCDC unfolds the feature map AE of size K × B × ℓ into linear projection of flattened patches. At position 0, non-overlapping flattened patches and position embeddings are added, just like a standard vision transformer. Relative positional information pertains to the specific distribution of signals and serves as a discriminative factor in identifying modulation categories within the underwater acoustic signal modulation constellation. The original underwater acoustic data do not contain the relative position information of modulations, and it leads to the same effect in the different position vector. Each distinct position vector corresponds to the positional information embedded within the input underwater acoustic signal sequence, and these vectors are subsequently fed into the transformer network. K = w ∗ h is the flattened patch size, and w = W/n and h = H/n are patch height and width. B = (H ∗ W)/K is the number of patches.

For each patch j, transformers are applied to AE(j) to encode inter-patch relationships, 1 ⩽ j ⩽ J, producing a global feature map AF of size K × ℓ × B in Equation (7):

 

TransCDC retains both patch order and signal constellation pixel order within each patch. In contrast to the standard vision transformer, TransCDC does not suffer from the loss of spatial ordering. AF can be folded back to spatial dimensions H × W × ℓ, which is projected to P dimensions via 1 × 1 convolution and concatenated with A. These concatenated features are fused by another n × n convolution. ℧(·) is the standard vision transformer operation. Since AE(j) encodes local n × n spatial information and AF(j) encodes global relationships across all K patches for each location, TransCDC allows each signal constellation pixel to incorporate global context from the entire input. It is difficult to distinguish the modulation types in the spatial dimension. The discrimination ability of transformer can be effectively improved by the position information. The attention mechanism of the transformer can remember the key distinguishing information like the human visual attention mechanism. The model is improved to alleviate the signal fading, which enhances the modulation recognition ability.

After the learned features are processed by the AttRU and PanFRU modules, they undergo a crucial transformation via GAP. GAP serves to distill the features into a more manageable and representative form. This is mathematically represented as follows in Equation (8):

 

Here, X represents the feature matrix post-AttRU and PanFRU processing, and Y denotes the final output feature vector. H and W are the height and width of the feature map, respectively. The GAP operation averages the features spatially, reducing each channel to a single scalar value. This simplified representation is crucial for the final classification or recognition task, enabling the network to output concise and effective recognition results.





4 Experiment

In the underwater acoustic wireless channel (Wang et al., 2022), the generated signals are more approximate to the realistic situation of disturbances. The dataset involves 10 types of modulation signals, namely, BPSK, QPSK, 8PSK, 4PAM, 16QAM, 64QAM, FM, DSB, CPFSK, and 4FSK. The signal is transmitted at a carrier frequency of 10 kHz with a symbol transmission rate of 1,000 symbols/s. The channel is modeled as a Rayleigh fading channel with 20 cosines to represent frequency selective fading. The receiver has a standard offset drift process in the sample rate and a maximum deviation of 15 Hz in the random mode. The raised cosine pulse-shaping filter used at the transmitter has a 0.25 roll-off factor. The additive noise is added in the communication process, which is Gaussian white, zero mean, and bandlimited noise. The random seed number generated is 0x1999 in the noise source. The deviation of the maximum sample rate is set to 25 Hz, and the drift process standard offset is 0.1 Hz per sample in the sample rate. The cosine number is set to 10 in the frequency selective fading simulation. A total of 2,000,000 modulation data are included in the dataset, and SNRs are in the range of −20 dB to +18 dB. The dataset is divided into a training set, a validation set, and a testing set (60%, 20%, and 20%, respectively). There is a complex floating point I/Q value in each signal data, and the pixel groups are 32, 64, 128, and 256 in Figures 5, 6.




Figure 5 | (A, B) Training and validating process in the hybrid route network.






Figure 6 | (A–D) Modulation classification accuracy with the various pixel groups in the different route forms.



The training setting of the used network is that the batch size is chosen as 128, and the optimizer selects the stochastic gradient descent (SGD) with momentum = 0.85, decay = 5×e−4, and learning rate = 0.01. To elevate the extension ability of the trained network, the early stopping technique is applied with five patience epochs.

Figure 5 visually represents the convergence performance of the proposed network throughout both the training and validation phases. In Figure 5A, the training signal dataset is transmitted through the network in use, resulting in training loss values computed using the categorical cross-entropy loss function. In Figure 5B, the validation signal dataset is employed to assess the trained network, yielding validation loss values computed using the same loss function as in the training phase. In the horizontal axis, “Epoch” signifies the number of complete cycles in which the entire training or validation dataset is processed by the network and returns once. At the beginning, the four kinds of pixel groups show a rapid convergence in the iterative procedure of the top five. At pixel groups = 32, the training loss has a longer epoch number, which is higher than the other three by an average of more than 0.25. There is a similar convergence performance for the pixel groups of 64 and 128. At pixel groups = 256, the training loss gets the best results. As the pixel groups increase, the epoch number declines. The training process shows that the used network can work effectively to learn the signal data’s traits. Comparing the training and validating process, there is an approximate convergence tendency. The validating process has a smooth course like the training process, which can productively fulfill the validation of the trained network. In the validating process, the epoch number also reduces as the pixel groups increase, which is similar to the training process. It shows that the various pixel groups can be effectively handled by the used method.

Figure 6 shows the modulation classification performance in various pixel groups with different routing forms. The superposition of three units in the network structure is shown. (X, X) represents the auxiliary selection corresponding to the intermediate overlay units. Other forms of (X, X, X) have similar meanings, and X is the different choice of m1, m2, or m3. λ is the percentage of the selected packet range as a track for the exchange between auxiliary branches. In the 12 different hybrid routing forms, 10 modulation types with pixel groups of 32, 64, 128, and 256 can be effectively identified. When pixel groups = 32, there are similar modulation classification results in the different routing forms at the low SNRs between −20 dB and −16 dB. When SNRs > −16 dB, (l1, l2, l3), λ = 100% is better at approximately 1.2%, 3.2% than (l1, l2, l3), λ = 60%, (l1, l2, l3), λ = 20% from −16 dB to 0 dB, which is more effective by 4.8%, 8.2%, and 13.6% than λ = 100%, λ = 60%, and λ = 20% of other routing forms on average. There is a similar trend at pixel groups = 64. Further adding routing branches did not improve the classification accuracy. It is due to the fact that the hybrid routing network can better extract the numerous signal traits by the full exchange of tracks, and the advantageous classification effect can be achieved under the (l1, l2, l3), λ = 100% form. As the pixel groups increase to 128, almost the same classification results are achieved with different hybrid routing networks during SNRs< −16 dB. With the increase of SNRs, the classification ability differs from the selection mode of auxiliary branches. When −16 dB< SNRs< 5 dB, the pixel groups of 128 in the form of (l1, l2, l3), λ = 100% is increased by approximately 6.9% and 10.5% in the form of (l1, l2, l3), λ = 60% and (l1, l2, l3), λ = 20%, which has a distinct advantage over other routing forms. When the pixel groups are 256, the presence of different routing forms results in sheep herd performance when the SNR is less than a specified dB level. When λ is 100%, (l1, l2, l3) has the best effects at SNRs > −15 dB, and slightly improves to 1.3%, 0.7%, and 1.1% compared to the other three routing forms of (l1, l2), (l1, l3), and (l2, l3), which have a mean increase of 2.5% compared to the other two trait exchange percentages in the different routing forms. When the sufficient pixel groups of signal data are provided to the used network, more signal high-dimensional traits are extracted, which helps to promote the ability to identify the modulation types. It explains that the hybrid routing network is an efficient method for AMI with various pixel groups.

Figure 7 shows the classification of various modulation styles at different SNRs. At SNR ≤ −14 dB, the classification rate of SSB is higher. This occurs because other modulation styles are often misidentified as SSB modulation. There is a marked classification improvement of 64QAM from −8 dB to −6 dB. The main reason is that the constellations of underwater acoustic signals between 16QAM and 64QAM have distinguishable high-dimensional features, which can be discovered by the proposed network. As SNR increases, the proposed method can clearly differentiate between the two modulations, and other modulations have been correctly classified for each of the categories. The classification rate of 10 modulation styles has exceeded 85% at SNR = −2 dB. The proposed method can overcome the influence of the underwater acoustic signal interferences, which achieves high recognition accuracies at lower SNRs.




Figure 7 | Each modulation classification results in different SNRs.



In Figure 8, the efficacy of recognizing various modulation styles is displayed at typical SNRs of 256 pixel groups. Notably, 4FSK and 8FSK exhibit substantial recognition accuracy at an SNR of −4 dB. Similarly, SSB and FM are identified as prevalent analog modulation styles. In underwater acoustic settings, characterized by poor communication quality due to low SNR, analog signal waveforms suffer from significant distortion. The distortion often leads to misinterpretations resembling those seen in underperforming systems. Despite these challenges, the proposed method successfully differentiates between analog modulations that are typically prone to confusion. Additionally, the proposed method demonstrates precise recognition of 16QAM and 32QAM. It is common for the signal constellations to exhibit a degree of similarity, which could lead to inferior performance. At the specified SNR levels, the proposed method distinguishes effectively between 16QAM and 32QAM. This proficiency extends to other modulation styles as well, yielding enhanced recognition capabilities. The proposed method progressively assimilates more signal traits, culminating in optimal recognition outcomes.




Figure 8 | Modulation classification results at SNR = 0 dB.



The proposed method is compared with ablation methods and other latest methods, including Proposed Method (without PanFRU), which is the proposed method without PanFRU; Proposed Method (without MAU), which is the proposed method without MAU (MulPU and AttRU); CLDNN (West and O’shea, 2017), which integrates convolutional and LSTM layers for spatial and temporal feature capture; LSTM (Chen et al., 2020), a recurrent network adept at learning long-term dependencies in time-series data; Transformer network (Dosovitskiy et al., 2020), known for its attention mechanisms and global dependency handling; ResNet (O’shea et al., 2018), employing skip connections for training deeper networks; Squeeze-and-Excitation Network (Wei et al., 2020), emphasizing informative features through channel-wise relationships; HybridCRNN (Zhang et al., 2022), a fusion of convolutional and recurrent layers for local and temporal feature extraction; and RanForest (random forest) (Fang et al., 2022), an ensemble method using multiple decision trees for improved classification, especially in non-linear contexts. These methods represent a broad spectrum of modern approaches in AMI, each with distinct advantages in processing and analyzing complex signals. As shown in Figure 9, the proposed method outperforms ablation methods and other network methods at all SNRs, except at an SNR of −20dB. The classification rate of all network methods is very low, and various modulation styles cannot be recognized. When SNRs are greater than −18 dB, the proposed method demonstrates a recognition advantage over the ablation methods, namely, the Proposed Method without PanFRU and the Proposed Method without MAU. This clearly indicates that the Proposed Method employing PanFRU and MAU has a superior capability in extracting hidden classification information from underwater acoustic signals. Compared with other network methods, the proposed method has always maintained the advantage of the classification rate at SNRs ≥ −15 dB. It is due to the fact that the proposed method mines more deep representations of underwater acoustic signals, and its attention mechanism and multipath structure plays a crucial role for a good recognition effect.




Figure 9 | Modulation classification results in different networks.



The Proposed Method’s epoch time cost is compared with various other networks in Table 1. These results were obtained by a CPU i7, GPU 3090, Ubuntu 22.04, and TensorFlow version 2.10. The term “epoch time” denotes the duration required for each epoch of training. Among the methods evaluated, the Proposed Method emerges as the most time-efficient. A comparative analysis of the Proposed Method with its ablation variants, including both the Proposed Method (without PanFRU) and Proposed Method (without MAU), further elucidates its efficiency. In comparison, the Transformer, LSTM, ResNet, CLDNN, SENet, and HybridCRNN exhibit epoch times, which are approximately 1.6, 2.0, 4.8, 1.5, 3.2, and 3.1 times longer than that of the Proposed Method, respectively. It is important to note that the epoch time for the RanForest method is not applicable in this context. A critical aspect contributing to the efficiency of the Proposed Method is its CNN structure coupled with an optimized transformer architecture. This configuration facilitates parallel processing, which is notably more efficient than the sequential processing required by the Transformer and LSTM architectures, as these necessitate the preservation of intermediate states. The streamlined and potent network design of the Proposed Method surpasses the performance of more intricate architectures such as ResNet, CLDNN, SENet, and HybridCRNN.


Table 1 | The time cost of different networks.






5 Conclusion

The paper analyzed the modulation identification of the hybrid network in the underwater acoustic environment. The complexity of underwater communication makes it difficult to achieve a high identification accuracy. The proposed network can obtain the effective signal traits of modulation signals with various signal pixel groups. The proposed network, featuring multiple routing forms and optional auxiliary exchange branches, enhances the extraction of numerous signal characteristics, thereby significantly improving identification performance. Remarkably, this network not only maintains a compact parameter size but also shortens the training duration. Enhancing the efficiency of underwater non-cooperative communication under constrained conditions holds considerable practical significance. The proposed network method can also be extended to the other signal classification scenes for underwater communication. In the future, we will study the hybrid routing method for the low SNR modulation identification in an underwater acoustic environment.

Building upon the insights from current research on modulation identification in hybrid networks within underwater acoustic environments, it is recognized that addressing the challenges posed by non-Gaussian noise types, such as alpha noise and Middleton Class A and Class B noise, especially prevalent in shallow water conditions, is a significant consideration for future studies. Upcoming research endeavors plan to specifically target the impact of non-Gaussian noise on modulation identification in underwater acoustic communication. Recognizing that such noise types can substantially affect the performance of communication systems, particularly in shallow water environments, there is an aim to develop and integrate methodologies in the network that can effectively handle and adapt to these complex noise scenarios. This will include expanding the scope of the algorithmic framework to better accommodate the distinct characteristics of non-Gaussian noise, ensuring that the approach remains robust and effective under a wider range of environmental conditions. Thus, the exploration and incorporation of strategies to address non-Gaussian noise types will be a key focus in future work, enhancing the applicability and reliability of the network in diverse underwater communication settings.
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Mesoscale eddies are phenomena that widely exist in the ocean and have a significant impact on the ocean’s temperature and salt structure, as well as on acoustic propagation effects. Currently, utilizing the limited data on mesoscale eddy environments for refined acoustic field reconstruction in offshore conditions at mid-to-far-ocean distances is an urgent problem that needs to be addressed. In this paper, we propose a mesoscale eddy reconstruction method (EddyGAN) based on the generative adversarial network (GAN) model which is inspired by the concept of global localization. We adopt a hybrid algorithm for eddy identification using JCOPE2M high-resolution reanalysis data and Archiving, Validation, and Interpretation of Satellite Oceanographic (AVISO) satellite altimeter data to extract mesoscale eddy sound speed profile (SSP) sample data, and then apply the EddyGAN model to train this dataset and perform mesoscale eddy acoustic field reconstruction. We also propose an evaluation method for mesoscale eddy acoustic field reconstruction that uses RMSE, SSIM, and convergence zone (CZ) accuracy based on World Ocean Atlas (WOA) climate state data completion as indicators. The reconstruction result of this model achieves an RMSE of 1.7 m/s, an SSIM of 0.77, and an average CZ accuracy of over 70%. This method better characterizes the mesoscale eddy sound field than the native GAN and other reconstruction methods, improves the accuracy of mesoscale eddy acoustic field reconstruction, and provides superior performance, offering significant reference value for mesoscale eddy reconstruction technology and subsequent ocean acoustic research.
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1 Introduction

Mesoscale eddies are oceanic phenomena with spatial scales ranging from tens to hundreds of kilometers and lifetimes spanning from tens to hundreds of days (Chelton et al., 2011). They are widely distributed across the global oceans. Depending on the rotation direction, eddies can be categorized into cyclonic eddies (CEs) and anticyclonic eddies (AEs). In the Northern Hemisphere, CEs rotate counterclockwise and AEs rotate clockwise, while in the Southern Hemisphere, the opposite is true. Mesoscale eddies significantly influence local water masses, leading to pronounced differences in temperature and salinity characteristics inside and outside the eddies (Qiu and Chen, 2005). They also play a crucial role in ocean circulation, material exchange, energy transfer, and marine environmental variability (Dong et al., 2014). The Kuroshio, a strong western boundary current originating from the equatorial Pacific Ocean, is located in the region between 30°N to 40°N and 140°E to 170°E, an area often referred to as the Kuroshio Extension (KE) (Scharffenberg and Stammer, 2010) demonstrated that this region has a high density of mesoscale eddies and possesses one of the highest levels of Eddy Kinetic Energy (EKE) in the Pacific Ocean, which is also the primary research area of this paper. Itoh et al. (Itoh and Yasuda, 2010) provided a detailed account of the basic characteristics of eddies in the KE region, noting that there are more AEs with longer lifetimes to the north of the KE, and more CEs with stronger intensities to the south and near the flow axis. Overall, under the conclusion of the global observations, many composite analyses have shown that CEs usually have cold eddy centers and AEs associated with warm eddy centers (Chaigneau et al., 2011; Zhang et al., 2013, 2014). Furthermore, based on years of satellite altimeter data, the EKE of mesoscale eddies in this region exhibits strong seasonal variation, with stronger activity in summer and weaker activity in winter.

Mesoscale eddies’ characteristics induce variations in temperature and salinity within and around the eddies, significantly influencing acoustic propagation. Numerous scholars have utilized acoustic propagation models to study the effects of mesoscale eddies on acoustic transmission. Jian et al. (Jian et al., 2009) employed an analytical eddy model and two-dimensional parabolic equations to analyze acoustic transmission within the South China Sea’s anticyclonic warm-core eddies. Their theoretical calculations revealed notable acoustic field variations corresponding to shifts in the SOFAR axis’s position due to the presence of either an AE or a cyclonic eddy. Liu et al. (Liu et al., 2021) examined sound energy distributions in eddies with varying intensities through modeling and empirical data, deducing that the CZ’s position is more distant or nearer to the sound source when sound travels through cyclonic or AEs, respectively, compared to its propagation in the background current. Further, experimental studies conducted at sea have corroborated these theoretical findings. Sun et al. (Sun et al., 2023) integrated temperature and salinity measurements with concurrent acoustic field experiments within a mesoscale CE in the Northwest Pacific Ocean. They observed that cold-core eddies displace the irradiation zone toward the eddy’s perimeter, with the displacement diminishing as the sound source depth increases. Akulichev et al. (Akulichev et al., 2012) noted that the irradiation zone’s proximity to the sound source in cyclonic and AEs is closer than in the background current, highlighting mesoscale eddies’ substantial influence on horizontal sound propagation from a towed source at 100 meters depth.

Advancements in computer technology have propelled machine learning to the forefront of mesoscale eddy identification with notable successes. DuoZ et al. (Duo et al., 2019) devised a deep learning model integrating a target detection network, which, by enhancing small-sample data, yielded impressive identification outcomes. Ashkezari et al. (Ashkezari et al., 2016) explored mesoscale eddies in Peruvian waters using daily maps of geostrophic velocity anomalies along with latitudinal and longitudinal phase angle components. Lguensat et al. (Lguensat et al., 2018). leveraged deep neural networks to establish an eddy identification model founded on ‘EddyNet’, boasting a U-shaped architecture that surpassed conventional algorithms in categorical cross-entropy tests. Xu et al. (Xu et al., 2019 developed an AI algorithm for detecting oceanic eddies, employing PSPNet and vector geometry (VG)-based algorithms to refine the detection of small-scale eddies. Satellite measurements, now more prevalent than ever, provide researchers with extensive data, including sea surface height anomalies and temperatures, enabling studies on mesoscale eddy surface characteristics and their 3D reconstruction. Zhang et al. (Zhang et al., 2013) introduced a unified 3D mesoscale eddy structure by applying normalization techniques to satellite altimeter and Argo float data. Isern‐Fontanet et al. (Isern-Fontanet et al., 2008) utilized sea surface temperature anomalies to reconstruct the North Atlantic’s ocean circulation during winter, achieving accurate data of the velocity and vorticity fields above 500 meters.

However, the above mesoscale eddy reconstruction methods are all based on multiple sources and a large amount of in situ measured data, and how to utilize a small amount of critical in-situ data for reconstruction is another very meaningful challenge. Relevant studies have been carried out by scholars. Yu et al. (Yu et al., 2021) proposed an ECN model based on a convolutional neural network to reconstruct the temperature of mesoscale eddies in the Northwest Pacific Ocean and achieved more than 87% accuracy in comparison with Argo data; Liu et al. (Liu et al., 2022) used the ResNN network and utilized satellite altimetry data to carry out the inversion of mesoscale eddies’ underwater temperature, and similarly achieved better results; The 3D-EddyNet proposed by Liu et al. (Liu et al., 2024) performs the reconstruction of the mesoscale eddy temperature and salt fields in the KE and OC (Oyashio Current) regions based on the use of satellite remote sensing and Argo data, and achieves encouraging results in the ARMOR3D dataset. Despite notable advances, there remains a research gap in the machine learning domain concerning mesoscale eddy acoustic reconstruction. On one hand, the machine learning process requires a substantial number of raw samples to enhance its training accuracy and robustness. However, the scant availability of mesoscale eddy cruise survey data from open sources cannot sufficiently support the development of robust machine-learning models. Furthermore, the practical application value of performing high-accuracy reconstruction with limited measured data still needs to be addressed, along with the impact of parameters and hyperparameters on the model. On the other hand, mesoscale eddies significantly affect acoustic propagation in the ocean, and current research is mostly focused on the structural reconstruction of mesoscale eddy temperature-salt flow fields, with less expansion to acoustic applications. In this paper, we initially apply a mesoscale eddy identification algorithm to determine the location of eddies. We then extract a sample dataset of the SSP based on prior research. Subsequently, we optimize the GAN to adapt to the conditions, thereby enhancing the reconstruction effect. We analyze evaluation indices to refine the model and ultimately propose a highly accurate mesoscale eddy model. Lastly, we introduce a method to evaluate mesoscale eddy reconstruction, which tests the effectiveness of the EddyGAN model presented in this paper.




2 Data and method

In this paper, we first employ the mesoscale eddy identification algorithm based on flow field geometry proposed by Nencioli et al. (Nencioli et al., 2010) and the closed profile method suggested by SadarJone et al. (Sadarjoen and Post, 2000) to perform hybrid identification. We then combine the high-resolution reanalysis data of the KE region, JCOPE2M, with the resulting eddy positional information to extract the sample dataset for the mesoscale eddy SSPs. Building on the basic model of the GAN, we propose the EddyGAN model, which is adapted to the application scenario of mesoscale eddy reconstruction. This is achieved by adding a mask layer to simulate the measured Argo SSP, altering the two-dimensional deep-sea slow-varying Gaussian eddy model for a priori generation, and modifying the global-local discrimination mechanism. Finally, we propose a mesoscale eddy reconstruction evaluation method that utilizes SSIM, RMSE, and CZ reconstruction accuracy as assessment indices. The overall flowchart of this paper is shown in Figure 1.




Figure 1 | The entire technical process of this paper.





2.1 Data



2.1.1 Satellite altimeter data (AVISO)

The Sea Level Anomaly (SLA) and geostrophic data utilized in this paper are gridded products from the CNES organization (Archiving, Validation, and Interpretation of Satellite Oceanographic Data, AVISO). These data are merged from multiple satellite altimetry sources and interpolated to a 1/4° x 1/4° grid based on the Mercator projection, with a temporal resolution of 7 days, and further interpolated to a daily resolution. Since this data has been quality controlled at the time of release, this paper uses local averages to fill in the small amount of missing gridded data during data preprocessing.




2.1.2 JCOPE2M reanalysis data and WOA climate state data

The JCOPE2M (Japan Coastal Ocean Predictability Experiment 2 Modified) data is high-resolution reanalysis data released by the Japan Coastal Ocean Agency (JCOA). It focuses on the Northwest Pacific Ocean, with a temporal resolution of one day, a grid resolution of 1/12°, and a division into 46 layers at full depth. The JCOPE2M data incorporate the assimilated sea surface temperature field, sea surface height anomaly data, and part of the Argo data. This dataset has been applied by numerous scholars to mesoscale eddy studies concerning temperature, salinity, and flow field and is known for its high accuracy (Miyazawa, 2003). Uchimoto et al. (Uchimoto et al., 2007) simulated the AE phenomenon in the Okhotsk Sea by using the sub-model of the JCOPE model (Ocean General Circulation Model, OGCM), and while exploring the causes of its formation, they obtained the same or similar location, evolution and vertical structure as in the study of Wakatsuchi and Martin et al (Wakatsuchi and Martin, 1991). Endoh et al (Endoh and Hibiya, 2001). used JCOPE data to study the transition from a non-major meander path to a major meander path for the Kuroshio that occurred in 2004, and obtained results that agreed well with the modeling results of Hibiya. The specific data used in this paper encompass the sea surface height and thermohaline reanalysis data in the region of 30°N-40°N, 130°E-170°E during the period from January 1, 2007, to December 31, 2020.

The World Ocean Atlas (WOA) is a compilation of climate-averaged, gridded fields of ocean variables based on actual measurements from various sources. It provides interdecadal averages of global temperature, salinity, oxygen, and nutrients on monthly, seasonal, and annual cycles at 102 standard depth levels, ranging from the surface to 5500m. The data are available at 0.25° horizontal resolution for temperature and salinity and at 1°for all variables. These fields are extensively utilized for ocean model initialization, validation, climate research, and operational forecasting (Itoh and Yasuda, 2010).




2.1.3 Argo data

The Argo program (Array for Real-time Geostrophic Oceanography) has established the first global array for observing underwater oceanic information. It has been operational in localized areas since 1999 and achieved global coverage by 2004, with the number of buoys reaching 3,000 by 2007. This network serves as an effective tool for studying the marine underwater environment, and its working procedure is to achieve the purpose of floating or diving to collect data by inflating and deflating the buoys regularly or artificially controlled, during which the Argo buoys can collect data such as temperature and salt currents distributed in the path according to certain intervals, which are exactly the data used in this paper. Then, we utilize data from 16,351 buoys provided by the China Argo Real-Time Data Center (RTDC) in the region of 30°N-40°N, 130°E-170°E during the period from January 1, 2007, to December 31, 2020. Among these buoys, 7,754 have met quality control standards and have been captured within AEs, while 5,531 have been captured within CEs, Schematic diagram of Argo mass screening as Figure 2. The following quality control criteria are adopted in this paper:

	(1) The shallowest and deepest measuring point data are located at depths of 10m and more than 1000m, respectively;

	(2) The number of measurement points within 1000m should not be less than 50, and the maximum interval between measurement points should not exceed 20m;

	(3) The distance from the sea area must be no less than 100km.






Figure 2 | Distribution of Argo buoys after mass screening in the KE area (30°N-40°N, 130°E-170°E) in 2010.






2.1.4 Terrain data

This paper utilizes the ETOPO (ETOPO Global Relief Model) seafloor topography data provided by NCEI (National Centers for Environmental Information). This data set references a multitude of relevant models and regional measurements, incorporating global land topography and ocean bathymetry. Initially at a resolution of 1 arc-minute, it is interpolated to match the 1/12° grid resolution of the JCOPE2M data for the CZ test described in this paper (Amante and Eakins, 2009).





2.2 Methods



2.2.1 Mesoscale eddy identification methods

Given the extensive study area, we first divided it into the KE main body area (Area I) and the OC extension body area (Area II). Then, we applied the flow field geometry method and the closed curve method to identify sea surface temperature and salinity patterns, respectively.

The flow field geometry method is based on the geometric profile of the mesoscale eddies, which intuitively defines the mesoscale eddies as a region that meets certain constraints. If the velocity vector field in this region is a rotating flow, and the center of the mesoscale eddies are the extreme point of velocity, and the direction of the velocity vector around the point presents a symmetric structure, That is, the region is characterized by a clockwise or counterclockwise rotation of the velocity vector around a center, and such a structure is defined as an eddy structure.

The SLA closed curve method is directly based on detecting the closed curve of the sea surface height around a single local extreme value, with major advantages: they only use the SLA data, which significantly reduces the probability of non-closed eddies in the flow field geometry method. But the closed curve method also has its limitations: it needs to set the threshold of sea surface height difference to define the eddy boundary, which results in the subjective threshold will greatly affect the recognition result. In order to take into account the recognition effect of eddies and the sensitivity to the subjective threshold, we adopt a hybrid algorithm of the two.

The two identification methods above are used to identify the sea surface flow field and SLA data, respectively, to find the eddy pair with the largest intersection of the boundaries of the two methods at the same time (since the two methods have different parameter settings between different characteristic eddies, this paper defines a custom threshold: the intersecting area is greater than 50% of the respective area of each method, and the distance between the eddy centers is not more than 1/12°), and if the conditions are met then, the identification results of both methods are considered valid and the eddy is treated as an actual existing eddy with the eddy center identified by the flow field geometry method as the actual center. Figure 3 plots the identification of mesoscale eddies using the hybrid algorithm in the 30°N-40°N, 130°E-170°E region over the time span from January 1, 2007, to December 31, 2020. because of the large number of eddies, we represent the eddies as a single eddy center.




Figure 3 | Schematic diagram of eddy identification (eddy centers) assembly in the region 30°N-40°N, 130°E-170°E from January 1, 2007, to December 31, 2020. (The orange point is the center position of the AE identification result for the time period, while the blue point is the CE).



Finally, in order to verify the reliability of the hybrid recognition algorithm, we use the algorithm and the two original algorithms to identify the results on a random day each year between 2007 and 2020, taking the hit rate of manually identifying the vortex center position falling within the vortex edge obtained by the three algorithms as an indicator, and repeating the 10-group averaging to obtain the overall recognition results. The correct matching rate of the hybrid algorithm is 91.5%, the closed contour method is 89.1%, and the flow field geometry method is 90.2%, proving that the hybrid algorithm is slightly better than the two original algorithms.

Additionally, we project the resulting eddy-identified location information onto the JCOPE2M grid point at the minimum distance from that grid point, thus enabling the connection between the two datasets.




2.2.2 Hydroacoustic calculation methods

In this paper, we first convert the JCOPE2M reanalysis temperature and salt data into sound speed data by utilizing the sound speed empirical formula. After statistical analysis, the temperature-salinity depth characteristics of the KE region are all consistent with the set threshold of the Chen-Millero sound speed empirical formula, so this paper adopts this formula to transform the temperature-salinity field data in the JCOPE2M data into the sound speed field data (Equation 1).

	

	

	

	



where t is the temperature in °C, S is the salinity in ppt,   is the pressure in bar.   is the setup parameter, please refer to the paper (Chen and Millero, 1977) for detailed values (Table 1).   is a model based on a Gaussian beam-tracking algorithm to compute the sound field in a uniform or non-uniform environment (Porter and Bucker, 1987). The model associates each acoustic ray with a Gaussian intensity as the central acoustic ray of the Gaussian beam, and the propagation process of the simulated acoustic ray is more consistent with the results of the full-wave model and has been widely used in the field of acoustic computation (Gul et al., 2017). The evolution of the sound beam in this model is determined by the beam width   and the beam curvature  , with   and   being controlled by the following differential equations (Equations 2–7):




Table 1 | Scope of application of the Chen-Millero sound speed empirical formula.



where   is the speed of sound and   is the second derivative with respect to the path direction, as shown in the following equation:





where   is the unit normal in both directions and can satisfy:



In summary, the beam can be defined as:



where   is a constant determined by the properties of the sound source;   is the vertical distance from the acoustic ray to the sound source;   is the angular frequency of the sound source. Finally, we apply weighting to the sound beam:



where   is the angle between the beams. In this paper, the main parameters of the sedimentary layers in the study area when using the   ray theory model are listed in Table 2, and we choose   as an example to be studied in this paper.


Table 2 | Acoustic parameters of the three main types of sedimentary layers in the study area.



The CZ is a concentrated area of strong acoustic energy that occurs when a sound source is in the surface and subsurface layers of the ocean and, due to the refraction and propagation of sound waves over a wide range of areas, converges again near the sea surface several tens of kilometers away. Typical changes in the marine environment can cause changes in the structure of the sound velocity and thus have an impact on sound propagation in the CZ. Based on synthetic eddy data and   model, the Marine environment with warm eddy, cold eddy and no eddy is analyzed respectively. The acoustic propagation was simulated, and the acoustic propagation loss field of 0m-1,000m was obtained, as shown in the figure, which was obvious on the offshore surface. The CZ is the area where the sound propagation loss is small (Figure 4).




Figure 4 | Schematic representation of acoustic propagation loss and CZ assessment metrics for the Bellhop model applied to the Munk example sound speed profile.






2.2.3 Sample set of mesoscale eddy sound speed profile

Using the eddy center and profile information obtained from the mesoscale eddy mixing identification algorithm, we differentiate between cold and warm eddies. To generate the SSP dataset, we employ a method that creates multi-angle vertical sections through the eddy center. Specifically, in order to avoid confusing other eddy structures during the extraction of individual profiles, it has been concluded through extensive experiments that lines are drawn along both sides at a distance of 1.2 times the eddy radius in the longitudinal and latitudinal directions, respectively, and the profiles are extracted vertically downwards, as shown schematically in the black rectangular box in Figure 5. Along this line, we create vertical SSPs from 0 to 1000m (Sandalyuk et al., 2020). Repeating the process at 30° intervals (or less) which is depending on how many SSP samples the researchers want to extract from a single eddy. A closed contour screening method is used to exclude poor data. From this method, we have obtained a total of 51,552 SSPs for warm eddies and 37,801 for CEs. Additionally, we use the two-dimensional deep-ocean Gaussian eddy model to produce a dataset comprising 20% of these profiles.




Figure 5 | Schematic illustration of the extraction method and effect of mesoscale eddy sound speed profile dataset (The top left shows the results of the mesoscale eddy identification, and the right image shows the SSP extraction results for the example).








3 Modeling and evaluation criteria



3.1 Two-dimensional slow-variable deep-sea Gaussian eddy modeling

The mesoscale eddy ideal model is constructed based on the feature information extracted from sea surface observations, and the sound speed expression of the model is (Equations 8–10):







Where   is the horizontal distance to the eddy center, and   is the vertical distance to the eddy center. For the Munk profile model (Munk, 1950),  ​, is the sound speed at the sound channel axis and ​ is the depth at the sound channel axis.   is the eddy strength, which takes a negative value for CEs and a positive value for AEs.   is the horizontal radius of the eddy,   is the vertical radius of the eddy,   is the horizontal position of the eddy center, and   is the vertical position of the eddy center. The eddy strength is calculated from the sea surface height anomaly, and the horizontal radius of the eddy is determined as 1.2 times the maximum radius of a single eddy in the eddy identification results in section 2.2.1, and the vertical radius of the eddy and the vertical position of the eddy center are calculated from the eddy-centered Argo data captured by a single eddy. The Gaussian eddy model is schematically shown in Figure 6.




Figure 6 | Schematic of a two-dimensional slow-varying Gaussian eddy model. In the case of the AE, for example, the parameters are set to  .






3.2 Advanced generative adversarial network model (EddyGAN)

The fundamental concept of the native GAN (Goodfellow et al., 2014) is to engage two neural networks in a continuous minimax game, where the networks learn the distribution of actual samples over time. The training is typically deemed complete when both networks reach a Nash Equilibrium.

In Figure 7, the generator network (denoted as  ) receives a random variable (denoted as  ) from the hidden space (denoted as  ) as input, and the output is a generated sample. The goal of training the generator is to enhance the similarity between the generated sample and the real sample to the point where the discriminator (denoted as  ) network cannot differentiate between them. This aims to make the distribution of the generated sample (denoted as  ) as close as possible to the distribution of the real sample (denoted as  ). The discriminator’s input is either real samples (denoted as  ) or generated samples (denoted as  ), with the output being the discrimination result. The discriminator’s training objective is to accurately distinguish real samples from generated samples. This result is used to calculate the loss function and update the network weights through backpropagation. During adversarial training, the discriminator’s ability to identify real versus fake samples improves, while the generator strives to produce samples that are increasingly indistinguishable from actual samples, thereby deceiving the discriminator. Ultimately, the model generates higher-quality new data. The training objective of the native GAN network can be summarized as follows: to minimize the distance between   and   and to maximize the accuracy rate of the discriminator’s sample classification, where the value for real samples tends to be 1 and for fake samples tends to be 0. From this, we derive the native GAN network objective function (Equation 11).




Figure 7 | Schematic of the basic model of a native GAN network.





Building on the native GAN, this paper introduces a generative adversarial network model adapted for mesoscale eddy reconstruction applications named EddyGAN. This model is inspired by the concept of global and local context codecs from Iizuka et al (Iizuka et al., 2017), featuring a generator and two context discriminators.



3.2.1 Generator

In order to improve the generation efficiency of the generator and make the adversarial network converge quickly, we utilize the Two-dimensional slow-variable deep-sea Gaussian eddy modeling in 3.1 as a priori knowledge to replace the Gaussian noise in the generator, and this achieves a better-expected result in the experiments. The EddyGAN generator relies on a fully convolutional network aimed at completing missing data. To enhance the training effectiveness, we utilize several convolutional layers with different strides alongside dilation convolutional layers of matching strides (Yu et al., 2017). After each convolutional layer, a Rectified Linear Unit (ReLU) is added, and the output layer is followed by a Sigmoid activation function to normalize the output. The architecture of the generator network is depicted in Figure 8.




Figure 8 | Schematic model of EddyGAN network.



In order to construct the reconstruction environment under data-poor, we simulate the reconstruction conditions with only the sea surface sound velocity field and Argo sound velocity contour by using a large-area mask to mask the data that are not in these two regions (i.e., assigning 0), and setting the width of the sea surface data and the Argo data to 1. The generator will not generate the data of the unmasked region when it is working, and will instead generate the data of the masked region, so as to achieve the goal of not varying the known portion of the data and to be able to generate the new data. We initially reduced the computational load by lowering the data resolution before training. Afterward, an inverse convolutional network is used after the output layer to restore the image to its original resolution.

Equation 12 details the convolution operation of the dilated convolutional layer for each pixel. The introduction of the dilated convolutional layer serves to expand the receptive field without increasing the parameter count, which experimentally has been shown to enhance the network’s perception of the eddy’s overall features, whether local or global. Here,   and   represent the width and height of the convolution kernel,   is the dilation parameter,   and   are the input and output pixels of the layer, respectively,   is a nonlinear transfer function,   is the convolution kernel matrix,   is the bias vector for the convolutional layer, and when  , Equation 12 reverts to the standard convolution operation.



The network is trained with input-output pairs to minimize the loss function between them.




3.2.2 Discriminator

We train one global context discriminator and one local context discriminator to discern whether the output is real. The purpose of constructing a global context discriminator is to reconstruct the characteristics of the eddy as a whole, emphasizing to guide the model to pay more attention to the relationship between sea surface data and Argo data, while the local context discriminator pays more attention to local details. Especially for the training of eddy core position, due to the different characteristics of different vortices, we set the local context discriminator window within the range of 400-700 meters, that is, the window is not fixed. The global context discriminator consists of 5 consecutive convolutional layers, each with a stride of 2. It processes the input data of size 256×256 into a single 1024-dimensional vector using a fully connected layer followed by a sigmoid output layer. The local context discriminator, comprising 6 consecutive convolutional layers also with a stride of 2, focuses on a 128×128 patch at the center of the completed region. It outputs a 1024-dimensional vector that reflects the local context effects within that region. The outputs of the global and local discriminators are concatenated to form a single 2048-dimensional vector, which is then transformed into a continuous and normalized probability distribution of being real via a fully connected layer and a sigmoid transfer function.




3.2.3 Training

To address the issues of training stability and acoustic field reconstruction accuracy in GAN networks, we employ a combined loss consisting of Mean Squared Error (MSE) and GAN loss (Goodfellow et al., 2014), a method proven effective in experiments by Pathak et al (Pathak et al., 2016). Thus, following the max-min principle of GAN networks, we define the objective function (Equation 13): where   and   are stochastic masks used to simulate eddy acoustic field preconditioning, and   represents weighted hyperparameters.



The training process is divided into three phases: initially, the generator network is trained iteratively A times using MSE loss alone. After this phase, training of the generator is halted, and the discriminator network is trained independently   times. Finally, the generator and the context discriminator networks are trained synchronously   times. To prevent instability during training, we balance the gradient of MSE loss for the generator network with the gradient for the discriminator network (Equation 14) while applying standard gradient descent.



In network optimization, we utilize the Adam optimization algorithm (Kingma and Adam, 2015). The hyperparameters of the Adam optimizer are intuitive and often require minimal or no fine-tuning. This optimizer is generally considered to perform well by default, as verified by numerous experiments conducted by scholars (Zhang, 2018). Regarding the setting of the hyperparameters of Adam optimizer, in general, the learning rate is set between 0.0001~0.1, too high will make the model training effect poor, too low will make the model training converge slowly, so through many adjustments, we determine the learning rate is 0.0002, corresponding to the appropriate increase in epoch to 400000.   and   are important hyperparameters in Adam optimizer, usually taking values of 0.9 and 0.999. If the dataset is noisy, try to reduce   and  , even though the average coefficients converge faster but are more susceptible to noise. If the dataset is less noisy,   and   can be increased to update the parameters more consistently. In this paper,   = 0.9 and   = 0.999 are set.





3.3 Training assessment indicators

In this paper, two metrics, Root Mean Square Error (RMSE) and Structural Similarity Index (SSIM) (Wang et al., 2004), are used for evaluating mesoscale eddy reconstruction, with the forecast accuracy of the CZ serving as an auxiliary metric. For the effect of mesoscale eddy reconstruction, not only the overall error size should be considered, but also its structural characteristics should be taken into account, so we consider it in two aspects: numerical error index and structural similarity index. There are many numerical error indicators, after weighing, we choose the RMSE indicator in   paradigm, which is often used in 2D matrix error analysis. Compared with   paradigm indicator,   paradigm indicator is sensitive to the larger outliers in the error, which is better for the response to the anomalous noise that is likely to appear in the reconstruction results, and is more helpful for comparing the reconstruction effect. For the structural similarity index, we choose the SSIM index, which has the widest application range and the highest validity.



3.3.1 Root mean square error

RMSE is a common metric for assessing the discrepancy between model predictions and actual observations; generally, a lower value indicates a better outcome. The relevance of RMSE to data size and dimensionality necessitates uniform adjustment of two-dimensional SSP data in this paper to ensure the validity of inferences about the dimensionality of the SSP data. The two-dimensional (Equation 15) between predicted and target data are calculated as follows:



Equation 15 represents the two-dimensional RMSE calculation formula, where   and   denote the length and width of the data, respectively, and   and   represent the predicted and original data. It is important to note that to mitigate the impact of large errors on the overall evaluation, this paper employs the 3-sigma rule to exclude outliers from the RMSE calculation (Equation 16), where   is the standard deviation, and   is the mean value.






3.3.2 Structural similarity index

The SSIM is a measure of data’s structural similarity (Hore and Ziou, 2010). Given two data sets   and  , their structural similarity is defined by Equations 17 and 18:





Where   is the mean value of  ,   is the mean value of  ,   is the variance of  ,   is the variance of  , and   is the covariance of   and  .   is the dynamic range of the pixel value, which is set to 100, and   are the constants, which   are set to 0.01 and 0.03 in this paper.




3.3.3 Accuracy of CZ renconstruction

In this paper, we use acoustic convergence zone reconstruction accuracy for assisted evaluation. The definition of acoustic convergence zone is reflected in 2.2.2 of the paper, we will be the acoustic propagation loss minima on both sides of the range of 3km for the convergence zone hit zone, if the reconstructed acoustic convergence zone minima fall within the hit zone of the real acoustic convergence zone, it will be judged as a successful reconstruction in this way, and vice versa, it will be a failure. In this paper, we mainly focus on the first three acoustic convergence zones as the main research object.






4 Mesoscale eddy sound field reconstruction effect



4.1 Evaluation of the effect of numerical errors

In this paper, we first apply the EddyGAN model to reconstruct the acoustic field of a mesoscale eddy using JCOPE2M reanalysis data from the Kuroshio Extension (30°N-40°N, 130°E-170°E). The input conditions for the model include the sea surface sound velocity field of the complete eddy structure and one to five SSPs: the sea surface sound speed field is calculated from the sea surface temperature and salinity by the empirical formula for the sound speed, and the SSPs are obtained from measurements made by the Argo or other vertically suspended temperature and salinity depth measurement instruments (e.g. CTD, XBT, etc.) and calculated using the empirical formula for the sound velocity.

We artificially constrained the input conditions for the different cases:

	(1) For the case of a single SSP with a sea surface sound velocity field input, we set the position of this SSP to be no more than 10% of the horizontal radius of the eddy body;

	(2) For the case of two SSPs with sea surface sound velocity field inputs, we set the two SSPs to be located on either side of the eddy center;

	(3) For the case of greater than three SSPs with sea surface sound velocity field inputs, we restricted them to only those whose positions do not overlap with respect to the eddy center.



As shown in Figure 9 and Figure 10, regarding eddy characteristics under single-profile conditions, the SSIM metric for AEs averages 0.70, ranging from 0.6 to 0.9, and the RMSE averages 1.4 m/s, with a distribution between 1.3 m/s and 1.5 m/s. In contrast, for CEs, the average SSIM metric is 0.61, with a range of 0.50 to 0.70, and the RMSE averages 2.0 m/s. These results indicate that EddyGAN’s reconstruction similarity or error index for AEs is significantly better than that for CEs. This may be attributed to two factors: the larger sample size of AEs compared to CEs, which allows for more extensive learning within the same epoch, and the better connectivity of warm eddies with the mixing layer at the sea surface. Meanwhile, CEs display a larger sound speed gradient near the sea surface, which is not captured during the swell convolution process in the model, resulting in the loss of some information and poorer reconstruction outcomes.




Figure 9 | Schematic diagram of the effect of EddyGAN acoustic field reconstruction (as an example under One to Multiple SSPs of different quantities).






Figure 10 | Schematic diagram of the effect of EddyGAN acoustic field reconstruction (as an example under a single SSP).



From the reconstruction results of each month, the SSIM index for June to September is notably lower than for other months, and the RMSE is slightly higher than the average. This suggests that the reconstruction quality during these months is inferior in terms of structural similarity and average error. Possible reasons for these findings include: firstly, June to September is the period of the highest direct solar intensity in the Northern Hemisphere, leading to a strong stirring of the sea surface mixed layer and less distinct features of sea surface temperature, salinity, and sound speed fields, therefore diminishing the model’s learning effectiveness; secondly, the average intensity and lifespan of eddies peak during these months (Hu et al., 2018), which often leads to the reduction in the number of valid samples in the sample set, and the reason for this is that because of the higher strengths and lifetimes of the vortices in these months, the methodology that we used to extract the samples does not constrain the process of repeated extractions of the same eddy, which results in the long-lived and strong eddies in the sample set being extracted in that time period. This leads to a relative reduction in the effective sample data since eddies with long lifetimes and high intensities are repeatedly extracted during the extraction of the sample set and have similar characteristics.

To investigate the impact of different numbers of SSPs on the reconstruction effect, we randomly selected 1000 SSPs and applied the EddyGAN model to reconstruct them. The results were assessed using the average SSIM and RMSE indices within the group. Considering practical application, the number of SSPs in the control experimental group for this paper is set at a maximum of 5. The maximum value of 5 SSPS is set because this paper mainly uses Argo buoy data for reconstruction in combining theory with practice. Combined with the pre-processing of Argo data in 2.1.3, we found that most (almost all) of the eddy-captured Argos that meet the reconstruction conditions (see Section 5.2) are less than 5. Therefore, considering the actual application scenario of the model in this paper, we only conducted experiments on SSPS within 5. As shown in Figure 11, the median SSIM and RMSE for AEs are maintained at approximately 0.72-0.85 and 1.0-1.5 m/s, respectively, while those for CEs range from 0.65-0.75 and 1.0-2.0 m/s. Overall, the SSIM and RMSE indices for AEs are significantly better than those for CEs, consistent with prior experimental outcomes. The reasons for this have been delineated in previous sections and will not be reiterated here. From the perspective of each control group, the median SSIM index shows a positive correlation with the number of SSPs for both warm eddies and CEs, whereas the median RMSE index exhibits a negative correlation. The first and third quartiles demonstrate similar trends to the median, suggesting that as the number of SSPs increases, the reconstruction effect of EddyGAN also improves, particularly from 1 to 3 SSPs. The improvement then decelerates and becomes more variable at 5 SSPs. This indicates that the reconstruction effect tends to stabilize when using 5 SSPs.




Figure 11 | Boxplots of SSIM, RMSE metrics for EddyGAN acoustic field reconstruction with different numbers of SSP.



We also compare the SSIM and RMSE metrics of several commonly used reconstruction methods with the reanalyzed data, considering the distinction between AEs and CEs. The test data were grouped based on mesoscale eddy characteristics (AE, CE), and to avoid uncontrollable errors due to variance in the number of SSPs across different months during random sampling, the test samples for each group are equally drawn from different months and varying numbers of SSPs. The results are then averaged within each group and are presented in Table 3. To demonstrate the improvement of the reconstruction effect of the EddyGAN model by using deep-sea slowly changing Gaussian vortex prior, we conducted an additional set of controlled experiments, and the experimental results were also marked * in Table 3.


Table 3 | Indicators for evaluating the effectiveness of multiple mesoscale eddy acoustic field reconstruction methods.



From the table data, it is evident that the reconstruction effect of EddyGAN under different input conditions is significantly superior to that of several other traditional reconstruction methods. Both RMSE and SSIM indices achieve higher levels of improvement compared to the other methods. The SSIM indices, in particular, are also markedly higher, indicating that the data error with the EddyGAN method is considerably lower, and it more accurately describes the structural characteristics of the eddy acoustic field.




4.2 Convergence zone-based calibration assessment

Since the numerical error evaluation index in section 4.1 can mostly reflect the reconstructed data’s effect at an overall level, for specific acoustic effects such as the CZ that we are concerned with, it is necessary to use a theoretical model to perform secondary calculations based on the reconstructed acoustic field. Therefore, the purpose of this subsection is to provide an additional assessment of the EddyGAN reconstruction effect using the acoustic CZ reconstruction results (Xu et al., 2024).

The properties of the CZ play an important role in underwater applications. For example, in underwater communication and sonar detection, the properties of the CZ can be utilized to enhance the strength and clarity of signals and improve the efficiency and accuracy of communication and detection. In addition, the study of CZ also helps us to better understand and utilize the propagation law of underwater acoustics, which provides more reliable technical support for underwater operations, environmental monitoring, resource exploration and other fields. Therefore, based on the underwater application scenario of CZ, this paper proposes to use the CZ reconstruction effect to assist the evaluation of EddyGAN model. This subsection employs the   ray theory model to reconstruct the CZ for the test sets in the four cardinal and intercardinal directions: East-West (E-W), North-South (N-S), Northeast-Southwest (NE-SW), and Northwest-Southeast (NW-SE). The experiments are designed to minimize the influence of seasonality and the number of different SSPs on the reconstruction results from subsection 4.1 and to emphasize the representativeness of the model’s forecasting ability. To achieve this, we created five control groups, each with 1000 samples extracted from different months and with varying numbers of SSPs. The calculation results were averaged within each group for presentation in Table 4.


Table 4 | Reconfiguration assessment metrics for the first three CZs in different directions.



In the table, the Accuracy index is the percentage of the number of reconstructed distance errors within 3km (Figure 5) of the CZ in the overall number of reconstructed profiles. The model parameters are set as shown in Table 2, with the seafloor topography updated to ETOPO data and the rest of the parameters set as default.

From the comparison results in Table 4, it is evident that the reconstruction accuracy of the CZ of the EddyGAN model under the specified conditions can generally be maintained above 70% in all four directions. Across different directions, the effect of CZ reconstruction remains consistently at the same level given identical conditions. Regarding the trend of change, there is a slight decrease in model reconstruction accuracy as the distance of the CZ increases. Concerning the nature of the eddy, the accuracy of the reconstruction for AEs is significantly greater than that for CEs. This may be attributed to a lower number of identifications in cyclonic eddy extractions and a smaller sample set size compared to that of AEs, resulting in a less effective learning outcome for the EddyGAN model. Consequently, the reconstruction of the sound speed field for AEs is notably superior to that of CEs. This disparity is also due to the CZ calculation being based on the reconstructed sound speed field, as reflected in the results presented in the aforementioned table.





5 Validation and generalization of the model



5.1 Validation in different study areas

Study Area II is characterized as the Oyashio Extender area where mesoscale eddies significantly influence the oceanographic characteristics of both regions, as indicated in references (Qiu, 2001; Sun et al., 2022). Area II exhibits different dynamics compared to the KE area (Area I). To investigate the generalization capability of the EddyGAN model across different marine environments, this subsection describes the reconstruction of the eddy acoustic field in Area II using the EddyGAN model. The model’s performance is evaluated using RMSE, SSIM, and CZ accuracy metrics. The sample randomization mechanism applied is the same as in Subsection 4.2, and the results are displayed in Table 5.


Table 5 | Metrics for evaluating the effect of applying Eddy GAN model reconstruction in study area II.



The reconstruction index RMSE for Area II is maintained within the range of 1.80-2.76 m/s, and SSIM is within 0.65-0.83. The reconstruction accuracy for the first CZ lies between 77.02%-90.21%, for the second CZ between 71.29%-89.52%, and for the third CZ between 66.21%-79.36%. When compared to the overall reconstruction effect in Area I, as discussed in Chapter 4, it is apparent that Area II exhibits a slightly inferior performance in many aspects. This discrepancy can be attributed to the dataset construction, which utilized data from Area I, and the differences in geographic location, watershed characteristics, and eddy formation mechanisms between the two areas. Hence, the model tends to be more attuned to Area I rather than Area II. In terms of the CZ reconstruction, similar to the findings in 4.2, the accuracy diminishes as the distance of the CZ increases, indicating that more remote CZs pose greater challenges for model reconstruction.




5.2 Validation of the effect of eddy sound field reconstruction based on measured data

To further validate the generalizability of the EddyGAN model, we employ mesoscale eddy profiles constructed by fusing multiple Argo data from the WOA18 dataset for model validation.

Initially, we use the eddy identification information to match with the latitude and longitude of Argo data post-quality control screening. We extract data pairs with at least five Argos within 1.2 times the eddy radius. These pairs are relatively uniformly distributed across the eddy center and its peripheries, with pointwise first-order fitted straight lines passing through the eddy center’s extreme region. This matching data encompasses both Areas I and II. Subsequently, we applied the Akima interpolation method (Akima, 1970) to transform the discrete Argo profile data into continuous profiles. This interpolation method is also used to complement the WOA18 dataset’s temperature and salinity structures up to a depth of 1000 meters, necessary for subsequent CZ calculations. Finally, we calculate the sound speed data using the formula provided in Section 2.2.2. Using the aforementioned approach, we obtain the target set of measured eddy SSP, which are then reconstructed using the EddyGAN model, employing the same sampling mechanism as described in Subsection 4.2.

For the evaluation of effects, SSIM, RMSE, and CZ accuracy metrics are again utilized for assessment and comparison with the metrics from Regions I and II. The indicators for the first two regions are average values accounting for the number, direction, and month of SSP after sample re-randomization. The evaluation results are depicted in Figure 12.




Figure 12 | Schematic comparison of the indicators after applying EddyGAN reconstruction to the measured data of Area I and II.



In the case of warm eddies, the model exhibits greater effectiveness in reconstructing the sampling area (Area I), with an average SSIM of approximately 0.80, an average RMSE of around 1.50 m/s, and reconstruction accuracies exceeding 80% in the three CZs. In contrast, the reconstruction for Area II is marginally inferior; nevertheless, it still achieves an average SSIM of about 0.7, an RMSE of 2.0 m/s, and reconstruction accuracies surpassing 70% in the CZs. The average SSIM for Measured data stands at approximately 0.65. Regarding cold eddies (CEs), all indicators underperform relative to warm eddies (AEs), and this trend is consistent in the actual data reconstruction. As with AEs, the reconstruction effect in Area II is slightly less favorable compared to Area I, but with an average SSIM of around 0.7, an RMSE of about 2.0 m/s, and each CZ’s reconstruction accuracy exceeding 70%. The average SSIM for Measured data is approximately 0.65; with CEs, all indices are lower than those of AEs, which is also evident in the reconstruction of the Measured data (Figure 13).




Figure 13 | Schematic comparison of the generalizability of the model for different input sound speed profile conditions, including Area 1, Area 2 and Measured Data (in the case of AEs).



From this analysis, we can deduce that the reconstruction effects in Areas I and II are in basic agreement with the experimental results presented in the previous paper. It is observed that the reconstruction quality of measured data is slightly inferior to that of reanalyzed data, and the reconstruction effect across different CZ distances exhibits a consistent trend with the reanalyzed data. Several factors may account for this: firstly, the sample size of the measured data is significantly smaller than that of the reanalysis data, which fails to capture the randomness ideally present; secondly, the model demonstrates better applicability to data that originates from the same source as the sample set, leading to somewhat weaker support for the measured data. Even though the reanalyzed data assimilate a considerable quantity of measurements from diverse sources, the volume of data is relatively limited for the expansive oceanic area. This limitation contributes to the measured data’s slightly less accurate reconstruction effect compared to the reanalyzed data. Despite the reanalyzed data incorporating extensive multi-source real measurements, the amount remains insufficient for the vast oceanic expanse, resulting in the model not fully capturing the characteristics of actual data. Thirdly, the measured data derived from the combination of WOA18 and Argo data, as introduced in this section, is not truly raw measured data. In comparison to shipborne survey measurements, there is a notable disparity in point density and instrumental precision. Consequently, this difference may also contribute to the challenge of accounting for the bias observed in the reconstruction effect.

Additionally, we have also carried out reconstructions of other high mesoscale eddy regions in the world’s oceans in our experiments, but the results were not good enough to be presented in the paper in the form of data visualizations. The reason is not difficult to explain, it is due to the dataset used in this paper is the Northwest Pacific region, so the model reconstruction effect for this region is much better than other regions, while the support for other regions needs to build additional sample datasets for training, which will be one of the directions of our future work.





6 Conclusion and outlook

In this paper, we utilized high-resolution reanalysis data and the mesoscale eddy identification technique based on flow field geometry to correlate eddy field information with corresponding mesoscale eddy temperature and salinity profiles. We adopted the empirical sound speed formula to create a sample dataset of mesoscale eddy SSPs. Subsequently, we proposed and trained a generative adversarial network model for mesoscale eddy reconstruction. The model was evaluated using SSIM, RMSE, and CZ reconstruction accuracy as indicators to assess its reconstruction performance. The results indicate that the model provides a better reconstruction effect. Compared with the native GAN network and traditional reconstruction methods, under the same sample set and parameter settings, the proposed Eddy GAN model displayed improvement. The average SSIM indices for AE and CE exceeded 0.75 and 0.65, respectively; the RMSE indices were 1.45 m/s for AE and 1.97 m/s for CE; and the reconstruction accuracy for CZ was above 70%, which is slightly higher than that of the native GAN network and significantly exceeds other methods.

During the experimental process, we observed four phenomena: first, the reconstruction effect for AE was significantly better than for CE; second, the reconstruction effect showed little variation across different directions; third, the reconstruction effect was poorer around the summer months in the northern hemisphere compared to other times of the year; and fourth, the reconstruction accuracy decreased with increasing distance of the CZ.

To verify the model’s generalizability and practical value, we used mesoscale eddy SSPs constructed by fusing multiple Argo datasets from WOA18 for model validation. We employed the same validation method to evaluate the model’s performance. The results demonstrate that the EddyGAN model performs well with real data, and the SSIM and RMSE metrics indicate performance comparable to the reanalyzed data. In terms of CZ accuracy, the reconstruction accuracy for the first two CZs was above 70%, while the third was slightly lower at 58%. Analyzing its causes, the poorer reconstruction results of the third CZ may be caused by the accumulation of its acoustic propagation error, which can be clearly seen in the decreasing reconstruction accuracy trend of the first, second, and third CZs in Figure 12. In addition, since the Measured data in this paper are synthesized from multiple Argo data that are approximately in a straight line, there is some synthesis error in itself, and the reconstruction accuracy of the CZ is closely related to the reconstruction effect of the profiles, so uncontrollable errors may occur; finally, since there are only about 200 sets of Measured data that meet the screening conditions in 5.2, the small amount of data may not be able to reflect the reconstruction effect more realistically. For the above reasons that may lead to the decrease of reconstruction effect, we give several possible solutions, which will also continue to be tried in our next research: first, updating the model to make it more applicable to the direction of mesoscale eddy reconstruction; second, expanding the sample dataset, which will lead to an increase in the content of the learning, and the model will be more generalizable and robust; third, fusing some of the measured data into the sample dataset instead of only using the reanalysis data to enhance its reconstruction support for the real data; fourth, the diversity of evaluation indexes; CZ reconstruction accuracy is admittedly a better application index to reflect the reconstruction effect, but other application evaluation indexes are more meaningful for the areas where CZs are less applied.

Finally, to address the challenge of reconstructing the mesoscale eddy sound field with limited data, we present the EddyGAN model as a solution. This model requires a minimum amount of data, specifically the sea surface sound speed field and a single sound speed profile at the eddy center. The model has undergone experimental evaluations to support its generalizability and validity, showing a degree of representativeness. However, there remains a gap in its response to the finer and more realistic mesoscale eddy sound field structures: limited by the collection range of the sample dataset, our proposed model is only applicable to the KE region and its adjacent regions with similar mesoscale eddy characteristics, while it is not as descriptive for other regions. In future work, we will build more models for sea areas with different mesoscale eddy characteristics to make our model more generalized and adapt it to the mesoscale eddy reconstruction conditions in more sea areas. If this research could incorporate a substantial number of mesoscale eddy survey data, the model’s credibility would significantly improve. We hope that this work will encourage the broader sharing of marine survey data and foster continued advancements in mesoscale eddy reconstruction research.





Data availability statement

The original contributions presented in the study are included in the article/supplementary material. Further inquiries can be directed to the corresponding author.





Author contributions

XM: Conceptualization, Investigation, Methodology, Software, Supervision, Writing – original draft, Writing – review & editing. LZ: Funding acquisition, Resources, Visualization, Writing – review & editing. WX: Formal analysis, Project administration, Validation, Writing – review & editing. ML: Data curation, Methodology, Supervision, Writing – review & editing. XZ: Data curation, Writing – review & editing.





Funding

The author(s) declare that no financial support was received for the research, authorship, and/or publication of this article.




Acknowledgments

Thanks to JAMEST for JCOPE2M data support (https://www.Jamstec.go.jp/jcope/htdocs/distribution/index.html). Thanks to NCEI for the bathymetric data ETOPO (https://www.ncei.noaa.gov/products/etopo-global-relief-model). Thanks to the AVISO for the mesoscale eddy dataset (https://www.aviso.altimetry.fr/en/data/products/value-added-products/global-mesoscale-eddy-trajectory-product.html). Thanks to the International ArgoProgram for providing the buoy dataset (https://argo.ucsd.edu/). Thanks to WOA18 for the climate state dataset support (https://www.ncei.noaa.gov/data/oceans/woa/WOA18/DATA/). Other scholars and organizations that helped in the research process are also acknowledged.





Conflict of interest

The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.





References

 Akima, H. (1970). A new method of interpolation and smooth curve fitting based on local procedures. J. ACM (JACM) 17, 589–602. doi: 10.1145/321607.321609

 Akulichev, V., Bugaeva, L. K., Morgunov, Y. N., and Solovjev, A. A. (2012). Influence of mesoscale eddies and frontal zones on sound propagation at the Northwest Pacific Ocean. J. Acoustical Soc. America 131, 3354–3354. doi: 10.1121/1.4708575

 Amante, C., and Eakins, B. W. (2009). ETOPO1 arc-minute global relief model: procedures, data sources and analysis.

 Ashkezari, M. D., Hill, C. N., Follett, C. N., Forget, G., and Follows, M. J. (2016). Oceanic eddy detection and lifetime forecast using machine learning methods. Geophysical Res. Lett. 43, 12,234–12,241. doi: 10.1002/2016GL071269

 Chaigneau, A., Le Texier, M., Eldin, G., Grados, C., and Pizarro, O. (2011). Vertical structure of mesoscale eddies in the eastern South Pacific Ocean: A composite analysis from altimetry and Argo profiling floats. J. Geophys. Res.: Oceans 116. doi: 10.1029/2011JC007134

 Chelton, D., Schlax, M. G., and Samelson, R. M. (2011). Global observations of nonlinear mesoscale eddies. Prog. Oceanography 91, 167–216. doi: 10.1016/j.pocean.2011.01.002

 Chen, C. T., and Millero, F. J. (1977). Speed of sound in seawater at high pressures. J. Acoustical Soc. America 62, 1129–1135. doi: 10.1121/1.381646

 Dong, C., McWilliams, J. C., Liu, Y., and Chen, D. (2014). Global heat and salt transports by eddy movement. Nat. Commun. 5. doi: 10.1038/ncomms4294

 Duo, Z., Wang, W., and Wang, H. (2019). Oceanic mesoscale eddy detection method based on deep learning. Remote Sens. 11, 1921. doi: 10.3390/rs11161921

 Endoh, T., and Hibiya, T. (2001). Numerical simulation of the transient response of the Kuroshio leading to the large meander formation south of Japan. J. Geophysical Research: Oceans 106, 26833–26850. doi: 10.1029/2000JC000776

 Goodfellow, I., Pouget-Abadie, J., Mirza, M., Xu, B., Warde-Farley, D., Ozair, S., et al. (2014). Generative adversarial nets. Adv. Neural Inf. Process. Syst. 27.

 Gul, S., Zaidi, S. S. H., Khan, R., and Wala, A. B. (2017). “Underwater acoustic channel modeling using BELLHOP ray tracing method” in 2017 14th International Bhurban Conference on Applied Sciences and Technology (IBCAST). IEEE. doi: 10.1109/IBCAST.2017.7868122

 Hore, A., and Ziou, D. (2010). “Image quality metrics: PSNR vs. SSIM” in 2010 20th international conference on pattern recognition. IEEE. doi: 10.1109/ICPR.2010.579

 Hu, D., Chen, X., Mao, K. -F., Teng, J., Li, Y., Peng, X. -D., et al. (2018). Statistical analysis of mesoscale eddy characteristics in the region adjacent to the Kuroshio Extension. OCEANOLOGIA ET LIMNOLOGIA Sin. 49, 15. doi: 10.11693/hyhz20170900232

 Iizuka, S., Simo-Serra, E., and Ishikawa, H. (2017). Globally and locally consistent image completion. ACM Trans. Graphics (ToG) 36, 1–14. doi: 10.1145/3072959.3073659

 Isern-Fontanet, J., Lapeyre, G., Klein, P., Chapron, B., and Hecht, M. W. (2008). Three-dimensional reconstruction of oceanic mesoscale currents from surface information. J. Geophysical Research: Oceans 113. doi: 10.1029/2007JC004692

 Itoh, S., and Yasuda, I. (2010). Water mass structure of warm and cold anticyclonic eddies in the western boundary region of the subarctic North Pacific. J. Phys. Oceanography 40, 2624–2642. doi: 10.1175/2010JPO4475.1

 Jian, Y. J., Zhang, J., Liu, Q. S., and Wang, Y. F. (2009). Effect of mesoscaie eddies on underwater sound propagation. Appl. Acoustics. 70 (3), 432–440. doi: 10.1016/j.apacoust.2008.05.007

 Kingma, D., and Adam, J. B. (2015). “A method for stochastic optimization,” in International conference on learning representations (ICLR) (Vol. 5), 6.

 Lguensat, R., Sun, M., Fablet, R., Tandeo, P., Mason, E., Chen, G., et al. (2018). “EddyNet: A deep neural network for pixel-wise classification of oceanic eddies” in IGARSS 2018-2018 IEEE International Geoscience and Remote Sensing Symposium. IEEE. doi: 10.1109/IGARSS.2018.8518411

 Liu, J., Piao, S., Gong, L., Zhang, M., Guo, Y., Zhang, S., et al. (2021). The effect of mesoscale eddy on the characteristic of sound propagation. J. Mar. Sci. Eng. 9 (8), 787. doi: 10.3390/jmse9080787

 Liu, Y., Wang, H., Jiang, F., Zhou, Y., and Li, X. (2024). Reconstructing three-dimensional thermohaline structures for mesoscale eddies using satellite observations and deep learning. IEEE Trans. Geosci. Remote Sens. doi: 10.1109/TGRS.2024.3373605

 Liu, Y., Wang, H., and Li, X. (2022). “A deep learning-based mesoscale eddy subsurface temperature inversion model” in IGARSS 2022-2022 IEEE International Geoscience and Remote Sensing Symposium. IEEE. doi: 10.1109/IGARSS46834.2022.9883558

 Miyazawa, Y. (2003). “The JCOPE ocean forecast system,” in First ARGO Science Workshop. Tokyo, Japan.

 Munk, W. H. (1950). On the wind-driven ocean circulation. J. Atmospheric Sci. 7, 80–93. doi: 10.1175/1520-0469(1950)007<0080:OTWDOC>2.0.CO;2

 Nencioli, F., Dong, C., Dickey, T., Washburn, L., and McWilliams, J. C. (2010). A vector geometry–based eddy detection algorithm and its application to a high-resolution numerical model product and high-frequency radar surface velocities in the Southern California Bight. J. atmospheric oceanic Technol. 27, 564–579. doi: 10.1175/2009JTECHO725.1

 Pathak, D., Krahenbuhl, P., Donahue, J., Darrell, T., and Efros, A. A. (2016). “Context encoders: Feature learning by inpainting,” in Proceedings of the IEEE conference on computer vision and pattern recognition. 2356–2544. doi: 10.1109/CVPR.2016.278

 Porter, M. B., and Bucker, H. P. (1987). Gaussian beam tracing for computing ocean acoustic fields. J. Acoustical Soc. America 82, 1349–1359. doi: 10.1121/1.395269

 Qiu, B. (2001). Kuroshio and oyashio currents. Ocean currents: derivative encyclopedia ocean Sci. 2, 61–72. doi: 10.1006/rwos.2001.0350

 Qiu, B., and Chen, S. (2005). Eddy-induced heat transport in the subtropical north pacific from argo, TMI, and altimetry measurements. Gayana 68, 499–501. doi: 10.1175/JPO2696.1

 Sadarjoen, I. A., and Post, F. H. (2000). Detection, quantification, and tracking of vortices using streamline geometry. Comput. Graphics 24, 333–341. doi: 10.1016/S0097-8493(00)00029-7

 Sandalyuk, N. V., Bosse, A., and Belonenko, T. V. (2020). The 3-D structure of mesoscale eddies in the Lofoten Basin of the Norwegian Sea: A composite analysis from altimetry and in situ data. J. Geophy. Res.: Oceans 125 (10), e2020JC016331. doi: 10.1029/2020JC016331

 Scharffenberg, M. G., and Stammer, D. (2010). Seasonal variations of the large-scale geostrophic flow field and eddy kinetic energy inferred from the TOPEX/Poseidon and Jason-1 tandem mission data. J. Geophysical Res. 115 (C2). doi: 10.1029/2008JC005242

 Sun, W., An, M., Liu, J., Liu, J., Yang, J., Tan, W., et al. (2022). Comparative analysis of four types of mesoscale eddies in the Kuroshio-Oyashio extension region. Front. Mar. Sci. 9, 984244. doi: 10.3389/fmars.2022.984244

 Sun, X., Zhang, S., and Nian, X. (2023). Studying the influence of cold-core mesoscale ocean eddies on sound propagation based on the parabolic equation method. AIP Adv 13 (11). doi: 10.1063/5.0173163

 Uchimoto, K., Mitsudera, H., Ebuchi, N., and Miyazawa, Y. (2007). Anticyclonic eddy caused by the Soya Warm Current in an Okhotsk OGCM. J. oceanography 63, 379–391. doi: 10.1007/s10872-007-0036-3

 Wakatsuchi, M., and Martin, S. (1991). Water circulation in the Kuril Basin of the Okhotsk Sea and its relation to eddy formation. J. Oceanographical Soc. Japan 47, 152–168. doi: 10.1007/BF02301064

 Wang, Z., Bovik, A. C., Sheikh, H. R., and Simoncelli, E. P. (2004). Image quality assessment: from error visibility to structural similarity. IEEE Trans. image Process. 13, 600–612. doi: 10.1109/TIP.2003.819861

 Xu, G., Cheng, C., Yang, W., Ge, W., Kong, L., Hang, R., et al. (2019). Oceanic eddy identification using an AI scheme. Remote Sens. 11, 1349. doi: 10.3390/rs11111349

 Xu, W., Zhang, L., and Wang, H. (2024). Machine learning–based feature prediction of convergence zones in ocean front environments. Front. Mar. Sci. 11. doi: 10.3389/fmars.2024.1337234

 Yu, F., Wang, Z., Liu, S., and Chen, G. (2021). Inversion of the three-dimensional temperature structure of mesoscale eddies in the Northwest Pacific based on deep learning. Acta Oceanologica Sin. 40, 176–186. doi: 10.1007/s13131-021-1841-z

 Yu, F., Koltun, V., and Funkhouser, T. (2017). “Dilated residual networks,” in Proceedings of the IEEE conference on computer vision and pattern recognition (CVPR). 472–480. doi: 10.1109/CVPR.2017.75

 Zhang, Z. (2018). “Improved adam optimizer for deep neural networks,” in 2018 IEEE/ACM 26th international symposium on quality of service (IWQoS). (IEEE), 1-2. doi: 10.1109/IWQoS.2018.8624183

 Zhang, Z., Zhang, Y., Wang, W., and Huang, R. X. (2013). Universal structure of mesoscale eddies in the ocean. Geophysical Res. Lett. 40, 3677–3681. doi: 10.1002/grl.50736

 Zhang, Z., Wang, W., and Qiu, B. (2014). Oceanic mass transport by mesoscale eddies. Science 345, 322–324. doi: 10.1126/science.1252418




Publisher’s note: All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.

Copyright © 2024 Ma, Zhang, Xu, Li and Zhou. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.




ORIGINAL RESEARCH

published: 15 July 2024

doi: 10.3389/fmars.2024.1411527

[image: image2]


Deep underwater image compression for enhanced machine vision applications


Hanshu Zhang 1, Suzhen Fan 1, Shuo Zou 1, Zhibin Yu 1,2* and Bing Zheng 1,2*


1 Sanya Oceanographic Institution, Ocean University of China, Sanya, China, 2 Faculty of Information Science and Engineering, Ocean University of China, Qingdao, China




Edited by: 

Huiyu Zhou, University of Leicester, United Kingdom

Reviewed by: 

Xuebo Zhang, Northwest Normal University, China

Bangli Liu, De Montfort University, United Kingdom

*Correspondence: 

Zhibin Yu
 yuzhibin@ouc.edu.cn 

Bing Zheng
 bingzh@ouc.edu.cn


Received: 03 April 2024

Accepted: 24 June 2024

Published: 15 July 2024

Citation:
Zhang H, Fan S, Zou S, Yu Z and Zheng B (2024) Deep underwater image compression for enhanced machine vision applications. Front. Mar. Sci. 11:1411527. doi: 10.3389/fmars.2024.1411527



Underwater image compression is fundamental in underwater visual applications. The storage resources of autonomous underwater vehicles (AUVs) and underwater cameras are limited. By employing effective image compression methods, it is possible to optimize the resource utilization of these devices, thereby extending the operational time underwater. Current image compression methods neglect the unique characteristics of the underwater environment, thus failing to support downstream underwater visual tasks efficiently. We propose a novel underwater image compression framework that integrates frequency priors and feature decomposition fusion in response to these challenges. Our framework incorporates a task-driven feature decomposition fusion module (FDFM). This module enables the network to understand and preserve machine-friendly information during the compression process, prioritizing task relevance over human visual perception. Additionally, we propose a frequency-guided underwater image correction module (UICM) to address noise issues and accurately identify redundant information, enhancing the overall compression process. Our framework effectively preserves machine-friendly features at a low bit rate. Extensive experiments across various downstream visual tasks, including object detection, semantic segmentation, and saliency detection, consistently demonstrated significant improvements achieved by our approach.
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1 Introduction

The development of computer vision has greatly boost the advancement of underwater vision based marine research, including biological monitoring Gudimov (2020); Huo et al. (2021); Zhou et al. (2023), terrain mapping Rowley (2018); Nadai (2019); Jeyaraj et al. (2022), environmental surveillance Guo et al. (2020); Babić et al. (2023); Xue (2023), fisheries management Hsu et al. (2019); Madia et al. (2023); Wang et al. (2023a), etc. In these research domains, underwater imagery is pivotal in acquiring marine visual information. Since underwater photography and image acquisition usually rely on potable devices, underwater image compression is always required.

Learning-free techniques like JPEG Wallace (1991), JPEG2000 Rabbani and Joshi (2002), BPG Sullivan et al. (2012), and VVC Bross et al. (2021) reduce intra-frame information redundancy through encoding, quantization, and intra-frame prediction. Recent advancements in image compression methods based on deep learning networks have revealed their superior potential compared to conventional approaches Ballé et al. (2016, 2018); Sullivan et al. (2012); Minnen et al. (2018); He et al. (2021, 2022); Bross et al. (2021). These deep learning-based image compression methodologies leverage deep neural networks to acquire image data’s intrinsic features and compression strategies, aiming for higher compression rates and improved image quality. Unfortunately, current image compression methods are typically designed for terrestrial images. Applying these compression methods to underwater images makes it easy to trigger image information loss, which can be crucial to downstream visual tasks (e.g., image classification Deng et al. (2009); He et al. (2016); Sandler et al. (2018), object detection Redmon et al. (2016); He et al. (2017); Ren et al. (2017), and semantic segmentation models Long et al. (2015); Badrinarayanan et al. (2017); Chen et al. (2018a), as depicted in the Figure 1.




Figure 1 | (A) source image, (B) the proposed method, (C) JPEG, and (D) BPG. We provide three groups of downstream visual tasks including object detection, semantic segmentation, and saliency detection. The initial subset of results pertains to the object detection task, where the first column exhibits the original image. Notably, our approach achieves superior accuracy and confidence in three tasks.



Due to the distinctive characteristics of the underwater environment, existing image compression methods suffer from two primary drawbacks during underwater image compression tasks. On the one hand, while these methods enhance the quality of reconstructed images to some extent, their primary focus is preserving pixel-level fidelity as perceived by the human visual system rather than facilitating feature recognition in machine visual applications Fang et al. (2023). Without considering the requirements of the underwater downstream visual tasks, the preserved information can be useless or even adverse to underwater downstream visual tasks.

On the other hand, current learning-based or learning-free compression methods are mainly designed to remove redundant information in terrestrial environments, in which typically exhibit uniform color distribution and high clarity Ancuti et al. (2012). However, underwater photos are highly susceptible to color bias, scattering, motion blur, and other distortions, which are quite different with the terrestrial environments Pei et al. (2018). The noise caused by the underwater environment can affect image compression and downstream visual tasks Jiang et al. (2020); Brummer and De Vleeschouwer (2023). Due to the enormous gap between the terrestrial and underwater domains, the experience for redundant information definition in terrestrial environments does not apply to underwater environments. In other words, the removed ‘redundancy’ information defined in these conventional compression methods may be useful in underwater downstream visual tasks.

Learning-based visual tasks are fundamental for underwater automation. For high-quality images, advanced visual tasks, such as image classification Deng et al. (2009); He et al. (2016); Sandler et al. (2018), object detection Redmon et al. (2016); He et al. (2017); Ren et al. (2017), and semantic segmentation models Long et al. (2015); Badrinarayanan et al. (2017); Chen et al. (2018a) can efficiently accomplish machine visual tasks by learning discriminative features. However, if we consider these tasks with underwater image compression, the accumulation loss of information due to underwater degradation and image compression can significantly impact the performance of reconstructed images in downstream machine visual tasks. Therefore, our primary concerns are effectively introducing underwater image transformation into the compression framework and obtain more machine-friendly feature representations. Following the learning-based compression framework, we introduce a task-driven feature decomposition fusion module (FDFM) to help the network understand and preserve machine-friendly information during the compression process. This allows the network to concentrate on information pertinent to the task, prioritizing task relevance over human visual perception. Furthermore, we propose a frequency-guided underwater image correction module (UICM) to reduce the impact of noise caused by the underwater environment and to accurately locate the redundant information that can be eliminated. To this end, we propose a novel underwater image compression framework that facilitates downstream visual tasks in underwater scenarios. The overall framework is illustrated in Figure 2. The primary contributions of this work are summarized as follows:

	We have proposed a novel machine-oriented underwater image compression framework, which has achieved high compression rates and ensured the performance of downstream underwater visual tasks. Extensive experiments on three different downstream visual tasks further demonstrate the consistent and significant improvements achieved by our method.

	To alleviate the impact of information loss caused by underwater degradation during the image compression process, we propose a frequency-guided underwater image correction module (UICM) that leverages frequency priors to remove the correct redundant information.

	We introduce a task-driven feature decomposition fusion module (FDFM). Under the guidance of downstream visual tasks, this module can effectively capture and keep machine-friendly information during the image compression process.






Figure 2 | The details of the method we proposed. UICM, FDFM, AFAM respectively represent the feature recovery module, feature decomposition fusion module, and attention feature aggregation module, respectively. Q, AE and AD indicate quantization, arithmetic encoding and arithmetic decoding respectively.   and   represent the luminance and chrominance components of the image in the YCbCr color space.






2 Related works



2.1 Image compression

Image compression uses reversible function mapping and encoding techniques to represent the original image data losslessly or lossily using fewer bits.



2.1.1 Learning-free image compression

In early years, learning-free image compression algorithms, including JPEG Wallace (1991), JPEG2000 Rabbani and Joshi (2002), BPG Sullivan et al. (2012), and VVC Bross et al. (2021), have gained widespread practical adoption due to their extensive development. These algorithms employ lossy compression techniques, such as transform Khayam (2003); Al-Haj (2007), quantization, entropy coding Di et al. (2003); Sze and Budagavi (2012), intra-frame prediction Brand et al. (2019), and deep hierarchical structure Motl and Schulte (2015), to process images. However, the individual components of these standards are manually designed in advance, with rate-distortion optimization applied to determine pixel signal fidelity. The rigid, hand-crafted nature of traditional codecs limits their adaptability and efficiency in catering to diverse targets. Since they lack end-to-end optimization, they cannot dynamically adjust to image content characteristics. Consequently, compression requirements vary for different image types, scenarios and complexities, posing challenges to learning-free image compression methods.




2.1.2 Learning-based image compression

The rapid development of deep learning networks has significantly boost learning-based image compression methods. Notably, methods based on Variational Autoencoders (VAE) Ballé et al. (2016, 2018); Minnen et al. (2018); Cheng et al. (2020); Li et al. (2020); He et al. (2021; Chen et al. (2021); Zhu et al. (2022), 2022); Zou et al. (2022) employ encoders and decoders to compress images, focusing on compressing latent features. These approaches optimize the network in an end-to-end fashion, resulting in a high-performance compression framework. For instance, Ballé et al. (2016) introduced an image compression method incorporating a nonlinear analysis transform, a uniform quantizer, and a nonlinear synthesis transform. This method laid the foundation for the image compression model based on the VAE model. Similarly, Ballé et al. (2018) proposed an image compression model based on variational autoencoders, combining priors to capture spatial dependencies in latent representations and training the model in an end-to-end manner. When trained on appropriate losses, the model cannot fully achieve the performance of highly optimized traditional methods (such as BPG based on PSNR). This difference may indicate that the method has not yet reached the expressive power of traditional methods. In another approach, Minnen et al. (2018) enhanced an image compression method by refining the entropy model with an autoregressive model. The synergy between the autoregressive model and the prior model leads to improved image indicators, such as PSNR and MS-SSIM, outperforming the BPG Sullivan et al. (2012) method. However, the sequential computational approach of autoregressive models results in low operational efficiency. Moreover, Zhu et al. (2022) presented an image compression method using a multivariate Gaussian mixture, employing vector quantization to approximate the mean and solving it through cascaded estimation, avoiding the need for a context model and reducing complexity. However, this method is trained in an unsupervised manner, and the generated results may be biased. Li et al. (2020) introduced a content-weighted codec model, which generates an importance mask for local adaptive bit allocation through an importance mapping subnet, offering an alternative to entropy estimation. This method improves image compression efficiency while reducing the computational complexity of the context model. Chen et al. (2021) introduced an image compression method that combines non-local attention optimization with improved context modeling. This method utilizes local network operations as nonlinear transformations, estimating the corresponding latent features and priors by calculating local and global correlation information. This method leverages joint 3D convolution to enhance both the autoregressive model and the hyperprior model, improving the efficiency of the entropy model. Experimental results have demonstrated that this method outperforms JPEG, JPEG2000, and BPG in terms of image compression efficiency. Cheng et al. (2020) proposed an entropy model with enhanced flexibility in latent representation distribution estimation through a discretized Gaussian mixture model. Additionally, the performance was improved by incorporating an attention module to focus on complex regions. This method pays more attention to information-rich regions during the training process, thus improving the encoding performance. He et al. (2021, 2022) surpassed the compression efficiency of VVC by employing a checkerboard context model and unevenly grouped space channels. These two methods increase the decoding speed of the autoregressive model by more than 40 times, improving the parallelism and computational efficiency of the autoregressive model. Zou et al. (2022) presented a plug-and-play non-overlapping window local attention block, which calculates the attention map for each window using an embedded Gaussian function and normalization factors to focus on high-contrast regions. Tolstonogov and Shiryaev (2021) present an underwater image compression method based on camera frames, involving semantic segmentation, semantic shape simplification, and binary data compression. Compared to the JPEG algorithm, this method achieves a threefold increase in frame rate. Anjum et al. (2022) introduces a data-driven underwater image compression method for transmitting images through water. This method effectively utilizes limited bandwidth to transmit images and exhibits robustness against disturbances caused by channel transmission. Burguera and Bonin-Font (2022) proposes a progressive underwater image compression method that divides images into small blocks that can be transmitted separately. Experimental results have shown that this method performs well in low bandwidth or unreliable communication channel environments. Liu et al. (2023) introduces an autoencoder-based underwater image compression technique. This method enhances the reliability of encoding through a multi-step training strategy and multi-description encoding policy. Despite the remarkable performance of VAE-based methods, they are primarily designed to preserve pixel-wise signal fidelity rather than high-level semantic features, which are required in downstream visual tasks.

In parallel to the approaches above, certain studies Agustsson et al. (2019); Wu et al. (2020); Liu et al. (2021a) have explored generative adversarial networks (GANs) to generate visually pleasing textures at low bit rates. GAN-based image compression offers several notable advantages. Firstly, GANs can compress full-resolution images, showcasing the versatility of this approach. Secondly, GANs are capable of achieving extreme bit-rate image compression. However, it is essential to note that the generated images may exhibit significant differences from the original ones, resulting in a potentially deceptive perception of clarity and high resolution.





2.2 Underwater downstream visual tasks



2.2.1 Object detection

The authors of Ellen et al. (2023) utilized underwater drones with YOLOv5 to detect submerged objects, achieving considerable accuracy. In Zhang and Zhu (2023), the authors improved YOLOv5 by implementing coordinate attention mechanisms and bidirectional feature pyramids, resulting in enhanced precision in ship detection. The work in Ranolo et al. (2023) compared the detection results of seaweed using YOLOv5 and YOLOv3, with YOLOv3 exhibiting higher accuracy. The method proposed in Gao et al. (2023b) significantly increased the detection accuracy in sonar imagery by denoising sonar images and enhancing YOLOv5. The approach in Ercan et al. (2022) involves detecting targets in swimming pools through cloud-based computing. In Fu et al. (2022), the authors utilized K-means to recluster target anchor frames, improving YOLOv5’s accuracy in detecting small objects in side-scan sonar images. The authors of Hu and Xu (2022) reduced the backbone size of YOLOv5 and restructured the feature pyramid, introducing a novel method for underwater debris detection. The method presented in Xu and Matzner (2018) conducts a comparative analysis of fish detection across multiple datasets and suggests using different datasets during the detector training process. The sonar is an essential tool for the underwater image target detection. Zhang et al. (2024) developed a chirp scaling algorithm based on the reformulated Loffeld’s bistatic formula. Compared with the traditional method, the proposed method is much more efficient and can be directly applied to multichannel and tandem synthetic aperture radar. Yang (2024) proposes an imaging algorithm based on Loffeld’s bistatic formula for a multireceiver synthetic aperture sonar system. The presented method can produce high-resolution images.




2.2.2 Semantic segmentation

The authors of Nezla et al. (2021) used a deep convolutional encoder-decoder model based on the UNet architecture to segment the Fish4Knowledge image dataset, achieving commendable scores. Using a self-supervised approach, the method proposed in Singh et al. (2023) addresses the lack of large labeled datasets in underwater scenarios. This approach allows pretraining on extensive terrestrial datasets and fine-tuning on smaller underwater datasets. Kabir et al. (2023) introduced a novel underwater dataset centered around animals, with pixel-level annotations for various fine-grained animal categories. In Pergeorelis et al. (2022), the authors tackled the issue of class instance imbalance in underwater datasets by employing a scheme that involves cutting and pasting objects from one image to another. Chicchon et al. (2023) presented a combination loss function based on active contour theory and level-set methods to enhance underwater object segmentation accuracy. Wang et al. (2023b) employed a semi-supervised K-means clustering algorithm to train and validate objects like coral, sea urchins, starfish, and seagrass. Islam et al. (2020) proposed the first underwater semantic segmentation dataset, containing pixel annotations for eight object categories, and suggested that deep residual models can accurately segment underwater objects. Thampi et al. (2021) analyzed the impact of different thresholds on predicted masks for the underwater semantic segmentation of five different fish species in the Fish4Knowledge image dataset.

Despite the widespread application of advanced visual tasks in underwater environments, most require clear input images. Information loss caused by underwater degradation and image compression can affect the performance of these methods.






3 The proposed method



3.1 The overall architecture

The details of the proposed methodology are illustrated in Figure 2. To the impact of information loss caused by underwater degradation during the image compression process, we introduce the frequency-guided underwater image correction module (UICM). This module aims to reduce the impact of noise caused by the underwater environment and remove redundant information accurately. The subsequent advancement toward enhancing encoding efficiency at low bit rates involves the utilization of the task-driven feature decomposition fusion module (FDFM) for decomposing features according to their relevance to downstream underwater visual tasks. This procedure preserves machine-friendly data while eliminating redundancy, yielding a concise, machine-friendly feature representation and reduced bit rate while retaining key features. Finally, a machine-friendly image is reconstructed in the decoder stage to facilitate diverse downstream visual tasks.




3.2 Frequency-guided underwater image correction module

Due to the complexity of optical imaging in underwater environments compared to terrestrial environments, underwater images are often subject to noise interference. Since image noise is non-compressible and irrelevant to downstream visual tasks, the compressed image bit rate will be lower than the standard Brummer and De Vleeschouwer (2023). The work on Xu et al. (2020) suggests the varying significance of different frequency channels in visual tasks. We have designed a frequency-guided underwater image correction module (UICM) to address this issue to eliminate noise and pinpoint removable redundant information. The structure of UICM is illustrated in Figure 2.

Firstly, we revisit the operations and properties of the discrete cosine transform(DCT). DCT is an orthogonal transformation method. Compared with the fast Fourier transform (FFT) and the discrete wavelet transform (DWT), DCT can save computation and maintain good performance Wen et al. (2022). Given a single-channel image f of size N × N, the discrete cosine transform D transforms it into the discrete cosine space as X, which is expressed as Equation 1:

 

where i and j are the coordinate bases in the spatial space; u and v are the coordinate bases in the discrete cosine transform space and   denotes the inverse discrete cosine transform.

The image features affected by the underwater environment   can be expressed as:

 

where   represents image features affected by the underwater environment at different scales and   represents different scale ranges. DCT can effectively model noise signals and redundant signals. Let   represent component of   in the DCT space. Equation 2 can be reexpressed as Equation 3:

 

where   represents different scale ranges; u and v are the coordinate bases in the discrete cosine transform space.

Let   represent the expected image features with low noise and low redundancy, and its component in the DCT space is denoted as  . Q can be formulated as follows:

 

where   represents different scale ranges; u and v are the coordinate bases in the discrete cosine transform space.

The difference between   and   in the DCT space, namely the spectral loss  , can be represented as Equation 5:

 

where   represents different scale ranges; u and v are the coordinate bases in the discrete cosine transform space.

Equation 4 can be reexpressed as Equation 6:

 

where   represents different scale ranges; u and v are the coordinate bases in the discrete cosine transform space.

Conventional approaches reliant on DCT space aim to directly adjust DCT coefficients, posing significant challenges for practical implementation. Drawing inspiration from Zheng et al. (2019), we leverage a convolutional neural network (CNN) to estimate  . Acknowledging the influence of diverse-scale features and frequencies on images, our approach entails image adjustment across multiple scales.

UICM employs frequency-space interaction blocks (FSI) as illustrated in Figure 3 as fundamental units. The FSI block consists of a frequency branch and a spatial branch to learn global and local information, respectively. The frequency domain representation emphasizes global attributes, while the local attributes are learned in the spatial branch. These two branches interact to obtain complementary information. The frequency branch estimates the spectrum loss   in the DCT space via the CNN block and then converts it to the color space through block-IDCT. Block-IDCT uses a predefined convolutional layer with weights fixed as the D−1 coefficient. The spatial branch processes information in the spatial domain through convolutional blocks. We then interweave features from the spatial and frequency branches, facilitating the acquisition of more information by different branches. The FSI will then repeat the same calculation once more. Finally, we merge the outputs of the two branches using 1×1 convolution to obtain the output of the FSI block.




Figure 3 | The illustration of the amplitude format of the FSI block. The FSI block consists of frequency and spatial branches to learn global and local information. The frequency domain representation emphasizes global attributes, while the local attributes are learned in the spatial branch. These two branches interact to obtain complementary information.






3.3 Task-driven feature decomposition fusion module

To ensure the image compression network prioritizes machine-friendly features over preserving pixel-level fidelity as perceived by the human visual system, we employ the task-driven feature decomposition fusion module (FDFM). This module facilitates the preservation of machine-friendly information while eliminating redundancies. Guided by downstream visual tasks, FDFM extracts machine-friendly details from both the original image and the image processed by UICM, effectively removing redundant information. Additionally, attention mechanisms are applied to discern the significance of pixels at various spatial positions. In alignment with downstream underwater visual tasks, distinct weights are assigned to individual pixels to mitigate information redundancy.

The detailed workflow is illustrated in Figure 2. The FDFM comprises three essential modules: a shared encoder   dedicated to extracting low-frequency features, a detailed encoder   specialized in capturing high-frequency features, and a decoder Ψ employed for the reconstruction of features with enhanced semantic information.

In a detailed approach, the FDFM model initiates the process by utilizing the shared encoder   and the detailed encoder   to dissect the low-frequency and high-frequency components of both the original source image   and the image   processed through UICM. This results in the extraction of low-frequency information     and high-frequency information  , which is formulated as Equation 7. Drawing inspiration from recent advancements in backbone networks Ding et al. (2023, 2022, 2021); Liu et al. (2021b), we adopt the ConvNeXt Woo et al. (2023) structure for the detailed encoder.

 

In the current context, we possess low-frequency information denoted as   and   extracted from both the source image   and the restored image  . The imperative task is to devise an efficient approach for integrating these information sets. Motivated by the positional attention mechanism discussed in Hou et al. (2021), which simultaneously empowers the neural network to assimilate information from diverse channels, we have formulated an attention feature aggregation module(AFAM). This module is specifically designed to handle features originating from various channels collaboratively. Moreover, this module analyzes pixel significance across various positions, utilizing coordinates to mitigate information redundancy. Initially, we engage in channel concatenation for the low-frequency information   and  . Subsequently, we conduct computations employing operation Coo, culminating in the utilization of a 1×1 convolution operation to produce the final output, which is formulated as Equation 8:

 

where the   means the integrated low-frequency information; Pw is indicative of the 1×1 convolution operation; Coo represents positional attention, and Cat stands for channel concatenation.

Multiscale learning enables the network to autonomously acquire global and local information from features at higher and lower resolutions. Consequently, we conduct scale decomposition on the acquired  . We streamline Chen et al. (2022) and incorporate it as the feature extraction network. Subsequently, through AFAM fusion, we derive representations imbued with more profound semantic information. To encapsulate, the process above can be summarized as Equation 9:

 

where the ϕ signifies scale decomposition;   denotes the features subsequent to scale decomposition; and   represents the augmented representation with enriched information post scale fusion.

In conclusion, we integrate   with  . Drawing inspiration from He et al. (2016), we utilize skip connections to seamlessly amalgamate   and  . Subsequently, the acquired features undergo reconstruction into features   endowed with more profound semantic information and less redundant information through the decoder Ψ. The process above can be summarized as Equation 10.

 




3.4 Training



3.4.1 Loss function

In light of our approach to designing for downstream visual tasks, we employ four distinct loss functions to facilitate the training of our network.

  is the reconstruction loss between the input image L and the reconstructed image L′, used to constrain the pixel-level fidelity of the reconstructed image L′ to the input image L, which is formulated as Equation 11:

 

Inspired by the work of Johnson et al. (2016), we integrate the perceptual loss, denoted as  , to accentuate the perceptual quality of the reconstructed image. Employing the initial three layers of a pre-trained VGG-19 Simonyan and Zisserman (2014) as feature extractors, we input both the original images I and reconstructed images   to derive the corresponding output features. The loss is formulated by leveraging these features, expressed mathematically as Equation 12:

 

where the   and   denote the feature representations at the i layer within their pre-trained neural network; and the N represents the total number of layers.

In order to enhance the performance of the reconstructed image in sophisticated visual tasks, we incorporate diverse downstream task losses under the designation of the task loss  . The application of multiple loss constraints ensures that the reconstructed image aligns with the specific demands of a variety of downstream visual tasks. Throughout the training phase, the cumulative loss is denoted as Equation 13:

 

where   represents the bit-rate of latent code;  ,   and   are hyperparameters that mediate the compression ratio of the network. The hyperparameters  ,   and   will all affect the results of the method. Typically, we set hyperparameters  ,   and   based on experience. Please refer to section 4.1 for detail.




3.4.2 Adaptive training strategy

The single-stage training strategy encounters challenges in achieving a harmonious equilibrium between low-level and high-level visual tasks. Current approaches for low-level visual tasks, propelled by their high-level counterparts, frequently employ pre-trained high-level visual models to direct the training of models dedicated to low-level visual tasks. Alternatively, some methodologies opt for concurrently training low-level and high-level visual tasks within a unified stage. Our strategy upholds the performance synergy between image fusion and semantic segmentation by subjecting the compression network and semantic segmentation network to alternating training. This method mitigates potential issues, such as mode collapse, commonly observed during Generative Adversarial Network (GAN) training Tang et al. (2022).






4 Experiments



4.1 Experimental setup



4.1.1 Datasets

SUIM Islam et al. (2020) is a dataset for semantic segmentation of underwater. It comprises over 1500 images, each pixel annotated for eight distinct object categories: vertebrate fish, invertebrate coral reefs, aquatic plants, sunken ships/ruins, human divers, robots, and the seabed. Following a predefined partitioning scheme, the dataset is divided into 1525 images for training and 110 for testing. The hyperparameters  ,   and   will all affect the results of the method. Typically, we set hyperparameters lambda based on experience.  are empirically set to 0.051/0.15/1, 0.051/0.5/1 and 0.051/2/1 under 0.1, 0.3 and 0.5 bpp respectively.

URPC2018 is a dataset for object detection of underwater. It compasses four distinct categories: sea cucumber, sea urchin, starfish, and scallop, comprising 2901 training images and 800 testing images. Our approach adheres to a pre-established partitioning scheme. The hyperparameters  ,   and   will all affect the results of the method. Typically, we set hyperparameters lambda based on experience.   are empirically set to 0.051/0.17/1, 0.051/0.5/1 and 0.051/2/1 under 0.028, 0.86 and 0.237 bpp respectively.




4.1.2 Compared methods

We assessed the efficacy of our proposed method through a comparative analysis with traditional and CNN-based compression methods. The entropy model is based on Zou et al. (2022). The traditional methods encompass JPEG Wallace (1991), JPEG2000 Rabbani and Joshi (2002), BPG (intra-frame, 4:4:4 chroma format) Sullivan et al. (2012), and VVC intra-frame (4:4:4 chroma format) Bross et al. (2021). Additionally, CNN-based methods such as Hyperprior (ICLR2018) Ballé et al. (2018), Devil (CVPR2022) Zou et al. (2022) and Gao Gao et al. (2023a) were included in the comparison.

We conducted an extensive series of experiments to assess the performance of the proposed underwater image compression model in downstream visual tasks downstream, encompassing object detection, semantic segmentation, and saliency detection.





4.2 Downstream visual tasks performance comparison



4.2.1 Object detection

We employed the Yolov8s framework for downstream object detection to present our findings. We fine-tune the detector using a pre-trained model on the COCO dataset Lin et al. (2014) for identifying targets such as humans, robots, invertebrates, vertebrates, and fish. The image dimensions were standardized to 640×640, and the detector underwent training using the Adam Kingma and Ba (2014) optimizer for 100 epochs, initialized with a learning rate of 0.00001. Notably, consistent settings were applied across various image compression methods. Evaluation of detection performance was based on the recall rate (RA) and the mean average precision (mAP50).

Table 1 illustrates that our proposed method achieves high accuracy in target detection even under low bit rates. Specifically, under 0.1bpp, on SUIM dataset, our method surpasses JPEG, JPEG2000, BPG, and VVC in RA/mAP50 by 0.237/0.03267 points, 0.162/0.105 points, 0.102/0.065 points, 0.226/0.165 points, respectively. In comparison to Hyperprior Ballé et al. (2018), devil Zou et al. (2022) and Gao Gao et al. (2023a) under 0.01bpp, our method demonstrates notable improvements of 0.091/0.059 points, 0.189/0.198 points and 0.028/0.053 points in RA/mAP50. Noteworthy, under 0.3 and 0.5bpp, our method has a comfortable lead over the alternatives.


Table 1 | Comparison on object detection tasks on SUIM dataset.



As shown in Table 2, our method demonstrates outstanding performance in the URPC2018 dataset. Specifically, under 0.028 bpp, our approach yields RA/mAP50 scores 0.066/0.09 points higher than those of VVC. In contrast, the reconstructed images produced by the JPEG2000 method suffer severe degradation, leading to a loss in analytical efficacy. Across different bitrates, our proposed method keeps ahead of various compression methods in underwater object detection tasks. Due to the influence of the underwater environment, the images in the URPC2018 dataset are blurry. Qualitative analysis is shown in the Figure 4. Experimental results demonstrate that our method performs well even on blurry images.


Table 2 | Comparison on object detection tasks on URPC2018 dataset.






Figure 4 | Qualitative analysis of object detection conducted on the URPC2018 dataset. Where (A) are original images, and (B) are reconstructed images using the proposed method under 0.237 bpp.






4.2.2 Semantic segmentation

We employed DeepLabV3+ Chen et al. (2018b) as the semantic segmentation framework to present our findings. The segmentation framework underwent fine-tuning, utilizing a pre-trained model from Imagenet dataset Deng et al. (2009), for the precise segmentation of targets including vertebrate fish, invertebrate coral reefs, aquatic plants, sunken ships/ruins, human divers, robots, and the seabed. Standardizing the image size to 256×256, the segmentation framework underwent training with the Adam Kingma and Ba (2014) optimizer for 100 epochs, commencing with an initial learning rate of 0.0001. Notably, consistent settings were applied across diverse image compression methods. Evaluation of segmentation performance was conducted using mean Intersection over Union (mIOU), mean Pixel Accuracy (mPA), and Pixel Accuracy (PA).

Table 3 shows the comparisons among different methods in semantic segmentation tasks. It is evident that our approach outperforms the other methods. As we discussed in section 1, the high-level features in underwater images can be easily affected, posing challenges for downstream visual tasks. Unlike our methods, current CNN-based compression methods still focus on mitigating pixel distortion without considering the key features required by semantic segmentation and other downstream visual tasks. For example, under approximately 0.1bpp, our proposed method attains higher mIOU/mPA/PA scores than JPEG, JPEG2000, BPG, and VVC by 12.84/13.22/6.8 points, 5.09/3.98/1.78 points, 3.96/4.63/1.34 points, 0.44/1.21/1.08 points, respectively. In comparison to Hyperprior Ballé et al. (2018), devil Zou et al. (2022) and Gao Gao et al. (2023a) under 0.01bpp, our method remains ahead of 0.42/1.63/1.38 points, 10.56/10.36/6.3 points and 0.46/1.83/1.26 points in mIOU/mPA/PA.


Table 3 | Comparison on semantic segmentation tasks on SUIM dataset.






4.2.3 Saliency detection

We employed the U2net Qin et al. (2020) framework for underwater saliency detection with different compression frameworks. The saliency detection framework underwent fine-tuning utilizing a pre-trained model on the DUTS dataset Piao et al. (2020), specifically targeting human divers, robots, fish, and vertebrates. The dimensions of the images in the detection framework were standardized to 320×320, and the training process utilized the AdamW Loshchilov and Hutter (2017) optimizer for 360 epochs, initializing with a learning rate of 0.001. Consistency was maintained across various image compression methods as we adhered to the same settings. Our evaluation of the detection performance relies on mean absolute error (MAE) and maximal F-measure (maxFβ) Achanta† et al. (2009).

Table 4 reveals that our proposed method achieved the best performance in saliency detection even under low bit rates. Specifically, under 0.1bpp, our method’s MAE/maxFβ outperforms JPEG, JPEG2000, BPG, and VVC by 0.025/0.115 points, 0.012/0.058 points, 0.014/0.058 points, 0.004/0.023 points, respectively. In comparison to Hyperprior Ballé et al. (2018), devil Zou et al. (2022) and Gao Gao et al. (2023a) under 0.01bpp, our method showcases improvements of 0.002/0.031 points, 0.022/0.107 points and 0.002/0.018 points in MAE/maxFβ. Under 0.3 and 0.5bpp, our method consistently maintains superior performance. It is evident that our method can efficiently support underwater saliency detection tasks.


Table 4 | Comparison on saliency detection tasks on SUIM dataset.



Figure 5 illustrates a qualitative analysis of the outcomes obtained from various methods across three tasks: object detection, semantic segmentation, and saliency detection. In the initial row of each set, we display the bounding boxes and confidence levels associated with the object detection results, with the initial image serving as a representation of the original image. Evidently, underwater images compressed with our approach remain high detection accuracy and confidence scores. The effectiveness of the object detector can be easily constrained by the impact of underwater degradation with compression. Nevertheless, our UICM systematically removes noise and redundant information, resulting in specific detection outcomes surpassing those of the original images. In the subsequent row of each set, the initial image serves as the ground truth for the semantic segmentation task, with varied colors denoting distinct categories. For semantic segmentation task, our approach obtained segmentation accuracy compared to alternative methods, producing contours that align more closely with the ground truth. Additionally, our approach demonstrates comparable efficacy in salient object detection, as depicted in the third-row results, where the initial image serves as the ground truth.




Figure 5 | Examples results of (A) original image, (B) our method, (C) JPEG, (D) JPEG2000, (E) BPG, (F) VVC, (G) Hyperprior, (H) Devil. For each group, the results of object detection, segmentation and saliency detection are shown respectively. Our method has better performance compared to other methods.



Through a comprehensive examination of both qualitative and quantitative outcomes in the three tasks above, our proposed method has exhibited superior performance on various downstream visual tasks.





4.3 Ablation study

We conducted some ablation experiments to validate the contributions of the proposed UICM and FDFM. We compared the results of object detection, semantic segmentation, and saliency detection for three network structures: (a) without UICM, (b) without FDFM, and (c) without both UICM and FDFM.

The ablation experiments’ outcomes for the target detection task are presented in Table 5. Among the experimental setups, (b) demonstrates superior performance in RA and mAP50. In comparison to (c), (b) exhibits a notable enhancement of 0.081/0.037 points in both RA and mAP50. Similarly, when contrasted with (a), (b) manifests an improvement of 0.009/0.005 points in RA and mAP50. Furthermore, in contrast to (c), (a) displays an increase of 0.072/0.032 points RA and mAP50.


Table 5 | Ablation study on object detection tasks on SUIM dataset under 0.3 bpp.



We obtained similar performance on semantic segmentation tasks, as depicted in Table 6. Compared to (c), (b) demonstrates a notable improvement of 0.93/0.63/1.28 points in mIOU, mPA, and PA, respectively. Compared with (a), (b) displays a modest enhancement of 0.06/0.03/0.13 points in mIOU, mPA, and PA. Similarly, compared to (c), (a) exhibits an increase of 0.87/0.6/1.15 points in mIOU, mPA, and PA.


Table 6 | Ablation study on semantic segmentation tasks on SUIM dataset under 0.3 bpp.



The outcomes of the ablation experiments conducted for the saliency detection task are presented in Table 7, unveiling consistent patterns in the results of the saliency detection task. In comparison to (c), (b) demonstrates a noteworthy improvement of 0.004/0.015 points in MAE/maxFβ. Similarly, contrasted with (a), (b) exhibits a modest enhancement of 0.001/0.012 points in MAE/maxFβ. Furthermore, when compared to (c), (a) shows an increase of 0.003/0.003 points in MAE/maxFβ.


Table 7 | Ablation study on saliency detection tasks on SUIM dataset under 0.3 bpp.



The aforementioned experimental results validate the effectiveness of UICM and FDFM. UICM incorporates underwater prior knowledge into the image compression framework by leveraging frequency information, which is beneficial for noise and redundant information removal. Meanwhile, FDFM employs a task-driven approach to decompose image features, effectively assisting the network in understanding and preserving machine-friendly information during the compression process.




4.4 Human perception performance

In order to evaluate the proposed methodology can also apply to the human visual system, we prepared comprehensive evaluations to measure human perceptual performance. To refine the evaluation of our proposed approach within the context of the human visual system, a deliberate shift from pixel fidelity was made. This involved the utilization of metrics such as PSNR and MS − SSIM for natural images, along with the UIQM Panetta et al. (2015) metric tailored for underwater imagery. The ensuing outcomes have been meticulously compiled and are delineated in Tables 8–10. In the PSNR metric, our proposed method demonstrates comparable performance to the JPEG2000 approach. Within the MS − SSIM metric, the effectiveness of our proposed method aligns with that of the BPG method. Moreover, in UIQM, our proposed method outperforms alternative approaches.


Table 8 | Comparison on human perception performance tasks on SUIM dataset in terms of PSNR metric.




Table 9 | Comparison on human perception performance tasks on SUIM dataset in terms of MS-SSIM metric.




Table 10 | Comparison human perception performance tasks on SUIM dataset in terms of UIQM metric.



From the qualitative analysis examples presented in Figure 6, it is evident that, at low bit rates, the reconstructed images generated by our method exhibit enhanced clarity in fulfilling the task objectives. Specifically, in the first row, the human targets in our approach are markedly more distinct than alternative methods. In the second row, the small fish in the lower left corner of the reconstructed images from other methodologies appear more indistinct, whereas, in our proposed method, the small fish in the corresponding position is relatively well-defined. Progressing to the third row, our proposed method’s reconstructed image of the sea urchin object displays more defined boundaries compared with alternative methods. In summary, despite its primary design for machine analysis tasks, our method preserves fundamental functionality for human recognition.




Figure 6 | The visual comparison of (A) original image, (B) the proposed method, (C) BPG, (D) VVC, and (E) Hyperprior. (A) is designated as the original image, while the remaining columns depict reconstructed images using various methods at different bpp. The reconstructed images generated by the method proposed in this paper exhibit relatively high clarity.







5 Conclusion

This paper proposes a new machine-oriented underwater image compression framework, introducing a frequency-guided underwater image correction module (UICM) and a task-driven feature decomposition fusion module (FDFM). The UICM progressively removes noise and redundant information. A Frequency-Spatial Interaction block (FSI) is used to learn complementary global and local attributes in the frequency domain. Additionally, the FDFM can effectively locate and keep useful features for downstream visual tasks through task-driven decomposition of image features. Extensive experiments on downstream visual tasks demonstrate that the proposed framework can effectively reduce the performance loss of the downstream visual tasks caused by compression at low bit rates.

In our future endeavors, we are committed to advancing the study of image compression techniques within more visual tasks. Moreover, we aim to investigate strategies for harnessing the potential advantages derived from large-scale models.
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Deep learning, a data-driven technology, has attracted widespread attention from various disciplines due to the rapid advancements in the Internet of Things (IoT) big data, machine learning algorithms and computational hardware in recent years. It proves to achieve comparable or even more accurate results than traditional methods in a more flexible manner in existing applications in various fields. In the field of physical oceanography, an important scientific field of oceanography, the abundance of ocean surface data and high dynamic complexity pave the way for an extensive application of deep learning. Moreover, researchers have already conducted a great deal of work to innovate traditional approaches in ocean circulation, ocean dynamics, ocean climate, ocean remote sensing and ocean geophysics, leading oceanographic studies into the “AI ocean era”. In our study, we categorize numerous research topics in physical oceanography into four aspects: surface elements, subsurface elements, typical ocean phenomena, and typical weather and climate phenomena. We review the cutting-edge applications of deep learning in physical oceanography over the past three years to provide comprehensive insights into its development. From the perspective of three application scenarios, namely spatial data, temporal data and data generation, three corresponding deep learning model types are introduced, which are convolutional neural networks (CNNs), recurrent neural networks (RNNs) and generative adversarial networks (GANs), and also their principal application tasks. Furthermore, this study discusses the current bottlenecks and future innovative prospects of deep learning in oceanography. Through summarizing and analyzing the existing research, our aim is to delve into the potential and challenges of deep learning in physical oceanography, providing reference and inspiration for researchers in future oceanographic studies.




Keywords: deep learning, physical oceanography, data mining, application tasks, status quo, perspectives




1 Introduction

Marine science is holistic and involves the comprehensive study of the ocean, as well as complex interactions of various natural processes related to the ocean. The purpose of marine science research is to reveal the structure and function of the marine system through observation, experiment, comparison, analysis, synthesis, induction, deduction and scientific abstraction, to understand the natural laws of various phenomena and processes in the ocean and further use these laws to serve humans. Physical oceanography, as an important branch of ocean science, is dedicated to studying the physical processes and dynamic characteristics of the ocean, as well as its interactions with factors such as climate and environment. It encompasses a wide range of research areas, including ocean circulation, ocean dynamics, ocean climate, ocean remote sensing and ocean geophysics. Research on physical oceanography is closely related to human survival, life and economic activities. Traditional physical oceanographic models, while capable of simulating and predicting the behavior of ocean systems to some extent, are constrained by the limitations of numerical methods and the simplification of physical-process parameterization, making it difficult to accurately capture complex ocean dynamics and climate change mechanisms. The complexity of the ocean environment and regional differences also lead to a huge amount of computation, slow processing times and poor generalizability of traditional methods (Sonnewald et al., 2021).

With the rapid development of the Internet of Things (IoT) devices, such as underwater sensors, and satellite communication systems, and the continuous advancement of ocean observational technologies, IoT devices play a crucial role in collecting and transmitting oceanographic data. This integration allows for real-time monitoring of parameters like temperature, salinity, and currents, leading to an exponential growth of oceanographic data to petabyte sizes (Lou et al., 2023). The three-dimensional, diversified, multiscale, and spatiotemporal characteristics of ocean data signify the emergence of ocean big data. This paradigm shift enables marine science research to increasingly integrate and analyze vast amounts of heterogeneous data. Consequently, researchers can uncover new patterns and insights that were previously hidden, moving beyond the traditional reliance on theoretical physical models and simulations to a more data-centric approach that leverages advanced analytics, machine learning, and artificial intelligence, which also means promoting marine science research to the data traction stage (Qian and Chen, 2018) and bring challenges to traditional research methods and approaches. For example, in physical oceanography, the most typical feature of ocean big data is its spatio-temporal characteristics. It means that each category of ocean big data has a time series dimension, such as satellite remote sensing with repeated regular sampling, which assists with various applications of long-time period sequences. The interdependence of data, the diversity of influencing factors on each time scale and regional and temporal biases of data make it difficult for traditional numerical modelling methods to fit the relevant development patterns. In addition, ocean data are distinct in different geographical locations, and the data are associated with complex factors, such as the marine environment, continental environment, and even geographical location in neighboring regions. It is so complicated and uncertain that the results obtained from these data are not universal. Therefore, it is necessary to develop a methodological technique that can adequately integrate a large amount of characteristic data, conform to natural development patterns as much as possible, and be as universal as possible in oceanographic research.

Data-driven deep learning techniques are focused on using data to train models, optimize parameters, learn patterns and relationships from historical observations, and explore intrinsic connections in feature data through nonlinear mapping approaches for various purposes, such as maximizing fitted patterns or classification. The development of GPU parallel computing technology makes it possible for deep learning to be widely applied. In recent years, many classical deep learning architectures have been proposed consecutively, such as the typical CNN, RNN, long short-term memory (LSTM), and GANs, and deep learning is widely used in various research fields. For example, in the oceanography field, various processes are studied, such as variable (sea surface temperature, SST and so on) prediction, ocean noise classification, ocean wave height determination, typhoon formation and path prediction. Figure 1 shows the trend in the number of published articles on the Web of Science with the keywords: ‘ocean’ and ‘deep learning’ over time.




Figure 1 | Trends in the number of papers published on the application of deep learning in oceanography retrieved from the Web of Science each year since 2012.



Deep learning as a data-driven technique plays a key role in helping marine science researchers accelerate their understanding of complex, interactive, and multiscale processes in the ocean environment (Yu and Ma, 2021). The development of aerospace remote sensing technologies and underwater acquisition equipment has enriched the three-dimensional, diverse, and multiscale nature of ocean data, thus propelling ocean science forward significantly. The rapid development of IoT devices and observational technologies has laid the data foundation for modern ocean science. On this basis, the studies reviewed here suggest that the development of deep learning-related artificial intelligence (AI) technologies will play an increasingly important role in updating ocean science research methods and enhancing ocean data analysis within the next 10–20 years.

This paper is arranged as follows: the first part briefly introduces the shortcomings of traditional numerical methods and statistical methods used in marine science, as well as the background and necessity of deep learning applications. The development history and main categories of deep learning are presented in the second part, followed by reviews on the applications of deep learning in various fields of physical oceanography. Finally, several promising directions for future development and innovation are proposed in the fourth part.




2 Deep learning

The main knowledge foundation of deep learning is the neural network (Lippmann, 2023). The idea of a neural network involves using multiple neuron nodes to combine multi-dimensional feature data and continuously adjusting the mathematical parameters. It maps multidimensional input data into optimal nonlinear outputs to represent specific attribute classes or features for classification, regression, etc. A fully connected (FC) neural network is shown in Figure 2. For more details on the concept of deep learning, please refer to the paper Deep learning (LeCun et al., 2015) or Kai-Fu Lee’s explanation in the book Artificial Intelligence (Li and Wang, 2018).




Figure 2 | Sketch of the fully connected network.





2.1 Developmental history

Up to the present, neural networks have experienced three waves and one explosion, as shown in Figure 3. The earliest work can be traced back to 1943 when psychologist McCulloch and mathematical logician Pitts proposed the first mathematical model of neurons, the MP model, which roughly simulated the working principle of human neurons. In 1958, Rosenblatt added a learning function to the MP model and proposed a single-layer perceptron model, triggering the first wave of neural network research.




Figure 3 | History of neural network development. Large circles are used to denote important time points, and small circles are used to denote the presentation of more typical scientific results in each time stage.



In 1986, Rumelhart et al. published an article in Nature, proposing a multilayer feedforward network-back propagation (BP) network trained by the error BP algorithm (Rumelhart et al., 1986). It settled the nonlinear classification and learning problem that the original single-layer perceptron confronted. This strongly countered the view of Professor Minsky and others that neural networks are ‘death sentences’, which can only handle linear classification problems but cannot solve even the simplest exclusive OR(XOR) problems. It led to a second wave of neural network research. Subsequently, the Boltzmann machine, CNN, RNN, and other neural network structural models were developed.

In 2006, Professor Hinton and his team first introduced the concept of deep learning in Science (Hinton and Salakhutdinov, 2006). Thereupon, ReLU, Dropout, and other deep network optimization strategies were applied and proposed, and the development of GPU parallel computing technology helped to alleviate the problems of local optimum, overfitting, and gradient diffusion of BP networks caused by increasing the number of layers of neural networks. Not surprisingly, the wave of research in the field of neural networks continues to the present day.

In 2012, Hinton led a team to participate in the ImageNet Large Scale Visual Recognition Challenge. In 2014, Facebook’s Deep-Face project, based on deep learning technology, achieved a face recognition accuracy of over 97%, which was almost the same as that of humans. In 2016, along with Google’s deep learning-based AlphaGo defeating the top international Go master Lee Sedol 4-1 and the AlphaFold (AI algorithm applied to amino acid folding, 2020), deep learning-related algorithms achieved remarkable results in many fields, such as healthcare, finance, art, self-driving and so on.

Deep learning algorithms are gradually replacing traditional statistical machine learning methods in many fields, including oceanographic fields, as the hottest research area in artificial intelligence. For example, in oceanography, convolutional neural network-based algorithms are applied to feature extraction such as sea ice identification and classification and satellite image feature extraction. Recurrent neural networks-based algorithms are widely used in marine environmental forecasting, data inversion and reconstruction and other fields.




2.2 Models of deep learning

The main steps of deep learning include understanding research problems, data preprocessing, selecting and designing algorithmic models, training and optimizing models and mapping the output results. As shown in Figure 4. Datasets may have insufficient data volume, poor label classification, low data quality, data imbalance (both category and format), or lack of validation and test sets. Data cleaning, labelling, normalization, denoising and dimensionality reduction are required for the dataset during data preprocessing. Algorithmic models generally include several important components, such as layers, loss functions, activation functions, and optimizers. From the main application tasks and data types in oceanography, such as spatial, temporal, and data generation, several commonly used frontier algorithm models are described below, such as CNNs, RNNs and GANs.




Figure 4 | Deep learning step flow.



CNNs are multilayer neural network algorithms mainly applied to image data analysis and processing in the image recognition field. They consist of a class of networks with different structures, as shown in Table 1. By combining the layers, a local region (i.e., the sensory domain) of the same size as the convolutional kernel can be sampled in a sliding fashion as the output of the layer (Figure 5). It reduces the number of parameters in the network, decreases the consumption of computational resources, and controls overfitting. This process can then be repeated until the image is spatially reduced to a sufficiently small size somewhere in the transition to a fully connected layer. The final fully connected layer yields the output, such as classification. Besides, other convolutional domain structures were subsequently developed, such as AlexNet, ZF Net, GoogLeNet, VGGNet, U-Net, and ResNet. The most commonly used CNNs at present are U-Net and ResNet.


Table 1 | Composition logic of different classes of CNNs.






Figure 5 | CNN processing logic.



RNNs for processing sequential data are commonly used for text analysis or natural language processing. The three most well-known types of RNNs are simple RNN, LSTM and gated recurrent unit (GRU). By using the output of the previous step as part of the input of the next step, LSTM is a variation of RNN, while GRU is a variant of LSTM. The network structures of RNNs are presented in Figure 6. The RNN maintains forward propagation by continuously using the output of the previous node as part of the input of the next node in the sequence. To achieve long-term memory, the RNN model links the computation of the current implicit state with the previous n times computations, which increases the computation cost exponentially, leads to a significant increase in the model training time, and results in gradient vanishing and gradient explosion, which, in turn, make it difficult for traditional RNNs to handle long-term dependence in practice. LSTM tackles these problems through three control gates: the input, output and memory gates. The output of the previous node is selectively retained to ensure that important feature information (also called memory) will not be lost even during long-term propagation. This idea is like the later attention mechanism (Bengio, 2014). Subsequently, along with the self-attention and feedforward neural network (FFNN), the transformer model is applied to improve the parallelization and long-term dependency problems that also occur to LSTM for particularly long-term tasks. Based on LSTM, GRU reduces substantial operations by combining the input and memory gates into one update gate. This saves a lot of time for large training sample data.




Figure 6 | Logic diagram of three main classes of recurrent class neural networks.



GANs, which are commonly used for data generation or unsupervised learning, can be applied to the super-resolution reconstruction of oceanographic data or balancing sample data. A GAN contains two important components: the generator and discriminator (Figure 7). Metaphorically, the generator is a criminal making counterfeit money, while the discriminator is a police officer. The generator aims to produce counterfeit money to trick the discriminator, while the discriminator strives not to be tricked. A GAN aims to optimize and obtain a generative model to provide results close to real data. Based on the GAN networks, several classical algorithmic variants are available, such as deep convolutional GANs (DC-GANs), Wasserstein GANs (WGANs) and conditional GANs (CGANs).




Figure 7 | GAN network logic.



In addition to these three main types of networks, it is worth noting another network model, Transformer. It is based on the Self-Attention mechanism (Vaswani et al., 2017) to capture the relationships between elements more efficiently when dealing with sequential data and is different from traditional RNN and LSTM. The model’s design ideas and architecture have become the cornerstone of many subsequent innovative models, including the well-known ChatGPT and BERT models. For marine researchers, the model is of great application for the prediction of time-series data such as SST, SSS, etc. Meanwhile, the prediction and inversion of 2-D image-like data can also be learned from the idea of Vit Transformer (Wang et al., 2021), which divides the image data into multiple small image chunks for location coding in order to serve as sequence data. However, it should be noted that the model has a large requirement for the amount of data when applied in the marine field, and in many cases, only a sufficiently large amount of data will reflect the obvious effect of improvement.





3 Applications of Deep learning in oceanography

Physical oceanography is the basic subject of oceanic sciences, which works on the spatial and temporal changes of force fields, thermohaline structures, and related mechanical motions in the ocean using the viewpoint and methods of physics, as well as the exchanges and transformation of oceanic substances, momentum and energy. As the first ocean-related sub-discipline developed in modern times, it covers not only extensive research contents but also widespread applications of deep learning in modern marine science. The following sections introduce the application of deep learning in surface elements, subsurface elements and typical ocean, weather and climate phenomena.



3.1 Sea surface elements

We systematically summarize each elements in Table 2 and present its details in the next section.


Table 2 | A summary of the main application tasks, DL models used and current challenges of the sea surface elements.





3.1.1 Sea surface temperature

Currently, the sea surface temperature (SST) is one of the marine science topics where deep learning is applied more, mainly used to optimize the quality of remotely sensed data, such as revising the data error, super-resolving the data, and predicting the change of sea surface temperature from the spatio-temporal level. Detailed examples are described below.

The prerequisite for the application of deep learning is good sample data. Remote sensing data, as one of the important data sources in oceanography, plays a vital role in analyzing the marine environment such as sea surface temperature, mainly relying on infrared radiation (IR) sensors and microwave (MW) sensors. IR resolution is high, but cloud cover leads to missing data. Though microwave sensors solve the cloud cover problem, resolution is low. Taking SST as an example, (Aparna et al., 2018) used an artificial neural network (ANN) trained by daily SST spatial maps to predict the SST in the missing region, considering spatial and temporal variability. (Liu et al., 2022) used a deep neural network to optimally correct the SST retrieval residuals, taking the physical retrieval of the microwave integrated retrieval system as input. To a certain extent, it solves various problems, such as the scan angle dependence of retrieval residuals of cross-tracking instruments in the low-resolution case. To comprehensively work out missing and low-resolution observation under clouds in satellite remote sensing, (Izumi et al., 2022) used the enhanced super-resolution GAN, ESRGAN, to perform super-resolution of SST data. Compared with other methods, ESRGAN has the highest accuracy in learning perceptual image patch similarity and perceptual index, correctly generating missing parts of SST distribution in low-resolution data with very high perceptual quality. The method is suitable for various tasks, such as repairing data defects and super-resolution, and can also be applied to other physical variables.

The current mainstream idea for predicting SST is to fully consider the spatiotemporal properties. (Zhang et al., 2017) divided data into multiple small grids and integrated prediction results using LSTM on each as the final output. CFCC-LSTM (combined FC-LSTM and convolution neural network) (Yang et al., 2018), combines LSTM-AdaBoost method (Xiao et al., 2019) and the regional convolution long short-term memory (RC-LSTM) (Xu et al., 2020b) all consider spatiotemporal properties from different perspectives for short-term, medium-term, and regional SST prediction. In addition, the multi-long short-term memory convolution neural network (M-LCNN) (Xu et al., 2020a) significantly improved the accuracy and robustness at multiple scales and large SST fluctuations. The temporal convolutional network (TCN) model proposed by (Sun et al., 2022) achieved good results in predicting SST at large spatial scales and in the long term. (Usharani, [[NoYear]]) applied the improved loss function ILF to the LSTM and greatly improved the ability to reduce the error and processing time, achieving 98.7% accuracy and reducing the processing time to approximately 0.35 s. In addition to using the data for prediction. (Zheng et al., 2020), used time series of SST charts for predicting SST and tropical instability waves.




3.1.2 Sea surface salinity

Although satellite remote sensing data can obtain a large range of data information related to sea surface salinity, obtaining high-quality sea surface salinity products is still facing a variety of difficulties. Deep learning technology in recent years began to be gradually used to inverse high-resolution and high-precision sea surface salinity products through the selection of different modes and networks.

Sea surface salinity (SSS) is an important variable for studying scientific issues, such as ocean circulation, global water cycle, and climate change. The main remote sensing sources to monitor SSS are L-band microwave radiometers from Soil Moisture Active-Passive (SMAP) and Soil Moisture and Ocean Salinity (SMOS), and also Moderate Resolution Imaging Spectroradiometer (MODIS) from NASA. Microwave sensors in offshore regions are susceptible to uncertainties, such as radio frequency interference and low SST, resulting in low accuracy (Rajabi-Kiasari and Hasanlou, 2020). used support vector regression (SVR), ANN, random forest (RF) and gradient boosting machine (GBM) to model SSS in the Persian Gulf and assessed the ability of machine learning methods to predict SSS in the region of lower- accuracy data.

(Jang et al., 2021) used three machine learning methods (RF, SVR and ANN) to improve the SSS data from SMAP in five global river-dominated sea areas, resulting in a 28% reduction in root mean square error (RMSE) compared to the original SMAP SSS product. Further, they can also capture the spatial and temporal properties and the differentiation of high and low salinity waters. Moreover (Jang et al., 2022), simultaneously used SMPA satellite data and ocean interior salinity data provided by HYCOM to obtain high-quality global daily SSS estimation with seven machine-learning algorithms.

Microwave remote sensing is easily affected by problems such as radio frequency interference in coastal waters leading to low resolution, while optical remote sensing can avoid this problem. Numerous optical remote sensing-based inversion methods for SSS have been proposed. The significant difference among these methods is the selection of different characteristic factors. (Geiger et al., 2013) used normalized off-water irradiance, SST and location information from MODIS-Aqua to account for more spatial linkages, compared to (Chen and Hu, 2017) and others who used satellite reflectance data and SST data from MODIS and SeaWiFS. From the point of multimodality (Xu, 2016), used the high-correlation variables as sensitive factors for the indirect inversion of salinity, including total nitrogen, total phosphorus and temperature. To improve the spatial resolution of sea salt products (Liu, 2020), used a deep convolutional network (DCN) model to invert the SSS by considering high-resolution sea surface reflectance data, seawater temperature data and low-spatial resolution SMOS salinity products. The RMSE of DCN inversion model can be reduced to 0.02191 psu when using ResNet and U-net networks as feature enhancement modules. (Wu et al., 2021) considered remote sensing reflectance and SST for constructing an SSS inversion model for the Gulf of Mexico with the RF method.




3.1.3 Sea surface currents

As an important physical ocean phenomenon that regulates global climate change, the study and prediction of ocean currents are of great significance. Currently deep learning is mainly applied to predict ocean surface currents.

In early ocean current prediction applications, (Saha et al., 2016) indirectly predicted ocean current velocities by applying ANN to the time series of errors between the estimates and observations of numerical models. In tidal and wind-dominated coastal areas, (Ren et al., 2018) applied historical high-frequency radar (HFR) observations and modelled tide and wind results as feature variables to train ANNs to achieve high-precision predictions within a short-term prediction window of an hour. (Yan et al., 2021) considered the interferometric phase image as the input image and the measured current velocity image as the output image, and creatively introduced the conditional generative adversarial networks (CGAN) model. This approach effectively leverages deep learning to address the challenge of accurately measuring current velocity, even when current velocity is directly measured. The CGAN model reduces error and improves efficiency by learning from the input-output relationship of the phase and velocity images, thus offering a significant advantage over traditional methods, which often struggle with noise and efficiency issues due to the complex nature of ocean currents. From a spatiotemporal perspective (Chen and Chi, 2021), adopted both spatial blocks to obtain spatiotemporal features and combined GRU and attention mechanisms to capture nearest-neighbor temporal correlations, the so-called STAGRU model, (Thongniran et al., 2019 2019) conducted similar studies. Despite applying an attention mechanism, the studies mentioned above have not fully identified the importance of certain key elements such as sea surface wind, which remains the major bottleneck. To settle this bottleneck problem (Liu et al., 2022b), add a weight parameter adjustment to enhance the importance of different elements based on the proposed pure attention model (P-ATT) and significantly improved the performance in contrast to other deep learning models or schemes that incorporate attention mechanisms and deep learning models.

Currently, these applications are mostly cases of regional circulation. The larger spatial scale ocean currents or subsurface currents are subject to the joint action of different regions and different dimensions, with a complex influence mechanism, which not only poses a greater challenge for the application of deep learning but also is a major direction that needs to be explored in the future.




3.1.4 Sea surface height

Sea surface height (SSH) is influenced by various dynamic processes in the ocean, including mesoscale eddies (MEs), waves, currents, and tides. The interactions between these processes can be highly complex due to their nonlinear nature and varying spatial and temporal scales. Additionally, the uncertainties in measuring and predicting these processes, such as those introduced by tidal forces, create challenges that can be effectively addressed using deep learning techniques. Similarly, as the main source of data, satellite remote sensing has obvious defects, such as degraded data quality or even missing data, while in situ observations are sparse. So deep learning has been attempted to be used in areas such as predicting long-term changes in sea surface height, as well as optimizing the quality of remotely sensed data and reconstructing situ observations.

(Zhang et al., 2020) adopted GANs to achieve a good SSH reconstruction of an entire basin with observations from 19 coastal sites. (Rong and San Liang, 2022) applied a neural network model to couple with a causal inference technique based on IF analysis and reconstructed MEs in an area of the South China Sea successfully. (Barth et al., 2022) implemented a novel skip connection based on DINCE (Data INterpolating Convolutional Auto-Encoder) to reconstruct multivariate data, including SSH, which showed excellent performance.

Considering the spatiotemporal dependence in the prediction of SSH (Liu et al., 2022a), achieved superior stability and accuracy in large-scale and long-term prediction by assigning reasonable weights to the data at each time step and dividing the points close to each other at the same latitude into groups to integrate the attention mechanism of temporal and spatial dimensions into the LSTM. Similarly, Song et al. proposed a merged LSTM model (Song et al., 2020) and a convolutional LSTM (ConvLSTM) P3 model (Song et al., 2021) combining LSTM and residual strategies, with the latter achieving an average accuracy of 93.4% over a 15-d prediction period for SSH. Based on the correlation between different variables such as SST, SSH, SSS and sea surface velocity (Shao et al., 2021), proposed a hybrid empirical orthogonal function (EOF)- complete ensemble empirical mode decomposition (CEEMD) -ANN model and a multivariate empirical orthogonal function (MEOF) - 1-D convolutional neural network (Conv1D block) -LSTM model to consider the linear and nonlinear characteristics of sea level change, respectively.




3.1.5 Significant wave height

The significant wave height (SWH) is the most widely used wave parameter in climate assessment and various marine industries. Altimeters and radiometers onboard satellites provide large-range and high-resolution observations to support SWH studies. At the same time, as a prerequisite for accurate wave forecasting, performing validation and calibration for the observed data and improving the quantity and quality have also become important research topics.

For the Chinese HY-2 ocean remote sensing satellite series (Wang et al., 2020), applied deep learning techniques to combine multiple parameters of altimeter HY2B, including SWH, sigma0 and sigma0 Standard Deviation (STD) and significantly reduce the calibration bias by 80%, RMSE by 24%, and scatter index (SI) by 10% on the SWH calibration task than the previous methods. It demonstrated the good capability of HY2B calibration and robustness. The GRU model was also trained using the minimum wave height and wind field data obtained from the altimeter and Scatterometer (SCAT) on HY-2C operating on an inclined orbit, and achieved good results in large-scale SWH data generation (Wang et al., 2021b). To solve the problem of data loss due to observational platform and sensor failure (Bethel et al., 2021), used LSTM along with the Simulating WAves Nearshore (SWAN) for bidirectional modelling of surface wind speeds (WSP) and SWH to improve the data reliability, based on the relationship between the WSP and SWH.

The French CFOSAT carries Surface Waves Investigation and Monitoring (SWIM) and a scatterometer (SCAT), both of which are designed to provide along-track wave parameters and wind observationals over a wide swath, respectively (Wang et al., 2021). combined the wave and wind from SWIM and SCAT to train the deep neural network with a variety of variables to estimate the wide swath SWH, achieving an accuracy as good as the SWIM nadir and an improved spatial coverage (Figure 8). The variables included SWH and Sigma0 (σ0) (The most common representation of the surface backscatter coefficient, also known as the Normalized Radar Cross Section (NRCS). It takes into account the effect of the size and shape of the surface target on the reflection of the radar signal) from the SWIM nadir observations, SWH and peak period from the wave spectrum in the SWIM off-bottom box and wind speed from SCAT. Using the wide swath SWH achieves impacts as good as using the assimilation of the SWIM nadir SWH and enhances the accuracy of the wave model when used together with the nadir SWH.




Figure 8 | Selection of training factors for deep neural networks.



Based on a deep residual CNN (Wang et al., 2022), proposed a quadrupolar synthetic aperture radar (SAR) SWH retrieval algorithm, GF3WVResNet, to improve the estimation of SAR SWH for China’s HMS-3 with an RMSE of 0.32 m and an SI of approximately 13%, outperforming other state-of-the-art wave height retrieval algorithms. For potentially catastrophic SWH changes caused by typhoons (Meng et al., 2021), introduced a deep learning method for the long-term prediction of tropical cyclone (TC)-forced nearshore wave heights, and identified them. A two-way gated recurrent cell network was used as an effective model for real-time and 24 h forward-looking predictions (Bethel et al., 2022). proposed an LSTM model for predicting the forced elevation SWH of Caribbean Sea hurricanes, which can provide accurate predictions within 12 hours (R2 ≥ 0.8) and maintain the error below 1 m within 6 hours of the forecast lead time. The RNN-LSTM model (Pushpam et al., 2020 2020), GRU algorithm (Wang et al., 2021a), bidirectional ConvLSTM model (Son et al., 2020), and nearshore simulated wave-LSTM model (Fan ST. et al., 2020) all achieved satisfactory performance for single-point short-term prediction in their respective study seas.

However, the spatial distribution of wave is two-dimensional (2D), and the 2D spatial field prediction helps to understand the overall wave conditions in certain regions (Zhou SY. et al., 2021). applied the ConvLSTM network to South China Sea and East China Sea and demonstrated its feasibility for short-term SWH prediction under normal and extreme conditions (Bai et al., 2022). used a stochastic search algorithm to optimize a CNN-based 2D wave field prediction model, which could not only accurately predict the wave height variation along the timeline but also accurately estimate the spatial wave height distribution of the 2D wave field. In addition (Ma et al., 2021), combined the numerical weather prediction model Weather Rearch Forecast (WRF) with a deep learning model for the SWH prediction algorithm WRF-CLSF, which can effectively suppress both the randomness and instability of waves as well as extract the continuity and interaction scales from the wind-wave history information. Combining numerical forecasting with data-driven algorithms is a unique and innovative perspective. The effectiveness of the model for long-term prediction (24 h, 48 h, and 72 h) was also demonstrated (Li et al., 2021). proposed a deep learning model, convolutional long term time series network (CLTS-Net), for multivariate time series SWH prediction, which integrates the advantages of CNN, LSTM, and autoregressive models. It captures short- and long-term dependencies in multivariate data and combines linear and nonlinear models for reliable prediction and has been experimentally proven to be a more accurate and general method for long-term prediction of SWH. Similarly, the CNN-BiLSTM-attention model offers the mentioned above advantages while proving its feasibility under extreme conditions (Wang LN. et al., 2022).




3.1.6 Sea ice

The identification and prediction of sea ice are crucial to maritime navigation safety, marine resource exploitation, global climate change and sea surface altitude change monitoring. Currently, the main sources of sea ice data include Sentinel-1 SAR images, RADARSAT system missions, passive microwave data from AMSR2 and ship photographs. These data sources provide massive datasets, and therefore deep learning can be widely applied for the identification, segmentation, and prediction of sea ice. The following sections present the latest research findings in these fields.

Global warming has intensified the melting trend of Arctic sea ice. Prediction of sea ice concentrations (SIC) at different timescales is important to understanding global climate change. For medium- and long-term predictions on monthly timescales (Wei et al., 2022), used an LSTM incorporating mean absolute error and attention modules based on the persistence of SIC anomalies for extracting the relationship between sea ice in the target month and that in the preceding 12 months, which generally improves the accuracy of predictions. To achieve SIC prediction beyond 30 days compared to traditional LSTM networks (Zheng et al., 2022), used the EOF analysis to extract the spatiotemporal characteristics of the Arctic SIC and then used LSTM for time series prediction, which showed some validity on a 100-day time scale. However, all of these studies involved prediction only from the univariate perspective of SIC, ignoring the influence of some necessary external factors on SIC evolution (Andersson et al., 2021). integrated 11 variables of both ocean and atmosphere and trained an ensemble of U-Net networks to predict monthly mean SIC maps at a 25 km resolution for the next six months. It performed well in the seasonal forecasting of summer sea ice and extreme sea ice events (Chi et al., 2021). combined different modalities with a dual ConvLSTM and improved the loss function to address the discrepancy between statistical and visual errors. Although a six-month sea ice prediction was achieved, it demonstrated that atmospheric parameters did not have significant contributions, and the model still has room to improve (Liu QH. et al., 2021). specifically selected five factors (SST, mean sea level pressure (MSL), 2-m temperature (T2M), skin temperature (SKT), and SIC) to train an improved predictive RNN (PredRNN++) to achieve daily SIC prediction for up to 9 days; more recently (Ren et al., 2022), incorporated a fully convolutional network with spatiotemporal attention.

Another major application scenario is to identify and classify sea ice in remote sensing images. SAR images provide an important data source for sea ice research (Song W. et al., 2022), provided a large labeled sea ice SAR dataset which includes seven different sea ice types and is a reliable data set for applying deep learning to sea ice-related research. It was the first to provide both spatial and temporal information, providing a reliable data set for applying deep learning to sea ice-related research. Based on SAR data in a dual-polarization mode of operation (Zhang et al., 2022), used a modeling approach combining the backbone network MobileNetV3 with a multiscale feature fusion approach to achieve more than 95% classification accuracy when classifying sea ice (new ice, thin first-year ice, thick ice, and old ice). The accuracy can be improved by approximately 10% compared to that when using single-polarized data. However, SAR images can suffer from unclear backscattering features and noise phenomena. Based on the U-Net architecture with the addition of model receptive fields and noise correction (Stokholm et al., 2022), achieved faster automatic sea ice concentration generation. These methods mentioned above mainly focus on shallow feature learning. To mine deeper features in images (Han et al., 2021), performed multi-level feature fusion based on residual networks, and further improved the classification accuracy by mining and fusing layer and layer element features through feature pyramid networks (FPN), path aggregation network (PAN), and spatial pyramid pooling (SPP) modules compared with the algorithm with fewer layers of deep learning network. In addition, based on the idea of residuals (Goncalves and Lynch, 2021), used a U-Net variant model fused with ResNet encoders to remedy the defects, such as insignificant texture distinction of ice and water boundaries in ice floe extraction. The framework proposed by (Jiang et al., 2022) uses a regional pooling layer to integrate spatial features learned by ResNet and unsupervised iterative region growing with semantics (IRGS). The contextual information extracted by the partitioning algorithm achieves an overall accuracy of 99.67% for ice and water classification results, which can generate sea ice maps with pixel-level labels and more natural ice-water boundaries.

The identification of sea ice is not limited to these studies. Identifying ice surface and bottom boundaries by radar images to further calculate ice cover thickness is also an important topic in sea ice-related researches. Recently, a multiscale feature fusion network was developed to solve the sample imbalance problem of boundary detection effectively (Cai et al., 2022), using a multiscale convolution module to learn multiscale feature representations of different layers and a combined loss function called cross-entropy (CE) and focus loss. It accounted for multiscale features more comprehensively and further improved the accuracy of boundary detection. Moreover, there are also studies which focus on identifying glacier cracks to understand glacier state and stability (Zhao et al., 2022). used an improved U-Net network to map the spatial distribution of Antarctic ice shelf cracks in 2020 with a spatial resolution of ~40 m. Extraction accuracy of 84.2% was reached with good visual consistency.

Compared with SAR, passive microwave has stronger surface penetration, wider coverage and better all-weather operation, but coarser spatial resolution. (Liu XM. et al., 2022) proposed a super-resolution algorithm to improve the spatial resolution of passive microwave images, called a progressive multiscale deformable residual network. It employed a novel alignment module including a progressive alignment strategy and a multiscale deformable convolutional alignment unit and further incorporated a temporal attention mechanism. In addition, for some of the shipboard shot data, which are susceptible to image quality degradation due to rain and other factors (Alsharay et al., 2022), developed a raindrop removal framework to classify the scenes of sea ice images into ice, water, ship and sky by three deep learning networks, which improved the classification performance to a-certain extent.





3.2 Subsurface temperature and salinity

The ocean is the major global climate regulator and balancer of Earth’s thermal energy (Deng, 2024). Monitoring and predicting ocean parameters are of great significance for understanding the state of the oceans and predicting global climate change. With the generation of huge amount of satellite remote sensing data, research related to ocean surface phenomena and variabilities has been greatly promoted. However, owing to the ocean’s complex environment and physical characteristics, satellite remote sensing cannot directly observe subsurface information. Modeling the relationship between ocean surface and subsurface parameters and retrieving or predicting the environmental parameters inside the ocean accurately through deep learning-related methods has become a hot and promising topic.

Regarding subsurface temperature and salinity, most studies have selected ocean surface parameters as predictors, such as SSH, SST, SSS, sea surface wind and location information (latitude and longitude). Su carried out more work on reconstructing subsurface temperature and salinity, exploring the effects of different methods with different resolutions. The ability of CNN, light gradient booster models (LightGBMs) (Su et al., 2021b), and LSTM (Su et al., 2021a) to have high–resolution and long–time series reconstruction for subsurface temperatures was compared and validated. The percentage of contribution that latitude and longitude to subsurface temperature and salinity anomalies was validated using a bidirectional LSTM (Bi-LSTM) neural network (Su et al., 2021c). The recent attempt at the convolutional LSTM neural network (ConvLSTM) (Su et al., 2022), which better accounts for time series dependence and spatial features, revealed significant spatial heterogeneity among different ocean basins (Cheng et al., 2021). introduced sea surface velocity as the input of a BP neural network based on these several predictors and verified its accuracy positively.

Similarly, CNN- or LSTM-based approaches were also developed. Again using the characteristic data variables mentioned above (SSH, SST, SSS) (Nardelli, 2020), combined stacking-based LSTM neural networks with Monte Carlo dropout methods to reduce the RMSD of the reconstructed hydrographic profiles to 50% relative to the reference reconstruction (climatology and mEOF-r profiles). Considering spatiotemporal features for 3D ocean temperature prediction, using three-dimensional temperature data (Zhang K. et al., 2020), proposed a multilayer convolutional LSTM (M-convLSTM), while (Zuo et al., 2022) proposed a stereotactic spatiotemporal convolutional model, SST-4D-CNN. The latter added residual and recalibration modules to the convolutional module to improve the horizontal and profile prediction accuracy to more than 98.02%, mostly maintaining it above 99% compared with SVR, FC-LSTM, Conv-LSTM and 3D Convolutional Models (Sammartino et al., 2020). constructed an ANN using the absolute dynamic topography, the geostrophic velocity components derived from altimeter, ocean surface chlorophyll-a and temperature as input parameters to accurately infer the vertical shape of the Mediterranean chlorophyll-a profile while also acquiring profile information for other similar substances (e.g., particulate organic carbon, salinity etc.).




3.3 Typical ocean phenomena

We systematically summarize each phenomenon in Table 3 and present its details in the next section.


Table 3 | A summary of the main application tasks, DL models used and current challenges of the typical ocean phenomena.





3.3.1 Mesoscale eddies

MEs are extremely important for ocean energy and material exchange, and ubiquitous phenomena in global ocean. Therefore, effective eddy detection and tracking are essential for promoting the development of understanding of ocean dynamics. Advances in remote sensing technology have greatly facilitated the integration of researches on eddy detection and tracking with deep learning techniques.

MEs produce an irregular pulsation in the background field, leading to a strong correlation with the surrounding SSH anomalies and variables, such as SST. (Moschos et al., 2020 2020) and (Sun et al., 2021) proposed a deep learning framework to accurately identify and extract eddy features from SST satellite images and satellite remote sensing SSH images, respectively, along with a CNN-based network model. Within the framework, the latter proposed a tracking algorithm, MCML (Median blur, Contours finding, Moments computation, Location), to track multiple eddies without relying on adjusting physical parameters. Recently, for ocean satellite SSH images (Dong Z. et al., 2022), proposed an improved U-Net network integrating a convolutional attention module and a residual learning module. Its accuracy can reach 93.28% on an ME automatic detection task and was significantly better than those of the previous AI detection models. To improve the spatiotemporal predictability of MEs (Nian et al., 2021), fused GRU and spatial attention in the original MIM (Memory in Memory) architecture to provide a smoother and more accurate sea level anomaly (SLA) time series, which provided a good database for ME prediction. This enhanced approach allows for the effective capture of both temporal and spatial variations in SLAs, significantly improving the accuracy of ME predictions. By leveraging this method, oceanographers can achieve reliable mesoscale eddy forecasts, potentially extending the prediction horizon up to several weeks, thus offering valuable insights for understanding and managing oceanographic processes. Since the temperature structure of MEs leads to changes in the ocean pressure layer, which can be reflected in the SLA (Yu et al., 2021), proposed a deep learning algorithm along with the satellite SLA data to invert the temperature structure within the eddies, the eddy CNN, providing high-resolution ME 3D temperature structure with daily and horizontal resolutions of 0.25° with better spatial and temporal resolutions. For the issue that insufficient spatial resolution of altimeters can lead to the low efficiency of oceanic eddy recognition (Chen et al., 2021), proposed a vertical structure-based eddy recognition algorithm, a 3D CNN based on a residual network and a hybrid CNN-XGBoost model based on Argo profile data and altimetry data; the latter can reach 98% classification accuracy and recapture approximately 36% of the eddy currents.

Most of the above methods use single-mode data (i.e., a single feature variable) to identify MEs and ignore data from other modes closely related to ME detection. The EDNet identification network proposed by (Fan ZL. et al., 2020) considers three modes: SSH, SST, and current velocity, while a deep learning abnormal eddy (warm cyclonic eddies and cold anticyclonic eddies) detection (DL-AED) model proposed by (Liu YJ. et al., 2021) fuses global SSH and SST data to detect eddy features and identify anomalous and normal eddies (cold cyclonic eddies and warm anticyclonic eddies). Anomalous eddies were found to account for a surprising one-third of the total eddies in global ocean.

Unlike previous studies based on SSH data and target detection skeletons (Liu et al., 2021b), proposed a deep eddy current detection neural network (DEDNet) with a pixel partitioning skeleton for high-frequency Radar (HFR) data, which can achieve global optimality in space and powerful detail discrimination for automatic detection and localization of offshore eddy currents. However, there remain two challenges in using HFR data for eddy detection. One is insufficient effective labelled data, and the other is the difficulty in inheriting the experience from previous detections. (Liu et al., 2021a) proposed a cross-domain eddy detection neural network, which used an instance-based domain adaptive approach to expand the training dataset to produce sufficient labelled data and parameter-based transfer learning for multiscene eddy detection to inherit the previous detection experience. In addition (Xu et al., 2021), demonstrated the potential of the bilateral segmentation network (BiSeNet) algorithm to preserve edge information and identify large-scale eddies, which also provides a reference for subsequent applications.

Accurate prediction of eddies is of great scientific and applied importance for understanding the characteristics of eddy propagation and evolution and improving the simulation and prediction of regional weather and climate change. Recently (Wang X. et al., 2020), developed a model for predicting eddy properties and propagation trajectories by using the eddy trajectory data as model inputs, which learned spatiotemporal variation features using LSTM networks and applied the ET algorithm to obtain relevant one-dimensional features from the changes in propagation positions (Wang XN. et al., 2022). proposed the MesoGRU framework to better extract feature correlations by integrating SLA and Archiving, Validation, and Interpretation of Satellite Oceanographic (AVISO) data (Figure 9), and then used two GRU layers to learn different patterns of ME trajectories. It can obtain an average daily center error of about 8 km and maintain a lower center error of 7-day prediction (8 to 18 kilometers), which is a great improvement compared to other methods, such as LSTM/GRU or method using a single dataset.




Figure 9 | MesoGRU Framework for ME Trajectory Prediction. (A) Data downloading part obtains TCME and SLA data from AVISO and CMEMS and extracts the SCS information. (B) Data preprocessing part deals with SCS data by MAF, PCA, normalization, and feature combination and establishes a combined dataset of ME (CDME) after data compression. (C) Network prediction part iteratively trains prediction model with our WMSE loss function and renormalization (Wang XN. et al., 2022).






3.3.2 Fronts

As a representative mesoscale ocean phenomenon, ocean fronts occur in narrow transition zones between water bodies of different physical properties and exhibit distinct spatial and temporal behavioral characteristics. Companying mixing, upwelling and convergence of ocean fronts influence the upper layer ocean dynamic processes. At present, ocean-front detection studies confront two challenges, which are the scarcity of tagged data and limitations of ocean-front detection algorithms.

(Li QY. et al., 2022) constructed a labelled oceanfront dataset contributing positively to subsequent studies. With the dataset, oceanfront detection was treated as a weak edge identification problem, and edge locations were predicted by a network consisting of four convolutional blocks. (Cao et al., 2020) set up an oceanfront pixel-level recognition model from the gradient threshold perspective, which trained Mask R-CNN with labelled SST gradient maps and adaptively adjusted the recognition results with the benchmark gradient threshold for each class of fronts. However, the accuracy and applicability of the methods mentioned above are not satisfactory due to the dynamic properties of ocean fronts and their variability in different regions (Xie et al., 2022). combined a channel supervisory unit structure with a location attention mechanism to further improve the prediction capability of multiclass fronts in different regions at different temporal and spatial scales, which improved the pixel-level multiclass ocean front detection accuracy. Here, the location attention mechanism could integrate seasonal characteristics and contextual information of a seashore, while the location attention mechanism adaptively assigned attention weights according to the sea areas where fronts occurred frequently.




3.3.3 Internal waves

Internal waves (IW), a type of sub-mesoscale wave motion occurring within the stratified ocean, are an integral part of ocean dynamical processes, especially for ocean mixing and energy cascade studies. Among the different types of internal waves, internal solitary waves are one of the research hotspots for ocean researchers, whose waveforms remain approximately constant during propagation. The sudden generation of great shock momentum may pose a catastrophic threat to subsurface navigation and marine engineering facilities. Therefore, the real-time monitoring and forecasting of IWs are crucial to operational applications.

IW identification is a necessary foundation for ocean hazard research and prevention. Remote sensing observations with a high time efficiency, large range and long time series provide a rich database for dynamic monitoring of internal waves, such as SAR images. IWs appear as irregular alternating light and dark stripes in SAR images, and this feature makes it possible to identify IWs from SAR images (Vasavi et al., 2021). provided a complete method for IW detection using the U-Net and KdV (Korteweg-de Vries) methods. By improving the U-Net method (Zheng et al., 2021),proposed an IW stripe segmentation algorithm based on SegNet for SAR images. However, the methods only target a small part of the whole SAR image and do not give segmentation results for the whole image (Ma et al., 2023). classified image blocks containing ocean IW based on a multi-decision fusion IW image classification strategy and subsequently applied PAU-Net, the IW streak segmentation method incorporating the pixel attention mechanism, to effectively suppress the complex background information of the ocean. In this condition, the feature extraction of the whole image is realized. In contrast to the way based on U-Net method (Zheng et al., 2022), proposed an IW stripe segmentation algorithm based on Mask R-CNN. The proposed method could identify the presence of oceanic internal waves, obtain the corresponding positions of bright and dark stripes in the image and even the width and directional angle of each bright and dark stripe. To deal with the subsurface observations and numerical modelling results and obtain more detailed information, researchers tried to develop techniques for full-depth 3D ocean internal wave structure extraction and recognition (Zhang X. et al., 2022). used the transfer learning method to fuse laboratory, buoy and remote sensing data to construct an internal solitary wave amplitude inversion model, which made good progress in the reconstruction of the 3D structure of internal solitary wave.

The vertical structure characteristics of the internal solitary waves (ISW) are the key factors in determining the degree of threat to subsurface vehicles or offshore engineering construction. With the rapid development of subsurface vehicles, offshore wind power systems, offshore drilling platforms and other offshore engineering projects continuing to advance to the deep sea, ensuring the safety of navigation of subsurface vehicles and the normal construction of offshore engineering operations matters the national economic development. Accurate forecasting is a crucial way to provide protection to ISWs. Due to the complexity of its generation mechanism and the lack of in situ observation, the prediction of ISW propagation is a difficult problem in oceanography. Based on the high-spatio-temporal-resolution results of an MITgcm model (Lu et al., 2021), applied an LSTM model to predict the propagation and evolution of ISWs, including amplitude, position and arrival time, achieving more promising results (Zhang M. et al., 2022). added a convolutional block attention module to the deep convolutional neural network and then applied them to detect ISW in combination with hydrodynamic signal observations for the first time, and achieved an accuracy of >95% in predicting the position of ISWs. Besides, IWs can generate shear stress on the seafloor and seriously affect the development of deepwater ocean engineering (Tian et al., 2023). trained various models by external environmental factors to predict the bottom shear stress, such as vertical velocity (w), zonal and meridional velocities (u and v) and amplitude (A), and found that the CNN-LSTM is significantly better than other models.





3.4 Typical weather and climate phenomena

Constituting 71% of the Earth’s surface, the ocean’s influence on the global climate is an important part of the oceanography field and cannot be ignored. Any complex dynamic interaction between oceans and atmosphere has the potential to result in dramatic climate phenomena. Currently, the oceanic climate phenomena receiving the most attention are tropical cyclones (TC), El Nino-Southern Oscillation (ENSO) and Indian Ocean Dipole (IOD). We systematically summarize each phenomenon in Table 4 and present its details in the next section.


Table 4 | A summary of the main application tasks, DL models used and current challenges of the typical weather and climate phenomena.





3.4.1 Tropical cyclones

A TC is a rapidly rotating storm system characterized by a low-pressure center, a closed low-level atmospheric circulation, strong winds and a spiral arrangement of thunderstorms that produce heavy rain and squalls. TCs generated in the western and northwestern Pacific and its adjacent waters are called ‘typhoons’. TCs are strong disturbances to the ocean and atmosphere and result in extreme destruction. Accurate analysis and prediction of typhoon intensity, path and the related wind-wave changes are of great importance for East Asian countries to prevent strong wind waves near typhoon centers and other secondary hazards caused by heavy rainfall near dense cloud structures (Zheng Z. et al., 2020) trained three source models: VGG16, InceptionV3 and ResNet50, on a large-scale ImageNet source dataset and constructed transferred forecasting models (T-typCNNs) for typhoons with small dataset samples using parameter transfer and Typhoon cloud images. The training accuracy on its self-built typhoon dataset was 95.081%, which was 18.571% higher than that trained using shallow CNNs, and at most 9.819% better than the results obtained directly with the three source models trained on the large-scale ImageNet source dataset without parameter transfer (Qian et al., 2021). used a ResNet deep learning model, in which transfer learning followed pretraining, to achieve a more accurate objective intensity estimation of typhoons of different intensities and development stages.

The resolution and accuracy of satellite cloud images are crucial for discriminating typhoon intensities (Zhang et al., 2021). proposed a multipath network model called SRCloudNet to achieve more accurate image reconstruction and improved resolution by integrating features extracted from back-projected units (exploring the dependencies between LR and HR satellite cloud images) and residual dense blocks. This model significantly enhances the quality of satellite cloud image reconstruction, thereby providing a solid foundation for future research and applications in this field. Previous deep learning recognition methods based on satellite cloud images commonly used CNNs to extract features [e.g. (Wang et al., 2020 2020) and (Giffard-Roisin et al., 2020)]. Given the irregular structure of satellite cloud images can affect the feature extraction capability of CNN, a new framework was proposed, the graph convolution (GC)-LSTM network (Zhou et al., 2020). In this work, the GC network is used to mitigate the influence of irregular structure effectively with better accuracy and stability in identifying typhoon eyes and spiral cloud bands; on the other hand, the LSTM network learned the features of satellite cloud images over time for prediction of the typhoon’s formation, and the prediction accuracy can reach 95.12% in typhoons and super typhoons. It also provided new ideas for processing irregular satellite images for other topics. Unlike simply extracting features from satellite clouds (Higa et al., 2021), combined the related meteorological knowledge such as characteristics of the typhoon’s eye, etc. to estimate typhoon intensity class with higher accuracy from individual satellite images using a VGG-16 model with pre-processed fisheye distortion, focusing on enhanced typhoon eyes, eye walls, and cloud distributions. (Lee et al., 2020) combined numerical forecast and satellite cloud image fusion for real-time TC intensity estimation and prediction, fully considering the effects of environmental variables and the feature identification of cloud maps based on multitask learning (MTL). It reduced the computational cost of the MTL model by approximately 300% compared to the single-task model. The performance improvement in TC intensity prediction for 6 and 12 h was 13% and 16%, respectively.

Regarding typhoon path prediction (Lian et al., 2020), proposed a multidimensional feature selection layer from the perspective of correlation analysis (CA) to select the most relevant meteorological variables and temporal ranges of tropical cyclone trajectories, learn their implicit features using a CNN layer and then input them to a GRU layer to mine their deep temporal features to predict the central location of the target tropical cyclone at the next timestamp. In addition, based on the GRU model (Song T. et al., 2022), considered the trajectory task as a time series prediction challenge and built a deep learning framework with an attention mechanism for trajectory prediction through a bidirectional GRU network (BiGRU), which showed significant advantages in medium- and long-term track forecasting, especially in the next 72 h. It significantly improved the training efficiency and accuracy of the network. The framework was further implemented in a distributed system to provide a perspective to improve the training speed of the network, that is, parallelization of the program distribution. To solve the problem of limited access to observational data (Ruttgers et al., 2022), replaced the satellite images with reanalysis data of total cloudiness and vorticity fields, which had a more positive impact in terms of real-time forecasting and provided a new way of thinking to fit first-level sample data (i.e., raw observational data) with multiple reanalysis data, which may have more positive influences.

Typhoons are not only a compound of multi-feature factors but also multidimensional features. Thus, how to extract 3D features and fuse them with the 2D features in an appropriate way remains a key challenge, (Xu et al., 2022) combined the traditional generalized linear model (GLM) with the proposed AM-ConvGRU model based on the attentional Multi-ConvGRU. The GLM was applied to extract 2D typhoon features, while the proposed AM-ConvGRU used the residual channel attention block to select high-response isobaric planes automatically when considering the entire 3D structure of the typhoon, as well as to extract large-scale nonlinear spatial features of the typhoon by the Multi-ConvGRU. The broad logic can be seen in Figure 10. It has good results in predicting the central location of typhoons in the next 24 hours and is the latest method in the field for integrating 2D and 3D elements, providing a methodological guide for subsequent studies to consider multidimensional features.




Figure 10 | Overview of the typhoon prediction model using AM-ConvGRU. The architecture of the model is based on the Wide & Deep framework. The model input consists of two folds: 2D typhoon and 3D typhoon, and the Max-Min normalization method is applied to both inputs. The feature extractor consists of two components; namely, the wide component and the deep component. In the wide component, 2D typhoon features with shape (53) were constructed by the CLIPER method and converted into hidden layers by GLM. In the deep component, 3D time-series typhoon features with shapes (4, 4, 31, 31, 31) (whose dimensions denote time step, channel, width, and height, respectively) were transformed by the three-layer AM-ConvGRU for feature map downsampling. For the element integrator, the wide and deep elements were combined in a dense layer. Finally, the model outputs were the latitude and longitude of the typhoon 24 h in advance (Xu et al., 2022).



Typhoons bring heavy rain, strong winds, and wind waves which threaten navigation safety, docking operations in ports and the safety of coastal residents’ lives and properties. During a typhoon, accurate wind and wave prediction is also crucial, (Meng et al., 2021) adopted six different parameters, namely wave height, air pressure and wind speed obtained by buoys, the lowest pressure in the center of typhoons and real-time wind speed, and the calculated distance between typhoon center and buoy, to predict wave heights at buoy sites at different leading time by a BiGRU network, which demonstrated that the stability and effectiveness of the method were reliable. (Wei, 2021) coupled a numerical forecast model with an AI model, which included a VGGNNet and a high-resolution network (HRNet) consisting of a hybrid model integrated with a circulation-based GRU. The simulation results of the Weather Research Forecast (WRF) model (wind) were used as part of the data samples of the AI model to train the wave field, and the experiments in the coastal waters of northeastern Taiwan demonstrated feasibility in handling spatial data. Based on numerical model results, a more comprehensive experiment of multidata fusion was conducted to further consider ground station data collected by the Weather Bureau (WB) of Taiwan ground stations, buoy data, and hourly radar reflectivity images. Considering multi-resource data did help the AI model to predict the typhoon-induced wind and wave within higher accuracy.




3.4.2 ENSO

ENSO is a prominent signal of inter-annual and interdecadal climate change on a global scale, occurring as winds and SST oscillation in the eastern equatorial Pacific. It fluctuates periodically among three phases: neutral, La Niña and El Niño and affects the climate of much of the tropics and subtropics. Deep learning techniques drive accurate advance prediction of ENSO occurrence, category and intensity.

Due to the influence on the global climate, several climate factors can be employed as predictors, such as IOD, Atlantic Nino, North Tropical Atlantic SST and Western Hemisphere warm pool. (Li C. et al., 2022) in predicting SST and determining whether IOD occurs by calculating the IOD index, selected 81 features from three dimensions, atmospheric, surface, and subsurface, to train a deep learning model based on convLSTM and combined the data partially constrained by realistic physical information. The positive effect of wind field information on IOD prediction was verified by adding the wind field signal to the entire time step of learning.

As a landmark work in AI prediction of ENSO (Ham et al., 2019), applied transfer learning on the CMIP5 output and reanalysis products to train the CNN model to predict the Nino3.4 index and ENSO phase using SST and heat content anomalies. A valid prediction 17 months ahead of time was achieved, paving the way for AI applications using this method. Subsequently, they further improved the ability to identify different characteristics of seasonal variabilities by incorporating seasonal factors into climate data and training samples for all target seasons and leading forecast months simultaneously (Ham et al., 2021), which minimized the ‘spring predictability barrier’ problem (During the spring (April-July) in the Northern Hemisphere, the self-perpetuation of ENSO development is weak, and there is a great deal of difficulty in how to forecast ENSO development during this time period, which is called the spring predictability barrier). Although the work of Ham achieved good results, the CNN model still has room for improvement (Hu et al., 2021). incorporated residual ideas and dropout techniques into a CNN model and extended transfer learning for the ENSO index and phase prediction. Not only can the Niño3.4 index be effectively predicted 20 months in advance, but the accuracy of the type prediction can also reach 83.3% 12 months ahead, which is much greater than the current best prediction accuracy (66.7%). (Gupta et al., 2022) and (Zhou P. et al., 2021) also made good progress in dealing with the barrier based on convLSTM and LSTM, respectively. However, these studies used only one deep learning model, which is not better adaptable to different tasks. (Ye et al., 2021) proposed the MS-CNN framework for adaptively adjusting the CNN structure according to different time-prediction tasks, in which the multi-model parallel prediction replaced the traditional single-model iterative process to avoid error accumulation, and improve the reliability of long-term prediction.

Considering the dynamical complexity of ENSO and the close correlation of Walker circulation, a multivariate coupled model ENSO-ASC(air–sea coupler) was proposed by (Mu et al., 2021) not only extract the multiscale spatial and temporal characteristics of multiple physical variables, but also included two attention weights for different air-sea coupling strengths for different starting calendar months and different effects of these variables. The validity of Niño 3.4 index predictions over 18 months was demonstrated, as well as the positive effects of SST and zonal winds. Similarly, the prediction of the EI Niño index and phase using spatiotemporal structures has also been reported in several studies [e.g. (Geng and Wang, 2021; Hashemi, 2021; Jonnalagadda and Hashemi, 2022)., etc.].

In addition, working on enhancing the ENSO-related target signal and reducing the ‘spring predictability barrier’ problem (Zhou and Zhang, 2022), combined the POP (Principal Oscillation Pattern) analysis procedure with the CNN-LSTM algorithm in predicting the Niño-3.4 SST index. They enhanced the ENSO correlated target signal by POP-based preprocessing function; while filtering out the uncorrelated noise. Similarly, by combining physical analysis methods (Mu et al., 2020 2020), proposed a multiscale Bayesian convolutional network which formulated ENSO downscaling as a multiscale probabilistic prediction problem and aggregated the outputs at all scale levels in the form of a joint distribution, which ensured good stability, validity, and scalability. In addition, the transformer, which can better focus on global features than the CNN model, has recently been introduced to ENSO prediction by (Ye et al., 2022), but relevant applications of this model in oceanography are still scarce and deserve in-depth study. With the wide application of the Transformer model, there are attempts to apply it in areas such as ENSO prediction. Zhang et al. predicted 3-D upper ocean temperature anomalies and wind stress anomalies eighteen months in advance (Zhou and Zhang, 2023), and comprehensively explored the reasons for the success of the predictions with interpretability by considering wind and subsurface thermal forcing separately in the input predictor (Gao et al., 2023). At the same time, by coupling multimodal 3D fields, the ability to predict multivariate 3D fields 20 months ahead of time is realized by rolling prediction (Zhang et al., 2024).

Finally, the data mapping relationship construction capability of deep learning is an important tool for constructing and exploring unknown relationships between different phenomena and different modalities. This has already been attempted to be applied in ENSO research. Zhang et al. have attempted to use a deep neural network structure based on U-Net technology to explore the influence of the SST-precipitation feedback process during the evolution of ENSO (A deep learning-based U-Net model for ENSO-related precipitation responses to sea surface temperature anomalies over the tropical Pacific, 2023). As well as constructing the relationship between SST anomalies and wind stress (tau) anomalies. These works also provide a new approach for ocean-atmosphere interaction modeling studies (Du and Zhang, 2024).






4 Future development trends

With the advent of the era of big data, the application practice of deep learning in recent years has proven that the large-scale integration of deep learning technology into the research of specific problems in various fields has become an inevitable trend. The development of remote sensing technology has led to the qualitative improvement of oceanography, and oceanographic research has been in a ‘remote sensing ocean era’ since the 1970s. Thus, this review argues that the development of deep learning will naturally lead to a new leap in oceanographic research. This does not mean that deep learning will replace traditional methods. As mentioned above, it is an auxiliary tool to help traditional methods improve their performance. In the following, the development perspectives of application scenarios and methods of deep learning are discussed.



4.1 Application

Deep learning is a tool that aids traditional research. For example, one can better handle a variety of complex data. The current main application scenario of deep learning is one of the main application aspects in the future. The main methods can be divided into direct data analysis, data secondary information extraction, data reconstruction and inversion, and data generation.

Data analysis is the direct application of deep learning to existing data for operations, such as recognition and classification. For example, Dong et al. (2022) (Dong Z. et al., 2022) used a deep learning model to detect MEs directly from ocean satellite SSH images. The extraction of secondary information from the data is suitable for obtaining secondary data products with higher accuracy and for the subsequent analysis of the secondary products. The existing data are similar to ‘industrial raw materials,’ and the operation of data secondary information extraction aims to combine the ‘industrial raw materials’ into ‘parts’ required for subsequent work by deep learning for a specific job.

Data reconstruction or inversion is essentially interconnected. Applying deep learning to learn the dynamic potential connections of different variables so that the potential relationship model, a trained deep learning model, is built to achieve operations, such as high-resolution reconstruction or inversion of unknown or missing data by a part of the existing data. For example, the wide-format SWH structure can be detected by a deep neural network model. Specific applications, such as (Izumi et al., 2022) and (Barth et al., 2022), used deep learning to reconstruct the missing portions of data due to cloud cover. In particular, the method of (Zhang ZG. et al., 2020) for reconstructing the SSH for an entire basin using TG data from multiple coastal stations is worth extending to other areas.

Data generation confronts problems, such as unavailability or high cost of data on a large scale, and the imbalance in ocean datasets, where variables such as sea surface temperature are overrepresented while others, like subsurface temperature, have significantly less data available, and a common approach is using the deep learning GAN family of neural networks to generate data [e.g. (Izumi et al., 2022; Jamali and Mahdianpari, 2021)]. It not only improves data defects and augmentation but also saves significant human and material resources in data collection and will be an indispensable key step in most future deep learning applications.

In summary, the above application scenarios are the areas that have previously drawn more attention and are currently more technically mature. In the future, researchers need to keep exploring and discovering more potential application directions.




4.2 Methods

In addition to exploring the application of deep learning in more domain directions, we also summarize the following innovative applications of different methods and the directions which are likely to produce innovative results in the near future based on three perspectives: data pre-processing, model selection and training strategy from the deep learning method itself.



4.2.1 Multidimensional, multiscale, and multimodal feature fusion

The idea behind deep-learning algorithms is to learn explicit and implicit connections of data for various purposes, such as prediction, recognition or classification. Therefore, the more comprehensive the data collected from different sources related to the target, the more accurate the results of the trained model will be. Owing to the high dynamics and complexity of the marine environment, any marine phenomenon is the result of interactions of multi-modal and multi-dimensional processes. Some studies select various methods to determine the correlation coefficients of each possible relevant datum in the data processing stage and dynamically determine the characteristic variables to train a model. For example, Shao (2021) et al. (Shao et al., 2021) used a series of methods, such as EOF analysis, to construct correlation coefficients between variables and spatial correlations of different sites when conducting sea surface data analysis in the South China Sea. In addition, related research can draw on the work of (Huang et al., 2022) to consider eddy current identification from a 3D perspective. Nevertheless, how to properly extract 3D features and fuse them with 2D features is currently uncertain and the most promising direction to carry out related innovations to improve research performance.




4.2.2 Transfer learning

The ability of deep learning to be rapidly and comprehensively deployed as a convenient tool for solving problems in various domains depends on the development of methods of transferability and pervasiveness. In this condition, time and computing resources, which are spent undertaking repeated training of similar model solutions based on different datasets, can be saved. Transfer learning shows great potential in this respect, as shown by (Ordonez et al., 2022) on otolith images from different laboratories. Referring to (Zheng Z. et al., 2020), training time can be reduced by training baseline features on similar large datasets already available and being fine-tuned for task-specific adaptation on a small number of target datasets. In addition, scaling from small sample source domains to large target domains can solve the problem of too few labels in the target dataset. In future, transfer learning methods that balance convenience and accuracy from different perspectives are worth exploring.




4.2.3 Unsupervised and semi-supervised

Owing to the reliance of deep learning on data labeling and the difficulty of labelling large datasets, future training samples of deep learning must be unsupervised and semi-supervised. Applying unlabeled or less-labeled data samples to deep learning to accomplish specific tasks through appropriate methods or frameworks is an appealing direction to develop. Data generation and transfer learning have solved such problems to some extent. However, other more suitable methods are still waiting to be discovered.




4.2.4 Model fusion

As an essential aspect of deep learning applications, model fusion is imperative to how well a task is completed. Most current applications use generalized models to solve specific problems directly. As an applicator, oceanographic researchers are of little need to create new models to achieve better results but can appropriately fuse more relevant models and methods or make targeted specialized modifications to models to achieve innovation and improve results according to specific research tasks. Currently, it is popular to fuse or nest convolutional series neural networks and recurrent series neural networks, which can fully consider the spatio-temporal characteristics, such as the CLTS-Net model proposed by (Li et al., 2021). Recent innovative works incorporate the idea of attention mechanisms or residuals [e.g. (Song et al., 2020; Dong Z. et al., 2022)].




4.2.5 Modularity

Breaking down professional barriers and making deep learning technology more widely and conveniently applied by experts in various fields is a difficult hurdle that must be overcome in future developments. A feasible alternative is to modularize deep learning algorithms. We encapsulate the task-based algorithm model in a ‘black box’ form and provide the data interface and tuning interface for non-AI experts. In this condition, they no longer need to fully understand the details of each neural network algorithm before applying deep learning techniques; nevertheless, they can directly find the module that matches their tasks and adjust the required parameters appropriately to generate satisfactory solutions. AI experts are expected to be more involved in algorithm modularization in the future, thus, modularizations can be applied to specific fields to frame the workflow, which uses deep learning networks to handle the assigned tasks as one of the components. It improved the portability of deep learning, facilitate its extension to various industries to develop data processing capabilities and promote its development.




4.2.6 Training strategies

In the final step of the deep learning application process, choosing a smart training strategy can improve results with less effort. For example, rolling prediction is currently used more frequently in prediction tasks. It uses the sliding window within the known variables to predict the post-window state and gradually incorporates the prediction results into the known variables to improve the prediction accuracy; however, it is worth noting that this has the potential to produce problems, such as overfitting and magnifying errors, which can be patched by physical dynamic constraints. Beyond simply cycling the predicted results, MTL can be performed to aid in prediction by cycling the variables of interest for real-time prediction into known variables. For example, (Politikos et al., 2021) used the prediction of fish length as an auxiliary task to estimate the fish age better. Selecting a proper training strategy should be task-oriented and is an open and potentially innovative aspect.





4.3 Integration with numerical methods

As the primary traditional approach in oceanographic research, the development of numerical models enables scientists to better understand and predict the behavior of natural systems, providing crucial support for forecasting and simulating the dynamic changes of atmospheric, oceanic, and terrestrial systems. While the accuracy and efficiency of numerical models are influenced by various factors, including model resolution, parameterization schemes, accuracy of initial conditions, and boundary conditions, their simulation of various physical processes and phenomena is reliable, and the simulation process described by complex physical equations and mathematical methods is clear. Therefore, the main direction of future deep learning applications lies in appropriately integrating the accuracy of deep learning with the reliability and interpretability of numerical models.

Currently, there are two main application scenarios: firstly, deep learning can be nested with numerical models to form hybrid models to improve data processing accuracy. For example (Xiao et al., 2019), combined LSTM with the AdaBoost integrated learning model to settle the overfitting problem in LSTM. Most typically (Ma et al., 2021), combined the numerical weather forecasting model WRF with a deep learning model for a significant wave height prediction, which extracts features from historical dataset and considers the geographic and meteorological factors considered by the WRF model at the meantime, effectively suppressing the randomness and instability of waves and improving the prediction accuracy. In addition, it can also be used in scenarios of pattern recognition and feature extraction to extract useful features from large-scale observational data or identify complex spatial and temporal patterns. A common approach is to use EOF analysis to extract different structural features of the data, thereby improving model performance (Zhou SY. et al., 2021). coupled the EOF and LSTM networks to solve the problem of poor accuracy when predicting significant wave heights.

Furthermore, there are many foreseeable application directions, some of which researchers have already begun to explore:

	1. Model Parameterization and Physical Process Modeling: Deep learning can be used to optimize parameterization schemes of numerical models (Zhu et al., 2022), such as adjusting parameter values in parameterization schemes or adjusting parameters in physical equations. Alternatively, deep learning can provide more accurate and reliable parameterization schemes by learning from large amounts of observational data, thereby improving model performance. Neural networks capable of obeying all the laws of physics described by the PDE when solving supervised learning tasks (Dong C. et al., 2022), Physically Informed Neural Networks (PINN), are also an important current direction.

	2. Model Defect Correction: Traditional numerical models may have some systematic biases or errors, which may be caused by model simplifications or incomplete physical descriptions. Deep learning can correct these errors by learning the differences between observational data and model outputs, thereby improving the accuracy of the model.

	3. Data Assimilation: Data assimilation combines observational data with numerical model outputs to provide more accurate model state estimates. Deep learning can be used to design more effective data assimilation methods, such as handling spatiotemporal correlations through Recurrent Neural Networks (RNN) or Convolutional Neural Networks (CNN), and improving the model’s adaptability to observational data.

	4. Model Acceleration and Optimization: Deep learning can be adopted to accelerate the speed of numerical models and optimize computational processes. For example, deep learning methods can be used to design more efficient numerical algorithms or reduce the computational load of models, thereby improving model performance and efficiency.

	5. Uncertainty Modeling: Deep learning can model and handle uncertainty in numerical models, such as generating multiple possible prediction results through Generative Adversarial Networks (GAN), or estimating the posterior distribution of parameters through Monte Carlo methods.



The interpretability of neural networks appears to be an important factor influencing oceanographers’ acceptance of artificial intelligence methods. Proper integration with numerical models can help scientists better understand physical mechanisms and their relative effects, improve the predictive capability of numerical models, and address some challenges and difficulties in numerical modeling. Additionally, some studies incorporate experts’ experience and knowledge into the model training and construction process, artificially assigning weights to features or filtering results, which can be considered a good approach to enhance accuracy and interpretability, as shown in (Conradt et al., 2022).





5 Summary

Although deep learning technology has been rapidly applied in the field of oceanography, including physical oceanography, there are still many issues to be addressed. Factors such as multidimensional fusion, integration with physics, complexity of features, and data imbalance are constraining the deeper application of deep learning. At the same time, the majority of existing research remains at the application level, failing to achieve a qualitative improvement in advancing oceanographic research. Compared to the vast unknown areas of the ocean, the future trend lies in leveraging the advantages of deep learning to promote scientific discoveries and propose new scientific questions.

This work discussed the background and necessity of deep learning applications in physical oceanography. After introducing the history of deep neural networks, this review introduced the three main classes of deep learning models and their main application scenarios in a black box format from the application perspective, avoiding the initial hindrance for oceanographers to use deep learning, that is, the difficulty in understanding the details of the models. To provide some comprehensive and cutting-edge references for all oceanographers interested in deep learning techniques, the latest applications and innovative cases of deep learning techniques in various fields of oceanography were reviewed in detail mainly by examining recent studies published in the last 3 years. Moreover, some promising directions for future applications and innovations were introduced for oceanographers from both application tasks and deep-learning perspectives. We look forward to the promotion and popularization of deep learning technology in the oceanography field and more discoveries about the ocean. From the perspective of AI researchers, we hope to obtain an increasing amount of application feedback to improve and innovate deep learning models. We believe that deep learning will help the oceanographic research field to achieve a new leap forward and embark on a more intelligent and rapid development stage within the next decade.
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Chl-a concentration is one of the key characteristics of marine areas related to photosynthesis, along with oxygen levels and water salinity. Most studies focus on estimating chl-a concentration in closed water bodies, rivers, and coastal areas of the tropical and temperate Earth belts and are therefore limited to specific regions and also require direct measurements and chemical analysis to obtain precise information about marine environmental conditions. Remote sensing techniques and spatial modeling aim to offer tools for rapid and global analysis of climate and ecological changes. In this study, we aim to develop a machine learning (ML)-based approach to estimate chlorophyll-a concentration when satellite data are unavailable. To provide physical parameters that may influence the predicted variable (chl-a concentration), we combined satellite observations from MODIS with geophysical Weather Research & Forecasting (WRF) and Nucleus for European Modelling of the Ocean (NEMO) models. Classical ML and deep learning (DL) algorithms were compared and analyzed for their ability to extract key biogeochemical patterns in the Barents Sea. The proposed approach allows us to forecast chl-a concentration for the next 8 days based on spatial features and measurements from preceding days. The best R2 metric achieved was 0.578 using a LightGBM algorithm, confirming the applicability of the developed solution to map the northern marine region even in cases where MODIS observations are unavailable for the preceding period due to insufficient illumination and dense cloud cover.
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1 Introduction

Chlorophyll-a (Chl-a) in water is a systemic climate indicator because the pigment is directly related to the functioning of photosynthetic organisms, reflecting the level of photosynthetic activity and the potential of water areas to sequester greenhouse gases from the atmosphere. At the same time, the growth and development of chlorophyll-containing organisms in aquatic environments may vary due to changes in the characteristics of aquatic areas and changes in climatic conditions, particularly temperature regime (Dvoretsky et al., 2023; Pereira et al., 2023). There are methods for estimating chlorophyll concentrations in water using drifting buoys and spot measurements (Hill et al., 2022). However, while these methods are effective for point-based studies, they may not be practical for large-scale monitoring over large areas. Satellite remote sensing allows for large-scale assessment of chl-a concentration, providing continuous monitoring of aquatic ecosystem functioning with a focus on the carbon balance of territories.

Traditional approaches to Chl-a prediction have relied on the use of multivariate statistical regression models that relate remotely sensed data to actual Chl-a measurements (Martinez et al., 2020). Usually, these algorithms use reflectances in chlorophyll-a-associated bands of light, derived from low-level satellite products, and classical ML regression algorithms for modeling (Hu et al., 2021). In modern applications, deep learning algorithms have become the preferred modeling method. This includes heuristics, convolution-based approaches (Ye et al., 2021), and time series forecasting methods that have become widely used for different water bodies’ assessment (Rajaee and Boroumand, 2015; Cho and Park, 2019; Shamshirband et al., 2019).

The northern seas, including the Barents Sea, are the subject of intensive oceanographic and ecological research (Alvarez-Fernandez and Riegman, 2014; Alvera-Azcárate et al., 2021). However, the analysis of Chl-a in these regions is limited by the peculiarities of the northern climate. One of the main difficulties in monitoring chl-a concentrations in the northern oceans, as well as other indices derived from optical sensor measurements, is the limited availability of satellite data. In northern latitudes, most of the year is characterized by short days or even total darkness due to the polar night. Even during the months when sunlight is available, its intensity is insufficient to provide adequate illumination underwater due to the low angle of incidence of the rays. In addition, part of the sea surface is covered by ice in winter, which severely limits the availability of data. As ice melting is a long process, even at the end of the polar night, data cannot be obtained from a large area of the sea surface. Moreover, a dense cloud cover is typical for these regions.

The vast majority of works on prediction of chlorophyll concentration using remote sensing in marine waters are currently presented for tropical and temperate Earth belts, where satellite data are well available (Rousseaux and Gregg, 2017; Cen et al., 2022). Because of the above limitations, the analysis and prediction of chlorophyll concentration in the waters of the North Pole are mainly based on in situ measurements (Desmit et al., 2020), which allow studies only for localized regions. Only a small number of works focused on the determination of chlorophyll concentration in the regions of the north and south poles of the Earth on the basis of remote sensing data. For example, Zhang et al. (2023) propose to use space-based lidar measurements as an alternative data source for predicting chl-a concentration in polar regions. Machine learning approaches have been successfully applied and proven effective in related fields such as environmental, agricultural (Van Klompenburg et al., 2020; Guo et al., 2021, 2022, 2023), and forestry (Illarionova et al., 2022) studies.

Simulation-based approaches exist to estimate chl-a concentrations, one of which is the mechanistic site-based emulation of a global ocean biogeochemical model (MEDUSA) (Hemmings et al., 2015) that can be coupled to the Nucleus for European Modelling of the Ocean (NEMO) (Madec et al., 2017) state-of-the-art ocean model. This method uses statistical and functional relationships with NEMO outputs to estimate the chl-a concentration at the ocean surface. The approach integrates 1-D simulators and statistical uncertainty quantification to predict surface chlorophyll levels based on model parameters. This increases the efficiency of comprehensive parametric analyses, thereby improving the accuracy and reliability of global ocean biogeochemical models such as NEMO. While this approach is expected to yield more accurate predictions compared to the machine learning method, it is also characterized by increased computational complexity and higher time requirements.

To address the existing limitations, this paper proposes a method for predicting 8-day averaged chl-a concentrations in marine areas based on ocean and atmospheric weather data. As a reference data, we use chlorophyll-a measurements derived from the Moderate Resolution Imaging Spectroradiometer (MODIS). We combine Weather Research & Forecasting (WRF), NEMO, and MODIS data to create a new set of features for developing machine learning algorithms further. These data sources are preferred because they provide clues for further predictions, even in the absence of information from spectral satellite observations. The experiments involve two approaches focusing on pixel-based and patch-based forecasting. Machine learning methods based on gradient boosting and deep learning algorithms are considered. The research is carried out for the waters of the Barents Sea.




2 Materials and methods



2.1 Study area

The region of interest covers the Barents Sea and Kara Sea. This area is characterized by distinctive patterns in the dynamics of atmospheric and oceanic processes, which are determined by the geographical location and special properties of the region (Smedsrud et al., 2013). The average depth of the Barents Sea is twice that of the Kara Sea, and the average depth of the Kara Sea is approximately 110 m. The Barents Sea is usually warm and saline enough (due to the circulation of Atlantic currents) to never freeze in winter. On the other hand, the Kara Sea is frozen in winter and covered by thick ice (sometimes reaching 5 m deep). Close to land, there is a strong freshwater outflow and possible biogens that could affect microbial growth. The Novaya Zemlya archipelago influences atmospheric dynamics and produces gusts of cold wind directed towards the continent. During the months of October to February, there is a polar night and the flux of solar radiation is almost zero.

Chl-a concentration values were extracted for the period from 1 January 2019 to 31 December 2022 for an area between the values 23.0° to 71.0° East and 63.0° to 78.0° North. The spatial areas containing the coordinates of the points for which variable values are available from the atmospheric numerical simulation model (WRF) and the ocean numerical simulation model (NEMO) are shown in Figure 1. The intersection of these areas represents the region of interest.




Figure 1 | Study area, MODIS spatial data loading domains, and WRF and NEMO simulation domains.






2.2 Data collection

We created a dataset from the outputs of numerical models that we had previously computed—atmospheric numerical simulation based on the WRF (Skamarock et al., 2019) model and ocean numerical simulation based on the NEMO (Madec et al., 2017) model—in order to train the machine learning model to forecast chl-a concentration. Coordinated modeling of ocean and atmosphere can provide coordinated dataset with less mutual numerical instabilities. Furthermore, the data provided by the numerical models are of relatively high spatial resolution compared to the Global Forecast System (GFS) National Centers for Environmental Prediction, National Weather Service, NOAA, U.S. Department of Commerce (2015) and Glorys–Mercator’s ocean data analysis and forecast European Union-Copernicus Marine Service (2016), which are used as initial and boundary conditions for the numerical simulations. Moreover, there is a successful example (Verezemskaya et al., 2021) of configuration of these two particular models in the northern latitudes done in relatively high resolution 1/12° based on the NEMO ORCA12 grid (Barnier et al., 2015). This modeling makes it possible to take into account the influence of additional data, such as the characteristics of atmospheric and ocean dynamic processes on forecasting the concentration of chlorophyll-a.

Chl-a concentration values are derived from the free database of Ocean Biology Distributed Active Archive Center (OB.DAAC) NASA’s Ocean Biology Processing Group (2024), which is based on observations from MODIS. It comprises aggregated satellite Chl-a values in mg/m3, calculated using a combination of color index (CI) (Hu et al., 2019) and ocean color (OC) (O’Reilly and Werdell, 2019) algorithms from an empirical relationship derived from measurements of Chl-a and the blue to green reflectance ratio (Rrs). Geospatial data are available with a pixel size of 4,638 m. In this paper, we get 8-day daily averages of Chl-a from OB.DAAC. The data are presented as two-dimensional arrays of values recorded in netCDF (.nc) format.

A numerical modeling dataset for the atmosphere was obtained using WRF version 4.4.2. WRF is a state-of-the-art atmosphere model designed for both research and numerical weather prediction that allows extensive configuration (Skamarock et al., 2019). As the initial and boundary conditions, the model uses the open source GFS product in the 1/4° resolution. Outputs were calculated in the region of interest from the early 2019 through the end of 2022. We created a local domain configuration and computed the output of the WRF model for the period of interest. The computations took approximately 2 weeks on 360 cores. Outputs contain arrays of 2D and 3D variables with hourly resolution data packed into netCDF files. Every WRF file before preprocessing contains 96 timesteps—24 for the ocean model forcing of the previous day and 72-h forecast. For convenience, data were interpolated from the computational grid to the MODIS grid. WRF files contain the following variables:

	SWDNB—shortwave solar radiation flux near surface,

	LWDNB—longwave solar radiation flux near surface,

	T2—temperature of the air at the height of 2 m,

	RAINNC—accumulated total precipitation near surface,

	U10—U component of the wind speed at a height of 10 m,

	V10—V component of the wind speed at a height of 10 m,

	P—atmospheric pressure at a height of 2 m,

	ALBEDO—albedo coefficient of the surface, and

	Q2—specific air humidity at a height of 2 m.



Numerical modeling dataset of the ocean was calculated with the NEMO (Madec et al., 2017) ocean model version 4.0 with the Drakkar configuration that is created as a joint effort between leading European ocean research facilities (Barnier et al., 2015). This configuration is widely used in the ocean modeling community for high-resolution ocean modeling (Rieck et al., 2015; Verezemskaya et al., 2021). The ocean model was additionally tuned for the region of interest. As initial and boundary conditions for the ocean NEMO uses Glorys and as a forcing (atmospheric boundary conditions), it uses previously computed WRF data. The spatial resolution of the domain is approximately 3–4 km 1/12° and outputs are written every hour. Outputs are represented on the computational grid ORCA12 (Barnier et al., 2015). Local domain configuration and interpolated atmosphere forcing WRF were prepared to run the NEMO ocean model. The calculations took approximately 1 week of CPU time on 128 cores. Data were later interpolated to the MODIS grid, same as the atmosphere model for convenience of use. Outputs are netCDF files with 3D variables that were cut to 2D variables (near surface level values). For the dataset, the following variables are used:

	sosstsst—temperature of the sea water near surface,

	sosaline—salinity of the sea water near surface,

	vozocrtx—U component of currents near surface, and

	vomecrty—V component of currents near surface.



Compared to MODIS data, the unique advantage of WRF and NEMO may be in time scale and the spatial continuity. In order to keep data sources related to each other and because of the daily resolution of MODIS Chl-a data, we took 0-, 24-, 48-, and 72-h time steps of our predictions for WRF and 0- and 24-h time steps for NEMO.

In addition, data on sea ice concentration available in the National Snow and Ice Data Center (Fetterer et al., 2017) database were used. Concentration values were used for data analysis.




2.3 Data preprocessing

The WRF and NEMO numerical simulation data were interpolated onto a grid in a geographic coordinate system corresponding to the MODIS Chl-a product coordinate grid. The preprocessed data were combined into a set of netCDF (.nc) files. Each file in the set contains daily mean chlorophyll concentration values over an 8-day period; NEMO model predictions for days 0, 1, 2, and 3; and WRF model predictions for days 0 and 1. The day with index 0 was taken as the day before this 8-day period. Only points within the NEMO simulation area (the region within the blue border in Figure 1) were used for analysis and modeling.

Time-independent spatial attributes were also used: latitude, longitude, and shortest distance to the coastline, which was calculated for each point within the region of interest. The later dataset was packed into daily files with an 8-day step. The total amount of features was 40, among them:

	18 WRF features (2 values for each of the 9 features: days 0 and 1),

	16 NEMO features (4 values for each of the 4 features: days 0, 1, 2, and 3),

	lat—latitude,

	lon—longitude,

	water_depth—water depth,

	coast_dist—shortest distance to the coastline,

	doy—day of the year, and

	chlor_a_prev—Chl-a of the preceding days.



A file structure of the resulting dataset is shown in Figure 2 to illustrate the principle of combining NEMO and WRF modeling data with MODIS data. Figure 3 shows the average number of missing Chl-a values for the region of interest as well as the number of points with high ice concentration (greater than 50%). As can be seen from the figure, the data for the region of interest are completely missing for the months from October to February. These months are the period of insufficient illumination for observations in the visible optical range. For this reason, these months are completely absent from the dataset we collected. Ice formation in the study area begins in November and continues until February, and beginning from March, ice melting occurs. It can be observed that for regions with high ice concentration, observations for chlorophyll concentration values are missing. The remaining omissions are due to other reasons, notably cloud cover.




Figure 2 | Example of a merged dataset file for a specific observation date.






Figure 3 | Average proportions of missed MODIS Chl-a values and high ice concentration values in the region of interest by month for the period January 2019 through December 2022.



Figure 4 shows examples of MODIS chlorophyll-a observations extracted for specific dates in 2021 in 32-day increments. By comparing these plots with the distance of the points from the coastline (Figure 5), it is clear that high chlorophyll concentrations are characteristic of coastal areas. It has been long observed in the field that the majority of the world’s most productive marine ecosystems are found within coastal environments and owe their productivity, diversity, and wealth of life to their terrestrial adjacency (Bierman et al., 2011). This increase in concentration near the coasts is related to various processes occurring on land, such as biogenic runoff (Anderson et al., 2002). Such factors were not taken into account in the configuration of the WRF and NEMO simulations though NEMO accounts for freshwater runoff for nonbiological variables (for example, salinity). As this work evaluates the possibility of predicting chlorophyll concentration based on weather and atmospheric data, such other contributions are beyond the scope of this study. For further investigation, we limited the upper limit of the chlorophyll concentration to a value of 10 mg/m3, which is typical for coastal lines of marine areas (Schalles, 2006).




Figure 4 | Examples of MODIS 8-day mean Chl-a and single-day ice concentration observations in the study area for the year 2021 in 32-day increments. (A) 14 March, (B) 15 April, (C) 17 May, (D) 18 June, (E) 20 July, (F) 21 August, (G) 22 September.






Figure 5 | Shortest distance to the coastline in the region of interest.



In this paper, a split into training and test samples was performed to train and evaluate machine learning models using a dataset for each coordinate of the region of interest. The dataset is represented by 102 snapshots, each corresponding to a different 8-day interval and containing numerical values for spatially distributed variables at points in the region of interest, comprising over 130k unique coordinates (latitude and longitude pairs). Data for the time period from 1 January 2019 to 30 June 2022 were used to train the model, and data from 1 July 2022 to 31 December 2022 were used for testing. We have followed the common practice of choosing the test period for predictive models at the end of the time interval, which prevents data leakage from the future for estimating the model’s predictive ability for the new period. Figure 6 shows the distribution of chlorophyll concentration values for the interval from 0 to 10 mg/m3.




Figure 6 | Distribution of chl-a concentration values for the interval from 0 to 10 mg/m3 in train and test sets.






2.4 Machine learning and deep learning methods

The paper compares the performance of classical machine learning algorithms and the neural network approach.



2.4.1 LightGBM

LightGBM’s (Ke et al., 2017) implementation of the gradient boosting decision tree method was used as the classical machine learning algorithm. One of the most important capabilities of LightGBM is its ability to handle missing values in features, both in the training period and in the prediction period. When Chl-a of preceding days is used as one of the input features for the model, missing data are inevitably observed for a large number of coordinates. Therefore, when using this feature, we excluded from training all coordinates where the preceding value is unknown. At the same time, when making predictions for the region of interest, we use all its coordinates regardless of the presence of gaps in the preceding values. In the case of the gradient boosting machine, if there are no gaps in the training data, the gaps in the test data follow the majority direction for the decision tree (the direction with the largest number of observations). The following parameters of the LightGBM model were used: number of boosted trees equal to 100, learning rate equal to 0.1, and tree depth without limit. An important parameter of the framework used is the “class weighting”, which allows us to perform a probability calibration of the model; it adjusts the weights inversely proportional to the frequencies of the target continuous values in the input data. The gradient boosting model was trained to make pixel-by-pixel predictions. The data were converted to a tabular format, where each row corresponds to the values of the features in a single coordinate.




2.4.2 Resnet-18

A neural network model based on the ResNet-18 (He et al., 2016) architecture was developed and trained using the PyTorch library. This architecture has proven to be effective for environmental spatial forecasting creation (Cheng et al., 2022; Shadrin et al., 2024). The aim of this study was to solve the regression problem. Therefore, the model was input with spatial data in the form of patches of 33 × 33 pixels, and the model was trained to predict the value of chlorophyll concentration in the center pixel of the patch. All values input to the model were scaled using min–max normalization. For land coordinates, feature values defined for sea coordinates only were set to −1. Gaps in the previous chlorophyll concentration values were filled by interpolation. Then, only those patches were selected for the model that contained at least one water pixel and had no gaps for any value. To improve the robustness of the model, instead of partitioning each file into patches with a fixed grid, new offsets were generated for each training epoch to slice the patches. The ResNet-18 model architecture was adapted to handle the input data, with the number of input channels equal to the number of features. An Adam optimizer with an initial learning rate of 10−3 and a step scheduler, which reduced the learning rate by a multiplier of 0.2 every 10 epochs, was chosen to optimize the learning process. The mean squared error was used as a loss function. The model training process was performed for 50 epochs with patch updates and batch size equal to 256.





2.5 Evaluation metrics

To assess the quality of model forecasts, a comparison is made between actual data and forecasted values. For regression tasks, the following set of metrics is often used: MAE (mean absolute error), RMSE (root mean square error), MAPE (mean absolute percentage error), and R2 (coefficient of determination). All metrics were calculated in the per-pixel format. If   is the predicted value of the ith pixel,   is the corresponding true value and   is the arithmetic mean of all  , then RMSE (Equation 1), MAE (Equation 2), MAPE (Equation 3), and R2 (Equation 4), estimated for n pixels, are determined as follows:

 

 

 

 





3 Results



3.1 Training of the models

The goal of the study is to develop an approach to forecast chl-a concentration for the next 8 days based on available atmospheric, oceanic, and remote sensing data. MODIS measurements of the chl-a concentration were selected as reference data for model development and its quality assessment. Moreover, MODIS data from the preceding period are used as features to forecast chl-a concentration for the succeeding days. The presence of dense cloud cover justifies the consideration of not only visible remote sensing measurements collected by the MODIS satellite but also data from NEMO and WRF models to generate additional features for analysis. These data include modeled measurements of atmospheric and oceanic systems for several upcoming days. The total number of features was 40. In addition to MODIS, WRF, and NEMO, an additional feature related to the distance to the coast and the day of the year is considered. The change in the quality of model performance when excluding some attributes from the training set, particularly the value of chlorophyll concentration for the previous period and the distance to the shore, was assessed.

Two machine learning approaches were employed to process the collected data. The first approach utilized a classical machine learning algorithm, LightGBM, which was applied to process individual pixels without considering their context. In contrast, the deep neural network approach incorporates the spatial distribution of neighboring pixels into consideration.

The change in the values of error and R2 metric during Resnet-18 model training is presented in Figure 7. Loss and R2 converge, and the fluctuations in their values are due to the fact that a new grid is generated at each epoch for training and validation to extract patches from the data snapshots. The R2 value (0.687) of the validation measure is significantly higher than that of the test on the whole region (0.406) because the validation metric is calculated on a randomly selected set of patches sliced with a step equal to the patch size, while for the test, all possible patches are used with a step of 1 pixel.




Figure 7 | MSE loss and R2 versus epoch during the Resnet-18 model training. (A) MSE loss, (B) R2.






3.2 Assessing the quality of models

Experiments with different input features were conducted for these two machine learning models, and the resulting metrics are presented in Table 1 for the test dates. The median value serves as a baseline, representing the performance of a prediction strategy where all samples are assigned the median value of the chl-a concentration in the train set. As expected, this baseline approach yields relatively high errors across all metrics. A negative R2 value of –0.191 indicates the complexity in the distribution of target variables.


Table 1 | Experimental results for the chl-a concentration estimation on the test subset using different models.



Using the full set of features in the LightGBM model gives the most favorable results, with the lowest RMSE equal to 1.398, MAE equal to 0.834, and the highest R2 equal to 0.578, indicating superior predictive performance compared to other models. In particular, the Resnet-18 model with the full set of features shows competitive performance compared to its LightGBM counterpart. In particular, it achieves the lowest MAPE equal to 0.528, indicating its effectiveness in reducing prediction errors and maintaining consistency across different data points. Moreover, even the weakest of the presented deep learning models showed better MAPE values than any of the presented variations of classical machine learning models. The simultaneous deterioration of R2 and improvement of MAPE when moving from classical learning models to deep learning models suggests that the model loses explanatory power but achieves greater predictive accuracy, which may indicate the greater practical utility of the model for making accurate predictions. For the LightGBM model, the standard deviations for all metrics were calculated from 20 runs of training the model with different random states. The following standard deviation values were obtained: σ(RMSE) = 8.2 × 10−3, σ(MAE) = 6.8 × 10−3, σ(MAPE) = 0.018, and σ(R2) = 4.9 × 10−3, which confirms the statistical significance of the results obtained. The achieved values of the R2 metric are comparable to the values obtained for the northern marine regions by Zhang et al. (2023).




3.3 Feature importance analysis

We analyzed the feature importance for the classical machine learning model in the setup with all available features. The conducted study is intended to improve explainability of the achieved results and to help in further studies. Feature importance derived from LightGBM is shown in Figure 8. Latitude and longitude are among the most significant features. The reason is the strong correlation between distance to the coastal line and chl-a concentration. Generally, the higher chlorophyll concentration occurs near the particular regions of the shore. However, latitude and longitude are more informative features than just a coastal distance due to patterns in biochemical conditions associated with marine currents and other processes. U and V components of the wind speed at a height of 10 m also affect the model’s forecasting. It allows assessing the spread velocity and direction of flows in upcoming days. One of the most important attributes is atmospheric pressure, the influence of which on chlorophyll is complex. It can be assumed that changes in pressure lead to changes in weather conditions and illumination, which affect phytoplankton growth and plant photosynthesis. Nevertheless, the joint contribution of the all selected features is significant for the ultimate results.




Figure 8 | Feature importances (15 features with the highest importance values).






3.4 Visualization of the results

The visual assessment results for the best LightGBM and best Resnet-18 models are shown in Figures 9, 10, respectively. The results are presented for similar data to allow comparison of the results of the two approaches. The absolute error is calculated by subtracting the ground truth Chl-a values from the predicted Chl-a values.




Figure 9 | Comparison of ground truth and LightGBM model predicted values of Chl-a for individual snapshots from the data. (A) Ground truth, (B) prediction, and (C) absolute error for 8 days starting 19 July 2022, and (D) ground truth, (E) prediction, and (F) absolute error for 8 days starting 5 September 2022.






Figure 10 | Comparison of ground truth and Resnet-18 model predicted values of Chl-a for individual snapshots from the data. (A) Ground truth, (B) prediction, and (C) absolute error for 8 days starting 19 July 2022, and (D) ground truth, (E) prediction, and (F) absolute error for 8 days starting 5 September 2022.



It can be observed that the ML-based model performs well in identifying clusters of points with high chlorophyll concentration, but at the same time, it tends to predict, on average, higher values than the actual values, especially in the coastal region. In contrast, the DL-based algorithm has a smaller error over a larger area of the region of interest and provides more accurate predictions for areas further from the coast, but misses areas of high concentration and predicts lower values than the actual values. The reduction in the number of points for which prediction is performed in the region of interest in the case of the DL model is due to the operation of the algorithm for selecting the patches fed to the model input: patches that do not contain gaps in the 33 × 33 square surrounding the pixel with the target Chl-a value are selected. On the border of this region, some pixels do not contain the values of NEMO variables.





4 Discussion

In the geo-spatial tasks, the spatial context usually plays a vital role (Illarionova et al., 2021). Therefore, we compared two approaches that involve or ignore it. The main advantage of the classical machine learning model is its faster training and inference process in comparison with deep neural network. Moreover, the shorter amount of tunable parameters makes it easier to develop an ML-based approach. Although DL-based solutions require a finer adjustment, in various geo-spatial tasks, they have proven to outperform the classical approaches.

Despite the continuous improvement of MODIS products and remote sensing tools in general, there are uncertainties and biases in the data acquisition process. The quality is strongly influenced by the angle of coverage and the angle of incident light (Barnes and Hu, 2016) and other factors. In addition, as the final chlorophyll concentration values are determined from an empirical relationship, some additional discrepancies are possible. It has been repeatedly shown that the credibility of MODIS chlorophyll concentration products in offshore waters is poor and significantly overestimated (Darecki and Stramski, 2004; Harshada et al., 2021). Therefore, the error of remotely sensed chlorophyll concentration data in coastal waters is very large and, in fact, MODIS Chl-a for these regions characterizes the concentration of terrestrial suspended particulates rather than the true chlorophyll concentration. Alternative data sources can complement and improve the accuracy of satellite-derived chlorophyll estimates. In situ measurements from oceanographic buoys, research vessels, and autonomous underwater vehicles provide direct observations of chlorophyll concentration at specific locations. In addition, high-resolution models that integrate physical and biological processes can simulate chlorophyll distribution based on environmental parameters.

Our study presents an approach to predict chlorophyll concentration in marine waters using a model based on ocean and atmospheric dynamics data. A major advantage of this approach is that, although the model is trained on satellite-derived chlorophyll data, the input parameters of the model are not sensitive to the illumination conditions of the input data. This allows us to continue forecasting in conditions where satellite data would have limited availability due to cloud cover or short day length in winter. At the same time, the approach presented can be used to create a model trained on more accurate data.

There are several considerations when evaluating the generalization ability of the machine learning model used. First, machine learning models are expected to generalize effectively as the size of the model and training dataset increases. The NEMO ocean model at high spatial resolution (approximately 3 km) presents significant computational challenges when applied to extensive regions such as the entire Arctic. These challenges arise from mesoscale instabilities and numerical drift of WRF and NEMO models from reference values in the middle of the study area. The primary issue is the need to validate and consistently run the ocean model to avoid significant deviations from in situ and satellite data. To address model drift, statistical corrections such as nudging are required. Similar procedures are required for the atmospheric model, including ensuring model stability based on initial and boundary conditions, and maintaining physical consistency with observations within the study area.

In addition to the challenges associated with numerical modeling for creating large datasets, it is important to discuss the generalizability of the machine learning model to new geographical regions. A common approach for spatiotemporal analysis involves training the model on data from one specific region and then testing it on data from another region. Conducting such experiments can provide further insight into the model’s ability to adapt to new geographical regions. A promising avenue is to explore the optimal amount of additional data required to support such adaptation. However, these experiments were beyond the scope of the current research, which primarily focused on temporal robustness (forecasting for new dates for the same region) rather than spatial robustness (forecasting for the same dates for different regions) of the developed algorithm. Future studies could address these limitations to explore the generalizability of the approach in different geographical contexts, considering both spatial and temporal components.




5 Conclusion

In this study, we explored and developed a machine learning-based solution for predicting chl-a concentration in northern marine regions. This environmental parameter is crucial for a comprehensive understanding of the interactions between the atmosphere and ocean. Traditional methods rely mostly on local measurements and may not be suitable for spatiotemporal analysis of vast regions. Therefore, we integrated NEMO and WRF modeling data into our solution, which proved to be effective for reconstructing satellite-based chlorophyll-a measurements when spectral remote sensing is limited due to polar night or cloud cover.

The Barents Sea was selected as the study area due to its unique environmental properties, particularly the presence of warm Atlantic water leading to largely ice-free conditions throughout the year. Using the collected dataset for this region, we conducted a series of experiments to determine the most relevant approach for estimating chl-a concentration. The LightGBM model achieved the highest accuracy with an R2 value of 0.578. However, in terms of the MAPE metric, the Resnet-18 model outperformed the LightGBM with a value of 0.527 (compared to 0.831 for LightGBM).

Among the most important features for concentration prediction were longitude and latitude, wind speed, and atmospheric pressure. In future studies, this proposed approach can be expanded to include other northern waters and incorporate additional biogeochemical characteristics. Overall, estimating chl-a concentrations based on spatiotemporal modeling can serve as a reliable indicator of ecological conditions in vast regions.
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Ours 0.8517 0.8037 0.8523 0.8014 0.8272 318

The bold part represents the optimal value.
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Method ubmarine
CEEMDAN- Fast 0.7921
Ccoco 0.8847
Yolovd 0.8842
Scaled-yolovs 0.8914
Yolov7 0.8513
TOOD 0.8003
Ours 0.9201

The bold part represents the optimal value.
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Method Fish MAP FPS
CEEMDAN- Fast 0.8314 0.8572 0.8347 0.8716 0.8487 253
Coco 0.9011 0.8539 0.9013 0.8916 0.8869 41.7
Yolov4 0.8851 0.9327 0.8651 0.8739 0.8892 38.1
Scaled-yolov5s 09213 0.9013 0.8534 0.9015 0.8943 304
Yolov7 0.8724 0.9261 0.8425 0.8364 0.8693 35.1
TOOD 0.8135 0.8341 0.8371 0.8211 0.8264 302
Ours 0.9310 0.9014 0.9027 0.8891 0.9060 327

The bold part represents the optimal value.
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Iteration

Ist 0.01421 20.1934 0.4864
2nd 0.0122 21.4257 0.6170
3rd 0.0120 22.4323 0.6854
4th 0.0010 22.5986 0.7475
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Model MAE | S-Measuret

SSN 0.1896 0.6223
FCN 0.1910 0.6189
SLIC 0.1949 0.6308
SNIC ' 0.1966 0.6243
AlNet 0.1966 0.6243
USNet 0.1859 0.6311

1 denotes that higher is better, and | indicates the opposite.
The bold values represent the best results.
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Inception-

(invalidation set) YGCGNet  ResNet ~ SaueezeNet
Classification set-1 0.84 0.88 091
Classification set-2 0.88 0.88 0.89
Classification set-3 ‘ 0.85 0.91 0.84
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Method Submarine Fish Frogman AU MAP PS
-w/a 0.8374 0.7921 0.8331 0.7923 0.8136 32
-w/PM 0.8380 07947 08369 07957 0.8163 33

-w/FE 0.8372 07911 08325 07905 0.8128 314
-w/DC 0.8341 0.7954 0.8363 07961 0.8154 305

MATNet (full model) 0.8517 0.8037 0.8523 0.8014 0.8272 325
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MFM DC Fish Frogman AUV MAP
0.7199 0.7537 0.7741 0.7368 0.7461 ‘ 30.7
v 08341 07954 0.8363 07961 0.8154 305
v 08372 07911 0.8325 0.7905 0.8128 314
N J 0.8517 0.8037 0.8523 0.8014 0.8272 325

‘The bold part represents the optimal value.
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structure
PINN v x DNN
PIRNN v x RNN
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DeepONet x v DNN
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Data RO
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Scheduling Number Distance MSAR MSAR MSAR MSAR MSAR Overall

order of accidents weight base 1 base 2 base 3 base 4 base 5 assessment
12 58 03841 08130 07437 07194 07703 05396 07172
11 64 0.3855 0.7783 0.7047 0.6860 0.7356 0.6026 0.7015
15 82 0.3847 0.6988 0.6374 0.6064 0.6573 0.5476 0.6295
14 65 0.3850 0.6727 0.6043 0.5792 0.6301 05111 0.5995
1 81 03856 0.6066 05496 05156 05658 05724 05620
3 95 03665 05496 0.4889 04541 05065 07335 05465
13 34 03669 05394 05018 0.4598 05046 0.1272 0.4266
16 24 03858 03722 03014 0.2793 03295 03365 03238
9 57 0.2701 0.1398 0.2268 0.2427 0.1829 0.7275 0.3039
4 53 0.3239 0.2813 0.2137 0.1788 0.2345 0.5933 0.3003
2 28 03826 03129 02424 02195 02700 03812 02852
10 38 0.3229 0.1569 0.1783 0.2195 0.1738 0.6898 0.2837
7 54 02530 01731 0.1553 0.1849 0.1376 07018 02706
8 16 02780 0.1230 0.1757 0.2036 0.1450 06962 02687
- 53 0.2644 0.2178 0.1509 0.1374 0.1667 0.6491 0.2644

6 19 0.3316 0.1413 0.0613 0.0912 0.1064 0.5236 0.1848
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K-Means(6) based Clusteri

SC 0.3610 0.4140 0.1270 -0.0650 0.4582

CHI 985.5170 777.8680 45.6970 118.0800 12335110

DBI 0.7750 0.8980 2.1490 1.0220 0.7260
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epochs=10000 epochs=50000 epochs=100000 epochs=200000 epochs=300000 epochs=400000

0.1311s 0.1218s 0.1210s 0.1188s 0.1187s 0.1182s

epochs=500000 epochs=600000 epochs=700000 epochs=800000 epochs=900000 epochs=1000000

0.1198s 0.1197s 0.1196s 0.1197s 0.1195s 0.1312s
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Cross- Range of Mutation- Range of

probability = parameter probability parameter

action set P. action set Pm
al 0.4< P, <0.45 bl 0.01< P,, <0.03
a2 0.45< P 0.5 b2 0.03< P,, <0.05
a3 0.5< P, <0.55 b3 0.05< P,, <0.07
a4 0.55< P, <0.6 b4 0.07< P,, <0.09 |
a5 0.6< P, <0.65 b5 7 0.09< P,, <0.11
a6 0.65< P, <0.7 b6 0.11< P,, <0.13
a7 0.7< P, <0.75 b7 0.13< P,, <0.15
a8 0.75< P <0.8 b8 0.15< P,, <0.17
a9 0.8< P, <0.85 b9 0.17< P,, <0.19
al0 0.85< P, <0.9 b10 0.19< P,, <0.21
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epochs=10000 epochs=50000 epochs=100000 epochs=200000 epochs=300000 epochs=400000

0.2772 0.14 0.1278 0.1193 0.1141 0.1104

epochs=500000 epochs=600000 epochs=700000 epochs=800000 epochs=900000 epochs=1000000

0.1076 0.1055 0.1034 0.1003 0.0987 0.0966
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Algorithm t=1500s t=2250s t=3000s t=3750s

DF-ParPINN-la 0.0542s 0.0309s 0.0294s 0.0312s 0.0377s
DF-ParPINN-1b 0.0285s 0.0264s 0.0336s 0.0264s 0.0269s
DF-ParPINN-12 0.0514s 0.0344s 0.0303s 0.0402s 0.0286s
DF-ParPINN-1a3 0.0312s 0.0258s 0.0159s 0.0168s 0.0193s
DF-ParPINN-1b3 0.0143s 001365 0.0205s 0.0136s 0.0138s
DF-ParPINN 0.0258s 0.02325 0.0167s 0.0259s 0.0155s
Algorithms t=4500s t=5250s t=6000s t=6750s t=7500s
DF-ParPINN-1a 0.0399s 0.0384s 0.0332s 0.0318s 0.0313s
DF-ParPINN-1b 0.0283s 0.0317s 0.0666s 0.0804s 0.0285s
DF-ParPINN-12 0.0359s 0.0273s 0.0295s 0.0403 0.0323s
DF-ParPINN-1a3 0.0260s 0.0230s 0.0167s 0.0159s 0.0161s
DF-ParPINN-1b3 0.0145s 0.0180s 0.0494s 0.0668s 0.0148
DF-ParPINN 0.0199s 0.0142s 0.0155s 0.02355 0.0175s

Bold representsthe lowest relative errors.
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Algorithm

t=1500s t=3000s t=3750s

DF-ParPINN-1a or DF-ParPINN-1a3
DF-ParPINN-1b or DF-ParPINN-1b3

DF-ParPINN or DF-ParPINN-12

Algorithms

0.3466

0.5511

0.1056

0.3134 0.2916 0.2954 0.2898
0.5572 0.5024 0.5394 0.5143
0.1275 0.1048 0.1129 0.12

DF-ParPINN-1a or DF-ParPINN-1a3
DF-ParPINN-1b or DF-ParPINN-1b3

DEF-ParPINN or DF-ParPINN-12

Bold representsthe lowest relative errors.

0.3012

0.5099

0.1601

0.3199 0.3321 0.3463 0.3558
0.5212 05278 0.5401 0.5518
0.1861 0.2298 0.252 0.2894
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Algorithm

Training
instances

Testing
instances

Epochs

DF-ParPINN-1a 100000 10000 5000
DF-ParPINN-1b 100000 10000 5000
DF-ParPINN-12 100000 10000 5000
DF-ParPINN-1a3 100000 10000 5000
DF-ParPINN-1b3 100000 10000 5000
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Algorithm t=1500s t=2250s t=3000s t=3750s

PINN (Raissi et al.,, 2019) 09902 0.9910 0.9908 0.9904 0.9900
PIRNN (Wu et al,, 2023) 09037 09208 0.8774 0.8621 0.8572
CPINN (Jagtap et al, 2020) 1.8960 . 0.9453 0.6099 04315 03419
DeepONet (Lu et al., 2019) 10798 1.0400 10214 10175 1.0100
DF-ParPINN 0.1056 0.1272 0.1048 0.1127 0.1194
Algorithms t=6750s t=7500s
PINN (Raissi et al,, 2019) 09896 0.9893 0.9891 0.9886 0.9891
PIRNN (Wu et al,, 2023) 0.8607 0.8762 0.8999 0.9200 0.9062
CPINN (Jagtap et al,, 2020) 03736 04264 04887 0.5539 0.6307
DeepONet (Lu et al., 2019) 10115 1.0110 1.0090 10114 1.0156
DF-ParPINN 0.1604 0.1866 0.2255 0.2564 0.2895

Bold representsthe lowest relative errors.
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Algorithm Training Testing Epochs

instances instances
PINN 100000 10000 5000
PIRNN 100000 10000 5000
cPINN 100000 10000 5000
DeepONet 100000 10000 5000

DF-ParPINN 100000 10000 5000
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PINN Partial data set of velocity potential field of all time slices
PIRNN Partial data set of velocity potential field of all time slices
PINN Partial data set of high-velocity field (or low-velocity field) of
all time slices
DeepONet Partial data set of velocity potential field of all time slices
o | TS s iy
Algorithm Output
PINN Velocity potential field of time slice to be solved
PIRNN Velocity potential field of time slice to be solved
PINN High-velocity field (or low-velocity field) of time slice to
be solved
DeepONet Velocity potential field of time slice to be solved
DE-ParPINN High-velocity field (or low-velocity field) of time slice to

be solved
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NSGAII NSGAII-RL

Gapl Obj1 Gapl Obj2
1 16,1268 381309 38559 91,9448 282323 64.6593 24221 87.1764 288799 654518 26410 88.2393 99775 - 0.3106 -
2 147275 7.7854 13165 95.9134 23.4752 42,1479 11303 95.2402 234191 42,0093 17878 96.9907 13.5809 % 00538 =
3 10.7365 13.5994 07837 162179 13.1491 294522 07021 6.4806 159199 417308 0.8607 237133 92764 - 0.6566 -
4 15.9959 48.9094 06052 48.0998 20,0493 59.2385 07717 592977 185447 559313 16544 810143 81724 - 03141 -
5 73118 9.2918 06183 69.2544 117183 43.4013 03893 511688 113473 415509 05302 64,1456 6.6324 - 0.1901 -
6 64022 235482 02487 85,5247 6.6865 26,7988 01993 819368 60708 193747 01824 80.2632 48946 - 0.0360 -
7 127321 209997 08343 244157 18.2806 449777 23189 72.8061 192326 47.7013 07729 184112 10.0584 - 0.6306 -
8 14.4639 299428 02629 90.4907 144639 299028 02629 904907 146185 30,6837 02622 90.4653 10.1330 - 0.0250 -
9 18088 66,6243 00515 182524 17552 65.6051 0.1063 603951 15052 59.8924 0.0495 14.9495 0.6037 - 0.0421 -
10 7.4247 77.3216 02349 96.1260 3.0641 45.0475 00936 902778 36462 53.8204 00245 62,8571 1.6838 - 0.0091 -
1 80173 395844 0.1058 547259 109824 55.8958 02147 77.6898 105159 53.9393 02428 802718 48437 - 0.0479 -
12 23722 241590 0.1485 93.4007 50160 641328 0.0897 89.0747 3.6840 511645 00215 544186 1.7991 - 0.0098 -
13 14693 7.9630 00093 72,0430 14835 88440 00052 50,0000 15004 9.8707 0.0065 60.0000 13523 - 0.0026 -
14 18095 293451 00362 925414 18776 319078 00265 898113 18552 310856 00428 93.6916 12785 - 0.0027 -
15 12128 158394 00040 20,0000 16386 37.7090 00134 761194 13079 219589 00120 73.3333 1.0207 B 0.0032 8
16 12116 228458 00196 928571 42647 78.0805 00519 97.3025 36025 740514 00103 86.4078 09348 - 0.0014 -

Gap1= (Obj1 - Objl)/Obj1x100%; Gap2= (Ob]2 ~ Obj24,)/Obj2x100%.
The bolded part shows the optimisation result of the NSGAIL-RL algorithm in this paper.
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Velocity potential field at t=0s (first time slice) Velocity potential field at t=1500s (11th time slice)

Velocity potential field at t=3000s (21st time slice) Velocity potential field at t=4500s (time slice 31)

Velocity potential field at t=5000s (41st time slice) Velocity potential field at t=7500s (51st time slice)
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Model Name Accuracy Time Consuming

DWSTr 96.50% 25 s/epoch
DWSTr-CNN 95.79% 33 s/epoch
DWSTr-DWS 89.42% 11 s/epoch

DWSTr-Tr 91.86% 13 s/epoch
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Model Name Training

CRNN 35 ms/step
DBNs 29 ms/step

SAEs 28 ms/step
Swin-Transformer 23 ms/step
MobileNet 23 ms/step
DWSTr 30 ms/step

Bold values signify the top performances.

Testing
35 ms/step
29 ms/step
28 ms/step
23 ms/step
23 ms/step

30 ms/step

Validation
17 ms/step
15 ms/step
13 ms/step
11ms/step
10 ms/step

9ms/step





OPS/images/fmars.2024.1301072/im47.jpg





OPS/images/fmars.2024.1334057/table4.jpg
Name CRNN(CNN CRNN(LSTM) DBNs ransformer SAEs MobileNet
Kernel Size 3x3 - - - - -
Strides I (1,1) - - - = =

‘ ‘Width Multiplier - - - - - 1.0
Unit Number - 128 256 - 128 -
Sparsity Penalty - - - - 3.0 -
MLP Nodes - - - 1024 - -
Window Size - - - 2 = E
Shift Size - - - 1 = =
Learning Rate ‘ 0.001 0.001 » 0.001 0.001 0.001 0.001
Dropout Rate 0.3 03 03 03 0.3 0.3
‘Weight Decay 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001
Batch Size 256 256 256 256 256 256
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CRNN 92.31%
DBNs 37.66%
SAEs 60.49%
Swin-Transformer 86.36%
MobileNet 60.66%
| DWSTr 96.50%

Bold values signify the top performances.
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Parameter Name Parameter Value

Audio Segment Length 75ms
Patch Size 4x4
DWC Kernel Size 3x3
PWC Kernel Size 1x1
Batch Size 256
Strides (L,1)
Dilation Rate (1L,1)
Learning Rate 0.001
Dropout Rate 0.3
Weight Decay 0.0001
Depthwise Initializer glorot uniform
Pointwise Initializer glorot uniform
DWS Block Number 1
Transformer Encoder Number 6
Transformer Decoder Number 1
Projection Dimension 64
MLP Nodes Number 1024

Optimizer adam
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Type per Layer Operations Path Length

Self- X
Attention oln*d) o) o
Recurrent O(n-d’) O(n) O(n)

n s the input sequence length and d denotes the representation dimension.
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A pytorch-like multi-scale spatially-adaptive resid-

ual attention

def forward (self,x):

x_convl = self .GELU (self . BSConv3(x))

x_conv2 = self GELU(self . BSConv5(x))

xcl _rem, xcl _dis = split(x _convl)

xc2 _rem, xc2 _dis = split(x _ conv2)

x1 _gl = self RSFA(xcl _rem) + xcl _rem

x2 _gl = self RSFA(xc2 _rem) + xc2 _rem
g_gl=x1_gl+x2_gl

& _lo = self . ESA(self .GELU (self.BSConv3(g _gl)))
x_outl = self GELU (self .BSConv3(g _lo x x1_gl))
x_out2 = self GELU (self .BSConv5(g _lo x x2 _gI))

return x _outl + x _out2
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USR-248 UFO120

Method
SSIM
RSFA x2 30.57 0.83 281 26.04 0.78
wio ESA x2 30.14 0.80 280 25.76 0.77
wlo CA x2 29.97 0.80 279 25.69 0.75

w/o SAFM x2 30.01 0.78 2.80 2571 0.76
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USR-248 UFO120

Method
SSIM SSIM
SFT layer x2 30.57 0.83 2.81 26.04 0.78 299
wlo SFT layer x2 3024 082 2.80 25.86 075 297

SFT layer x4 26.38 0.71 2.56 25.53 0.73 2.96

w/o SFT layer x4 26.16 0.69 2.53 25.41 0.71 294
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PSNR (dB)

Method

SRCNN (2014) 24.75 2222 19.05 0.72 0.65 0.56 2.39 224 2.02
SRGAN (2017) 26.11 23.87 21.08 0.75 ‘ 0.70 0.58 ‘ 244 239 2.56
SRResNet (2017) 25.23 ‘ 23.85 19.13 0.74 0.68 0.56 242 218 2.09
SRDRM (2020) 24.62 ‘ - 23.15 0.72 - 067 259 - 257
SRDRM-GAN (2020) 24.61 - 23.26 0.72 - 067 259 - 255
IPT (2021) 25.68 25.16 23.00 0.74 0.71 0.71 2.68 2.64 267
AMPCNet (2022) 25.24 2573 24.70 0.71 0.70 0.70 298 2.96 285

URSCT (2022) 25.96 - 2359 0.80 - 0.66 - - -
Deep WaveNet (2023) 571 25.23 25.08 0.77 0.76 0.74 2.99 2.96 297
RDLN (2023) 25.96 26.55 2537 0.76 074 0.73 298 2.98 294
MDSRDN (ours) 26.04 [ 2641 25.53 078 075 073 2.99 ) 2.98 I 2.96

The results with the best performance are highlighted in bold, while those with second-best performance are italicized and displayed in blue.
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Scale Method FLOPS(G) Params(M) PSNR (dB) SSIM

SRCNN (2014) 21.30 006 26.81 076
VDSR (2016) 20528 067 28.98 079 2.57
SRGAN (2017) 377.76 595 28.05 078 274
ESRGAN (2017) 4274.68 16.70 26.66 075 270
DSRCNN (2018) [ 54.22 L1l 27.14 077 271
SRDRM-GAN (2020) 289.38 1131 28.55 081 2.77
SAN (2020) 1204.48 1571 29.48 0.80 265
PAL (2020) 203.82 083 28.41 0.80 i
. HAN (2020) 1216.57 15.92 28.67 079 253
IPT (2021) - 113 29.33 080 -
HNCT (2022) - 038 29.32 082 266
PEIN (2022) 76.83 132 29.94 0.83 2.80
AMPCNet (2022) - L15 29.54 0.80 2.77
ELAN (2022) 153 0.818 30.14 0.83 =
RDLN (2023) - 084 29.96 0.83 268
MDSRDN (ours) 1034 029 30.57 0.83 2.81
SRCNN (2014) 21.30 006 23.38 067 238
VDSR (2016) 20528 0.67 25.70 0.68 2.44
SRGAN (2017) 529.86 595 24.76 0.69 2.42
ESRGAN (2017) 1504.09 16.70 23.79 0.66 238
DSRCNN (2018) 15.77 L1l 23.61 067 236
SRDRM-GAN (2020) 377.20 1238 24.62 069 248
SAN (2020) 31286 15.86 26.00 065 240
PAL (2020) 30342 1.92 24.89 0.69 =
“ HAN (2020) 31588 16.07 25.26 059 256
IPT (2021) = 114 25.82 069
HNCT (2022) = 078 26.06 0.66 241
PEIN (2022) 19.65 134 26.25 0.70 253
AMPCNet (2022) = 117 25.90 0.66 2.58
ELAN (2022) 150 082 26.12 070 -
RDLN (2023) - 084 26.16 069 248
MDSRDN (ours) 25.95 032 26.38 0.71 256
SRCNN (2014) 21.30 006 19.97 057 201
VDSR (2016) 20528 067 23.58 063 217
SRGAN (2017) 567.88 595 20.14 0.60 2.10
x8 ESRGAN (2017) [ 81144 16.70 19.75 058 2.05
DSRCNN (2018) 6.15 L11 20.14 0.56 2.04
SRDRM-GAN (2020) 399.15 13.45 20.25 061 217
SAN (2020) 89.96 16.01 23.78 053 2.19
PAL (2020) 32551 299 2251 0.63 -
HAN (2020) 90.71 16.22 23.17 048 2.47
IPT (2021) [ - - 22.87 058 -
HNCT (2022) - 086 23.88 054 221
PEIN (2022) 536 144 23.96 055 227
AMPCNet (2022) - 125 23.83 0.62 225
ELAN (2022) = - 23.76 0.62 =
RDLN (2023) = 084 23.91 054 218
MDSRDN (ours) 7.95 034 24.16 0.62 231

‘The results with the best performance are highlighted in bold, while those with second-best performance are italicized and displayed in blue.
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Mame merical value

Hardware-platform-GPU NVIDIA GeForce RTX-4090
Hardware-platform-CPU Intel i9-13900k
Software-platform Pytorch-3.8.0
Batch-size 16
Train-epoch 800
Patch-size 192 x 192
Initial learning-rate 2xe?
Optimizer Adam
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Assessment

of indicators

First CZ 91.20% 88.04% 89.67% 91.97% 83.24% 81.65% 85.09% 81.22%
Second CZ 87.26% 85.04% 89.13% 85.24% 79.25% 81.52% 78.33% 77.95%

Third CZ 80.11% 77.53% 79.38% 81.25% 73.25% 77.16% 69.24% 71.11%
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Assessment

of indicators

RMSE 1.80 1.78 1.95 2.15 227 2:35 276 2,02
SSIM 0.83 0.77 0.75 0.80 0.72 0.65 0.67 0.74
First CZ 90.21% 82.45% 81.24% 84.52% 80.64% 77.02% 79.55% 81.27%
Second CZ 85.16% 79.25% 82.19% 83.65% 73.14% 71.29% 75.62% 73.26%

Third CZ 79.36% 75.23% 71.76% 79.05% 71.97% 66.21% 67.09% 70.22%





OPS/images/fmars.2024.1411779/table3.jpg
Normalized method

Assessment Gauss eddy model (Zhang, Native GAN
of
indicators

EddyGAN

) (ours)

AE CE AE CE

RMSE(m/s) .15 X 2 3.14 .. 2 1.45/1.48* 1.97/2.01*

SSIM . . X £ 5 . 0.81/0.75* 0.73/0.69*





OPS/images/fmars.2024.1411527/fmars-11-1411527-g006.jpg
‘?fﬂuw%u 30 17.90.41 *TJWI:;J 5017 101 Tl
y
, : ~






OPS/images/fmars.2024.1411527/fmars-11-1411527-g004.jpg





OPS/images/fmars.2024.1411527/fmars-11-1411527-g005.jpg





OPS/images/fmars.2024.1411527/fmars-11-1411527-g002.jpg
(o

SSoT yse| SSO7 ea

HIOMISN MSel HOMISN DOA

Nao¥1'n129
‘yoo|g AuUo)H
Nao¥1°'n1e9
‘o0|g AUOH
Nao¥u1‘n19o
‘yo0|g AU0H

Decoder

(@]
<

apoouz apooug
lenaq pajeys

d1°'N199
“oo|g AuUoH

Our Underwater Image Compression Model Framework

Encoder

d1‘n109
‘)o0|g AUOH

d1'‘n1e9
‘yoo|g Auo)

d1°'N189
‘yo0|g AU0)H






OPS/images/fmars.2024.1411527/fmars-11-1411527-g003.jpg
MO0I19
10d|

N139
o3 |
N13onuog | LAEOO bxb
L x| N149
AUOD €x¢&

ll

-
AM0O0I'19 AUOD | x|
19d|
e,
i
N13oauop |  LAHOO kX
Lx] NE=

AUOD €x¢&
AUQD | x|
N





OPS/images/fmars.2023.1342090/fmars-10-1342090-g005.jpg
SSANet
SSA
FT
MUSIC

05*04

01 0.1
0 0
-10 -5 0 5 10 -10 -5 0 5 10
c SNR SNR
: 04
0.3 S SSANet SSANet
* SSA
o FT
® MUSIC

027

MAE

0.1

-10

-5

SNR

0
-10 -5 0 S 10
SNR





OPS/images/fmars.2023.1342090/fmars-10-1342090-g004.jpg
NS

Amplitude

p—

10 20
Singular value number

Amplitude

30

0 10 20

Singular value number

30





OPS/images/fmars.2024.1411779/im70.jpg





OPS/images/fmars.2023.1342090/fmars-10-1342090-g003.jpg
B
0 0
. 10+ 1 . 20
£ g
£ 20 IR
i 540
a a
30
60
40
1400 1500 1600 1700 1800 1400 1500 1600 1700
Sound Speed(m/s)

Sound Speed(m/s)





OPS/images/fmars.2024.1411779/im71.jpg





OPS/images/fmars.2023.1342090/fmars-10-1342090-g002.jpg
|

nm

Fc
Layer
IxN Conv Matrix Multiply Point Multiply Matrix Multiply
Layer Weight Layer (1) Weight Layer Weight Layer (2)
3 1x (N x num)
Gy --->: Point multiply 1x (L X K)

. Get values . Regular connect

* Matrix multiply . Flatten






OPS/images/fmars.2023.1342090/fmars-10-1342090-g001.jpg
Conv Layer Embedding and SVD

Matrix multiply
Weight Layer (1)

ReLU Layer

| == ~ Grouping

Weight Layer

Matrix multiply
Weight Layer (2)

N— — — — ( —— 7
Diagonal averaging





OPS/images/fmars.2023.1342090/crossmark.jpg
©

2

i

|





OPS/images/fmars.2024.1337234/table5.jpg
Transmission Direction Southward Northward Eastward Westward

Distance Width Distance Width Distance Width Distance = Width

MAE (km) 1.56 177 2.76 2.69 272 242 291 2.16
RMSE (km) 295 278 4.49 379 4.41 327 4.68 3.08
MAPE (%) 320 19.96 5.09 33.88 5.07 32.10 5.34 29.68
Accuracy (1 km) (%) 8243 77.10 74.54 61.84 74.09 60.68 74.00 67.61

Accuracy (3 km) (%) 91.70 9224 86.31 87.75 85.49 89.23 84.03 88.59






OPS/images/fmars.2024.1337234/table4.jpg
Model Hyperparameters Values

(8], (6, 4], [8, 8], [16, 16], [8, 16],

MLP Hddentayet 8.8.8], (16,16,16]

RF Number of trees 5, 10, 20, 50, 100, 300, 500
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RMSE Accuracy

(km) (1km) (%)
CNN 1.86 295 336 76.28
LSTM 1.59 2.81 2.81 ‘ 80.16
GRU 1.69 2.87 283 77.37

BiLSTM 155 2.75 2.78 80.63
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Algorithm

Linear regression

Ridge regression

Generalized Regression neural network
(GRNN) regression

Extreme learning machine (ELM) regression

Decision tree (DT) regression

Least squares boosting (LSBoost) regression

Long short-term memory (LSTM) regression

Gated recurrent unit (GRU) regression

Back propagation (BP) regression
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‘The main settings of the combined model are the same as those of the individual models described above.
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pe Mineral

amount 947
average(mg/m®) 31.06
median(mg/mj) 23.20

min(mg/m3) 1.46
max(mg/m’) 428.58
SD* 1.06

* 8D, Standard Deviation.
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0.41

220.09

93.51

4743.84
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Dataset

Training

Validation

Test

BPNN

CNN

ABNN

AdaBoost

RF
XGboost
BPNN
CNN
ABNN
AdaBoost
RF
XGboost
BPNN
CNN
ABNN
AdaBoost
RF

XGboost

0.99

0.80

0.78

0.78

0.98

0.95

0.82

0.80

0.77

0.76

0.87

0.86

0.79

0.78

0.77

0.75

0.85

0.84

MAP

2.45%

4.58%

5.67%

5.56%

1.02%

2.73%

3.27%

4.74%

5.67%

5.76%

2.61%

3.29%

3.47%

4.77%

5.53%

5.83%

2.73%

3.45%

0.09

0.09

0.09

0.09

0.09

0.09

0.09

0.09

0.09

0.08

0.012

-0.009

0.029

0.022

0.0004

0.003

0.003

-0.012

0.029

0.022

-0.001

-0.003

0.004

-0.006

0.032

0.025

0.003

0.0015

BPNN, Backpropagation Neural Network; CNN, Convolutional Neural Network; ABNN, Attention-Based Neural Network; RF, Random Forest; AdaBoost, Adaptive Boosting; XGBoost,

eXtreme Gradient Boosting; RMSE, Root Mean Square Error; MAPE, mean absolute percentage error.
Bold values represent the best performance for the corresponding dataset.
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Model RMSE MAP [JES Variance

Mineral 0.16 4.78% -0.03 0.02

BPNN Mixed 0.07 1.53% -0.005 0.004
Organic 0.19 4.92% 0.08 0.03

Mineral 0.26 9.91% -0.17 0.04

CNN Mixed 0.09 3.62% -0.006 0.008
Organic 0.31 10.24% 0.19 0.06
Mineral 0.27 11.3% -0.19 0.04

ABNN Mixed 0.09 3.98% -0.03 0.007
Organic 032 11.14% 022 0.06
Mineral 0.25 11.33% -0.18 0.03

AdaBoost Mixed 0.08 3.83% -0.03 0.006
Organic 0.34 13.72% 028 0.036
Mineral 0.16 6.19% 0.06 0.02

RF Mixed 0.05 1.06% 0.006 0.002
Organic 0.09 4.67% -0.11 0.03
Mineral 0.17 5.80% -0.08 0.02

XGboost Mixed 0.04 1.76% -0.002 0.002
Organic 0.22 6.70% 0.13 0.03

BPNN, Backpropagation Neural Network; CNN, Convolutional Neural Network; ABNN, Attention-Based Neural Network; RF, Random Forest; AdaBoost, Adaptive Boosting; XGBoost,
eXtreme Gradient Boosting; RMSE, Root Mean Square Error; MAPE , mean absolute percentage error.
The bold indicators in the table represent the best performance of each machine learning model in estimating logl0(POC) for the three water types.
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Ablatio! Inpu otal w/o UAC w/o T w/o Exp w/o Spa
UIQM1T 3.7659 ‘ 4.2650 1.6919 3.3481 4.1763 4.2669
NIQE} 49529 ‘ 44538 5.7862 5.0789 47157 44608
MUSIQt 45.7716 ‘ 49.8793 382450 46.7958 48.7699 50.1512

Red indicates the best performance, and green signifies the second best. An upward arrow denotes that higher values represent better algorithm performance, while a downward arrow signifies
that lower values indicate better performance.
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Prior-based Supervised Unsupervised

UDCP IBLA FuniE-GAN UDnet Ours

uIQM1t 37547 ‘ 3.0355 39533 ‘ 4.6287 4.4238 42981

NIQE} ‘ 4.9209 4.9095 4.5379 ‘ 47838 4.6259 44738

MUSIQt 45.9806 ‘ 45.9502 42.5958 45.6756 ‘ 454132 47.1163
|

Red indicates the best performance, and green signifies the second best. An upward arrow denotes that higher values represent better algorithm performance, while a downward arrow signifies
that lower values indicate better performance.
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Prior-based Supervised Unsupervised

UDCP IBLA FuniE-GAN UDnet Ours
UIQM1t 34562 3.2765 4.0080 46295 44238 42650
NIQE| 47232 5.0372 48304 4.8023 5.0327 44538
MUSIQT 47.3516 46.0137 47.1942 47.7998 47,5742 49.8793

Red indicates the best performance, and green signifies the second best. An upward arrow denotes that higher values represent better algorithm performance, while a downward arrow signifies
that lower values indicate better performance.
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Method Params (M) Flops (G) Rare Al
ResNet-50 24.46 ‘ 4.14 70.63 57.65 2141 26.12
ResNet-50" 59.09 ‘ 11.63 72.70 57.35 23.09 27.58

WEN 64.11 ‘ 911 72.73 58.60 25.47 2980

* indicates increasing the number of convolutions and channels.
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Prior-based Supervised Unsupervised

UDCP IBLA UWCNN FuniE-GAN UDnet Ours
uIQM1t 44309 3.0605 4.8406 5.1152 5.0306 52196
NIQE| 36618 40997 37018 3.6486 ‘ 35765 33951
MUSIQt 40.3264 38,5612 39.8785 ‘ 41.0003 43.4489 40.0973

Red indicates the best performance, and green signifies the second best. An upward arrow denotes that higher values represent better algorithm performance, while a downward arrow signifies
that lower values indicate better performance.
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Raw LF HF Canny Sobel Medium Rare Al
v 70.63 57.65 21.41 26.12
v v 67.92 54.55 19.56 24.11
v v 69.66 56.01 20.27 24.93

v v 70.33 56.34 22,97 27.34
v v 70.95 56.05 23.58 27.84
v v 72.73 58.60 25.47 29.80
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Term MemRead (B) MemWrite (B) Memory (MB) Flops (G) Trainable Params

Amount 8,388,608 8,388,608 128.75 115 17,699
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Labeled Unlabeled Common Rare All
10% 0% 66.41 47.35 14.97 1928
90% 59.78 59.72 23.23 27.80

0% 72.73 58.60 25.47 29.80

- 40% 69.27 67.48 3130 3577
60% 67.10 68.23 32.11 36.62

80% 69.58 68.36 32.61 37.11

30% 0% 75.93 62.35 28.05 3253
70% 73.05 7142 3843 42.59

100% 0% 83.31 74.49 45.68 4941
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% | %S| S

HFSum

HFMax
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HFAverage

70.63

69.18

56.25

4522

4895

57.19
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Medium
57.65
56.12
40.65
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5548
56.25
56.30

58.60

Rare
21.41
22.52
14.28
11.17
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23.16
24.41

2547

Al
26.12
26.90
17.78
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Fusion strate Common Rare All
concatenate 75.14 58.78 22.88 27.59

Element-wise add 72.68 58.93 2342 28.05

FusionBlock 7273 58.60 2547 29.80
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Dmey
Haar
Coiflets
Biorthogonal 1.5
Biorthogonal 2.4

Daubechies 2
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Method
ResNet-50 (He et al., 2016)
WEN
FixMatch (Sohn et al, 2020)
FixMatch + WEN
Fixmatch+CReST (Wei et al., 2021)
Fixmatch+ABC (Lee et al, 2021)
Fixmatch+DARP (Kim et al., 2020)
FixMatch+SAW (Lai et al., 2022)
FixMatch+DASO (Oh et al., 2022)
FixMatch+CEL

FixMatch+CEL+WFN

v
4
v
v
v
4
v
4
4

SIS IS SIS INS

Common
70.63
72.73
79.07
81.65
68.19
69.14
69.74
64.54
65.74
67.75

69.58

Medium
57.65
58.60
64.94
67.61
67.26
66.71
67.42
67.18
67.70
68.83

68.36

Rare
2141
2547
2224
27.99
24.93
24.98
26.19
2731
27.07
28.30

3261

All
26.12
29.80
27.77
33.13
3024
3024
3138
3227
3213
33.36

37.11
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Prior-based Supervised Unsupervised

UDCP IBLA FuniE-GAN UDnet Ours

RT| 1.8903 ‘ 34355 02199 ‘ 4.0786 0.0072 0.0017

NIQE} 47232 ‘ 5.0372 4.8304 4.8023 ‘ 5.0327 44538

MUSIQt 47.3516 ‘ 46.0137 47.1942 ‘ 47.7998 47.5742 49.8793
|

Red indicates the best performance, and green signifies the second best. An upward arrow denotes that higher values represent better algorithm performance, while a downward arrow signifies
that lower values indicate better performance.
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Devil 0.301 0.432 0.492
Gao 0.298 0.541 0.529
Ours 0.303 0.554 0.533
JPEG 0.502 0.443 0.514
JPEG2000 0.495 0.527 0.544
BPG 0.507 0.492 0.497
vvC 0.512 0.550 0.549
Hyperprior 0.504 0.510 0.541
Devil 0.512 0.428 0.532
Gao 0.509 0.570 0.551
Ours 0.501 0.578 0.558

*The top two scores are highlighted in red (the best) and blue (the second best).
*The minimum bpp of JPEG is 0.23.

We conducted experiments under different bits per pixel (bpp) settings.
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MS — SSIM

0.1bpp 0.3bpp 0.5bpp
JEPG 0.704 0.929 0.952
JEPG2000 0.832 0.929 0.955
BPG 0.886 0.948 0.965
vvC 0.901 0.954 0.974
Hyperprior 0.884 0.952 0.968
Devil 0.798 0.927 0.951
Gao 0.870 0.944 0.961
Ours 0.897 0.951 0.983

*The higher the value, the better the reconstructed image quality.

We conducted experiments under different (bpp) settings.
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(a) x v 0.039 0.743
(b) v x 0.038 0.755
(© x x 0.042 0.740






OPS/images/fmars.2024.1334134/eq1.jpg
8(0) = h(t. ) ®(0) + n(t) = Sei(Ok(t = (1) + 1)

[0





OPS/images/fmars.2024.1411527/table8.jpg
JEPG 21.435 28.746 30.157
JPEG2000 25423 29.255 31.266
BPG 26.865 30.409 32.721
vvC 27.391 30.604 33.434
Hyperprior 26.173 29.340 30.501
Devil 24.248 27.870 29.166
Gao 25.984 30.101 31.899
Ours 25.493 27.741 31.745

*The higher the value, the better the reconstructed image quality.
We conducted experiments under different (bpp) settings.
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Early stopping True
Initialize weights Xavier
Learning rate 1x10°?
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Testing R
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Different variables Methods Testing RMSE (°C) Testing R
Case 1 SLA ERCACN 0.8604 0.7343
Case 2 SLA, SSTA ERCACN 0.8454 0.7502
Case 3 SLA, SSTA, SSWAS ERCACN 0.8433 0.7524
SLA, SSTA, SSWAS,
Case 4 UWA, VWA ERCACN 0.8404 0.7540
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1] .201 ..
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(a) x v 58.58 69.37 82.84

(b) v/ x 58.64 69.40 82.97

(©) x x 57.71 68.77 81.69
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Method o] o] o} mlOU mPA PA
original - 62.1 72.67 84.13
JPEG 0.230 41.71 53.19 73.90
JPEG2000 0.103 49.46 6243 78.92
BPG 0.106 50.59 61.78 79.36
vvC 0.103 54.11 65.20 79.62
Hyperprior 0.100 54.13 64.78 79.32
Devil 0.114 43.99 56.05 74.40
Gao 0.109 54.09 64.58 79.44
Ours 0.103 54.55 66.41 80.70
JPEG 0.306 52.80 64.64 79.20
JPEG2000 0.304 57.59 68.73 81.71
BPG 0.321 54.15 65.16 80.66
vvC 0.289 5498 65.51 79.96
Hyperprior 0.299 57.85 68.68 82.59
Devil 0.301 57.01 67.56 81.42
Gao 0.305 57.69 68.69 82.40
Ours 0.303 58.73 69.48 83.04
JPEG 0.502 57.98 68.44 81.61
JPEG2000 0.495 59.33 70.31 82.49
BPG 0.507 57.88 69.02 81.68
vvC 0.512 58.72 69.49 8271
Hyperprior 0.504 60.42 70.84 82.26
Devil 0.512 60.02 70.52 83.30
Gao 0.498 59.98 70.44 83.02
Ours 0.501 61.56 7143 83.65

*The top two scores are highlighted in red (the best) and blue (the second best).

*The minimum bpp of JPEG is 0.23.
We conducted experiments under different (bpp) settings.
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initially recorded
Minimum depths observed >200 m
Minimum number of
E . >10
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The maximum depth difference <300 m
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Method MAE maxF
original - 0.031 0.785
JPEG 0.23 0.070 0.614
JPEG2000 0.103 0.057 0.671
BPG 0.106 0.059 0.671
vvC 0.103 0.049 0.706
Hyperprior 0.100 0.047 0.698
Devil 0.114 0.067 0.622
Gao 0.108 0.047 0.711
Ours 0.103 0.045 0.729
JPEG 0.306 0.054 0.686
JPEG2000 0.304 0.046 0.718
BPG 0.321 0.042 0.728
vvC 0.289 0.042 0.732
Hyperprior 0.299 0.042 0.739
Devil 0.301 0.043 0.733
Gao 0.308 0.038 0.760
Ours 0.303 0.036 0.769
JPEG 0.502 0.039 0.729
JPEG2000 0.495 0.036 0.759
BPG 0.507 0.039 0.745
vvC 0.512 0.038 0.758
Hyperprior 0.504 0.036 0.75
Devil 0.512 0.044 0.738
Gao 0.509 0.034 0.775
Ours 0.501 0.034 0.780

* The top two scores are highlighted in red (the best) and blue (the second best).
* The minimum bpp of JPEG is 0.23.

We conducted experiments under different (bpp) settings.
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